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Professor Sarmila Banerjee



Foreword

Sarmila Banerjee, affectionately called Sarmiladi by her innumerable students she
nurtured at the post-graduate department of Economics in Calcutta University and
elsewhere, retired as Rajiv Gandhi Chair Professor of Eco-systems and Sustainable
Development, after serving for more than 35 years. Her remarkable leadership
brought in qualitative changes in the orientation of the Department as a centre of
economics learning—changing it from a predominantly teaching Department to one
having a balanced mix of teaching and research. Evolution of her own academic
interest was possibly coincident with this regime change of the Department. She is
the recipient of Panchanan Chakraborty Memorial Award for lifetime achievement
in teaching and research in economics from Bengal Economic Association in 2018.

Her doctoral research on trade policies, from the University of Florida,
Gainesville, USA, was along the line of theoretical development economics. In
course of her doctoral studentship, she received a series of best student awards like
Lasky Award in 1985–1986, Lanzilotti Award in 1986–1987, Ann Lynch Award in
1987–1988 and President’s Award in 1988–1989. She also received World Bank’s
Overseas Fellowship for Post-doctoral Research in Environmental Economics in
2001–2002 and studied environmental economics and sustainable development in
her post-doctoral research, a pursuit that always remained close to her heart later,
along with other areas of development of contemporary significance. It will not be
an exaggeration to say that her post-graduate training abroad, in addition to stim-
ulating her interest in developmental policy, issues of environmental economics and
sustainable development, inculcated in her a strong appreciation and competence in
using econometric techniques, which she later used in most of her quantitative
analytic research. As her own research and also research that she supervised reflect,
her research interest has covered three broad areas, viz. Environmental Economics
and Sustainable Development, Empowerment of Women and Gender
Discrimination and Social Sector and Development. The quantum of her research
involvement is indeed remarkable, which covers a large number of Ph.D. and
M.Phil. research supervisions also.
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It is a matter of great pleasure and appreciation that as a tribute to Sarmila
Banerjee, Simanti Bandyopadhyay and Mousumi Dutta, on behalf of students who
have learnt from her how to think logically and do impactful research, have chosen
to edit this volume in honour of Professor Banerjee. The volume contains 25
original articles by eminent colleagues, contemporaries and students of Professor
Banerjee. As the title of this volume may suggest, all the chapters of the volume are
connected to different areas of development. The editors have chosen to group the
articles into following five sections with five chapters in each: Section 1:
Macroeconomic Issues, Section 2: Institutions and Development, Section 3: Public
Finance and International Economics, Section 4: Labour and Human Capital,
Section 5: Inequality and Well-Being.

All the five chapters of Section 1 are woven in the framework of macroeco-
nomics and present interesting analyses relating to different macroeconomic issues.
Pradip Maiti demonstrates logically how the use of different forms of expectation
formation rules, particularly those of rational expectations, may result in qualita-
tively different conclusions about the issue of unemployment—inflation trade off—
i.e. the Phillips curve.

Soumyen Sikdar revisits a prediction made by J. M. Keynes in 1931 that sub-
stantial living standards improvement would take place globally over the next
hundred years. He explains why this prediction has gone wrong and attempts to
explore the implications of this Keynesian Failure for our grandchildren.

Ananya Ghosh Dastidar and Rashmi Ahuja analyse the recent investment
slowdown in India using a model of aggregate private investment behaviour based
on both demand and supply-side factors. Their empirical analysis based on the
specified model attempts to identify short- and long-run drivers of private invest-
ments in India.

Agnirup Sarkar and Abhirup Sarkar attempt to examine the linkage, if any,
between the stock market boom and economic growth. For this, they construct a
model of stochastic growth of the economy with stock market, which predicts that
whereas a stock market shock leads to a rise in growth, a productivity shock that
increases the growth rate has an adverse impact on the market capitalization ratio
of the stock market. The main findings of a follow-up empirical study based on a
panel data set covering 35 countries suggest that causality from stock market shock
to growth is stronger than the one from growth shock to the stock market
capitalization.

Ayanangshu Sarkar and Malabika Roy deal with the nature of volatility of stock
indices at the sectoral level in banking, oil and gas, health, FMCG and IT. Indian
stock markets are analysed to understand the characteristics of the volatility of
sectoral returns as well as their relationships with market returns, focussing on its
time-varying nature and the presence of characteristics like volatility clustering.
Existence of volatility clustering and ‘spillover effect’ between the domestic stock
indices of different sectors are modelled using econometric techniques. The paper
also attempts to investigate how far the different segments of stock markets are
integrated with the international stock markets.
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The second section titled Institutions and Development starts with the analysis of
Abhishek Kabiraj and Tarun Kabiraj who argue that uncertainty of R&D outcome,
together with associated problems of free-riding and imitation, may lead to
under-investment in R&D and hence hamper long-run growth of economy—a
problem which may get mitigated if firms cooperate in their R&D effort.

Abhik Mukherjee, Pratip Kumar Datta and Saumya Chakrabarti, in the next
chapter of this section, consider informality of production organization as an
institutional factor of interest and seek to examine to what extent the inter-firm
heterogeneity in the degree of informality of manufacturing units may be respon-
sible for the observed non-inclusive growth performance of the informal manu-
facturing sector. Using primary data, they design a study of the observed behaviour
of informal manufacturing units using the structure-conduct-performance paradigm
of industrial organization to link up observed behaviour of informal manufacturing
units with relevant firm characteristics, market linkages and socio-economic-
cultural factors of their locations.

For Sukanta Bhattacharya and Shirsendu Mukherjee, a micro-credit market is the
institutional phenomenon of interest and choice of loan contract is the relevant
institutional issue. They examine analytically the effect of different types of loan
contract on a borrower’s incentive for investment in information. Briefly, alterna-
tive trade-offs a borrower faces by collecting information on the potential of her
intended projects under individual and joint liability loan contracts are found
important for the choice of optimal contract type. Among other results, the authors
observe that in specific situations, individual liability lending may emerge as the
dominant lending arrangement.

Tanika Chakraborty, Reema Kumar, Anirban Mukherjee and Sarani Saha take
the court or judiciary as a form of institution and examine the efficacy of court
efficiency for development. Their empirical analysis indicates that effective contract
enforcement leads to expansion of business enterprises.

Prasenjit Sarkhel and Subhalakshmi Paul address the issue of a trade-off between
the quality of drinking water used and the resource cost of procuring that water.
Using a discrete choice model on the IHDS data sets, they identify the factors that
affect households’ choice of the drinking water source and water collection
activities.

The third section on Public Finance and International Economics starts with
Hiranya Mukhopadhya’s article discussing fiscal reform of Indian states from the
political economic perspective by bringing in fiscal populism, political alliance and
other factors with the purpose of settling empirically the ambiguities in the rela-
tionship between fiscal reforms and their political economic determinants.

Madhurima Koley and Kumarjit Mandal are concerned with the issue of vertical
fiscal imbalances in the Indian states. Vertical fiscal imbalance is recognized as
obstacle to subnational accountability and good fiscal performance. Analysing a
data set covering 25 states for a fairly long time period, the authors estimate that the
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primary deficit of a state measured as a percentage of NSDP declines by 18 per cent
per 1 per cent decline in the vertical fiscal imbalance indicator. This result can prove
to be of utmost importance as far as policy implications for a country like India is
concerned.

Pradyut Kumar Pyne and Saikat Sinha Roy examine the extent of exchange rate
pass-through to sectoral import prices in an emerging market economy like India.
For their empirical analysis, a simultaneous equation model incorporating demand
and supply factors is specified and the corresponding set of reduced-form equations
for import prices are estimated. The main empirical result, claimed to be important
for trade and exchange rate policy-making for emerging market economies like
India, shows that there is an incomplete exchange rate pass-through to import prices
with the degree of pass-through varying across import product groups.

Amrita Ganguly and Ranajoy Bhattacharyya in their interesting work deal with
the complexities in the pricing of petrol, diesel, liquefied petroleum gas (LPG) and
other energy products in India. Set in the background of international pricing
mechanisms and recommendations of International Institute of Sustainable
Development and the International Monetary Fund, the paper discusses the
break-up of the components of pricing, which involves taxes and subsidies by
central and state governments. The discussion centres around the point that these
products being necessities with very low elasticity of demand, incidence of taxes
and/ or subsidies on them are almost 100%, as a result of which the international
cartels (seeking profits) and local governments (seeking revenues) use them as a
tool to maximize their pecuniary benefits from the manipulation of such prices.

In the last chapter of this section, Tarun Kabiraj and Arijit Mukherjee review the
literature on the role of International Joint Ventures in developing countries with
special reference to implication of factors like government policy, information
asymmetry, transfer pricing and tariff jumping.

The fourth section on Labor and Human Capital opens up debatable issues and
offers interesting analyses. Bibhas Saha uses an extended Basu-Van model of child
labour that allows a household to split time between outside labour market activities
and self-employment-based home production. The main findings indicate that if a
minimal proportion of households is empowered with self-employment opportu-
nities, child labour will not arise in equilibrium—a result of significant implications
in the literature on Development.

Rajesh Bhattacharya and Sarmistha Sen study labour mobility in the handloom
sector of West Bengal. Their study, based on a qualitative field survey in three
selected districts of West Bengal, shows that at present, handloom sector of West
Bengal is characterized not just by exit of weavers, there is also valuable inter- and
intra-sectoral labour mobility. This observation may be important for development
strategy formulation for the handloom sector of West Bengal.

Using DEA technique, Arpita Ghosh in the next chapter estimates total factor
productivity (TFP) for elementary education in India and identifies the factors
accounting for estimated overall TFP and its components due to technical change,
efficiency change and scale efficiency change, separately, for categories of ele-
mentary education.
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Kajal Lahiri and Lin Hua analyse the so-called Gulf War syndrome, viz. effects
on the health of the Gulf War veterans. Using the 2001 National Survey of Veterans
conducted ten years after the end of Gulf War and appropriate econometric
methodology, they brought out evidence on the complexity in identifying the
genuine health problems faced by varieties of war veterans.

The last chapter in this section is contributed by Zakir Hussain, Diganta
Mukherjee, Mousumi Dutta and Susmita Mukhopadhyay which compares the foetal
origin hypothesis and the predictive adaptive response theory (which hypothesizes
that nutrition supply at foetal stage leads foetus to adapt to expected future envi-
ronment). The main findings of this empirical analysis suggest that the predictive
adaptive response theory can give comparatively better prediction of the probability
of onset of non-communicable disease in mid-life due to starvation at foetal stage.

The fifth, and the last, section is on Inequality and Well-being. Anup Sinha in
his interesting article analyses how intra-generational inequality can have a con-
strained impact on sustainable development. Sustainable development is generally
defined in terms of inter-generational equality in the access of resources in an
economy. He argues that reduction of intra-generational inequality is also an
important factor to ensure sustainable development.

Lopamudra Banerjee and Snehashish Bhattacharya discuss how the impact of a
natural disaster on people’s lives may get affected by their conditions of infor-
mality, class they belong to and location along the cultural axes of victims. They
also provide illustrations in support of their conclusion based on panel surveys in
countries.

Hee Cheol Chung, Gauri S. Dutta and Jerry Maples build up an interesting
application of small area estimation methodology for simultaneous estimation of
median incomes of the American states.

Manisha Chakrabarty and Jayanta Mandi measure household-level diversity in
consumer spending using an entropy-based diversity measure and then try to
explain the inter-household variation of measured diversity in terms of the level of
well-being and other relevant household characteristics. Their results indicate that
the diversity follows a random two-way error component model as commodity
group and monthly per capita consumer expenditure decile groups’ random error
turn out to be significant.

The last contribution in this volume is by Asis Kumar Banerjee. This article
attempts an inter-temporal comparison of inter-state disparities in well-being of
selected Indian states from a methodological point of view. Using asset ownership
rather than per capita consumer expenditure as the indicator of well-being and the
methodology of Lorenz dominance, instead of a specific inequality index in his
exercise, he shows that more robust results of well-being comparisons are obtained
compared to those available in the literature.

This collection of essays presented to Sarmila Banerjee by her colleagues,
contemporaries and students is rich in content and quality and aptly reflects the
affection and respect they have for her. Let me close by expressing my grateful
thanks to her for the interactions that she could find time to have with me on many
issues of mutual interest. I wish her a post-retirement life, equally meaningful and
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interesting, if not more, than working life as a teacher and researcher of economics
that she has lived. May she continue stimulating others in doing meaningful
research and leading a fulfilling life.

Dipankor Coondoo
Indian Statistical Institute

Kolkata, India
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Preface

Professor Sarmila Banerjee has been an inspiration for many. She taught us how to
build up quality and confidence in one’s life as well as the lives surrounding him or
her in every little way, adding up big. Apart from her significant achievements as an
academician, we would like to remember her as a great human being, an efficient
administrator, a complete homemaker and a wonderful time manager who can
infuse positivity in others through her actions. We have seen her conceptualizing
and implementing academic projects, structuring and teaching innovative courses,
with the same levels of commitment and love with which she cooks meals and
serves to her people or nurses the ailing members of her huge extended family
comprising relations, students, friends or anyone in need. There are very few stu-
dents who pursued their career in economics during her tenure and did not have an
occasion to have got some feedback or a brilliant piece of advice on their work from
her. Be it professional or personal life, she is ready to help anybody at any point of
time. Her decision to step out of academics after retirement and get involved
actively with different social issues which have bothered her throughout her life has
taught us again that it is never too late.

The idea of this volume came from the deep respect we all have for her. Two of
us took the responsibility for paper and tried our best to do justice to this oppor-
tunity. Whatever she has given us and to the society in general cannot be
acknowledged through editing an academic volume like this. This endeavour may
rather be interpreted as an exercise for us to know and understand contemporary
research on different areas of development in our own way, involving people whom
she knew, we knew and had worked in close association as a colleague, teacher,
adviser or friend.

This journey has been very enriching from selecting a theme, to approaching
potential contributors, to going through each piece of contribution for the volume.
We are fortunate to have 25 quality research articles from scholars, eminent in their
fields, from all over the world. Given the diversity of area of work Prof. Sarmila
Banerjee was involved in, it was not an easy task to come up with a theme for the
volume. We tried to keep it broad so that we can welcome contributions from
diverse fields of development and do not restrict the authors in any narrow domain.
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But there was a trade-off. Defining a structure to divide the book into parts was a
real challenge. As economists, who are trained to understand and model trade-offs
efficiently, we took up the challenge and plunged into it. We cannot say we are fully
satisfied with the structure to the extent that each contribution is the most appro-
priate fit for the part it belongs to. But we would justify by saying that we have done
constrained optimization in the process of clubbing the articles under each theme
and we respected the constraints and the objective function equally!

Our sincere thanks to all the contributors for their valued submissions and also
their kind cooperation at each stage of the publication. We thank Prof. Dipankar
Coondoo (Professor retd.), Economics Research Unit, Indian Statistical Institute,
Kolkata, for writing an interesting Foreword for this book. Thanks are due to Prof.
Anjan Chakrabarti for writing an excellent piece on Prof. Sarmila Banerjee as a
colleague in the Department of Economics, University of Calcutta. We thank
immensely all our reviewers who reviewed the submissions and had given their
precious time for this volume in giving comments in multiple rounds as each article
went through a double-blind review process before publication. We thank Aishna
Sharma (Shiv Nadar University) and Aditi Jamalpuria (Independent Researcher) for
a careful reading of the entire manuscript and their observations on the draft. Our
sincere thanks to Debashis Biswas, Inspector of Colleges, University of Calcutta,
for taking the photograph of Prof. Sarmila Banerjee for this book. We would like to
thank our respective family members for their cooperation and support in this
journey, which has played a pivotal role in the timely completion of this publica-
tion. We are grateful to our respective institutions, Shiv Nadar University and
Presidency University, for the support extended from time to time. Finally, sincere
thanks are due to Nupoor Singh and her team of Springer International for their
support without which the book would not have been possible. Their untiring efforts
to match our expectations are really praiseworthy.

Thanking you.

Greater Noida, India Simanti Bandyopadhyay
Kolkata, India Mousumi Dutta
September 2019
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Theories of Expectations Including
Rational Expectations and Their Uses
in Different Versions of the Philips Curve

Pradip Maiti

Abstract Expectations are used in almost every branch of economics. And
alternative theories of expectations have been developed, including the theory of
rational expectations (RE) introduced byRobert Lucas (Jr.). The use ofRE inmacroe-
conomic models has changed radically many well-developed earlier results and pol-
icy prescriptions. The purpose of the present paper is twofold—first, to discuss the
various theories of expectations, and secondly, to show how the Phillips curve in
macroeconomics dealing with the celebrated trade-off between inflation and unem-
ployment—yield different results, if alternative expectations mechanisms are used.
We thus discuss different versions of the Phillips curve—first, its initial version due to
Phillips, showing the existence of a permanent trade-off between inflation and unem-
ployment, next the Friedman–Phelps version using static expectations and showing
the existence of only temporary, but no permanent trade-off, and finally, the new clas-
sical version with rational expectations showing the absence of any trade-off even
temporarily. We add that no new result has been proved here; rather, our objective is
mainly to help the students to understand these topics clearly—students who might
have felt that the discussion of these topics in the standard textbooks is not always
up to expectation.

Keywords Expectations—Static · Adaptive (AE) and Rational Expectations
(RE) · Cobweb model · Systematic error · Serially correlated · Mathematical
expectation · Mark-up pricing · Trade-off · Phillips curve (PC) · Natural level of
output · Expectations-augmented Phillips Curve · White noise · New classical ·
New Keynesian Phillips curve · Lucas critique · NAIRU

1 Introduction

Expectations are used in almost every branch of economics. But what do wemean by
the term “expectations” and why are these so important? A very good introduction
to this topic is given in the book by Carter and Maddock (1984). Let us quote from
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it. “Expectations (in economics) are essentially forecasts of the future values of
economic variables which are relevant to current decisions. For example, firms have
to forecast the future prices for their products… in order to decide how much to
produce in the current period… Union negotiators have to predict the future rate of
inflation in their wage bargaining” (p. 12). In fact, for many a crop (say, rice, wheat,
etc.), sowing takes place a few months before harvesting and hence, farmers need
some forecast of its price in the next period—the period when its harvesting takes
place, in order to decide on the size of the area on which the crop is to be cultivated
during the current period.

Carter and Maddock (1984, Chap. 2, p. 13) remark, “one of the first economists
to give expectations a paramount role in his analysis was John Maynard Keynes ….
While expectations play a role in Keynes’ earlier writings, they take centre stage in
his General Theory (1936). His analysis of the level of employment, the demand for
money, the level of investment and the trade cycle all depend crucially on expecta-
tions”. However, Keynes did not discuss how such expectations were formed and/or
did not pursue the implications of having alternative theories of expectations in a
model.

The purpose of the present paper is twofold—first, to discuss the various theo-
ries of expectations developed/used in economics, and secondly, to show how the
Phillips curve—an important topic in macroeconomics dealing with the celebrated
trade-off between inflation and unemployment—yield different results, if one uses
different expectations mechanisms to discuss this model. We would like to add that
we are not going to prove any new result hitherto unknown; rather, the objective is to
demonstrate the known results clearly and elaborately. In fact, our targeted readers
are mainly students who might have felt that the treatment of these topics in the
standard textbooks is not always up to expectation; our objective is mainly to help
the students to understand these topics clearly.1

The plan of the paper is as follows. Section 2 introduces various models of expec-
tations, i.e. static expectations, adaptive expectations and finally, rational expecta-
tions, each illustrated in a suitable model. Section 3 discusses the various versions
of the Phillips curve—first, its initial version as presented by Phillips, showing the
existence of a permanent trade-off between inflation and unemployment, next the
Friedman–Phelps version, showing that such a trade-off holds only temporarily, but
not permanently, and finally, the new classical version with rational expectations
showing that no such trade-off exists even temporarily. Section 4 concludes our
discussion.

1I guess, this objective suits the basic objective of this volume—the volume which is being brought
out in honour of Professor Sarmila Banerjee who was a very popular and respected teacher in the
Department.
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2 Alternative Theories/Models of Expectations

2.1 Theory of Naïve, i.e. Static Expectations and Cobweb
Model

The theory or model of static expectations (also called naïve expectations) is one
of the earliest models of expectations developed in the literature. This model takes
the immediate past value of a variable as its expected value for the next period. A
well-known application of this model is in the context of the cobweb model which
is discussed in detail below.

In case of many agricultural crops, there is a time gap between sowing and har-
vesting seasons, and hence, farmers have to take a prior decision as to how much
land to cultivate so as to produce the desired amount of output.2 And this decision
is influenced by the price of the crop they expect to prevail when the crop will be
harvested and marketed. Suppose their expectation is the static one, namely that pet ,
the price of the crop expected by the farmers at the time of sowing [i.e. in period
(t − 1)] to prevail in the period after harvest (i.e. in period t) is the same as the price
observed now, i.e. in the period of sowing: pet = pt−1. Thus, the quantity of output
supplied in period t (qs

t ) depends on the amount of land cultivated in period (t − 1),
and the latter depends on pet . However, (q

d
t ), the demand for output in any period t

depends on the actual price which prevails in that period (pt ). And this price pt is
a market-clearing price in the sense that it equates demand with whatever amount
is supplied. This model, which is written below in detail, is known as the famous
cobweb model.

(demand): qd
t = α − βpt

(
qd
t = quantity of output demanded at time t

); (1)

(supply): qs
t = γ + δpet

(
qs
t = quantity of output supplied at time t

); (2)

(market clearing condition): qd
t = qs

t = qt , (3)

where qt = actual quantity marketed at t. Solving (1)–(3), we get pt as

pt = α − γ

β
− δ

β
pet

(
i.e. pt = a − bpet , where a ≡ α − γ

β
and b ≡ δ

β

)
. (4)

The parameters α, β, γ are all positive; δ is generally taken to be positive, but it
may be negative also. Now, static expectations give the expected price as

= (naïve or static expectations). (5)

2A good discussion on the cobweb model is given in Chakraborty (2002, Appendix).
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Substituting then pt−1 for pet in (4), we may rewrite the latter as follows:

pt = α − γ

β
− δ

β
pt−1

[=a − bpt−1, in terms of a and b defined in (4) above
]
.

(6)

Equation (6) is a first-order linear difference equation which can be solved pro-
vided one initial condition is given. Suppose price at time 0 is given at p0. Then the
solution of (6), in terms of p0 and the parameters, is as follows:

pt = (−δ/β)t (p0 − p̄) + p̄, (7)

where p̄ may be called the equilibrium price in this model,3 i.e. that price which will
satisfy both the demand and supply curves [i.e. both sides of (6)] and hence will be
repeated period after period, if no other disturbances occur:

(equilibrium price): p̄ = α − γ

β
− δ

β
p̄ = α − γ

β + δ

(
= a

1 + b
in terms of a and b

)
.

(8)

Now, as Eq. (7) shows, the market-clearing price pt is expressed in terms of
deviation from the equilibrium price, p̄, and will converge to the latter, i.e. the model
is stable, if |δ/(−β)| < 1 [i.e. if, with respect to the price axis, the demand curve
has a larger (absolute) value of the slope (−β) than the value of the slope of the
supply curve (δ)]. Figure 1a shows a convergent cobweb model, and Fig. 1b, with a
downward-sloping supply curve (i.e. with δ < 0), shows a convergent non-cobweb
model as the market price converges steadily to the equilibrium price.

Remark A: (i) Variables have oscillatory characters (from which the model derives
its name, cobweb)—a period of low supply and high price is immediately followed
by a period of high supply and low price.

(ii) The cobweb model may/may not converge. The stability condition is |δ/β| <

1. However, if δ = β, the model has a neutral stability.

Criticisms of the cobweb model

(1) Farmers ignore the impact of similar actions by the other farmers. For example,
suppose in a period supplies are high and consequently prices are low. This
induces each farmer to plant a smaller crop for the next period with the expec-
tation that low price will be maintained, but since all the farmers will follow

3The derivation of the equilibrium price p̄ and the solution of Eq. (7) are shown below. Given p0,
we have p1 = bp0 + a and hence, p2 = bp1 + a = b{bp0 + a} + a = b2 p0 + a(1 + b). By
making repeated substitutions in this way, one gets p3 = bp2 + a = b{b2 p0 + a(1 + b)} + a =
b3 p0 + a{1 + b + b2} = b3 p0 + a

(
1 − b3

)
/(1 − b). Hence, pt = bt p0 + a

(
1 − bt

)
/(1 − b) =

bt [p0 − a/(1 − b)] + a/(1 − b), which may be rewritten, by inserting the expressions for b and p̄
as: pt = (−δ/β)t (p0 − p̄) + p̄
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(a) (b)

Fig. 1 a A convergent cobweb model (to explain a, given p0, supply in period 1 is qs1 which is
demanded at p1 which is then the market price in period 1; this price then induces farmers to supply
qs2 in period 2, and the market price in period 2 then settles at p2 at which demand = this amount
of supply. The story goes on in this way and ends when the market settles at the equilibrium price,
p̄—the price at which both the quantity demanded and supplied are the same). b A convergent
non-cobweb model

suite, total supply will be much less and prices higher in the next period. Surely
over time, the farmers are expected to appreciate the effects of their combined
actions. But the model does not take care of this point.

(2) Even if the farmers are not sufficiently smart to consider the impact of their joint
actions, one expects them to learn from their mistakes and adjust their actions
accordingly. However, the assumptions of the cobweb model do not allow for
any learning on the part of the farmers. Hence, a model of static expectations
used to describe the cobweb model is very unsatisfactory.

2.2 Theory of Adaptive Expectations (AE)

An expectations mechanism—usually attributed to Cagan (1956) who used it in
his model of hyperinflation—postulates that agents revise their expected value of
a variable each period so as to correct the entire/a part of the error made in their
previous expectations. This mechanism is thus called adaptive expectations (AE)
and is stated below in detail:

pet = pet−1 + θ
(
pt−1 − pet−1

)
, (0 < θ ≤ 1), (9)
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where θ , called the coefficient of adaptation, determines the speed at which expec-
tations adjust to correct past errors.4

Remark B: Some features of adaptive expectations theory are noted below.
(B.1) Note that Eq. (9) may be rewritten as5:

pet = θpt−1 + (1 − θ)pet−1, (0 < θ ≤ 1), (10)

which means that the expected price for a period is a weighted average of the actual
and the expected price in the preceding period with θ being the weight attached to
the former. This is another interpretation of the AE mechanism.

(B.2) By continuously substituting for pet−1, p
e
t−2, p

e
t−3, etc., one obtains

pet = θpt−1 + (1 − θ)pet−1 = θpt−1 + (1 − θ)
{
θpt−2 + (1 − θ)pet−2

}

= θpt−1 + (1 − θ)
[
θpt−2 + (1 − θ)

{
θpt−3 + (1 − θ)pet−3

}]

= θ
[
pt−1 + (1 − θ)pt−2 + (1 − θ)2 pt−3

] + (1 − θ)3 pet−3

= · · · = θ

∞∑

k=1

(1 − θ)k−1 pt−k . (11)

This is known as a distributed lag model, since the weight is distributed over all
the lagged (i.e. past) values of the variable, with theweights attached to the preceding
values decline at a geometric rate (since 0 < θ ≤ 1), as we go further and further into
the past. Thus, the entire past history of the variable is used to form its expected
value for the immediate future (in contrast, the static/extrapolative expectations use
one or two past values only).

Until the advent of the idea of rational expectations, adaptive expectations was
the most common formalisation of expectations used in economics, partly because
of its conceptual simplicity and easy applicability and partly owing to the fact that
statistical estimates for the coefficient θ can be easily obtained. Moreover, adaptive
behaviour in the face of uncertain environment appears intuitively plausible and
appealing. Further, models with adaptive expectations appeared to work well in an
environment inwhich changeswere gradual—a characteristic of the 1950s and 1960s
(Carter and Maddock 1984, pp. 23–24). Still, there are problems associated with the
use of an adaptive expectation mechanism. We list some of these problems below.

Criticisms of the Adaptive Expectations Theory

First, there is not much empirical support for the assumption that weights decline
geometrically. Secondly, sticking to adaptive expectations will, inmany cases, lead to

4Metzler (1941) introduced another expectations mechanism, namely extrapolative expectations,
where the expected value depends on the past value of the variable as well as on its direction of
change in the past: pet = pt−1+ ∈ (pt−1 − pt−2), where ∈ is called the coefficient of expectations.
However, this model has not been a very popular one. For further discussion on it, see Carter and
Maddock (1984, pp. 17–18).
5Note that static expectation is a special case of this mechanism with θ = 1.
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increasing forecasting errors (one such case is discussed later inExample I).However,
themost important criticism is that adaptive (or for that matter, “static”) expectations
incorporate only past values of the variable being forecast. However, using also
past values of other relevant variables and/or available relevant contemporaneous
information may enable the decision-maker to make better forecasts. But adaptive
expectations hypothesis just ignores this. Thus, for example, the prior knowledge of
(i) the nature of agricultural production (bumper crop or drought), (ii) the announced
changes in (a) government’s monetary and fiscal policies and/or (b) current wage
structure may be relevant—more relevant—than the knowledge of the past inflation
rates for predicting the future inflation rates.

Let us consider a hypothetical example which will not only illustrate the above
points, but also serve to introduce the idea of rational expectations.

Example I (A Hypothetical Economy)
(Ia) Suppose an economy in period t is described by the following upward-rising
aggregate supply curve (AS)t and a quantity theory-type aggregate demand curve
(AD)t in which the income velocity of money is taken to be a constant over time and
for simplification, its value is also normalised at unity:

(AS)t : Yt = Y ∗Pβ
t (β > 0) and (AD)t : Mt = PtYt , (12)

where Y ∗ denotes the natural level of output6 (assumed to be a constant across
periods) and Yt , Pt and Mt denote, respectively, the level of each of output, price and
money supply in period t. Equating demand with supply, we get: Mt = Y ∗P1+β

t ; this
equationmay be rewritten in logarithms, and then denoting the logarithmof a variable
by the corresponding lower-case letter (e.g. pt ≡ ln Pt ), we get the equilibrium price
(in logarithm) for period t as

(equilibrium price for period t): pt = σ
(
mt − y∗)

[
where, σ ≡ 1

1 + β

]
. (13)

Finally, writing Eq. (13) in first differences, we get

pt − pt−1 = σ
[
(mt − mt−1)

] [
where 0 < σ ≡ 1

1 + β
≤ 1

]
. (14)

We make a few additional assumptions about the economy’s functioning:
(Ib) Money supply is a policy variable. We first assume that the authority follows a
fixed rule say, it raises M at a constant rate g every period:

(policy): �mt ≡ mt − mt−1 = g for all t (where mt ≡ ln Mt ), (15)

and that this rule is known to, and believed by, all agents in the economy.

6The concept of the natural level of output is explained later in Sect. 3.1 when we start discussing
the different versions of the Phillips curve.
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(Ic) Expectations regarding the future price level are formed adaptively:

pet = pet−1 + θ
(
pt−1 − pet−1

) [
where pet ≡ ln Pe

t

]
. (16)

(Id) Expectations are fulfilled in the initial period, i.e. pe0 = p0.
The crucial question is: given this set-up, will the expectations be fulfilled in the

future periods as well? Note that the error in expectations in period t, et (=pt − pet ),
may be rewritten as follows:

et = pt − pet = pt − pet−1 − θ
(
pt−1 − pet−1

) [
substituting (16) for pet

]

= pt − pt−1 + pt−1 − pet−1 − θ
(
pt−1 − pet−1

)
(by subtracting, adding pt−1)

= σ(mt − mt−1) + (1 − θ)et−1
[
using (14) and the definition of et−1

]

= σg + (1 − θ)et−1
[
using (15)

]
. (17)

Suppose, initially there is no error in expectations, i.e. e0 = 0. However, given
that the authority is raising money supply at a constant rate g every period, Eq. (17)
shows that there will be a positive error in expectation in period 1 (e1 = σg > 0)
and that this error will go on increasing every period, ultimately settling at the value,
ē (=σg/θ) > 0, in the long-run.7

Remark C: We thus observe that, for the system (Ia)–(Id), the adaptive expectation
mechanism performs poorly. Even if there is no forecasting error to start with (i.e.
e0 = 0), there is a (positive) error (σg) in period 1. And rather than converging to
zero, the error in expectations increases from period to period, ultimately stabilising
at a positive value, ē (=σg/θ). So people will be making forecasting error period
after period and will be making this error systematically.

In summary, forecasts based on adaptive expectations are effective for reasonably
stable variables, but are of little use in forecasting trends. This feature presumably
accounts for the popularity of this mechanism in the 1950s and 1960s when inflation
rates were low/relatively stable (Carter and Maddock 1984; Chap. 2, pp. 23–24).
However, when inflation rate started to rise in the 1970s, adaptive expectations turned
out to be a poor performer.

Given the limitations of adaptive expectations, a much superior forecasting, i.e.
expectations-generatingmethod, suggests itself. Since theworking of the economy is
described by (Ia) and since the authority follows afixed rule formoney supply, i.e. (Ib)
which is known, the proportionality relation (14) between the rate of growth ofmoney
(mt − mt−1) and the rate of inflation (pt − pt−1) will be revealed to the rational
economic agents, if the situation continues for some time. They are very likely to use
this information tofind that the optimal forecasting rule is: pet −pt−1 = σ(mt − mt−1)

whence et = 0 every period. In fact, even if the authority does not follow any fixed
rule in determining the money supply, but announces publicly in the current period

7The first-order linear difference Eq. (17), if solved, will have a stable equilibrium at a positive
value, ē = σg/θ .
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the quantity of money supply in the next period (say, M̂t ), the rational economic
agents can again make perfect forecasts of future prices, if the economy is still
described by (Ia), simply by utilising the publicly announced money supply figures,
m̂t (i.e. ln M̂t ), in Formula (14) to get, pet − pt−1 = σ

(
m̂t − mt−1

)
. And, the error

in the expectation of inflation rate would once again be zero every period.
Let us summarise our observations. The inflation rate is determined as a fixed

proportion of the growth rate of money supply [Eq. (14)]. And, if money supply is
determined by a fixed rule (Ib), i.e. Eq. (15) as well, a rational economic agent, in all
likelihood, will be able to figure out both the features and make perfect predictions
of future price level or inflation rate. But even when the authority does not follow any
fixed rule for money supply growth, but announces each period the money supply
figure for the following period, rational agents will again utilise this announcement
and predict the next period’s price level/inflation rate perfectly [via (14)].

We have thus come to the essence of the idea of rational expectations. Over time,
economic agents accumulate relevant information about an economic system, e.g.
relationships governing economic variables [such as (Ia) or its reduced form, the
relation (14)], the behaviour of other agents, in particular, the government [such
as its policy rule (Ib)]. They would behave rationally and use this information in
forming expectations about the future values of various variables. This is the basic
presumption of the theory of rational expectations.

2.3 Theory of Rational Expectations

The basic idea of rational expectations comes from a path-breaking paper by Muth
(1961) who observes that traditional expectations formulae (e.g. static, extrapolative
and adaptive) which have been used in the analysis of dynamic models have little
resemblance to the way the economy works. He argues that the character of the
dynamic processes is typically very sensitive to the way expectations are influenced
by the actual course of events, and it is often necessary to make sensible predictions
about the way expectations would change, when either the available information or
the structure of the system is changed and in this respect, the traditional models of
expectations (discussed earlier) perform very poorly, as the latter do not permit any
such changes when the set of available information or the structure changes. Muth
argues that the behaviour of any economic system depends on its structure, and the
rational economic agents would use their knowledge of this structure in forming their
expectations and “expectations, since they are informed predictions of future events,
are essentially the same as predictions of the relevant economy theory” (Muth 1961,
p. 316).

Let us try to expound the above statements. One serious limitation of earlier
expectations theories, e.g. the adaptive expectations mechanism, is that these are
based on ad hoc rules which allow individuals to make systematic forecasting
errors, period after period, without requiring any amendment to the basis of the
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given forecasting rule followed.8 This does not, however, imply that individuals
forecast accurately in a world in which some random movements are inevitable;
rather, the assertion is that guesses about the future must be correct on average, if
individuals were to remain satisfied with the mechanism of expectations formations
followed by them.

Now what degree of information should the individuals be then assumed to pos-
sess? A simple assumption could be that an agent knows only the past values of the
particular variable (say, x) whose future value is to be predicted. But this assumption
is unduly restrictive, since intelligent agents would come to realise that a number
of other variables are likely to affect the value of x (i.e. some kind of a structure of
an economic model), and hence, they may be supposed to realise that past values
of other variables are likely to convey additional information about future realisa-
tions of x. When such information is widely available, it will be more reasonable to
suppose that individuals (a) know the structure of the model, (b) observe the previ-
ous values of all the relevant variables and (c) also know—in case of a stochastic
model (i.e. a model which also covers randomness of the world in which we live)—
the statistical properties of these random disturbances. They then make use of all
this information to form expectations about future values of these variables, and in
such a set-up, agents’ expectations will be the same as themathematical expecta-
tions of the variables, conditional on the information set available at the time when
expectations are to be formed. Thus, according to rational expectations hypothesis,
(subjective) expectations of individuals= (objective) mathematical expectations (i.e.
means) of the conditional distributions of the stochastic variables (conditional on the
information set available up to date).

Illustration of Rational Expectations in the Context of the Cobweb Model

Wenow discuss the implications of having rational expectations in the cobwebmodel
introduced at the beginning of this article. It was discussed then as a deterministic
model. We shall now consider its stochastic version by adding a stochastic term
ut to the supply function −ut which assumes a random value at each time t (e.g.
weather could be one such random variable whose variations affect crop yield).
Thus, qs

t , the quantity of the crop supplied in any period t, is affected by both the
area planted (which depends upon the expected price, pet ) and the yields (represented
by the random variable, ut ) We also assume that the unconditional distribution of
ut has zero mean, i.e. E(ut ) = 0. So, Eqs. (1) and (3) of the earlier model remain
unchanged, but supply Eq. (2) and the model’s reduced form equation, i.e. Eq. (4),
change [with E(ut ) = 0] as follows:

(supply): qs
t = γ + δpet + ut ; (2s)

pt = α − γ

β
− δ

β
pet − 1

β
ut . (4s)

8Recall that in our Example I, discussed earlier, the “forecasting error”, under adaptive expectations,
was found to be increasing over time, ultimately settling at a positive value.
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Now, the actual price depends on both pet and ut . How pet is determined now?
The theory of rational expectations introduced by Muth takes the expected price to
be generated endogenously by the model itself. The agents are being assumed (i) to
know the structure of the model and (ii) to equate their subjective expectations for pt
with Et (pt ), since they have rational expectations, where Et (pt ) {≡E(pt |It )} is the
mathematical expectation of pt conditional on It (the set of information available at
the beginning of period t). Thus, by substituting for pet in Eq. (4s) by its rationally
expected value, Et (pt ) and then taking conditional expectation, given It of both sides
of the resultant equation [with Et (ut ) denoting E(ut |It )] we get

Et (pt ) = (α − γ )/β−(δ/β)Et (pt ) − Et (ut )/β, or, simplifying we get

Et (pt ) = (α − γ )/(β + δ) − Et (ut )/(β + δ) = p̄ − Et (ut )/(β + δ), (5s)

where p̄ is the equilibrium price of the deterministic cobweb model:

p̄ (equilibrium price of the cobweb model with ut = 0 ∀ t) = α − γ

δ + β
. (6s)

But what is Et (ut )—the mean of the conditional distribution of ut? Note that
{ut } represents a stochastic process so that successive terms in this sequence—
ut−2, ut−1, ut , ut+1, ut+2, etc.—are each a random variable with a given probability
distribution. The question is: whether these successive terms are serially uncorrelated
or correlated. When the {ut } series are serially uncorrelated, the past history of the
{ut } series contains no information relevant to predicting its future values, i.e. ut ,
ut+1 and ut+2. Thus, conditional distribution of ut is the same as its unconditional
distribution, being assumed to have zero mean, and hence, Et (ut ) = 0. For lack of
space, we consider here the cobweb model with rational expectations under the first
case only, i.e. when the {ut } series are serially uncorrelated.9 Then we find from
(5s) that the rationally expected price level is just p̄, the equilibrium price under
deterministic cobweb model.10

Our main objective is to discuss the much familiar theory of the Phillips curve
(PC) with its policy implications and, in particular, the chronological development
of the literature on PC. Quite interestingly, the development of different models of
PC follows almost the same path as that of the development of different models of
expectations—first, the initial version of the PC introduced by Phillips himself with-
out any expectations; next, the version of the PC with static or adaptive expectations
mechanism—the so-called Friedman–Phelps version of PC and finally, the version
of the PC with rational expectations—the neoclassical version of PC introduced by

9Note that when ut ’s are serially correlated, the past realisations, ut−2, ut−1, etc., contain informa-
tion which will be available at the end of the period in question and hence will be used—according
to the rational expectations hypothesis—in forming expectations like Et (ut ), Et (pt ), etc., and in
this case, Et (ut ) need not be zero, even if E(ut ) = 0 for each t.
10As we have seen, the cobweb model with rational expectations and the cobweb model with
other expectations mechanisms (e.g. the static expectations, pet = pt−1) yield completely different
results.
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Lucas. We shall discuss all these versions in brief. But before that we need to discuss
the background of the development of the Phillips curve (PC).

3 Phillips Curve—Development of Its Different Versions

One non-rigorous feature of the classical or even the Keynesian macroeconomic
modelwas the “wage–price relation”.Both themodels assumed that firmsoperated on
their labour demand curve, i.e. cet. par. employment could increase only if real wages
decreased. As Blanchard (1990, pp. 782–4) writes, Keynes added the assumption that
workers focused mostly on nominal wages so that nominal wages were more rigid,
“sticky” (the word appears to be Keynes’) than prices. In such a model then, an
expansionary policy would raise aggregate demand and prices, thereby leading to
a reduction in real wages and an increase in employment and output so that real
wages were countercyclical. However, Dunlop (1938) contradicted this proposition
by showing that (i) for the UK, real wages were, if anything, procyclical and that (ii)
unions cared explicitly about the cost of living, i.e. real wages. As Blanchard writes,
“These findings led many economists, including Keynes himself (1939), to conclude
that a more drastic departure from classical theory was needed and that price-setting
in particular could only be understood by appealing to imperfect competition”.

A rigorous analysis of “wage–price” relation was thus called for. However, as
Blanchard (1990, pp. 783–784) remarks, this task was not taken up by macroe-
conomists working within the “neoclassical synthesis”—the consensus view of
macroeconomics which emerged in the 1950s and 1960s—due probably to twomain
reasons. The first was that it was hard, and the second was that less need was felt for
this, owing to the discovery of the “Phillips curve”, establishing a reliable empirical
relation between the rate of change of nominal wages and rate of unemployment
(Phillips 1958). Let us then discuss the Phillips curve in detail.

3.1 Phillips Curve—Its Initial Version
(and also Mark-up Pricing)

By the early 1970s, there was a wide consensus as to the main empirical character-
istics of the “wage–price mechanism”. As summarised by Tobin (1972), this mech-
anism consisted of two relations, a price or “mark-up” equation and the “Phillips
curve” explaining the wage change. The mark-up pricing rule for industrial prod-
ucts says that prices are set on the basis of costs per unit of output—but not the actual
unit costs, but the normal unit costs, which was interpreted by many as unit costs at
capacity level of production (these costs include wage costs as well as material and
fuel costs). Let Pt , Wt , Yt and Nt denote, respectively, the price level, money wage
rate, level of output and level of employment in period t. Assuming labour to be the
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only variable input, the mark-up pricing rule is given by

Pt = γ (Wt/d)
[
where γ, the mark-up factor (a parameter) > 1

]
, (18)

and where d stands for the average product of labour (APL), if the level of production
were at full capacity; further, the APL at capacity production, d, is being assumed to
be a constant over the short run we are considering. Taking logarithms of (18) and
writing pt for ln Pt and wt for ln Wt , we have

pt = ln γ + wt − ln d = μ + wt , {μ ≡ (ln γ − ln d) being a parameter ]. (19)

The question now is: if output prices are determined by wages [and also by other
input costs, not shown in the simple mark-up rule (18)], how is the wage rate to
be determined? This brings us to the celebrated Phillips curve showing trade-offs
between unemployment and wage inflation.

Phillips (1958)made a remarkable contribution inmacroeconomics by developing
and estimating an empirical equation relating the rate of change of money wages to
the rate of unemployment. Phillips (1958) argued that wage rate (the price of labour
services) moves just like the price of any other commodity or service; it is expected to
rise (fall), if its demand were higher (lower) than its supply and the rate of rise (fall)
would be greater, the greater the excess (deficiency of) demand.11 Thus, one would
expect a direct (i.e. positive) relation between the excess demand for labour and
the change of money wages. However, the excess demand for labour is not directly
observable. Lipsey (1960) provided a solution by developing a theoretical framework
where it is argued that an inverse relation exists between the excess demand for labour
and the proportion of the labour force unemployed, u. However, given that workers
change jobs and that a finite time is taken to change, it follows that when excess
demand for labour is zero, i.e. “when the wage rate is stable … there will be some
quantity of unemployment” (Lipsey, op.cit., p. 14). To relate this discussion to the
subsequent analysis in the literature, we shall call this quantity of unemployment
(as a proportion of the total labour force, LF) the “natural rate of unemployment”
a la’ Friedman (1968)12 and denote it by u∗. Lipsey’s argument may then be put as
follows. Wage rate will rise (fall) if u is less (greater) than u∗, and the extent of the
rise (fall) will also depend on the extent of the discrepancy between u and u∗.

11“When the demand for labour is high and there are very few unemployed we should expect
employers to bid wage rates up quite rapidly, each firm and each industry being continually tempted
to offer a little above the prevailing rates to attract the most suitable labour from other firms and
industries. On the other hand it appears that workers are reluctant to offer their services at less than
the prevailing rates when the demand for labour is low and unemployment is high so that wage rates
fall only very slowly” (Phillips 1958, p. 283).
12“At any moment of time, there is some level of unemployment which has the property that it is
consistent with equilibrium in the structure of real wage rates” (Friedman 1968, p. 8). Friedman
termed this level of unemployment (as a proportion of the total labour force) the natural rate of
unemployment and argued that an unemployment higher (lower) than the natural rate would indicate
that there was an excess demand for (supply of) labour that would produce upward (downward)
pressure on real wage rate.
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To facilitate some further manipulations, we shall take the following specific
function for the “wage change–unemployment” relation which satisfies the above
Phillips–Lipsey postulates, taking u∗, the natural rate of unemployment, to be a
constant over time in our short-run analysis:

Wt

Wt−1
=

(
1 − ut
1 − u∗

)τ

(τ > 0). (20)

It is now easy to verify that if ut < (>)u∗, Eq. (20) ensures that Wt/Wt−1 would
be > (<)1, i.e. wages would rise (fall) and the extent of such rise (fall) depends on
the extent of the difference,13 |ut − u∗|. We shall now use the notations LFt , Nt ,
N ∗
t , Yt , Y

∗
t and Pt to denote, respectively, the labour force, the level of employment,

the natural level of employment, the level of output, the natural level of output and
the price level in period t, and use a lower-case letter to denote the logarithm of
the corresponding upper-case letter (e.g. yt = ln Yt ). The Phillips curve, given in
the “wage-adjustment-unemployment space” by Eq. (20), may be redefined in the
“wage-adjustment-output space” by considering the following production function
and the corresponding natural level of output:

Yt = BN θ
t and Y ∗

t = B
(
N ∗
t

)θ
(B > 0 and, 0 < θ ≤ 1). (21)

As (1 − ut ) equals Nt/LFt , using Eqs. (20)–(21), we may then write

Yt
Y ∗ = BN θ

t

B(N ∗
t )θ

=
(
Nt/LFt

N ∗
t /LFt

)θ

=
(
1 − ut
1 − u∗

)θ

=
(

Wt

Wt−1

)θ/τ [
as = N ∗

t /LFt = (1 − u∗)
]
. (22)

Converting Eq. (22) into logarithms, one can write the Phillips curve as

wt − wt−1 = β
(
yt − y∗) [whereβ = τ/θ > 0]. (23)

Expressing Eq. (19) in terms of first differences (with a constant μ), the rate of
inflation equals the rate of change in (money) wage rate in a period t:

πt = (wt − wt−1)
[
whereπt ≡ (pt − pt−1), the rate of inflation in t

]
. (24)

By using (23)–(24), the Phillips curve [Eq. (23)] may now be expressed in the
“inflation-output space”—the space where Phillips located it initially (Lipsey 2000,
p. 61) and where it is being used nowadays—as follows:

13In fact, Phillips (1958, p. 290) estimated a relation comparable to our Eq. (20) (but without u∗)
for the UK economy for the period 1861–1913. His estimated equation is:

(% rate of change of wage rates) + 0.900 = 9.638 (% rate of unemployment)−1.394.
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(Phillips Curve: Ini t i al V ersion): πt = β
(
yt − y∗) (β ≡ τ/θ > 0). (25)

Remark D: One clarification is needed. Usually, Phillips curve is presented as show-
ing trade-off between inflation and unemployment, which means that unemployment
can be reduced only if the economy bears a positive rate of inflation. However, we
have expressed our Phillips curve equation [e.g. Eq. (25)] in terms of inflation and
output above the natural rate. We shall, however, continue to use the term “trade-
off between inflation and unemployment”. And, in the present context, that is to be
interpreted as meaning that output above the natural level (i.e. unemployment below
the natural rate) can be achieved only at the cost of a positive inflation.

The celebrated trade-off between inflation and unemployment is clear from
Eq. (25). We state this result formally as Proposition 1 below.

Proposition 1 (Phillips’ Trade-off between Inflation and Unemployment) If the
authority wants to raise the level of output above y∗ say, by the amount g (i.e.
yt − y∗ = g), it has to take an expansionary policy (e.g. to raise the level of money
supply at a given rate); then aggregate demand and output will increase, but as
Eq. (25) asserts, that will be achieved only at a positive rate of inflation (βg). And
this can continue as long as the authority continues to raise the money supply at
the given rate every period. Moreover, if output is to be raised further above y∗,
the economy has to bear a higher rate of inflation (higher than βg). Thus, there is a
permanent trade-off between inflation and unemployment (as asserted by Phillips).

3.2 Friedman (1968)–Phelps(1967) Expectations-Augmented
Phillips Curve

The possibility of a long run/permanent trade off, as asserted by Phillips, was ques-
tioned by two economists—Phelps (1967) and Friedman (1968). Let us discuss Fried-
man’s arguments in detail. Friedman (1968) argued that it is not true that workers do
not care about real wages. When unemployment is sought to be reduced by demand-
generating policies, inflation occurs and workers find their real wages falling. They
would then try to protect their real wages. Thus, workers would go for wage negotia-
tions, even if the level of employment (or output) was unchanged, but prices had been
rising. However, when the workers go for wage negotiations, they cannot observe
the future price change. They would, therefore, base their wage demands on their
expected price change. Thus, the nominal wage change would be affected by two
things: (i) expected price change and (ii) the employment/output change (a′ la′ the
original Phillips curve). And, since the price change would be guided primarily by
the wage change (via the assumed mark-up pricing mechanism), price change, i.e.
the rate of inflation in period t (πt ), would be equal to the rate of inflation expected
to occur in period t

(
π e
t

)
plus the amount caused by the deviation of the actual out-

put from the natural output in period t (as is postulated in the initial version of the
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Phillips curve). Formally, we may write, what is called the expectations-augmented
Phillips curve (PC), as

(Expectations-augmented PC): πt = π e
t + β

(
yt − y∗) (26)

The question is, of course, how expectation of inflation is formed. In the textbook
discussion of the Friedman–Phelps model, two alternative expectations mechanisms
are normally used, namely the static expectations and the adaptive expectations.
Here, we shall illustrate the model under static expectations only. Thus, the Fried-
man–Phelps (expectations-augmented) PC (26) will read as

(Friedman-Phelps-PC): πt = πt−1 + β
(
yt − y∗) (27)

Now, considering Eq. (27) and the initial conditions (28) given below, one can get
the results of this model quite easily, as we show now.

(Initial conditions in period 0): [
y0 = y∗; π0 = π−1 = 0

]
(28)

Suppose the authority wishes to raise the level of output above y∗ in period 1,
by taking appropriate policy (say, by raising appropriately the amount of money):
y1 = y∗ + g. However, as Eq. (27) shows, this can be achieved only at an inflation
rate of π1 = βg. Again, if the authority wants to keep the output at this higher level
in period 2 as well, y2 = y∗ + g, then (27) shows that this can be achieved only at a
higher rate of inflation: π2 = 2βg. Continuing in this way, one finds that, to keep the
level of output above y∗ by the amount g every period, the rate of inflation will have
to accelerate over time: πt = tβg (for t ≥ 1). This is stated formally as follows.

Proposition 2 (Friedman–Phelps Expectations-Augmented Phillips Curve) Fried-
man–Phelps expectations-augmented Phillips Curve, Eq. (27), shows that to keep
the output above the natural level by a given amount each period the economy has
to bear an increasing rate of inflation over time.14

Remark D: We thus find that the level of output cannot permanently deviate from
the natural rate. There may be a trade-off between inflation and unemployment but
that is only in the short run. And there is no such trade-off in the long run. Thus, the
long-run Phillips curve is vertical at the natural level of output, y∗.

We now discuss the neoclassical version of the Phillips curve. This model was
initially built up by Lucas (1973) for an economy with separately located markets.
We, however, discuss it in an aggregative framework below. We discuss here its
aggregative version, [see also Lucas (1972)].

14As Friedman (1968, p. 11) writes, “there is always a temporary trade-off between inflation and
unemployment; there is no permanent trade-off. The temporary trade-off comes not from inflation
per se, but from unanticipated inflation, which generally means, from a rising rate of inflation. The
widespread belief that there is a permanent trade-off is a sophisticated version of the confusion
between ‘high’ and ‘rising’ that we all recognise in simpler forms. A rising rate of inflation may
reduce unemployment, a high rate will not”.
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3.3 New Classical Version of Phillips Curve

As in theFriedman–Phelpsmodel, newclassicalmodel also incorporates the expected
rate of inflation in the Phillips curve. However, unlike the ad hoc expectation theory
usually used in the Friedman–Phelps model, expectation is formed rationally in the
new classical model. To state the model formally, the Phillips curve or the aggregate
supply curve is the same as before, viz. Eq. (26) [which states,πt = π e

t +β(yt − y∗)].
However, π e

t is formed rationally, viz. π e
t = Et (πt ), where Et (πt ) denotes the

mathematical expectation of the distribution of πt conditional on It (It being the
set of information available up to, but not including, the current period t). Thus, the
Phillips curve (i.e. the aggregate supply curve) in a given period t, (AS)t , of the new
classical school may be stated as follows15:

(New Classical Phillips Curve) (AS)t : πt = Et (πt ) + β
(
yt − y∗) (29)

Now, the agents have to form rational expectation of πt , i.e. Et (πt ), and for that
they have to have some idea of an aggregative structure of the economy. Phillips
curve, as we have stated earlier, is the Aggregate Supply curve. But to describe the
economy’s structure, we need at least an Aggregate Demand curve and a Policy Rule.
For this purpose, we introduce two equations—(30) and (31)—described below in
detail. Equation (30) represents a simple quantity theory-type Aggregate Demand
curve for period t, (AD)t [introduced earlier as Eq. (12) to describe the economy in
Example 1]: Mt = PtYt . Recall that for this equation, the income velocity of money
has been taken to be a constant and normalised at a value of unity. We now write this
equation in logarithms so as to getmt = pt + yt . Writing it further in first differences,
and then subtracting y∗ from both sides, we get

(AD)t : yt − y∗ = yt−1 − y∗ + (mt − mt−1) − πt , (πt ≡ pt − pt−1). (30)

To introduce the second equation, note that in the stochastic world that we are
considering the policy rule is not completely deterministic. Suppose, the authority
wants to increase the money supply at a constant rate (say, g) every period from
period 1 onwards as a demand-raising policy. However, the authority does not have
complete control on money supply, and the actual rate of growth of money may
deviate from g by some random element, vt :

(monetary policy): mt = mt−1 + g + vt . (31)

Here, g is policy determined but vt is a random variable say, a white noise.
However, the Phillips curve now contains rational expectation of πt : Et (πt ). And,

to find such a rational expectation for any period t, the agents have to have idea about

15By adding pt−1 to both sides of Eq. (29), it may be rewritten as yt − y∗ = (1/β)[pt − Et (pt )].
This version is known as the famous Lucas supply function [seeBlanchard and Fisher (1989, p. 358);
but y∗ is not mentioned there].
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the entire structure of the economy, i.e. both supply and demand curves as well as
policy—Eqs. (29), (30) and (31)—for that period. Now, to find Et (πt ), we have to
first solve the first two equations for πt . For this purpose, the expression (yt − y∗)
in Eq. (29) is first substituted by the RHS expression of Eq. (30) so that one gets

πt = Et (πt ) + β
[(
yt−1 − y∗) + (mt − mt−1) − πt

]
(32)

Taking expectations of (32) conditional on It , we get
Et (πt ) = Et (πt ) + β

[
(yt−1 − y∗) + Et (mt ) − mt−1

] − βEt (πt ) or solving,

Et (πt ) = (
yt−1 − y∗) + Et (mt ) − mt−1. (33)

And we also write

(Initial conditions): [
y−1 = y∗, v0 = 0,m0 = m−1

]
(34)

Equations (31)−(34) yield, {E0(π0) = 0, π0 = 0} and (29) yields, y0 = y∗]. (35)

Note that the model is completely specified by Eqs. (29)–(35). To start with, we
shall assume that the random term vt = 0 for all t. Now, Eqs. (31)–(35) yield that in
period 1, E1(π1) = (y0 − y∗) + E1(m1) − m0 = g.

Also, (AS)1 and (AD)1 curves, using the above results, may be rewritten as:

(AS)1:π1 = E1(π1) + β
(
y1 − y∗) = g + β

(
y1 − y∗). (36)

(AD)1: y1 = y0 + (m1 − m0) − π1 = y∗ + g + v1 − π1 = y∗ + g − π1.

In Fig. 2, (AD)1 and (AS)1 curves intersect at the point N where (y1 = y∗,
π1 = g). Thus, output remains at the natural level, y∗; but the rate of inflation is now
positive (i.e. g). Also, for any t > 1, one may find out that (AS)t and (AD)t curves
[(29) and (30)] are the same as those for period 1 with Et (πt ) = (yt−1 − y∗) +
Et (mt ) − mt−1 = g, if yt−1 = y∗ and (AS)t : πt = Et (πt ) + β(yt − y∗); (AD)t:
yt = yt−1 + (mt − mt−1) − πt .

Fig. 2 New classical
Phillips curve: no trade-off
even in the short run
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This may be argued easily. Take t = 2. Since y1 = y∗, E2(π2) = g. Hence, (AS)2:
π2 = g + β(y2 − y∗); (AD)2: y2 = y∗ + g − π2. These curves being the same as
those for period 1 intersect at the same point (y2 = y∗ and π2 = g).

This argument may then be repeated for all subsequent periods.Wemay now state
this result formally as Proposition 3 below.

Proposition 3 (New Classical Phillips Curve Results)Consider an economy having
the Phillips curve of the neoclassical type [i.e. Eq. (29)] and an aggregate demand
curve, viz. Eq. (30) and suppose the economy is initially in equilibrium at the natural
level of output y* with zero inflation. If the authority raises money supply at the rate
g every period from period 1 onwards [with the stochastic term vt = 0 for each t in
Eq. (31)], the economy experiences inflation at the rate g every period but its output
remains unchanged at the level y∗. Thus, there is no trade-off even in the short run.
In fact, even if the stochastic term vt in the money supply process [Eq. (31)] were
positive (negative) in any period t, the (AD)t curve for that period would be above
(below) the (AD)1 curve, intersecting the (AS)t curve to the right (left) of the point
N—the level of output would be higher (lower) than the natural level y∗ at a rate
of inflation higher (lower) than g. But that trade-off could not be exploited since it
was purely random and the authority did not have any prior knowledge whether vt
was going be positive or negative in any period t. Thus, unlike in the case of Phillips
Proposition 1 or Friedman–Phelps Proposition 2, new classical Phillips curve shows
no trade-off even in the short run and even the short-run Phillips curve is vertical
at the natural level of output.16

4 Concluding Remarks

We have discussed different theories of expectations—static expectations, adaptive
expectations and finally, rational expectations. We have also analysed the chrono-
logical development of the Phillips curve where these expectation theories have
been used; we have shown that different results are obtained if one uses different
expectations mechanisms. There are (a) many other aspects/implications of rational
expectations used in a model [see articles in Lucas and Sargent (1981)] as well as (b)
many other extensions of/additions to the Phillips curve. To consider case (a) first,
models with rational expectations yield many interesting results, e.g. Lucas critique
[Lucas (1976)], rules versus discretion—which policy is better, etc. On the other
hand, New Keynesians point out that if there are wage and/or price rigidities, poli-
cies would affect output and employment even in models with rational expectations
[see, for instance, the articles in Mankiw and Romer (1991)]. To talk about case (b)
now, while Friedman–Phelps considered the natural rate of unemployment, research

16One may also incorporate in each of our previous two models (viz. original Phillips curve and the
Friedman–Phelps model), the (AD)t curve given by Eq. (30) and draw the two curves in a diagram
like Fig. 2 and then derive those results in the way done here. We leave it as an exercise for the
students.
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on the Phillips curve particularly by the New Keynesians has focused on the concept
of the non-accelerating inflation rate of unemployment (NAIRU). [For instance,
comparable to Eq. (26), the Phillips curve, according to this approach, would read as:
πt = π e

t −α(ut − u∗), where ut denotes the actual rate of unemployment and u∗ the
NAIRU; see Fuhrer et al. (2009) for further observations on it and references.] Finally,
whereas the new classical economists deny, while the NewKeynesian economists, by
bringing in some kind of rigidity in the model, believe in, positive roles of policies,
the latter have developed the so-called New Keynesian Phillips curve—popularly
known as NKPC—which relates actual rate of inflation in a period to (i) its expected
rate of inflation in the next period as well as to (ii) the output gap (i.e. the deviation of
actual output from the equilibrium level of output under flexible prices). This model,
built also on microfoundation, has a structure different from that of a new classical
model (see, for instance, Gali 2008, Chap. 3 and a note by Whelan 2005, for the
derivation of this model and further discussion). There are many other extensions as
well. All these are very interesting topics. However, shortage of space forces us to
conclude our discussion here.
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Keynes, Working Hours, Lifestyles
and the Environment: A Note

Soumyen Sikdar

Abstract In 1931, in themidst of serious economicdownturn, JohnMaynardKeynes
published a short paper, ‘Economic Possibilities for our Grandchildren’. On the
basis of an insightful discussion of the determinants of future economic growth, he
predicted substantial improvement in living standards over the next hundred years.
Those improvements, he claimed, would herald the end of the economic problem.
One component of the higher quality of life would be a drastic reduction in working
hours for everybody. He put it at 15 hours a week. Freed from the crippling drudgery
ofwork, the typical personwould have ample time to utilise her leisure virtuously and
well. In reality, although the pace of economic growth has far outstripped Keynes’
predictions, the hope for increase in leisure has not happened. The economic problem
has not been conquered, and man is as hard pressed for time as in 1931, if not more.
Working hours have declined significantly only in a very small number of even the
more advanced countries. Higher leisure consumption would have shifted demand
away from material production, and this would have been a boon from the point of
view of preserving the world’s resources and environment. This paper explores some
aspects of the ‘Keynesian failure’ and the consequences for our grandchildren.

Keywords Income growth · Leisure · Environment

In ‘A Tract on Monetary Reform’, John Maynard Keynes famously stated that in the
long run, we are all dead. But, assuming rightly that grandchildren will be alive, early
in 1928 at the age of forty-five, he wrote a short essay, titled Economic Possibilities
for Our Grandchildren, that was read to a student society of the elite public school
in Winchester. He was still at work revising and refining the essay when Wall Street
crashed horrendously in the fall of 1929. Though he quickly recognised that the
slump ‘will take its place in history amongst the most acute ever experienced’, it did
not distract him away from extrapolating the trajectory of Western-style capitalism
and contemplating a future where mankind will have all the material goods it could
possibly want. Capitalism, driven by relentless accumulation and the lust for profit,
was a means—a rather distasteful means, according to him—to this end.
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The essay was finally published in 1930. Biographer Robert Skidelsky noted
that between February 1928 and June 1930, Keynes presented the paper in front of
five different audiences and put it in print twice. It was also included in Essays in
Persuasion of 1931. Evidently, it was taken seriously by the author.

‘Let us, for the sake of argument’, he wrote, ‘suppose that a hundred years hence
we are all of us, on the average, eight times better off in the economic sense than we
are today’. In such aworld of abundance, the perennial economic problem of scarcity,
he believed, will wither away. All the ‘absolute needs’ will be satiated, and ‘relative
needs’—keeping up with the Joneses—will become of a second order of importance.
Highly efficient labour-saving technology will drastically reduce the need for human
labour, and this will be consistent with the preference pattern of affluent individuals
who will substitute leisure for irksome labour. The normal working week will not
exceed fifteen hours.

But then the real problem will begin. To quote from the essay: ‘Thus for the first
time since his creation man will be faced with his real, his permanent problem—how
to use his freedom from pressing economic cares, how to occupy the leisure which
science and compound interest will have won for him, to live wisely and agreeably
and well. The strenuous purposeful money-makers may carry all of us along with
them into the lap of economic abundance. But it will be those peoples, who can
keep alive, and cultivate into a fuller perfection, the art of life itself and do not sell
themselves for the means of life, who will be able to enjoy the abundance when it
comes’.

Coming from one of the most brilliant minds of the modern age, the essay has
engaged the attention of economists and other social scientists. Most readers will be
surprised at both how accurate Keynes was in his forecast of the growth of income
levels over the next century and how wildly wrong he was in speculating about
working hours. The reactions of some major economists of today are on record in
the excellent volume, Revisiting Keynes, edited by Pecchi and Piga (2010).

One major flaw in Keynes’ vision is the total neglect of distributional issues and
their consequences for economicwell-being. AsBenjamin Friedmanwrites about the
USA in the Pecchi–Piga volume: ‘more unequal distribution has prevented the great
majority of the nation’s families from seeing any increase in real terms’. Stiglitz also
points out that the demand for leisure may not have increased in America the way
Keynes anticipated because real wages, for most workers, have not in fact increased.
Another flaw is the failure to recognise that both ‘absolute needs’ and preferences
in general may be endogenous, susceptible to manipulation by commercial sales
promotion. As ‘needs’ kept growing in an unbounded manner, so did the need to
earn more and hence working hours could not decline. This is aptly expressed by
Becker andRayo, in the same book: ‘After an initial period of excitement, the average
consumer grows accustomed to what he has purchased and rapidly aspires to own
the next product in line’. This seems to be hardwired into us. Humans evolved ‘so
that they have reference points that adjust upwards as their circumstances improve’.

Keynes has been faulted for his failure to recognise that demand for quality is
universal and inexhaustible and will forever continue to provide stimulus for more
earning. But here the tragedy is that ‘quality’ has come to be accepted in a very narrow
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materialistic sense. Better quality basically means additional features of existing
products. And usually, it comes with a price tag. Consuming more (and more and
more, driven both by the principle of keeping up with the Joneses and the force of
effective sales promotion) products (and services) which are of better quality in this
narrow sense is indeed a far cry from ‘cultivating to a fuller perfection the art of
life itself’. To quote Zilibotti (Pecchi–Piga, Chap. 2): ‘Keynes anticipated that the
progressive satiation ofmaterial needswould naturally generate a shift of preferences,
whereby people would become better at appreciating arts and beauty. Moral values
would also change, and the obsession for money-making would be replaced by a
new humanism’. Plainly, this anticipation has woefully failed to pass the test of time.
Emphatically emblematic of the emphasis on quantity at the cost of quality is the
alarming problem of obesity in the developed world, in the USA in particular.

Technological progress at a rapid rate on a very wide spectrum of activities has
increased hourly productivity quite dramatically. Productivity improvement can be
useful in two ways. One can produce and consume more working the same number
of hours or produce and consume the same amount while working fewer hours and
enjoying more free time. Overall life satisfaction depends on both consumption and
free time. Many economists such as Blanchard think that USA and some European
countries have chosen different paths to happiness. The difference in output per capita
may be partly due to the fact that relative to the USA, France or the Netherlands, for
example, have used the growth in productivity to enjoy more free time rather than
consumption. In 2014, the average employed American worked roughly a hundred
and forty hours more per year than the average Englishman and three hundred hours
more than the average Frenchman. An excellent analysis of the secular decline in
leisure for Americans caught in the endless ‘work-and-spend cycle’ is contained in
the book by Juliet Schor (1992).

Table 1 gives an idea about working hours in a number of developed countries.

Table 1 Average annual working hours per worker

Country 2000 2005 2010 2017

Australia 1780 1732 1700 1676

Austria 1654 1612 1532 1487

Denmark 1466 1451 1422 1408

France 1550 1527 1528 1514

Japan 1821 1775 1733 1710

Netherlands 1462 1434 1421 1423

Norway 1455 1423 1415 1419

Sweden 1483 1449 1476 1453

Switzerland 1713 1690 1624 1570

UK 1539 1515 1476 1514

USA 1832 1794 1773 1780

Source OECD.stat
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The competitive pressures unleashed by globalisation are also responsible in a
big way for inducing longer hours of work in the developed countries. In their battle
for survival against their lower-wage counterparts in countries such as China, India
and Mexico, workers in these countries had to accept wage cuts as well as shorter
free time. In 2006, Germany’s IGMetall union, an active defender of workers’ rights
in the German automobile industry, agreed to extend the 29-h workweek to 33–34 h
at Volkswagen plants without any pay rise. Without the agreement, the company
would have laid workers off and shifted operation to lower-cost European or Asian
countries.

In the rest of this note, we shall focus on one component of ‘life satisfaction’
that was ignored by Keynes, but which has come to assume greater and greater
importance in recent decades. This is the link between lifestyles and environmental
quality. The issue is of moving away from the traditional mode of exploiting nature
ruthlessly for material consumption towards a lifestyle which involves greater care
of nature and natural resources. In their book ‘How Much is Enough’, Robert and
EdwardSkidelsky (2012) list seven elements of the good life: health, security, respect,
personality, harmonywith nature, friendship and leisure. Leisure in an affluent society
could have been enjoyed in peaceful and contemplative harmony with nature in the
company of family and friends. Instead, the vacation and entertainment industries
have moved in on a grand scale to ensure that even our ‘free time’ is packed with the
consumption of goods and services.

Since clean environment is an income-elastic superior good, richer countries,
compared to poorer ones, have put in better mechanisms to manage environmental
resources such as soil, forest, water and biodiversity. However, they emit more CO2

per capita. Scatter plot of CO2 emissions per capita against real GDP per capita
of countries has been studied for many time periods. Invariably, the line of best
fit has an upward slope. More affluent countries are also the more polluting ones.
Interestingly, the better performers (lying below the best fitting line—with per capita
income measured on the horizontal axis) are also by and large the countries that
have chosen to take the ‘more free time’ route to happiness. These include France,
Germany, the Netherlands, Norway, Sweden and Switzerland.

This rising ‘social preference’ for leisure has strong positive implications for
the environment because free time is generally less consumption-intensive. Let us
consider a dramatic example. Workers in the Netherlands worked fewer than half
as many hours in 2000 as they did in 1900 and enjoyed lot more free time. Had
they continued to work more than three thousand hours a year as in 1900, their
total earning and consumption expenditure and the resultant adverse impact on the
environment would have been much higher. The re-orientation of Dutch preferences
has certainly helped in a big way in their commitment to conserve nature.

Encouraging innovations in green technology is part of the environmental policy
of many nations today cutting across levels of affluence. This supply-side attack
is something very positive and should by all means be encouraged. If it can work
hand in hand with a shift towards ‘greener’ lifestyles, particularly in the affluent
consumerist societies, chances for reversing (or at least arresting) the ongoing trend
in environmental destruction will improve enormously. And we see no reason to
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disbelieve that the author of Economic Possibilities, despite all his upper-class British
prejudices of the day and fashionable fondness for ‘elite communism’, would have
heartily applauded such a change.
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A Perspective on the Slowdown in Private
Corporate Investments in India

Ananya Ghosh Dastidar and Rashmi Ahuja

Abstract Investment is universally acknowledged as one of the chief drivers of
economic growth; private corporate investment is a key component of aggregate
demand as well as an important driver of productive capacity, on the supply side. In
India, aggregate investments touched a peak of nearly 36% of GDP in 2007–2008,
declining to 34% in 2012 and further to around 28% of GDP in 2016. Even at
the current conjuncture, lacklustre recovery in Indian business investments remains
puzzling, especially with recovery well under way in the global economy. This paper
attempts to analyse the slowdown in private corporate investments in India in the post-
2008 crisis phase, taking into account both demand as well as supply-side factors.
The first part of the paper attempts to identify the main determinants of business
investments by drawing on economic theory and relevant literature in the Indian
context. Thereafter, an expository data analysis is carried out on key correlates of
corporate investments in India with a view to identifying emerging trends especially
since the middle of the 2000s decade. A simple empirical model is also estimated,
using annual aggregate data for the period 1995–96 to 2016–17, in an attempt to
confirm some of the insights emerging from the literature. Results indicate that
uncertainty in the overall macroeconomic and business environment, demand-side
factors, especially external demand and real interest rates, and the pace of public
investments plays an important role in affecting private business investments in India.

We are deeply honoured to be able to contribute to this volume in honour of Professor Sarmila
Banerjee, who is a very fine economist, a wonderful human being and a superb teacher. She has been
an inspiration to generations of students. We would like to thank the reviewers for their valuable
comments and suggestions and the editors for providing this opportunity. The usual disclaimer
applies.

A. G. Dastidar (B)
Department of Business Economics, University of Delhi South Campus,
1st Floor, Arts Faculty Building Benito Juarez Road, New Delhi 110021, India
e-mail: agdastidar@gmail.com

R. Ahuja
Department of Economics, Lal Bahadur Shastri Institute of Management, Dwarka, Sector 11,
New Delhi, India
e-mail: rahuja2012@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
S. Bandyopadhyay and M. Dutta (eds.), Opportunities and Challenges
in Development, https://doi.org/10.1007/978-981-13-9981-7_3

31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9981-7_3&domain=pdf
mailto:agdastidar@gmail.com
mailto:rahuja2012@gmail.com
https://doi.org/10.1007/978-981-13-9981-7_3


32 A. G. Dastidar and R. Ahuja

Keywords Private corporate investment · India · Real interest rate · Expectations

1 Introduction

This paper sets out to examine the key determinants of private investments in India
and seeks to explore to what extent these can explain the investment slowdown that
became evident in the aftermath of the global financial crisis. The world economy
has largely recovered since the crisis, led by fall in unemployment and strong growth
recovery in the USA, but the lacklustre performance of private corporate investments
in India against these positive developments in the global scenario remains a puzzle.
The Indian government undertook major policy initiatives like ‘Make in India’ to
boost manufacturing growth, kept a strict vigil on fiscal deficit and inflation targets
and strived to keep the overallmacroeconomic environment conducive for investment
growth. Yet these measures failed to revive and spur growth in private investments
which is essential for growth and job creation. Gross fixed capital formation (GFCF)
in the private sector in India fell from 26.9% of GDP in 2011 to 21.7% in 2015–16
and robust signs of recovery remain elusive till date.1 It has been argued that policy
shocks such as demonetisation in November 2016 and major structural reforms such
as the introduction of the goods and services tax (GST) in July 2017 slowed down
recovery in private investments. Yet the duration of the slowdown, which set in well
before these policy shocks came and have continued even as these seem to have been
absorbed,2 suggests that other factors have also been at play.

The paper is structured as follows. Analysis of the chief determinants of private
business investments outlined in the theoretical literature is followed by a discussion
of main findings in the context of India. The literature on determinants of private
investments in India as well as specific explanations for the current slowdown is
explored in an effort to identify policy takeaways to address this problem. Based on
the review of literature, expository data analysis is carried out on key correlates with
a view to identifying the factors affecting private corporate investments in India. A
simple empirical model is also estimated in an attempt to confirm the key insights
emerging from the literature. The main findings and policy conclusions therefrom
are presented in the concluding section.

1A recent study by the RBI showed a steady decline in phased capital expenditure plans of the
private corporate sector in absolute terms from 2010–11 down to 2017–18 (reported in The Indian
Express, dated 13 March 2019).
2Analysis of firm-level data does indicate signs of a turnaround in net sales of listed firms since
the last quarter of 2017 after a long period poor performance (quarter on quarter growth in net
sales of listed firms were either negative or below 1%, from 2011 up to the third quarter of 2017)
(Patnaik 2019). However, it is too early to say to what extent this would usher in a pickup in business
investments.
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2 Determinants of Business Investments: Lessons
from Theory and Evidence from India

2.1 Theoretical Underpinnings

Standardmacroeconomic theory suggests that the opportunity cost of investible funds
is one of the most important determinants of aggregate private investments in an
economy.3 An increase in the rate of interest (the lending rate), ceteris paribus,
lowers the net present value of future income flows from investment projects, thereby
reducing planned investment by firms. In a micro-theoretic framework with profit
maximising firms and perfectly competitivemarkets, the optimal level of investments
is determined by the equality between user cost of capital and value of the marginal
product of capital. The inverse relation between the real interest rate, price of capital
goods and business investments emerges clearly in this framework. Also based on
a micro-theoretic framework is Tobin’s q theory of investments which suggests that
firms’ market value or stock market valuations of their shares and net debt are also
likely to affect investment decisions. That is, when a firm’s q ratio (ratio of stock price
to the replacement cost of capital) exceeds one it creates an incentive for increasing
capital formation. In this case, higher returns on capital (proxied by the stock value
of the firm) exceed the cost of acquiring the same, creating an incentive to undertake
further capital formation.

With imperfect competition and price-setting firms, the level of demand also
affects investment decisions as prices are set in linewith expectations regarding sales.
As per the simple accelerator theory, firms’ desired capital stock is proportional to
their expected change in output levels. This clearly suggests that change in GDP
is an important determinant of aggregate investment which is an addition to the
existing stock of capital. However, the process of adjustment of actual capital stock
to the desired level is not costless as explained by the flexible accelerator theory.
In the presence of capital adjustment costs, investment is affected directly by the
existing stock of capital as well as the level of output, while policy variables such as
investment tax credits and interest rates also have an indirect impact as they affect
adjustment costs.

Apart fromfirms’ stock values, the volume of their internal cash flows and retained
earnings are also important drivers of their investment decisions. In particular, under
asymmetric information and credit market imperfections, firms face borrowing con-
straints. This is quite common in developing economies, where high costs of selec-
tion and monitoring tend to limit the extent of bank credit, especially to small and
medium enterprises. In such cases, firms’ internal funds assume immense importance
in financing capital formation. Further, internal funds are also cheaper compared to
the costs associated with leverage.

The larger macroeconomic scenario and institutional factors also affect private
investment decisions. For one, in developing economies public investments in infras-

3The following discussion is based on Carlin and Soskice (2006) and Sikdar (2006).
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tructure may be instrumental in alleviating supply bottlenecks and encouraging pri-
vate investments. That is, there can be a case for ‘crowding in’ rather than ‘crowding
out’ of private investments due to the rise in government spending. Overall, macroe-
conomic stability can also matter a great deal by shaping business confidence and
influencing ‘animal spirits’, originally highlighted by Keynes as an important driver
of investment decisions by private firms. In particular, firms’ expectations regarding
the future is extremely important as the decision to invest today is essentially shaped
by an expected future stream of returns. Therefore, uncertainties associated with
political instability, lack of clarity about future policy directions can end up having
disproportionately large impacts on private investments.

In the context of developing and emerging countries, certain structural charac-
teristics shape economic outcomes and should be taken into account in economic
analyses. For instance, certain factors can hinder the inter-sectoral flow of resources
in such countries. Broadly, these can be captured under the category of institutional
and regulatory factors that create hidden costs and entry barriers (e.g. bureaucratic
red-tapism, complicated regulatory compliance requirements, etc.). Effectively, these
forces prevent equalisation of economy-wide factor returns, and owing to these rigidi-
ties, some sectors could be facing demand constraints and others supply constraints
within the same economy. Typically, market-based economic reform programmes
attempt to reduce and ultimately eliminate such bottlenecks; however, their impact
can be time-consuming and the induced behavioural changes may take effect only in
the very long term. In the Indian context, the biggest wave of reforms was introduced
in 1991. These initially targeted the external and production sectors, through policies
of trade liberalisation, privatisation and deregulation. Alongside, in gradual steps,
financial sector reforms were put in place with a focus on banking, deregulating cap-
ital markets and easing access to global finance. By and large, there is a consensus
that the reforms have been instrumental in unleashing the growth potential of private
businesses in India. Currently, the need for a second wave of reforms on simplifying
regulatory clearances and procedures, easing access to credit and labour reforms
is also being felt and widely articulated across public platforms and by media and
industry lobby groups.

2.2 Empirical Studies on Determination of Private Corporate
Investments in India: A Review

In what follows, we examine the literature in the Indian context to see what the main
drivers of private investment behaviour are and whether these have changed over
time.

Findings from empirical studies in the Indian context indicate the importance of
conventional theories in explaining the behaviour of private corporate investment.4

4See Goldar (1997) for a survey of early studies on investment demand function estimation for
India.
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The user cost of capital has an important influence on private investments, evident
in both early studies (e.g. Sarma 1988), as well as later ones covering the post-
liberalisation period (Athukorala and Sen 2003). An analysis (Athukorala and Sen
2003) of the surge in private corporate investments during 1991–1996 suggests that
themain driver was the sharp fall in the cost of capital (driven by a reduction in import
tariffs on capital goods) between 1985–90 and 1990–96. Indeed, this effectwas strong
enough to overcome the negative impact of the slowdown in public investments and a
rise in bank lending rates witnessed after the external crisis in 1991. This underscores
the importance of user cost of capital as a key driver of private investments in India.

Changes in aggregate income also affect investments, underscoring the impor-
tance of demand-side factors in the Indian context (Krishnamurty and Sastry 1975;
Athukorala and Sen 2003; Rajakumar 2005), and there is evidence pointing to the
importance of public investments in affecting capital formation by private businesses.
For instance, Athukorala and Sen (2003) find that private investment increases:
(i) the lower is the user cost of capital, (ii) higher the increase in GDP, (iii) higher is
a public investment and (iv) lower the existing stock of capital. In terms of magni-
tude, the user cost of capital is found to have the largest impact followed by income
change and public investment in this study. Studies also find the presence of signif-
icant adjustment lags and delivery lags in the process of capital formation (Sarma
1988; Athukorala and Sen 2003) so that present investment is affected significantly
by changes in the levels of output in the past.

Regarding the financing aspect, the importance of both external finance as well
as retained earnings has been established for different industries in an early study
using industry-wise data, which also provided evidence of competition for funds
between fixed and inventory investment (Krishnamurty and Sastry 1975). Findings
from studies using firm-level data indicate the importance of internal funds depends
on firm size, with larger firms relying more on this source compared to smaller
ones. Also, heterogeneity in terms of access to finance within a size class of firms
indicates the presence of asymmetric information that creates borrowing constraints
for ‘lesser-known’ firms (Athey and Reeser 2000). Firm-level studies also find that
investment behaviour differs by type of financing availed. Equity-financed firms face
capital market imperfections and rely relatively more on internal funds compared to
ones that are debt-financed (Rajakumar 2005). Therefore, the literature indicates the
presence of financing constraints both for debt and equity-financed firms in India
especially owing to various forms of market inefficiencies.

2.3 Studies on the Current Investment Slowdown in India:
A Review

A number of explanations have emerged in the context of the slowdown in private
investments that set in since 2011–12 (Rakshit 2016).Many of these are embedded in
the nature of the boom in private investments that was witnessed between 2003 and
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2007. The low cost of capital has been emphasised as one of the factors underlying
the phenomenal growth in private corporate investments in this phase. On the supply
side, a plentiful supply of domestic savings and a surge in capital inflows ensured
easy availability of credit to the industry at relatively low rates and contributed
to the boom (Nagaraj 2013). On the demand side, this was the period of robust
growth in world trade, and the stellar performance of Indian exports led to this phase
being termed as ‘export-led’ growth.5 However, economic growth faltered with the
onset of the subprime crisis in 2007–08, which led to a withdrawal of the external
demand stimulus, especially from the developed country markets. A coordinated
fiscal expansion by developing country governments triggered a recovery, and once
this was underway, compulsions of prudent macro-management policy soon restored
priority on fiscal consolidation.

Indeed, the tightmonetary stance adopted by theReserveBank of India since early
20106 is considered as one of the triggers of the investment slowdown. However, this
is by no means the only factor; the importance of demand side factors and the role of
several structural problems have also been emphasized in this context. The unprece-
dented private investment boom which took place earlier since 2003–04 resulted in
large scale capacity creation.7 Utilisation of capacity requires fast-paced demand
expansion, a process that was hindered at least in part due to policy focus on fiscal
consolidation and monetary tightening. In the absence of policy-induced positive
demand shocks, the external sector, characterised by lacklustre export growth and
stagnant world demand, failed to bridge the shortfall in domestic demand. Further,
lack of investments in agriculture constrained demand growth of a large segment of
the population drawing their livelihoods from the rural economy. The neglect of agri-
culture also allowed bouts of food inflation to dampen demand for non-agricultural
commodities. Certain structural characteristics of the economy such as widespread
inequality and existence of a large informal sector, that have persisted even after two
decades of economic reforms, also weakened the domestic demand response. Invest-
ment itself being a component of aggregate demand, the slowdown compounded the
problem—while positive gross investments meant capacity expansion continued,
aggregate demand would fall by a multiple of the reduction in gross investments,
reinforcing capacity underutilisation.

The sectoral pattern of the investment boom also contributed to the subsequent
slowdown. Between 2000 and 2013 growth of capital formation in infrastructure
outpaced that in the other sectors of the economy. Since capacity utilisation in infras-
tructure is wholly dependent on growth in demand in other sectors of the economy
and since these cannot be exported, any shortfall in domestic demand can lead to
prolonged slump in new investments in this sector.8 In turn, the slowdown in infras-

5See Dastidar (2015) for the argument that this episode is better described as ‘export induced’
growth since it resulted from favourable world market conditions, rather than from directed state
policies as in case of the East Asian episode of ‘export-led’ growth.
6The repo rate touched a high of 8.5% in the third quarter of 2011–12 (Rakshit 2016).
7The following discussion draws heavily on Rakshit (2016).
8Till 2014, 60% of stalled projects were in infrastructure (Rakshit 2016).
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tructure investment transmits a negative demand shock to the rest of the economy,
contributing to the investment slowdown in the other sectors, which would in turn
affect growth and profitability in infrastructure itself. In this way, a downward spiral
could feed into itself and persist over a long duration.

Another structural problem relates to the nature of the financial and real sector
inter-linkages that developed during the investment boom and in its aftermath. It is
linked to the pattern of financing, which led to a substantial build-up of corporate
debt during the investment boom and also under the policy stimulus as capacity
creation was incentivised via access to cheap credit from domestic and external
sources (Nagaraj 2013; Rakshit 2016). Indeed, analysis of firm-level data suggests
that rise in the burden of debt servicing, owing to high levels of leverage, is one reason
Indian corporates are devoting a smaller share of profits for physical investments9

(Sen and Dasgupta 2018).
With the onset of the downturn, the cost of debt servicing ate into firms’ prof-

itability and eroded their ability to service debt, thereby transmitting the problem to
the financial sector in the form of debt defaults and rising burden of non-performing
assets (NPAs). This ‘twin balance sheet problem’ plaguing the balance sheets of
private business and banks accentuated the operation of a borrowing constraint and
contributed to the persistence of the slowdown in new investments. This is identified
as a key bottleneck that needs to be addressed via institutional reforms to revive and
strengthen credit flow for private business investments in the Indian context (Ahmad
et al. 2018).

Yet another perspective on the slowdown draws on developments in the finan-
cial sector of the Indian economy which experienced a rapid pace of growth, the
emergence of a plethora of financial instruments and a much higher degree of inte-
gration with global markets. It has been argued that ‘financialisation’ of the Indian
economy has tilted domestic firms’ incentive structures in favour of investment in
short-term, financial assets with risky but high returns and away from investment in
physical assets (Sen and Dasgupta 2018). High returns on mutual funds and trade in
equity (in the secondary market) provided managers with the opportunity to enhance
shareholders’ profits in the short term by investing in financial assets at the cost of
physical capital formation that yields returns only in the long run. The link between
managers’ compensation and firms’ stock values would create a natural incentive for
such a trend. Overall, both aggregate- and firm-level data show a fall in the share of
physical assets and a rise in the share of short-term assets in total assets of Indian
firms over the 2000s decade.

Policy uncertainty has also been seen as an important factor affecting the invest-
ment slowdown (Anand and Tulin 2014; Ahmad et al. 2018). In particular, uncer-
tainty in the policy environment can have a negative impact on capital formation
by the private sector through adverse effects on business expectations. Sen et al.

9Sen and Dasgupta’s (2018) analysis of firm-level data shows the declining importance of equity
finance, stagnant reserves (especially since 2008) and increasing importance of borrowings, with a
rising share of overseas credit among Indian private (non-financial) firms over the 2000s decade.
There is even evidence of Indian firms taking onmore debt to meet interest liabilities on a significant
scale.
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(2014) add to this literature as they delineate the role of deeper institutional factors
at play in explaining episodes of a growth slowdown. They argue that the processes
of institutional change and spurts in economic growth are nonlinear with complex
feedbacks into each other. In developing countries with relatively weak formal insti-
tutions, the process of growth may not always lead to an improvement in institu-
tional quality owing to problems such as rent-seeking and corruption with associ-
ated consequences involving prolonged litigation and policy reversals. The resultant
uncertainties inevitably have negative repercussions for growth. Indeed, under such
circumstances, the slowdown is likely to persist, given the deep-rooted institutional
correctives needed for recovery of the growth momentum.

3 Evidence on the Current Slowdown

3.1 Potential Determinants of Private Corporate Investments
in India: Recent Trends

What is the recent body of evidence on the core determinants of private business
investments in India? Analysis of recent trends reveals an interesting picture.10

The slowdown in private corporate investments is clearly evident from the sharp
dip in the rate of growth of corporate investments after 2007–2008, following the
global financial meltdown. This was followed by recovery, influenced by factors such
as expansionary fiscal measures adopted by the government in the wake of the finan-
cial crisis. However, post-crisis growth rates have remained subdued, way below the
pre-crisis levels (Fig. 1). Further, the policy of demonetisation and the implemen-
tation of GST soon afterwards brought about a dip in growth rates11; however, the
effects of these shocks may have been transient as a pickup in investment rate is
evident from the second quarter of 2018 (Ahmad et al. 2018).

Quarterly data is available from 2008 on capacity utilisation, an important out-
come variable associated with the pace of investment growth. This clearly shows a
downward trend, with a pickup visible only since 2018 (Fig. 2). These trends are
in sync with Rakshit’s (2016) argument regarding the role of demand-side factors.
Commonly, a prolonged slowdown tends to be preceded by an economic boom, dur-
ing which sustained demand growth creates positive expectations and fuels capacity

10Despite comparability issues of the new GDP series (2011–12 base year) with previous 2004–05
data, the trends based on the spliced data reveal a few interesting insights. Without splicing the
two series, it is not possible to generate a continuous time series data including the period post-
2012–13. While the exact values in the spliced series differ from the 2004–05 series, the basic
pattern regarding year-on-year growth is the same. Also refer to Footnote 17 in this regard.
11From the third quarter of 2016–17 to the first quarter of 2017–18, quarterly GDP growth slipped
below 7%, growing at 6.8, 6.1 and 5.6% respectively over these three quarters that witnessed major
policy shocks by way of demonetisation (in November, 2016) and introduction of the GST regime
(in July, 2017) (Ahmad et al. 2018).
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Fig. 1 Real private corporate GFCF: year-on-year growth (2011–12 base). Source Authors calcu-
lations based on CEIC India Database
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Fig. 2 Capacity utilisation. Source RBI OBICUS, CEIC India Database

creation. A slowdown sets in with the onset of negative demand shocks as was expe-
rienced during the financial crisis and capacity utilisation slows down. Accumulation
of excess capacity serves to depress investment demand, thereby further intensifying
the slowdown.

The literature in the Indian context indicates that an important factor affecting
private corporate investments relates to the opportunity cost of undertaking expansion
in productive capacity. The literature above indicates that both the lending rate as
well as the rate of returns on financial assets affect the opportunity cost of investible
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Fig. 3 User cost of capital. Source Authors calculation based on CEIC India and WDI Databases

funds. The user cost of capital broadly captures the interest lost from investing in
capital goods rather than investing in a financial asset. There was a sharp rise (Fig. 3)
in the user cost of capital from 2010 onwards, reflecting the hawkishmonetary policy
stance which lasted till early 2015 (Rakshit 2016).

Several firm-level characteristics also affect investment decisions. The literature
above indicates that state of firms’ balance sheets, especially with respect to their
stock of debt and the cost of debt servicing, would have an important bearing on
their decision to invest. High debt burdens impair the ability to undertake capacity
expansion, whereas with relatively lower debt stocks, healthy growth in internal cash
flows and retained earnings enable firms to create capacity, even when a borrowing
constraint is an operative. In this context, indicators such as firms’ interest coverage
ratios (ICR), calculated as the ratio of EBIT (earnings before interest and tax) to
interest payment can be useful.

Quarterly survey data from RBI on companies’ ICR shows this has been on a
downward trend, with its average value from 2009 to 2017 being distinctly lower
than for the 2004–2007 period (Fig. 4a).Quarterly survey data also fromRBI on profit
growth, available from2011, shows large year-to-year fluctuations (Fig. 4b). Together
these trends of a growing burden of interest in the face of fluctuations in profit growth
demonstrate the inherent instability associated with retained earnings as a source of
financing fixed capital formation. Simultaneously if lenders also face balance sheet
woes with rising NPAs and the credit constraint becomes binding, financing of fresh
capital formation may indeed be quite problematic in such a situation.

Given that the decision to invest is based on a future income stream, the impor-
tance of firms’ expectations can hardly be overemphasised. Uncertainty with regard
to the policy framework, the state of overall macroeconomic stability and prospects
for economic growth are important factors influencing such expectations. The overall
macroeconomic developments and growth in aggregate demand also affect private
investments by affecting business’ expectations about the future. The CEIC Leading
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Fig. 4 a Interest coverage ratio. bNet profits: year-on-year growth. SourceRBI Enterprises Survey,
CEIC India Database

Indicator, available at monthly frequency since November 1995, is an overall index
encompassing a broad range of macroeconomic and business-related variables that
can be used as an index of expectations regarding future economic trends. The stan-
dard deviation in this indicator over a fiscal year is used as a measure of volatility
that would affect expectation formation by private businesses (Fig. 5). During 2004
to 2007, the standard deviation in this index was relatively low and stable, before
it increased sharply and peaked during the financial crisis. Even though the peak
declined since then, fluctuations in the series indicate the presence of uncertainties
about the future that may affect capital formation in the private sector.

The literature above also indicates that public investments can have a positive
impact on private investments by boosting aggregate demand and capacity utilisation.
It can ‘crowd in’ private investments by alleviating supply bottlenecks, especially in
the context of developing countries. Trends in the growth rate of public investment
(Fig. 6) reveal a couple of interesting points. High growth in private investments
in the mid-2000s decade saw relatively high growth in public investments, and this
was a period when user cost of capital was relatively moderate for the period under
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Fig. 6 Real public GFCF: year-on-year growth (2011–12 base). Source Authors calculations based
on CEIC India Database

consideration. However, the fiscal push in the post-crisis period, which has seen
lacklustre recovery in private business investments, has not taken public investment
growth to its previous high; average year-on-year growth has been much lower and
more unstable without any sustained increase. The spike in public investment growth
in 2015–16occurs at a timewhenuser cost of capital is very high, indicating a possible
reason behind its low impact on private investments.

Finally, on the demand side, the importance of external demand has been empha-
sised in the literature especially as an important factor behind India’s stellar growth
performance between 2003 and 2008. Export growth collapsed during 2009–10 at
the peak of the financial crisis in the OECD, recovered briefly thereafter in 2010–11
and has been on a downward trend especially since 2011–12 with little sign of recov-
ery, especially to the rates witnessed in the pre-crisis period (Fig. 7). The overlap in
the period of the slowdown in exports and private investments indicates that exter-
nal demand may have been an important factor in affecting capital formation by
domestic firms. Not only does this impact on capital formation by exporter firms,
but the weakening of the export multiplier can impact firms in general via negative
demand-side effects.

In what follows, an attempt is made to identify whether opportunity cost or
demand-side factors or expectations have played the most important role in affecting
private corporate investments in the Indian context by estimating a simple regression
model.



A Perspective on the Slowdown in Private Corporate … 43

-10

-5

0

5

10

15

20

25

30

19
99

-2
00

0

20
00

-2
00

1

20
01

-2
00

2

20
02

-2
00

3

20
03

-2
00

4

20
04

-2
00

5

20
05

-2
00

6

20
06

-2
00

7

20
07

-2
00

8

20
08

-2
00

9

20
09

-2
01

0

20
10

-2
01

1

20
11

-2
01

2

20
12

-2
01

3

20
13

-2
01

4

20
14

-2
01

5

20
15

-2
01

6

20
16

-2
01

7

20
17

-2
01

8

Fig. 7 Real export (Rupee values): year-on-year growth (2011–12 base). Source Authors calcula-
tions based on CEIC India Database

3.2 Regression Analysis

In what follows, we report the results from a simple OLS regression model with
growth in private investments as the dependent variable and the main explanatory
variables drawn on the basis of its determinants as discussed in the literature.

Given that expectations regarding the future appear as an important determinant of
investment, both in the theoretical literature as well as in empirical studies on India,
the model includes a measure of business expectations, on which data is available
only from 1995 to 1996 onwards. As such the time period of the analysis is limited to
1995–96 to 2016–17. Since disaggregated quarterly data on private business invest-
ments is not available, the estimation relies on annual data.12 However, this limits
the number of observations and the scope for using advanced time series techniques.

Given the data-related constraints and the limited time period for the study, the
simplest possible model is estimated to capture the most important determinants of
private investments that emerge from theory. In essence GDP, business expectations
and the real interest rate are the most basic determinants of investments (Carlin
and Soskice 2006). While GDP captures the impact of demand-side factors, the
real interest rate provides a measure of the opportunity cost of investments and the

12Quarterly data is available only on total gross fixed capital formation, which includes investments
by the government, private businesses as well as households. This is used by Anand and Tulin
(2014).
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importance of ‘future outlook’ for current investment decisions is captured by the
measure of business expectations.

As such in the OLS model, growth in real private corporate investments is the
dependent variable, and real GDP growth and its lag, real interest rate and a measure
of business expectations are the explanatory variables. The model is also estimated
using the user cost of capital as an explanatory variable in place of the real interest
rate and, as expected, results are similar in both these models with respect to the
sign and statistical significance of the variable measuring the opportunity cost of
investments.

In addition, to assess the importance of external demand and the role of public
investments, two dummy variables are also used in the model. This is done especially
as the literature indicates that public investments have a complementary role in
affecting firms’ investment decisions and also emphasises the importance of exports.
The first dummy variable takes the value one for periods of relatively high export
growth and the second, is one for periods of relatively high rates of growth in public
investment and zero otherwise; for both series the cut-off used is median growth rate
for the period.13 Two points may be noted here. Firstly, export growth and growth in
public investments are both subsumed within real GDP growth; as such inclusion of
these as additional explanatory variables in the presence of GDP growth is not very
meaningful. Secondly, dummy variables based on episodes of high growth in these
two variables may be meaningfully used to test the hypothesis that on average, any
given rate of growth of GDP would be associated with a higher rate of growth of
private business investments, when export growth or growth in public investments
is relatively high. A positive and statistically significant coefficient of the dummy
variables would be indicative of such a conclusion.

As variables are measured in growth rates and in changes, rather than levels,
the results provide an estimate of the short-run relation indicating the nature of
adjustment in the dependent variable likely to be associated with changes in each
of the explanatory variables, holding the others constant. Details regarding data
sources and construction of variables are provided in the Appendix. The variables
are tested for stationarity (results are reported in the Appendix), and OLS is applied
on stationary variables, using Newey–West heteroscedasticity and autocorrelation
(HAC) robust standard errors, that allow for efficient estimation under arbitrary forms
of autocorrelation.

It may be noted that with investment growth as dependent variable and growth
in real GDP as an explanatory variable, there is a potential problem that GDP
growth may be an endogenous regressor. Therefore, before proceeding with OLS
estimation, an instrument variables (IV) approach was adopted, and a two-stage
least squares model was also estimated using HAC robust standard errors. Growth
in real government consumption and the lagged dependent variable were used as
instruments for growth in real GDP following the literature, wherein similar vari-
ables have been previously used (Athukorala and Sen 2003). However, the result
of the Durbin–Wu–Hausman test showed, the null hypothesis that real GDP growth

13Similar results are obtained by using the mean value as the cut-off for both the series.
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is an exogenous variable could not be rejected at standard levels of significance.14

Since the hypotheses test showed no evidence of endogeneity of the regressor, it is
valid to proceed with OLS estimation, which is more efficient compared to the IV
estimator and based on which causal inferences could be drawn in the absence of
endogeneity.

Change in real exchange rates, change in the user cost of capital and volatility
in expectations have the expected negative sign and are statistically significant. The
coefficient of GDP growth is positive and significant, while that of its first lag is pos-
itive but statistically insignificant. This is fairly common in models which include
variables in current and lag forms. The presence of multicollinearity makes it dif-
ficult to estimate the impact multipliers efficiently. A t-test is carried out to test for
the statistical significance of the sum of the coefficients of GDP growth and its lag,
showed it to be significant at slightly higher than the 10% level of significance.15

The coefficients of both the dummy variables are positive and statistically signif-
icant, indicating thereby private investment growth would be higher if any given
rate of growth of GDP (holding real interest rates and volatility in expectations the
same) is associated with significantly higher rates of growth of exports or public
investments. From the magnitude of coefficients, growth in external demand appears
relatively more important compared to growth in public investments in terms of its
impact on private investments. It may be mentioned here that inclusion of a dummy
to control for years when growth in government consumption was relatively high
(higher than the median for the period) leads to a different result—the coefficient is
statistically insignificant and has a negative sign.16 The results, therefore, serve to
underscore the importance of government investment, rather than consumption for
private investments in the Indian context.

Since the variables are scaled differently, standardised coefficients are used to
assess which one has a relatively larger impact on the dependent variable. Results
(Table 1) show that volatility in business expectations has by far the largest impact
on investment growth, followed by growth in GDP and real interest rates and the user
cost of capital. The importance of real interest rates and expectations is also found by
Anand and Tulin (2014), who use quarterly data for their study, but do not control for

14Details of the test for endogeneity following 2SLS are as follows:
Value of the HAC score chi2(1) test statistic = 0.85918 (p-value = 0.3540).
Optimal GMMmethod was also used, and details of the test for endogeneity following optimal

GMM are as follows: Value of the GMM C statistic chi2(1) = 0.00615 (p-value = 0.9375).
The high p-values (based on HAC robust standard errors) indicated the null hypothesis that the

regressor is exogenous could not be rejected.
15The null hypothesis is that sum of the coefficients of GDP growth and its lag is zero; and the value
of the test statistic, based on t-distribution (using Newey–West HAC standard errors): (a) in Model
1 was 2.57, statistically significant at 11% level; (b) in Model 2 was 2.71, statistically significant
at 10.3% level. This provides limited support for the hypothesis that a permanent increase in GDP
growth rate by 1 percentage point, ceteris paribus, is associated with more than 2.5 percentage point
increase in private investment growth after one year.
16The estimated coefficient of growth in government consumption is −5.49 with p-value of 0.184
when it is included in Model 1.
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Table 1 Results of OLS regression

Dependent variable:
Pvt_Inv_Gr

Estimated coefficients

Model 1 Standardised
coefficients

Model 2 Standardised
coefficients

R_GDP_Gr (t) 2.30*
(0.055)

0.255 2.45**
(0.032)

0.271

R_GDP_Gr (t − 1) 0.271
(0.803)

0.029 0.266
(0.820)

0.029

LI_SD (t) −3.19***
(0.000)

−0.394 −3.11***
(0.000)

−0.385

R_Int_Ch −2.11*
(0.092)

−0.230

UC_Ch −2.43*
(0.099)

−0.198

X_Gr_Dum 17.90*
(0.066)

18.24*
(0.066)

PubInv_Gr _Dum 9.20*
(0.058)

8.15*
(0.089)

Constant −5.608
(0.644)

Number of Observations 21 21

Adjusted R2 0.56 0.54

Note Figures in parentheses are p-values based on heteroscedasticity and autocorrelation (HAC)
consistent Newey–West standard errors; for each variable, the standardised coefficient indicates the
change in by how many standard deviation units the dependent variable would change when the
explanatory variable changes by one standard deviation. ***, ** and * denote statistical significance
at 1percent, 5 percent and 10 percent levels respectively
Abbreviations
Pvt_Inv_Gr: Year-on-year growth in real private corporate GFCF
R_GDP_Gr: Year-on-year growth in real GDP
LI_SD: Standard deviation of the CEIC Leading Indicator index
R_Int_Ch: Change (first difference) in real interest rate
X_Gr_Dum: Dummy variable which is 1 for years of high growth in exports, 0 otherwise
PbInv_Gr_Dum: Dummy which is 1 for years of high growth in public investments, 0 otherwise
UC_Ch: Change (first difference) in user cost of capital

domestic demand-related factors in their model. These results additionally indicate
the importance of demand-side variables in the Indian context.

In the context of the current slowdown, these results primarily emphasise the
potential role of uncertainty with respect to the future outlook that would have a
negative impact via business expectations. The role of demand-side variables, espe-
cially related to the slowdown in external demand and public investments, is also
highlighted along with that of high real interest rates and user cost of capital.

This is a limited empirical exercise especially owing to data-related constraints.
However, the signs and statistical significance of the variables are as expected and
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robust. Future work aims to extend the simple analysis carried out in this paper,
especially by creating a dataset spanning a longer time period.

4 Conclusion

In the context of the current slowdown in private business investments, existing
studies have highlighted the role of a number of macroeconomic policy-related fac-
tors as well as the operation of certain firm-level constraints, especially related to
the financing of investments. The expository analysis in this paper finds evidence
corroborating these factors. The tight money policy in the latter half of the 2000s
decade possibly contributed to raising the opportunity cost of investments, while the
focus on fiscal consolidation is likely to have played a role in dampening domestic
demand, in an environment of subdued external demand. Uncertainty in the policy
environment and the role of institutional factors have also been highlighted; these
have been manifested in episodes of ‘policy paralysis’, cases of corruption and time-
consuming litigation, all of which are especially likely to affect business confidence
and have repercussions on firms’ decision to expand capacity. On the financing side,
an increasing amount of corporate debt as well as rising burden of NPAs of the bank-
ing sector is also likely to have adversely affected business investments; however,
only detailed firm-level analyses would provide deeper insights into this aspect, as
compared to studies based on aggregate data.

The simple estimation exercise, carried out in this paper based on aggregate data,
highlights the role of demand-side factors, especially external demand, real interest
rates and business expectations in significantly affecting private investments. The
findings also emphasise the importance of public investments, which are likely to
have a positive impact on private business investments via demand-side factors in
the short run and by alleviating supply-side bottlenecks in the medium to longer
term. Specifically, in the context of the current slowdown, the results indicate that
strong export growth will play a crucial role in reviving private investment growth.
However, a pickup in export growth may well take time, especially with imminent
signs of global trade disruptions centring around complex trade negotiations between
the USA and its developing trade partners as well as major events like Brexit. In the
meantime, the policy focus on enhancing the rate of public investments is likely to
be rewarding in terms of ushering a revival in private investment growth in India.

Appendix

The data on the real interest rate is accessed from the World Development Indicators
(WDI), 2018. For the remaining variables, i.e. Real GFCF in the private corporate
sector, Real GFCF in the public sector, Real GDP, Real exports (in Rupees), NAS
data is accessed through the CEIC India Database.
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For real GDP at 2011–2012 prices, we spliced the two GDP series at different
base years, i.e. 2004–2005 and 2011–2012, to get one long GDP series at 2011–2012
prices. There are methodological differences between the 2011–12 and 2004–05
aggregate macroeconomic series, and therefore, to check the consistency of the data,
the growth rates in the series generated through simple splicing were compared to
the methodology used in Ahmad et al. (2018) and the results were very similar.17

Although this method is imperfect, there are no other options for generating a long
enough time series for carryingout an estimation exercise. Similarly, the data series on
real public gross fixed capital formation, available in 2011–12, 2004–05, 1999–2000
and 1993–94 base years and on real exports (in rupees) available in 2004–05 and
2011–12 base years, were spliced to generate a single series at 2011–12 prices.
These series were used to calculate year-on-year growth in each of the variables for
the period 1989–2017. However, estimation could be carried out only for the sub-
period 1995–96 to 2016–17 owing to limitation related to the measure of business
expectations.

The measure of business expectation was calculated based on monthly data on
the CEICLeading Indicator Index available fromNovember 1995 onwards. Standard
deviation in this index, calculated for each fiscal year (from April, current year to
March, next year), is taken as a measure of uncertainty in the business and overall
macroeconomic environment. A high value of this variable indicates greater uncer-
tainty with potentially negative impact on business expectations.

The export growth dummy takes the value one for the years when export growth
was higher than 11% (its median value during this period). The public investment
growth dummy takes the value one for the years when growth in public investment
was higher than 4.5% (its median value during this period).

The user cost of capital (UC) is calculated as UC = external nominal rate of
return + nominal depreciation (i.e. real rate of return * investment price t − 1
+ depreciation rate * investment price t).18 Nominal depreciation was estimated
by calculating capital consumption allowance as a percentage of capital stock and
the implicit deflator for GFCF was used to denote investment price—all NAS data
accessed from CEIC database.

The table below shows all the growth series are stationary at standard levels of
significance, except for real interest rates and user cost, which were therefore first-
differenced to render them stationary.

17Ahmad et al. (2018) splice the 2004–05 and 2011–12 series backward using the following back-
casting method that maintains a growth rate in the new series that is consistent with the old series
so that the resulting spliced series is essentially a level shift to the old series with equivalent growth
rates:

For the variable Xt that needs to be spliced, the new series is denoted as X* and X is the variable
value in the old series. With data in the new series starting from period t, the value of X*

t−1 is
calculated as X*

t−1 = (Xt−1/Xt)X*
t−1.

18This is in line with the methodology adopted in RBI, KLEMS India Project (https://rbi.org.in/
Scripts/PublicationReportDetails.aspx?UrlPage=&ID=894).

https://rbi.org.in/Scripts/PublicationReportDetails.aspx?UrlPage=&amp;ID=894
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Variable ADF test of H0: I(1) versus H1: I(0) Whether I(0) or I(1)

Pvt_Inv_Gr −3.595***
(0.0059)

I(0)

R_GDP_Gr −4.100***
(0.0010)

I(0)

LI_SD −3.500***
(0.0080)

I(0)

R_Int −2.319
(0.1658)

I(1)

R_Int_Ch −7.370***
(0.0000)

I(0)

UC −1.126
(0.7045)

I(1)

UC_Ch −3.235**
(0.0181)

I(0)

Note Statistical significance at 1% level is denoted by *** and at 5% level by **; all the variables
are stationary with and without trend (results reported above)
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On the Lead–Lag Relationship Between
Market Capitalization Ratio and Per
Capita Growth

Agnirup Sarkar and Abhirup Sarkar

Abstract The paper looks at the short-to-medium term lead–lag relationship be-
tween stock market performance, as represented by market capitalization to GDP
ratio and the performance of the real economy, as represented by per capita GDP
growth. The lead–lag relationship is first established theoretically in an asset pricing
framework with production and accumulation and then empirically by separately
looking at lagged correlations, Granger causality and variance decomposition using
data from 35 countries over the period 1988–2012.

Keywords Growth · Market capitalization

1 Introduction

The purpose of the present paper is to explore and establish a lead–lag relationship
between stockmarket performance and the performance of the real economy. There is
a substantial literature concernedwith possible causal relationships between different
measures of stock market performance and real GDP or its growth both in the long
run and in the short run. The present paper differs from this literature in that it does not
attempt to look at any causal relationships. In contrast, it considers a scenariowhere an
outside shock affects both variables in such away that a change in one of the variables
in the current period is followed by a change in the other in subsequent period or
periods. Representing stockmarket performance by the ratio of market capitalization
to GDP and real performance of the economy by the growth of per capita income,
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the paper demonstrates both theoretically and empirically that a change in the market
capitalization ratio is followed by a change in the growth rate of per capita income.

There is old literature, both theoretical and empirical, which emphasizes finan-
cial intermediation in general, and stock market developments in particular, as major
factors behind long-run growth. The theoretical literature goes as far back as Schum-
peter (1934) andHicks (1969) and culminates inmore recentworks of Jacklin (1987),
Gorton and Pennacchi (1990), Greenwood and Jovanovic (1990), Bencivenga and
Smith (1991), Levine (1991), Japelli and Pagano (1994) and Bencivenga et al. (1995)
among others. In this literature, there are primarily two ways in which stock markets
help growth and development. First, it acts as an efficient bridge between savers
and investors, thereby channelizing funds for investment, capital accumulation and
growth. Second, a vibrant secondary market in stocks makes stocks more liquid and
therefore increases the incentive of agents to invest in the primary market.

There is a second strand of literature which links stock markets with growth or
levels of per capita income through reverse causation. This second strand of literature,
the origin of which can be traced back to the efficient market hypothesis of Fama
(1965) and was first fully developed by Lucas (1978), visualizes per capita income
determining stock prices. The pioneering work of Lucas (1978) led to subsequent
theoretical work by Abel (1988), Cochrane (1991) and others. In these theoretical
models, stocks are taken to be amajor instrument of savings. If there is a rise in income
in the current period, consumers, eager to smooth out their consumption over time,
would tend to save more. This is likely to increase the demand for stocks and hence
their prices. Consequently, following a rise in per capita income, stock prices and
the market capitalization ratio, defined as the ratio of the value of total stocks in the
market to GDP, are likely to go up. There is, however, an opposite effect. If income
effects are strong, a rise in current per capita income might overwhelmingly increase
current consumption and not so much savings. Consequently, the rise in stock prices
and hence market capitalization will be small and the ratio of market capitalization
to per capita income will fall. Thus, in the second stream of literature, per capita
income determines the market capitalization ratio, that is, the direction of causality
flows from per capita income to market capitalization. But it is not clear whether one
can get an unambiguous signal about the current state of the economy from the stock
market.

There is a third stream of literature. Brock (1982) developed an intertemporal
general equilibrium theory of capital asset pricing which was an extension of the
earlier stochastic growth model of Brock and Mirman (1972). In this model, asset
prices and outputs are both subject to stochastic shocks and are jointly determined
from the model. The present paper is closest to this approach. We extend the Lucas
(1978) framework in the spirit of Brock (1982) by introducing production and ac-
cumulation. Savings are partly used for accumulation of physical capital and partly
to buy stocks. A stochastic shock to production affects both output and the price of
stocks. Consequently, both the market capitalization ratio and per capita growth are
affected.

The theoretical literature is accompanied by vast empirical literature. This liter-
ature can be divided into two parts. One part deals with the question as to how the
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financial fabric in general and financial intermediation in particular affect long-run
growth. The other part addresses the question of causality between financial inter-
mediation and growth and the direction in which it moves. Pioneered by Goldsmith
(1969), the empirical literature includes the works of King and Levine (1993a, b, c),
Levine and Zervos (1996), Rajan and Zingales (1998), Beck et al. (2000) and Fase
and Abma (2003) among others.

In this paper, we establish a lead–lag relationship between market capitalization
ratio and per capita growth with the former taking the lead and the later following.
Our theoreticalmodel implies that the reverse, that is per capita growth taking the lead
and market capitalization ratio following, is not true. Next, this lead–lag relationship
is established empirically. Our empirical exercises also establish that the reverse
lead–lag relationship is not valid. A substantial literature has emerged around the
question of whether and to what extent movements in financial indicators predict
future movements in real economic activity. Earlier works include Mills (1988),
Estrella and Hardouvelis (1991), Choi et al. (1999), Aylward and Glen (2000) and
others. The question assumed renewed interest in the aftermath of the subprime crisis
leading to a more recent literature including Reinhart and Rogoff (2009), Apergis
et al. (2015), Levanon et al. (2015) and Chen et al. (2018). The present paper attempts
to contribute to this literature.

There are two distinct features of the presentmodelwhich differentiates it from the
above-mentioned literature. First, while the above-mentioned literature is basically
empirical, the present paper first presents a theoretical framework which predicts that
an increase in stock prices relative to GDP leads to real per capita growth in future.
Then, as a next step, this theoretical prediction is tested empirically. Thus, apart
from empirically establishing the lead–lag relationship, the present paper attempts
to put forward a mechanism through which the lead–lag relationship works. Second,
it specifically shows that the reverse mechanism, that is, growth preceding the stock
market boom is not valid. This strengthens the understanding of the relationship
between financial market indicators and real economic activity.

In what follows, in Sect. 2, we show that consequent to a shock, a change in the
market capitalization ratio in the current period is followed by a change in subsequent
per capita growth. In Sect. 3, this theoretical result is vindicated by three alternative
empirical exercises.We separately look at lagged correlations, Granger causality and
variance decomposition to establish our result. Section4 concludes the paper.

2 Asset Pricing with Production and Investment

Weconsider an economyconsisting of infinitelymany identical competitive firms and
infinitelymany identical households. The representative firm is indexed by i ∈ [0, 1],
and the representative household is indexed by j ∈ [0, 1]. Thus, the total size of
households and the total size of firms are normalized to unity. Each firm produces a
homogeneous output using capital and a linear production function. A firm invests
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a part of its output, thereby augmenting next period’s capital stock and distributes
the remaining as dividends to the households who are the owners of the firm. For
the representative household, dividend income is the only source of income, a part
of which goes into consumption and the rest into buying new stocks.

2.1 Market Capitalization Ratio and Growth

The representative household maximizes its expected utility over an infinite horizon.
Time is discrete. The household’s utility u (ct ) is a function of its consumption ct
alone. Takingβ as the household’s discount factor, the household’s objective function
can be formally written as

Max: E0

∞∑

t=0

β t u(ct ) (1)

s.t.:
∫ 1

0
pzt (i)

[
zt+1(i) − zt (i)

]
di + ct =

∫ 1

0
dt (i)zt (i)di (2)

Equation (2) represents the household’s resource constraint, where pzt (i) and dt (i)
are the price and dividend of the stock of the i th firm at period t and zt (i) is the
quantity of the stock of the i th firm held by the representative household at period t .
Consequently, the right-hand side of Eq. (2) represents the total (dividend) income of
the representative household. On the left-hand side of Eq. (2) the first term represents
expenditure of the household at period t to acquire additional assets. This, addedwith
the consumption ct , exhausts the household’s total income.

The representative household maximizes (1) subject to (2) by choosing ct and
zt+1(i). The first-order condition with respect to these choice variables establish the
following Euler equation:

u′(ct )pzt (i) = βEtu
′(ct+1)

(
dt+1(i) + pzt+1(i)

)
(3)

Since firms are identical, dividends and share prices are the same across all firms,
which means that dt (i) = dt and pzt (i) = pzt for all i . Using this, (3) can be written
as

u′(ct )pzt = βEtu
′(ct+1)

(
dt+1 + pzt+1

)
(4)

Without any loss of generality, we assume that the total number of shares of a firm
is a unity and this remains unchanged over time. Since the measure of firms is unity,
the total number of stocks in the economy is also unity. This is distributed equally
among households. Since the measure of households is also unity, each household
has one unit of stock. This makes the right-hand side of (2) equal to dt . Again, since
the total number of firms remain unchanged over time, the first term on the left-hand
side of Eq. (2) becomes zero which makes the left-hand side of Eq. (2) equal to ct .
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Therefore, Eq. (2) reduces to
ct = dt (5)

Next, we assume that the utility function is logarithmic, i.e. u(ct ) = ln ct . The
stock Euler equation in (3), then becomes

pzt
ct

= βEt

(
ct+1 + pzt+1

ct+1

)
(6)

Solving recursively, the above equation becomes

pzt
ct

= β

1 − β
+ βEt

{
lim
n→∞ βn−1

(
pzt+n

ct+n

)}
(7)

Assuming that the term pzt+n

ct+n
is bounded above for all n, the limit term in Eq. (7)

goes to zero. This means that the equilibrium asset price becomes

pzt = β

1 − β
ct (8)

This price is determined in such a way that in equilibrium, each period, the rep-
resentative household would not want either to increase or to decrease his holding
of assets. This is guaranteed by the logarithmic utility function where income and
substitution effects, which are of opposite signs, are of the samemagnitude and offset
each other.

In an economy described in Lucas (1978), dividend (described as fruit falling from
trees in the Lucas asset pricing framework) arrives without any deliberate effort on
the part of the consumers and is referred to as an endowment economy or exchange
economy. There is no provision of storage and production in this kind of an economy.
In the present theoretical framework, on the other hand, we allow for investment in
physical capital and output production in each period by identical firms owned by
the representative household.

The representative firm manufactures its product (yt ) using capital (kt ) as its only
source of input, with the help of a linear production technology given by

yt = εt kt (9)

where εt denotes the total factor productivity (TFP) shock which influences output
production in time period t .1 We assume that εt is an iid shock. In time period
t , the firm invests a part of its produce and distributes the rest as dividend to the
household. The firm invests an amount it which gives rise to new accumulated capital
for period t + 1, given by kt+1. The investment process for the firm is represented

1Implicitly, the production function is yt = εt kt lt , where lt = 1∀t , that is, there is no labour-leisure
choice and labour is supplied by the households inelastically at the unit level in each period.
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by the following equation.
kt+1 = (1 − δ)kt + it (10)

where (1 − δ)kt stands for undepreciated capital stock at time period t . δ represents
the rate of capital depreciation. The firm maximizes discounted stream of future
dividends, where dividend at time period t is given by

dt = yt − it (11)

Thus, the time t objective function of the firm is given by

Max: Et

∞∑

s=0

mt,t+sdt+s = Et

∞∑

s=0

mt,t+s
[
εt+skt+s − {kt+s+1 − (1 − δ)kt+s}

]
(12)

with kt+1as the firm’s choice variable. mt,t+s denotes the representative household’s
stochastic discount factor

mt,t+s = βu′(ct+s)

u′(ct )
(13)

As the firm maximizes its dividends on behalf of the household, it uses the lat-
ter’s marginal rate of substitution or stochastic discount factor mt,t+s in its dividend
maximization problem.

Since in equilibrium the household does not increase or decrease its holding of
assets, the equilibrium resource constraint can be written as

ct = εt kt − [
kt+1 − (1 − δ)kt

]
(14)

The left-hand side of Eq. (14) represents the representative household’s dividend
income which is entirely consumed in equilibrium. Taking the first-order condition
of the firm’s maximization problem w.r.t. kt+1 and combining it with the equilib-
rium resource constraint, we can derive equilibrium consumption (ct ) and capital
accumulation (kt+1) expressions as

ct = (1 − β) (εt + 1 − δ) kt (15)

and
kt+1 = β (εt + 1 − δ) kt (16)

Utilizing the equilibrium consumption and capital accumulation expressions from
the above equations in (15) and (16) along with the equilibrium asset price in (8),
next we derive equilibrium expressions for market capitalization as a ratio of output
(mkt) and output growth (ygt ).
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For period t , we define market capitalization ratio as pzt
yt
and growth as yt

yt−1
. From

the model, the solutions to these variables are obtained as

mkt = β

[
1 + (1 − δ)

εt

]
(17)

and

ygt = βεt

[
1 + (1 − δ)

εt−1

]
(18)

From Eqs. (17) and (18), we get

ygt+1 = εt+1mkt (19)

Equation (19) gives a lead–lag relationship between market capitalization and
growth.More specifically, market capitalization ratio in period t has a positive impact
on growth in period t + 1, that is, an increase in the former leads to an increase in the
latter after a one-period lag. This is precisely the relationship we have been looking
for. The intuition behind the lead–lag relationship is straightforward. An increase
in εt from its steady-state value increases both yt and kt+1 [see Eqs. (9) and (16)].
The increase in kt+1 in turn increases yt+1. However, the proportionate increase in
yt is greater than the proportionate increase in yt+1.2 Hence, there is a fall in the
rate of growth in period t + 1. On the other hand, from (17), it directly follows that
a positive productivity shock reduces the market capitalization ratio.3 We wish to
point out that the lead–lag relationship of Eq. (19) does not imply any causation. It
is induced by a shock which is exogenous to the system. We summarize our findings
in the following proposition:

Proposition In an asset pricing model with production, capital accumulation and
growth and an exogenous iid productivity shock, there is a lead–lag relationship
between market capitalization ratio and growth in the sense that a rise in the market
capitalization ratio in period t leads to a rise in the rate of growth in period t + 1.

The proposition must be qualified by an important caveat. In our model, we have
assumed that the utility function is logarithmic. It is well known that in a logarithmic
utility function, income effects and intertemporal substitution effects exactly cancel
out. In a Lucas (1978) asset pricing model, where there is no production or capital
accumulation, a logarithmic utility function yields amarket capitalization ratiowhich
is constant in equilibrium. In particular, it is independent of any outside shock.4 This
is because log utility implies a proportionate increase in savings and consumption

2This may be verified by differentiating Eqs. (9) and (16) proportionately, noting that the only
perturbation to the system comes through a change in εt which induces changes in yt and kt+1.
3A positive productivity shock increases the stock price but also increases output in a greater
proportion. Hence, the fall in the market capitalization ratio.
4This result is reported in Ljungqvist and Sargent (2004).
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following an increase in income. But in the Lucas (1978) model, goods cannot be
stored. Hence, consumption rises in the same proportion as income and with log
utility so does savings. Since the only vehicle of savings is stocks and the number
of stocks is fixed at unity a rise in savings is translated into a proportionate rise in
the price of stocks. All this, taken together, implies that in the Lucas (1978) model
with a logarithmic utility function, the market capitalization ratio is independent of
income.

This independence breaks down once accumulation is allowed. With capital ac-
cumulation, a part of the increased savings, following a shock, is invested in physical
capital. Hence, the demand for stocks increases by less and so does the price of
stocks. As a result, the market capitalization ratio falls as shown in Eq. (17). The
positive lead–lag relationship follows from this. But this unambiguous relationship
is dependent on logarithmic utility. We have shown elsewhere5 that if more general
utility functions are allowed, the relationship between market capitalization ratio
and income or its growth becomes ambiguous. Hence, in the empirical exercise that
follows, we shall try to see if the market capitalization ratio influences growth in
subsequent periods. Simple correlations indicate that this influence is positive.

3 Empirical Analysis

3.1 Motivation

The existing empirical literature does not throw much light on the lead–lag nature of
the relationship between the stock market and growth. In the real world, a macroe-
conomic shock can influence both the stock market and growth, but the change in
behaviour of any one of the variables due to the shock can take some time to get
translated to the other. Since no clear conclusion can be drawn from the existing
literature about the direction of causality between stock market capitalization and
growth, in order to figure out whether the present stock market activities depend
upon past values of growth or whether the past values of stock market capitalization
determine current growth, we empirically investigate this first by calculating simple
lead–lag correlations betweenmarket capitalization ratio in year t and growth in year
t + 1. To check the reverse possibility of lead–lag, we also calculate the correlations
between growth in year t and market capitalization ratio in year t + 1. Next, we run
a Granger causality test, using time series data on market capitalization—GDP ratio
and growth of per capita GDP from different countries and country groups. This is
done despite the fact that no clear causality might actually exist between the stock
market activities on the one hand and economic growth on the other and both can
be influenced by independent exogenous factors. The sole purpose of the Granger
causality exercise is to develop an understanding of nature of lead–lag relationship

5See Sarkar and Sarkar (2019).
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between market capitalization ratio and growth, if there exists any such relation-
ship. Finally, within a VAR structure, we perform a variance decomposition analysis
of stock market capitalization and growth in order to compare the percentage of
short-run fluctuations in future market capitalization driven by GDP growth with
the percentage fluctuations of GDP growth driven by market capitalization. In other
words, a variance decomposition helps understand whether market capitalization is
the chief determinant of growth during later time periods or whether the opposite is
true.

3.2 Data

We have already mentioned that as an indicator of the stock market activities, we
use market capitalization as a proportion of output. To understand the relationship
between market capitalization as a proportion of output and growth of output over
time, we look at annual data on these two variables for 35 countries and four country
groups for the time period covering 1988–2012. Since we deal with data on market
capitalization, it is understandable that the countries in question are mostly high
income and middle income. The data used for our analysis are secondary.6 The time
period and the choice of countries have been dictated by the availability of data.

In order to find a measure of output growth, we have first collected data on GDP
per capita, which is gross domestic product divided by midyear population. GDP
is the sum of gross value added by all resident producers in the economy plus any
product taxes and minus any subsidies not included in the value of the products. It
is calculated without making deductions for depreciation of fabricated assets or for
depletion and degradation of natural resources. Data are in constant 2005 US dollars.
From this series, we have constructed a gross growth of per capita GDP series for
each country for the given time span of 25years.

As a measure of stock market performance, we have used data on market capital-
ization as a percentage of GDP for each country for 25years, where market capital-
ization (also known as market value) is the share price times the number of shares
outstanding. Listed domestic companies are the domestically incorporated compa-
nies listed on the country’s stock exchanges at the end of the year. Listed companies
do not include investment companies, mutual funds or other collective investment
vehicles.

In the tables summarizing the empirical results, we use MK to denote market
capitalization as a percentage of GDP and PCG to denote growth of per capita GDP
over time. To ensure linearity, natural logs of both series are taken while performing
empirical operations.

6Data Source: World Development Indicators (www.data.worldbank.org).

www.data.worldbank.org
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3.3 Cross-Country Evidence of Lead–Lag Relationship
Between Market Capitalization Ratio and Growth

3.3.1 Lead–Lag Correlations

To set our initial ideas, we calculate two sets of correlations. First, we calculate the
correlation, for each of the 35 countries, between market capitalization ratio in year
t and growth in year t + 1. We have data for 1988–2012, that is, for 25years. So
we consider the market capitalization ratio for the period 1988–2011 and growth for
1989–2012. This gives us 24 data points for each country. Next, we calculate the
reverse correlations, that is, between growth in year t and market capitalization ratio
for year t + 1.

Correlation coefficients between MKt and PCGt+1 show the extent to which cur-
rentmarket capitalization ratio influences future growth. If this correlation is positive,
one can argue that there is a lead–lag relationship betweenmarket capitalization ratio
and growth with the former taking the lead and the latter following with a lag. These
correlation coefficients are presented in Table1. Out of the 35 countries reported in
the table, 22 countries exhibit lead–lag correlations between MKt and PCGt+1 sig-
nificant at 5% level. Another three countries exhibit significant correlations at 10%.
It is to be noted that all correlations are positive. This means that an increase in the
market capitalization ratio in the current year positively influences growth in the next
year.

We also calculate the reverse correlations, that is, correlations between PCGt

and MKt+1. It turns out that for all the 35 countries this correlation is insignificant.
Therefore, we can conclude that growth in the current year has no significant influ-
ence on next year’s market capitalization ratio. Per capita growth cannot lead to a
lagged boom in the stock market. Since correlations between PCGt and MKt+1 are
insignificant for all countries, we do not report these numbers.

To summarize, our calculations indicate that more than 60% of the 35 countries
exhibit a lead–lag relationship between market capitalization ratio and growth, but
not between growth and market capitalization.

3.3.2 Granger Causality

We perform a Granger causality exercise for market capitalization ratio and growth
for all the 35 countries and four country groups. For each of the different countries
and country groups, data for each of the two variables are available for 25years.
Denoting market capitalization ratio by MKt and per capita growth by PCGt and
after ensuring that the two series are stationary, I conduct a joint Granger causality
exercise. To test the null hypothesis thatMKt does not Granger cause PCGt , consider
the following autoregression
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Table 1 Market capitalization growth lead–lag correlation

Countries Lead–lag correlation

Australia 0.12

Austria 0.02

Bangladesh 0.42**

Belgium 0.18

Brazil 0.73**

Canada 0.65**

China 0.3*

Columbia 0.41**

Denmark 0.11

Egypt 0.78**

Finland 0.41**

France 0.25

Germany 0.43**

Greece 0.55**

India 0.64**

Italy 0.68**

Malaysia 0.44**

Netherlands 0.21

New Zealand 0.32*

Nigeria 0.41*

Norway 0.18

Pakistan 0.39**

Philippines 0.48**

Portugal 0.11

Russia 0.9**

Singapore 0.1

South Africa 0.52**

Spain 0.37**

Sri Lanka 0.56**

Sweden 0.63**

Switzerland 0.42**

Thailand 0.24

Trinidad and Tobago 0.45**

UK 0.44**

USA 0.31*

**Significant at 5%, *Significant at 10%
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PCGt = a0 + a1PCGt−1 + a2PCGt−2 + · · · + PCGt−m

+ b1MKt−1 + b2MKt−2 + · · · + bnMKt−n + εpcg t (20)

In the regression in Eq. (20), all lagged values of MKt that are individually sig-
nificant provided that collectively they add explanatory power to the regression ac-
cording to an F test whose null hypothesis is no explanatory power jointly added by
the different lagged values of MKt . The null hypothesis that MKt does not Granger
cause PCGt is not rejected if and only if no lagged values of MKt are retained in the
regression.

Similarly, to test the null hypothesis that PCGt does not Granger cause MKt , in
the following autoregression

MKt = α0 + α1MKt−1 + α2MKt−2 + · · · + αpMKt−p

+β1PCGt−1 + β2PCGt−2 + · · · + βqPCGt−q + εMK t (21)

if and only if no lagged values of PCGt are retained in the regression, the null
hypothesis cannot be rejected and it is established that PCGt does not, indeed,Granger
cause MKt .

In our analysis, we reject the null hypothesis in favour of the alternative hypothesis
only if the p value falls below 0.05, in which case causality is established at 5% level
of significance. The optimal lag length for each country is chosen by the Akaike
Information Criterion. Table2 summarises the direction of causality between MKt

and PCGt for each country.
From Table2, it is evident that for 23 countries (Austria, Belgium, Brazil,

Columbia, Denmark, Egypt, Finland, France, Germany, Greece, India, Italy,
Malaysia, Netherlands, Norway, Pakistan, Philippines, Portugal, Spain, Sri Lanka,
Sweden, Switzerland, Thailand, Trinidad and Tobago, UK and the USA) out of 35
countries, market capitalization Granger causes per capita growth. For the remaining
12 (Australia, Bangladesh, Canada, China, Columbia, Greece, India, New Zealand,
Nigeria, Russia, Singapore and South Africa) countries, none of the null hypothesis
can be rejected, i.e. for these 12 countries, neither market capitalization Granger
causes growth, nor growth Granger causes market capitalization. For three (Euro-
area, High-income non-OECD and High-income OECD) of the four country groups,
the direction of causality runs from market capitalization to growth, while only for
South Asia, no causality is found to exist either from market capitalization to growth
or the other way round. For none of the countries and country groups, causality is
observed to run from growth to market capitalization ratio. From these findings, it
can be inferred that for the majority of the countries and country groups, the direction
of causality is found to exist from market capitalization ratio to growth and not the
other way round.
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Table 2 Granger causality analysis for different countries and country groups

Country/country groups Direction of causality between MK and PCG

Australia No Causality

Austria MK−→PCG

Bangladesh No causality

Belgium MK−→PCG

Brazil MK−→PCG

Canada No causality

China No causality

Columbia No causality

Denmark MK−→PCG

Egypt MK−→PCG

Finland MK−→PCG

France MK−→PCG

Germany MK−→PCG

Greece No causality

India No causality

Italy MK−→PCG

Malaysia MK−→PCG

Netherlands MK−→PCG

New Zealand No causality

Nigeria No causality

Norway MK−→PCG

Pakistan MK−→PCG

Philippines MK−→PCG

Portugal MK−→PCG

Russia No causality

Singapore No causality

South Africa No causality

Spain MK−→PCG

Sri Lanka MK−→PCG

Sweden MK−→PCG

Switzerland MK−→PCG

Thailand MK−→PCG

Trinidad and Tobago MK−→PCG

UK MK−→PCG

USA MK−→PCG

Euro-area MK−→PCG

South Asia No Causality

High-income non-OECD MK−→PCG

High-income OECD MK−→PCG

Countries in bold letters support the lead–lag relationship betweenmarket capitalization and growth
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3.3.3 Variance Decomposition Analysis

Most of the theoretical literature on asset pricing looks into the contemporaneous
relationship between stock prices and growth. However, in reality the short-run re-
lationship between market capitalization and growth can be of a lead–lag nature, i.e.
due to a one-time shock, the change in the behaviour of one of the variables in a
certain time period can also have an influence on the other’s behavioural pattern dur-
ing later time periods. The relationship between the short-run fluctuations in market
capitalization ratio and growth, as represented in Eq. (19), provides a suitable foun-
dation to test empirically the existence of a lead–lag relationship between market
capitalization ratio and growth. Our analysis of Granger causality indicates that the
‘lead’ role, if any, is likely to be taken by the market capitalization ratio with per
capita growth responding with a ‘lag’. To empirically test whether there really exists
a lead–lag relationship between market capitalization ratio and growth, we conduct
a variance decomposition exercise with all the countries within a VAR set-up. In
this way, we compare the relative influence of market capitalization in determining
future fluctuations of per capita growth with the role played by per capita growth in
driving the future fluctuations of market capitalization ratio.

In order to understand whether there exists a lead–lag relationship between mar-
ket capitalization ratio and growth, we first propose a vector autoregression (VAR)
setting. With the help of a variance decomposition analysis, we find the influence
of a one-time shock to market capitalization on the short-run fluctuations of growth
and also how much a one-time shock to growth accounts for a change in short-run
fluctuations of market capitalization.

When it is unclear whether a variable is actually exogenous or not, a natural
extension of transfer function analysis is to treat each variable symmetrically. A
VAR framework helps us to understand how each variable depends on its lagged
(past) values as well as the lagged values of the other variables. Denoting market
capitalization as a ratio of GDP at time t by MKt and per capita growth at time t
by PCGt , the time path of MKt can be allowed to be affected by current and past
realizations of the sequence of PCGt , and likewise, the PCGt sequence can be affected
by current and past realizations of the MKt sequence in the following pth order VAR
set-up:

MKt = cmk − a0mk pcgPCGt + a1mk mkMKt−1 + a1mk pcgPCGt−1 + a2mk mkMKt−2

+a2mk pcgPCGt−2 + · · · + a p
mk mkMKt−p + a p

mk pcgPCGt−p + εmk t (22)

PCGt = cpcg − a0pcg mkMKt + a1pcg mkMKt−1 + a1pcg pcgPCGt−1 + a2pcg mkMKt−2

+a2pcg pcgPCGt−2 + · · · + a p
pcg mkMKt−p + a p

pcg pcgPCGt−p + εpcg t (23)



On the Lead–Lag Relationship Between Market Capitalization … 65

The first model denoted by Eq. (22) describes how market capitalization as a ratio
of GDP at time t (MKt ) depends on its own past values up to p lags as well as the past
values of per capita growth PCG also up to p lags.MKt−p denotes the value ofmarket
capitalization as a ratio of GDP p periods before time period t . Similarly, PCGt−p

denotes per capita growth p periods before time period t . In a similar manner, the
second model denoted by Eq. (23) describes how per capita growth at time period
t (PCGt ) depends on its own past values up to p lags as well as the past values of
market capitalization ratio MK also up to p lags.

cmk and cpcg denote the constant terms, and the coefficient aki, j denotes themeasure
of the dependence of i on j , where i = mk, pcg and j = mk, pcg.

It is assumed that both MKt and PCGt are stationary, εmk t and εpcg t are white
noise disturbances with standard deviations σmk and σpcg , respectively, and {εmk t }
and

{
εpcg t

}
are uncorrelated white noise disturbances.

The structure of the system represented by Eqs. (22) and (23) incorporates feed-
back because MKt and PCGt are allowed to affect each other. For example, a0mk pcg is
the contemporaneous effect of a unit change of PCGt onMKt and a1mk pcg is the effect
of a unit change in PCGt−1on MKt . The terms εmk t and εpcg t are pure innovations or
shocks inMKt and PCGt , respectively. Thus, assuming coefficients aki, j �= 0, a shock
tomarket capitalization ratio (per capita growth) in time period t will indirectly affect
per capita growth (market capitalization ratio) contemporaneously in time period t
as well as in future time periods.

Now, in order to investigate whether a lead–lag relationship exits between market
capitalization ratio and growth, we have to figure out how market capitalization in a
certain time period affects growth in later time periods and also how growth affects
market capitalization in future, both in the short run and in the long run. For this, we
examine the forecast error variance decompositions, which indicate the percentage
of the variance in one variable that is due to errors in forecasting itself as well as
the other variable. In other words, the forecast error variance decomposition is used
to understand the proportion of movements in a sequence due to its own shocks
versus shocks to the other variable. If εpcg t shocks explain none of the forecast error
variance of MKt at all forecast horizons, it can be inferred that the {MKt }sequence
is exogenous. In this case, MKt evolves independently of the εpcg t shocks and of
the {PCGt } sequence. At the other extreme, εpcg t could explain all the forecast
error variance in the {MKt } sequence at all forecast horizons, making MKt entirely
endogenous.

However, a variance decomposition analysis of market capitalization as a ratio
of GDP, i.e. MKt , and growth of per capita GDP, i.e. PCGt , establish that for all
35 countries and four country groups, neither MKt nor PCGt is entirely exogenous
or endogenous, i.e. forecast error variance in each of these variables is influenced
partly due to its own shock and partly as a result of a shock to the other variable.
Although in each period, short-run fluctuations of MKt and PCGt are caused due to
shocks in both these variables, in order to clearly understand which of the variables
has a greater impact on the other’s behaviour during the future time periods, we focus
only on the shock impact of a particular variable in explaining the fluctuations of the



66 A. Sarkar and A. Sarkar

other variable. In other words, as a result of the variance decomposition analysis, we
compare the influence of a one-time shock toMKt in explaining short-runmovements
of PCGt during the later periods with the effect of a one time shock to PCGt in
explaining the future short-run fluctuations in MKt .

For our analysis, we choose the number of time periods as 10, but report our
findings only for period 2 and period 10, with period 2 taken as the short run and
period 10 as the comparatively longer run. For all the countries and country groups,
the percentage of the total change in fluctuations of PCGt brought about due to a
one-time shock on MKt , is reported both for period 2 and for period 10. Similarly,
the percentage of the variance in fluctuations in MKt explained by a one-time shock
to PCGt is also reported for both long-run and short-run scenarios. We calculate
the business cycle fluctuations using the Christiano–Fitzgerald filter, separating out
the cyclical component from the trend component of a series. In this way, for each
of the thirty-three countries, we obtain the short-run fluctuations in MKt as well
as PCGt . These short-run business cycle fluctuations represent a deviation from the
trend for each variable. Since we are interested to investigate which variable is the
main driving force towards a change in short-run behaviour of the other variable, we
choose to carry out a variance decomposition analysis of the short-run fluctuations of
MKt and PCGt for each of the countries and country groups. The optimal lag length
for this analysis is selected according to the Akaike Information Criteria. Tables3
and 4 report the influence of MKt on PCGt and vice versa for the 2nd period and
the 10th period respectively, treating MKt as the exogenous variable in the Cholesky
ordering for VAR. The countries for which MKt is the main determinant of the
short-run behaviour of PCGt during the later periods are highlighted in each of the
following tables.

From Table3, it follows that for all countries except Russia, the variance in fluc-
tuations of per capita growth in the 2nd period due to a one-time shock to market
capitalization ratio is far more than the short-run variance in fluctuations of market
capitalization due to a one-time shock to per capita growth when the market capi-
talization ratio is treated as the exogenous variable in the Cholesky ordering of the
VAR set-up.

From Table4, it follows that in the tenth period also, market capitalization ra-
tio plays a much more dominant role in determining the fluctuations of per capita
growth, compared to the role played by per capita growth in determining the cyclical
behaviour of market capitalization ratio, when market capitalization ratio is treated
as the exogenous variable in the Cholesky ordering. However, in the tenth period,
there is an increase in the number of countries for which per capita growth plays a
much more dominant role in determining the short-run fluctuations of market cap-
italization ratio. This number increased from one in the second period to six in the
tenth period; the six countries being Australia, Austria, Malaysia, Nigeria, Portugal
and Russia. From Tables3 and 4, it is clear that Russia is the only country for which
per capita growth as a driving force behind the cyclical fluctuations of market cap-
italization ratio dominates the market capitalization ratio both in the short run and
in the comparatively long run. Australia, Austria, Malaysia, Nigeria and Portugal
were the countries for which the percentage of fluctuations in per capita growth as
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Table 3 Short-run (p = 2) forecast error decomposition of MK as explained by PCG and that of
PCG explained by MK (Cholesky ordering: MK, PCG)

Country/groups % MK variance explained by
PCG (%)

% PCG variance explained by
MK (%)

Australia 5.29 6.33

Austria 13.21 14.36

Bangladesh 2.13 46.26

Belgium 9.48 46.40

Brazil 7.14 77.22

Canada 4.27 49.45

China 8.08 41.94

Columbia 6.44 31.32

Denmark 0.44 79.06

Egypt 0.51 51.84

Finland 3.81 63.85

France 3.38 60.03

Germany 4.45 67.26

Greece 3.63 64.16

India 2.88 37.17

Italy 0.25 31.80

Malaysia 0.28 52.64

Netherlands 1.82 72.65

New Zealand 1.83 30.18

Nigeria 2.16 2.18

Norway 1.14 39.10

Pakistan 7.46 40.25

Philippines 2.87 30.98

Portugal 2.04 69.26

Russia 25.47 15.82

Singapore 2.86 67.92

South Africa 4.49 48.32

Spain 47.29 65.52

Sri Lanka 3.26 48.49

Sweden 1.42 72.17

Switzerland 1.50 68.48

Thailand 2.82 56.25

Trinidad and Tobago 4.04 20.22

UK 1.30 51.51

USA 1.44 66.47

Euro-area 1.11 87.95

South Asia 0.06 34.87

High-income non-OECD 0.50 83.57

High-income OECD 0.11 91.45

Countries in bold letters support the lead–lag relationship betweenmarket capitalization and growth
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Table 4 Short-run (p = 10) forecast error decomposition of MK as explained by PCG and that of
PCG explained by MK (Cholesky ordering: MK, PCG)

Country/groups % MK variance explained by
PCG (%)

% PCG variance explained by
MK (%)

Australia 9.22 7.57

Austria 49.17 14.69

Bangladesh 15.43 45.33

Belgium 20.35 58.41

Brazil 22.67 75.67

Canada 5.86 66.31

China 34.04 42.20

Columbia 6.43 41.38

Denmark 6.89 82.41

Egypt 7.80 70.99

Finland 21.34 65.34

France 12.86 70.04

Germany 14.39 67.92

Greece 27.20 36.83

India 6.81 61.20

Italy 0.43 36.59

Malaysia 44.44 39.19

Netherlands 14.45 69.41

New Zealand 3.16 28.95

Nigeria 32.50 8.70

Norway 10.13 50.85

Pakistan 13.42 40.99

Philippines 4.23 30.64

Portugal 51.78 41.87

Russia 36.97 22.48

Singapore 22.09 59.45

South Africa 6.58 66.76

Spain 62.64 46.32

Sri Lanka 3.58 51.09

Sweden 3.21 80.62

Switzerland 4.45 72.34

Thailand 4.09 57.84

Trinidad and Tobago 6.50 24.59

UK 1.64 66.97

USA 2.88 77.93

Euro-area 7.82 89.19

South Asia 6.92 34.01

High-income non-OECD 3.29 91.14

High-income OECD 3.14 93.75

Countries in bold letters support the lead–lag relationship betweenmarket capitalization and growth



On the Lead–Lag Relationship Between Market Capitalization … 69

determined by market capitalization ratio is found to dominate those in market cap-
italization ratio determined by per capita growth only for the shorter run, but not for
the comparatively longer run.

However, throughout the above analysis of variance decomposition, market capi-
talization ratio has been treated as the exogenous variable in the Cholesky ordering.
It will be interesting to figure out the extent of forecast error decomposition of market
capitalization ratio as explained by per capita growth and that of per capita growth
as explained by market capitalization ratio when the Cholesky ordering is reversed,
i.e. per capita growth is treated as the exogenous variable and market capitalization
ratio is treated as the endogenous variable. Table5 depicts the short-run effect of a
one-time shock to per capita growth on the fluctuations in the market capitalization
ratio and vice versa in the second period, and Table6 depicts the effect of market
capitalization on the cyclical behaviour of per capita growth in the tenth period when
per capita growth instead of market capitalization ratio is treated as the exogenous
variable in the Cholesky ordering.

From Table5, it is clear that even when per capita growth is treated as the exoge-
nous variable, a one-time shock to market capitalization ratio has more influence on
the short-run fluctuations of per capita growth than the impact of a one-time shock
to per capita growth on the cyclical behaviour of market capitalization ratio in the
second period for the majority of countries and country groups. For 26 out of 35
countries and 2 out of 4 country groups, the percentage of fluctuations of per capita
growth as explained by market capitalization ratio is greater than the fluctuations of
market capitalization ratio explained by per capita growth. The nine countries for
which per capita growth is the main driving force towards the cyclical behaviour
of market capitalization ratio during the later time periods are Australia, Greece,
India, Netherlands, New Zealand, Norway, Pakistan, Russia and Spain, while among
the country groups, this holds true for the two country groups of South Asia and
high-income non-OECD.

From Table6, it is evident that when per capita growth is treated as the exogenous
variable in the Cholesky ordering, still for 26 of the 35 countries and 3 out of the 4
country groups, market capitalization ratio can explain more of the short-run fluctu-
ations of per capita growth than the corresponding impact of per capita growth on
the cyclical behaviour of market capitalization ratio in the 10th time period. The 9
countries for which per capita growth is the main driving force towards the cyclical
behaviour of market capitalization ratio during the later time periods are Australia,
Greece, India, Netherlands, NewZealand,Norway, Pakistan, Russia and Spain, while
among the country groups, this holds true only for South Asia.

From Tables5 and 6, it follows that for Greece, India, Netherlands, New Zealand,
Norway, Russia, Spain and South Asia, market capitalization is not the chief de-
terminant of fluctuations in per capita growth throughout the initial and later time
periods, when per capita growth is treated as the exogenous variable in the Cholesky
ordering. For Australia, Pakistan and the high-income non-OECD country group,
only for the tenth period and not for the second period, the percentage of fluctuations
in per capita growth determined by market capitalization is found to be larger than
the percentage of fluctuations in market capitalization ratio determined by per capita
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Table 5 Short-run (p = 2) forecast error decomposition of MK as explained by PCG and that of
PCG explained by MK (Cholesky ordering: PCG, MK)

Country/groups % MK variance explained by
PCG (%)

% PCG variance explained by
MK (%)

Australia 6.92 0.83

Austria 0.34 10.22

Bangladesh 0.15 1.05

Belgium 21.13 45.69

Brazil 33.40 48.01

Canada 12.38 32.23

China 4.89 55.88

Columbia 7.45 30.71

Denmark 1.88 75.41

Egypt 13.57 54.15

Finland 4.65 32.54

France 8.67 53.18

Germany 2.94 71.62

Greece 15.27 8.70

India 40.11 1.58

Italy 6.44 36.28

Malaysia 8.15 59.60

Netherlands 62.95 1.53

New Zealand 31.65 2.01

Nigeria 0.68 1.78

Norway 25.25 8.11

Pakistan 20.35 6.68

Philippines 3.76 28.98

Portugal 31.09 42.13

Russia 23.36 14.02

Singapore 15.62 19.68

South Africa 17.16 29.34

Spain 63.17 13.08

Sri Lanka 0.49 50.44

Sweden 20.81 51.09

Switzerland 25.10 52.20

Thailand 10.54 42.05

Trinidad and Tobago 3.69 20.09

UK 15.49 27.88

USA 14.67 51.97

Euro-area 11.30 49.69

South Asia 34.69 1.42

High-income non-OECD 18.96 5.92

High-income OECD 18.21 44.35

Countries in bold letters support the lead–lag relationship betweenmarket capitalization and growth
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Table 6 Short-run (p = 10) forecast error decomposition of MK as explained by PCG and that of
PCG explained by MK (Cholesky ordering: PCG, MK)

Country/groups % MK variance explained by
PCG (%)

% PCG variance explained by
MK (%)

Australia 11.19 12.76

Austria 0.32 16.61

Bangladesh 0.33 1.25

Belgium 24.59 53.01

Brazil 32.48 58.95

Canada 13.57 50.79

China 7.65 57.56

Columbia 20.07 39.83

Denmark 6.76 83.60

Egypt 13.12 60.67

Finland 5.86 53.78

France 17.08 66.27

Germany 16.06 67.03

Greece 20.35 10.94

India 40.33 4.75

Italy 7.14 42.68

Malaysia 8.21 64.04

Netherlands 39.96 6.86

New Zealand 32.19 15.40

Nigeria 4.06 2.21

Norway 26.58 24.20

Pakistan 20.05 23.57

Philippines 5.13 28.67

Portugal 51.78 41.87

Russia 39.95 24.45

Singapore 0.48 23.28

South Africa 17.25 57.55

Spain 51.29 25.88

Sri Lanka 3.27 53.02

Sweden 20.76 62.19

Switzerland 26.49 66.25

Thailand 12.82 47.78

Trinidad and Tobago 6.17 24.58

UK 16.87 41.54

USA 16.03 64.28

Euro-area 14.17 60.01

South Asia 34.41 1.54

High-income non-OECD 21.54 26.58

High-income OECD 18.86 60.70

Countries in bold letters support the lead–lag relationship betweenmarket capitalization and growth
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growth. On the other hand, for Nigeria and Portugal, the percentage of fluctuations in
per capita growth as determined by market capitalization ratio is found to dominate
those in market capitalization ratio determined by per capita growth for the second
period, but not for the tenth period.

Thus, for eight countries, market capitalization ratio determines per capita growth
fluctuations neither in the short run, nor in the long run when per capita growth is
treated as the exogenous variable in the Cholesky ordering; these eight countries
being Greece, India, Netherlands, New Zealand, Norway, Russia, Spain and South
Asia. However, this number is only one (Russia) when market capitalization ratio is
treated as exogenous in the ordering.

On the whole, irrespective of the nature of Cholesky ordering, the variance de-
composition analysis establishes that for most countries, market capitalization is the
main determinant of future fluctuations of per capita growth both in the short run
and in the comparatively long run. This further establishes the lead–lag relationship
between market capitalization ratio and per capita growth.

4 Concluding Remarks

While the extant literature is concerned with the causal relationship between stock
market development and growth of per capita income, the present paper looks at a
possible lead–lag relationship between the two variables. It is shown, both theoret-
ically and empirically, that there is indeed a lead–lag relationship with the market
capitalization ratio representing stockmarket behaviour taking the lead and per capita
growth following with a lag. The implication of this analysis is that variations in per
capita income can be partly explained by variations in the lagged values of the mar-
ket capitalization ratio. This, in turn, provides a new dimension to explain per capita
income variations, without specifying causality.

A substantial literature has evolved around the question as to whether movements
in current financial variables can predict movements in future real economic activity.
The present paper attempts to contribute to this literature. Apart from providing
empirical supports to the hypothesis that current movements in financial variables
reflect futuremovements of real variables, it provides a theoretical framework through
which this might happen.
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A Study of Volatility of Five Major Stock
Indices of Indian Stock Market

Ayanangshu Sarkar and Malabika Roy

Abstract This paper is an attempt to understand how far the volatility in the world
stock market has penetrated Indian stock market and the nature of volatility of stock
indices at the sectoral level during a period covering the subprime crisis. Most of
the previous studies on sectoral returns are related to diversification and optimum
portfolio management. But it is also important to understand the characteristics of
the volatility of the individual sectoral returns as well as their relationship with
market returns. This paper empirically investigates the pattern of volatility at the
sectoral level in the Indian stock market during April 1, 2006, to March 31, 2011,
and any ‘spillover effect’ between the domestic sectors and the US stock markets,
which gives us an idea about how deep the penetration of the subprime crisis was
in the Indian stock market and how persistent was its effect. The study focuses on
the time-varying nature of volatility and the presence of characteristics like volatility
clustering. The disaggregated study gives us an idea of how far the different segments
of stock markets are integrated with the international stock markets. It also addresses
the issue of leverage effect for all the indices to check whether a negative shock
is creating more volatility than positive shocks. It also gives us the opportunity to
compare the level of persistence among pre-crisis, crisis and post-crisis period.

1 Introduction

Indian capital market has experienced tremendous changes since 1991 when the
government adopted New Economic Policy, which was based on LPG model, that
is liberalization, privatization and globalization of industries, trade and more impor-
tantly financial markets. The extent of integration of Indian stock market with the
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world market increased as a result. Indian stock market, being one of the emerging
markets in the world, showed remarkable growth. From 3739.69 points on March
31, 1999, Bombay Stock Exchange (BSE) Sensitivity Index (SENSEX) reached to
21,000 level points in January 2008.

This paper is an attempt to understand how deep the penetration of the world
market volatilitywas as a result of integrationwithworldmarket. To this end,we study
the variance of returns at the sectoral level and the extent of spillover from the world
market during, before and after the subprime crisis. The previous studies on sectoral
returns are related to portfolio diversification and optimum portfolio management.
But it is also important to understand the characteristics of the volatility of the sectoral
returns individually and together withmarket returns. The present paper is an attempt
to fill up this lacuna.

First, this paper empirically investigates the pattern of volatility at the sectoral level
in the Indian stock market covering a pre-crisis, crisis and post-crisis period. To this
end, five major sectors were chosen: banking (BANKEX), information technology
(IT), health care (HC), fast-moving consumer goods (FMCG), oil and gas (OILGAS)
during April 1, 2006, to March 31, 2011. These sectors were chosen for two reasons:
First, the stocks of the firms belonging to these sectors cover a large part of Indian
stock market. Secondly, economically speaking, these sectors are more integrated
with the world market. The study focuses on the time-varying nature and presence of
characteristics like volatility clustering. Secondly, this paper estimates whether there
was any ‘spillover effect’ between the domestic sectors and the US stock market
during the subprime crisis as well as in the pre-crisis and post-crisis period and if so,
whether the nature of spill over effect changed.

Choice of the US stock market as a representative stock market needs some justi-
fications. Table 1 gives some idea of the flow of portfolio investment to and from the
USA. For most of the years, the USA held the second/third position in terms of flow

Table 1 (Values are in million USA $s): Portfolio investment to and from the USA

Year Investment
in the USA
by India

Total
portfolio
investment
by India

Percentage
(%)

Investment
from the
USA in
India

Total
portfolio
investment
coming to
India

Percentage
(%)

2011 143 1194 12 58,594 251,875 23

2010 379 1583 24 91,486 370,818 25

2009 291 1366 24 65,495 325,696 20

2008 116 949 12 31,917 198,402 16

2007 54 1104 4.90 85,149 359,418 23

2006 31 284 11 49,231 183,115 27

2005 27 81 33 33,226 117,509 28

Source Constructed from Coordinated Portfolio Investment Survey (IMF): 2005–2011
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of portfolio investment.1 Table 1 shows how very important a position USA enjoys
if we consider the flow of portfolio investment to and from India.

The other reason for choosing theUS stockmarket was that subprime crisis, which
was the major financial crisis of the period under study started in the US economy.
As one of our aims was to study the sectoral penetration of the subprime crisis in the
Indian stock market, the US stock market seems to be the obvious choice.

The disaggregated study gives us an idea to what extent the different segments
of stock markets are integrated with the US stock market. The paper also addresses
the issue of leverage effect in case of all the indices to check whether a negative
shock is creating more volatility than positive shock at the sectoral level. Calculation
of the half-life of a shock in different sectors is another objective of this study.
This exercise gives us an idea about how persistent the effect of the shock was at
a disaggregated level during pre-crisis, crisis and post-crisis period and compared
the level of persistence across the three periods. The paper is organized as follows:
Sect. 2 provides the survey of the literature. In Sect. 3, the methodology, descriptive
statistics and diagnostic tests are described. In Sect. 4, we model sectoral volatility
using GARCH technique. Section 5 discusses the volatility spillover and leverage
effects. Section 6 concludes.

2 Survey of Literature

The study of sectoral returns related to diversification and optimum portfolio man-
agement as the capital markets gets more integrated has interested the researchers
for a long time. However, the study of volatility of sectoral returns has been limited.
Studies are usually focused on diversification of portfolio either by investing in the
different sectoral indices in the same market or by investing in different global mar-
kets under the same sector. The study by Meric et al. (2008) found that the global
diversification in the bull market of the same sector is better compared to diversifi-
cation in an individual market across different sectors. Especially in the bear market,
all sectors in the local market are correlated and hence global diversification would
provide better returns. Although our study does not focus on this aspect, this result
can be tested in light of our result if specific sector proved to be more integrated
internationally in crisis or post-crisis period.

Demirer and Lien (2005) worked on the correlation between the different related
sectoral indiceswithmarketmovement in either direction that iswhile the stock index
is increasing vis-a-vis while it is falling. The study found that the sectoral correlation
is higher in the upside movement of the market or in other words integration gets
better in the upswing of stock index.

The study by Wang et al. (2005) showed that the information on Chinese stock
markets creates higher dependence of stock exchanges on each other or in simple

1The first/second position is held by countries like Mauritius and Luxemburg where the portfolio
investment is driven by tax considerations.
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words availability of information is the binding force for stock index. Industry sector
was found to be most integrated with the impact on each other due to the information
flow, while the finance sector has minimum integration with other sectors.

You and Daigler (2010) argued that the decision on the basis of simple constant
correlation to diversify portfolios is misleading. Instead, dynamic nature of the cor-
relation between the different indices in the markets of the world would provide a
better analysis. The use of the conditional correlation, eventual tail risks, skewness
and the standard deviation analysis would result in better diversification decision.

There are some studies, which cover the same ground as our study. Malik and
Ewing (2009) focused on the weekly returns for fifteen years in different sectors and
the transmission of volatility. They employed bivariate GARCH models to simulta-
neously estimate the mean and conditional variance between five different US sector
indices and oil prices. The study established the relation between the different sec-
tors. It was found that if a shock is introduced in the oil sector, the volatility will be
transmitted to other sectors. That is volatility of one sector influenced the volatility
of dependent sectors.

Patra and Poshakwale (2008) studied the sectoral indices data of the Athens stock
exchange. It was estimated that there was weaker relation in the sectoral returns in
the long term. However, there was a significant impact of the banking sector on the
variance and return of other sectoral indices. This paper suggested the changes and
information of the banking sector could be used to predict the returns of the other
sectoral indices in the short term. This research can be further investigated as the
banking sector is one of the five major sectors we have selected for investigation.

A similar study was conducted by Lafuente and Ruiz (2004) on the data of the
Spanish newmarket index. The paper focuses on the return of a sector against volatil-
ity of that sectoral index. The study found a significant impact of the volatility of the
new market index on the other sectors like finance, industry etc.

Mazouz and Saadouni (2007) worked on the FTSE 100 index. They employed
GARCH and residual variance of the single index model. Their focus was to study
the impact on liquidity characteristics in the time of index revision by addition or
deletion of new and old stocks, respectively. This study found that the added or
deleted stocks reflected permanent change in terms of price and volume.

As volatility can be considered as a proxy of risk so the research of McMillan and
Kambouroudis (2009) is of interest to this study. They used GARCH and APARCH
models to determine the forecasted values for the risk parameters in G7 and the
Asian countries. According to them, GARCH models provided superior prediction
compared to VAR forecasting methods.

Joseph (2003) studied the impact of changes in the FOREX market and interest
rates on stock market returns and found there was no impact of Forex and interest
rate changes on stock market returns. However, volatility or variance in the sectoral
indices was found to influence future performances.

The existing literature gives conflicting results in terms of spillover, so in our study
we have introduced one-period lag return of Dow Jones in the EGARCH equation
to test the possibility of direct and differential impact of spillover in domestic sub-
sectors.
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3 Methodology, Descriptive Statistics and Diagnostic Tests

In this section, we discuss the methodology adopted for the study and discuss the
descriptive statistics and the results of diagnostic tests. Before analyzing the nature
of volatility characteristics, we have converted daily stock prices to daily returns. The
present study uses the logarithmic difference of sectoral indices of two successive
periods for the calculation of rate of return for each sub-sectors. That is, if I t be
the closing level of a sectoral index on date t and I t−1 be the same for its previous
business day, i.e., omitting intervening weekend or stock exchange holidays, then
the one day return on the market portfolio is calculated as

rt = ln

(
It
It−1

)
∗ 100

where ln(z) is the natural logarithm of ‘z.’ The data of sectoral returns are taken from
the Bombay Stock Exchange as quoted in Yahoo Finance Historical Price Index.
ADF and Phillips–Perron test are used to check the stationarity. Modeling volatility
characteristic utilizes ARCH and GARCH family of model.

Descriptive statistics of return series are reported in Table 2. BANKEX is found to
have the highest average intraday return during the period under study, while health
care has minimum return. The range shows that OILGAS sector experienced highest
variation in return in terms of range, and the highest intraday return for the oil–gas
sector was 7.59% while the lowest was recorded −7.04%. If standard deviation
is considered as the proxy of historical volatility, then banking sector showed the
highest volatility with sd 1.08 followed by OILGAS and IT. This gives a rough idea
that these three sectors have the highest integration with the rest of the world as the

Table 2 Descriptive statistics of the domestic indicesa

RTBANK RTFMCG RTHC RTIT RTOG

Mean 0.032285 0.016356 0.014990 0.015929 0.025050

Median 0.064175 0.017895 0.036310 0.011615 0.024539

Maximum 7.621140 5.760416 3.858558 5.685551 7.593415

Minimum −5.856387 −4.002194 −3.767577 −4.626202 −7.040383

Std. Dev. 1.083415 0.705897 0.619134 0.918649 0.981039

Skewness 0.133183 0.149200 −0.503147 0.240909 −0.283798

Kurtosis 7.177868 8.791274 9.193537 6.558331 10.38995

Jarque–Bera 895.9930 1719.226 2012.920 659.1989 2808.478

Probability 0.000000 0.000000 0.000000 0.000000 0.000000

Sum 39.61427 20.06849 18.39302 19.54463 30.73644

Sum Sq. Dev. 1439.065 610.9040 469.9595 1034.640 1179.949

Observations 1227 1227 1227 1227 1227

aRT stands for return. Source Yahoo Finance Historical Price Index
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period of study comprises of the period of subprime crisis and world experienced
one of the greatest recessions in financial sector, they suffered from the maximum
variability.

Skewness and kurtosis are important because few investment returns are normally
distributed. Investors often predict future returns based on standard deviation that is
volatility, but such predictions assume a normal distribution. In reality, investment
returns are not perfectly normally distributed. Skewness and kurtosis measure how
its distribution differs from a normal distribution and therefore provide an indication
of the reliability of predictions based on the standard deviation. The descriptive
statistics show that forBANKEX,FMCGand ITbothSkewness andmean are positive
indicating better investment areas as positive skewness indicates a distribution with
an asymmetric tail extending toward more positive values. In case of health care
and oil–gas, although return that is mean is positive, they are negatively skewed.
So for these two sectors, there exists possibility of some extreme losses even with
positive mean return. (refers to the degree of peak in a distribution). More peak than
normal (leptokurtic) means that a distribution also has fatter tails and that there are
more chances of extreme outcomes compared to a normal distribution. Stock returns
are typically characterized by high kurtosis. Estimates show that for all the indices,
kurtosis is much higher than three proving the possibility of extreme outcome of
these return of indices in the period concern.

Stationarity of the indices is established by using both augmented Dickey–Fuller
test and Phillips–Perron test. The log return series of all the indices are found to be
stationary.

4 Volatility Modeling for Sectoral Indices Using GARCH

In econometric literature, usually volatility clustering is modeled by ARCH process.
In this section, however, we use GARCH model to justify volatility clustering and
to calculate half-life of a shock to the five domestic sectors, namely banking, health
care, IT, FMCG and OIL–GAS. We have used GARCH(1,1) model as we have
found GARCH(1,1) model better fit BSE SENSEX compared to GARCH(2,1) or
GARCH(1,2)2 for the period under consideration. As these indices of sub-sectors are
also listed in BSE, sowe useGARCH(1,1) model to explain volatility characteristics.

We estimate volatility both for the entire period of April 2006 to March 2011
as well as for the three sub-periods: pre-crisis, crisis and post-crisis as demarcated
by the Chow test (Fig. 1). The purpose is to check whether the pattern of volatility
changed during these sub-periods.

The section consists of three subsections: The first section provides the details of
diagnostic test as a prerequisite to estimate GARCH. The second section discusses
the results of GARCH(1,1) estimation to check volatility clustering. The final section
calculates half-life of shock for the five sectors.

2Results are available with the authors.
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Fig. 1 Level data plots of different sectors. Source Constructed from Yahoo Finance Historical
Price Index. Level data plots of the five sectors show that banking and oil–gas suffered from the
highest fluctuation. Health care and IT have shown more or less similar movement while FMCG
suffered least from the impact of the shock

4.1 Diagnostic Test to Run GARCH

Aspart of the diagnostics, we beginwith a visual inspection of the plot of daily returns
of BANKEX, FMCG, HC, IT and OG as shown in Fig. 2. It can be seen that returns
continuously fluctuate around amean value that is close to zero, and fluctuations with
bigger magnitudes are clustered together while smaller fluctuations are followed by
smaller movement. That is larger returns are followed by periods of larger returns,
while smaller returns are followed by periods of smaller returns. This is consistent
with Fama’s (1965) observation that stock returns exhibit volatility clustering, where
large returns tend to be followed by large returns and small returns by small returns
leading to adjoining periods of volatility and stability.

Another notable observation is that the banking sector, IT sector and oil–gas
sector have shown greater fluctuation compared to FMCG and healthcare sector.
This intuitively implies that impact of shock creates greater volatility in banking,
IT and oil–gas sectors during the period under consideration. The horizontal axis
represents the 1250 trading days over a period of 5 yearswhile vertical axis represents
percentage returns.

Stock return data are typically characterized by serial correlation in the returns
indicating that successive returns are not independent. Serial correlation in the
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squares of returns results in distinct periods of high volatility and relative stability,
i.e., volatility clustering. The existences of skewness and high kurtosis have already
been established in descriptive statistics (Table 1). Still as part of the diagnostic test,
we have graphically plotted the asymmetry in the distribution of returns, question-
ing the assumption of an underlying normal distribution. The distribution of returns
also shows leptokurtosis with too many values near the mean and in the tails of the
distribution, when compared with the normal distribution (Figs. 3, 4, 5, 6 and 7). We
find the kurtosis value is very high and none of the indices is symmetric, which can
be confirmed from the value of skewness. As already discussed high kurtosis and
wide, then narrow bands in plot are hints of conditional heteroskedasticity.

4.2 GARCH Model Estimation and Volatility Clustering

Bollerslev (1986) developed the GARCH model. We use GARCH(1,1) with the
following structure:

Mean equation rt = μ + εt

Variance equation ht = α0 + α1ε
2
t−1 + β1ht−1

rt is the return of the asset at time t,μ is the average return, and εt is the residual return.
The variance (ht) is a function of an intercept (α0), a shock from the prior period
(coefficient α1) that is the residual term εt and the variance from last period ht−1

(coefficient β1). The size of parameters α and β determines the short-run dynamics
of the volatility in time series.

The parameter estimates of the GARCH(1,1) models are described in Table 3.
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The corresponding estimates of SENSEX are also given for reference. The values
are all statistically significant. The estimates of β1 are always markedly greater than
those of α1, and the sum β1 + α1 is very close to but smaller than unity indicating
that the stationarity conditions are satisfied. The fact that β1 + α1 is close to unity is
useful for purposes of forecasting conditional variances. The sum β1 + α1, however,
is rather close to one, which indicates a long persistence of shocks in volatility in all
the sectors. Poterba and Summers (1986) have argued that for a long period asset like
stocks, persistence of shocks is important in taking decision about whether to change
the expectation about the price of the stock. The reason for such an argument is that
if shocks to the variance are only transitory in nature, i.e., has only short-term effect,
investors will not make any changes in their discounting factor while obtaining the
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present discounted value of the stock and hence its price. But if the shock is going
to stay, then discounting factor to value the stock has to be revised.

Estimates confirm that for all the sub-sectors, the shock is going to stay for a longer
period, and for the banking and oil–gas sector the persistence is maximum as the
value of α1 + β1 is 0.99 for them, which is highest showing a greater vulnerability.
(Detail estimation in Appendix Tables 12, 13, 14, 15 and 16.) (Table 3).

The GARCH estimations of each sub-sector as well as the SENSEX for each
sub-period are presented in Table 4, where we find a distinct characteristic in the
persistence of the shock. For all the sectors considered, we find third sub-period
when the economy was recovering from the shock has the highest persistence of
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Table 3 GARCH(1,1) estimates: domestic indices, entire period

RTBANK RTFMCG RTHC RTIT RTOG SENSEX

A 0.080541
(0.0006)*

0.039517
(0.0131)

0.036563
(0.0158)

0.061524
(0.0014)**

0.032097
(0.1226)

0.054471
(0.0011)

α0 0.011087
(0.0003)*

0.021126
(0.0000)*

0.015791
(0.0000)*

0.024121
(0.0000)*

0.008908
(0.0000)*

0.009830
(0.0000)*

α1 0.086678
(0.0000)*

0.162210
(0.0000)*

0.125321
(0.0000)*

0.147438
(0.0000)*

0.107340
(0.0000)*

0.138379
(0.0000)*

β1 0.906132
(0.0000)*

0.799753
(0.0000)*

0.836183
(0.0000)*

0.829016
(0.0000)*

0.890772
(0.0000)*

0.855913
(0.0000)*

α1 + β1 0.99281 0.96196 0.9615 0.97645 0.998 0.994292

*Significant at 1%. **Significant at 5%

shock. The values of α1 + β1 are highest and close to 1 (more than 0.98) for all the
sectors in the recovery phase of the economy. The same result holds for SENSEX as
well. Result of SENSEX shows that persistence is estimated to be maximum in post-
crisis period. For RTBANK, it is 0.987069 which is greater than the previous two
sub-period’s values of 0.877149 and 0.944416. This proves that persistence of shock
has increased in post-crisis recovery period. Clearly that indicates that the investors
have become more cautious in dealing with the capital market, so once a shock
is introduced they refrain themselves from taking further investment decision and
must be including the volatility in determining the discounting factor to determine
expected price of shock. This observation is true for all the five sectors as well as the
SENSEX.

Other than the banking sector, all other sectors and SENSEX have the minimum
persistence effect during the second sub-period, which was the down swing of the
economy or the period of recession. In case of the banking sector, value of α1 +
β1 has increased from 0.877149 in the pre-crisis period to 0.944416 in the crisis
period implying shock persistence increased in crisis. For other sectors, estimates
of α1 + β1 are minimum in the crisis period. The distinct characteristics shown by
the sub-sectors in Indian context indicate that shock persistence reduced from the
pre-crisis to crisis and again increased significantly in post-crisis recovery period.
In case of healthcare sector, the stability condition may be satisfied but the value
of α1 + β1 = 0.644809 is much less than 1 implying that during the recessionary
period the investors of that sector considered that the shock in healthcare sector is
only transitory in nature.
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Table 4 GARCH(1,1) estimates to justify volatility clustering of domestic indices in each three
sub-periods

A α0 α1 β1 α1 + β1

SENSEX 4/04/2006
to
12/14/2007

0.098926
(0.0007)**

0.026160
(0.0002)**

0.180966
(0.0000)*

0.775294
(0.0000)*

0.956260

12/17/2007
to
4/01/2009

−0.058058
(0.3254)

0.0751856
(0.0571)

0.131614
(0.0072)

0.820384
(0.0000)*

0.951998

4/02/2009
to
3/31/2011

0.050780
(0.0229)

0.005644
(0.0321)

0.118561
(0.0000)*

0.875519
(0.0000)*

0.994080

RTBANK 4/04/2006
to
12/14/2007

−0.134035
(0.0009)**

0.102949
(0.0100)

0.139307
(0.0043)**

0.737842
(0.0000)*

0.877149

12/17/2007
to
4/01/2009

0.126447
(0.1166)

0.141315
(0.1787)

0.104988
(0.0088)

0.839428
(0.0000)*

0.944416

4/02/2009
to
3/31/2011

−0.084308
(0.0062)

0.007498
(0.0153)

0.076840
(0.0000)*

0.910229
(0.0000)*

0.987069

RTFMCG 4/04/2006
to
12/14/2007

−0.044694
(0.1101)

0.028361
(0.0024)**

0.210242
(0.0000)*

0.748879
((0.0000)*

0.959121

12/17/2007
to
4/01/2009

−0.008058
(0.8326)

0.077452
(0.0140)

0.344120
(0.0009)**

0.570086
(0.0000)*

0.914206

4/02/2009
to
3/31/2011

−0.045753
(0.0474)

0.004003
(0.0083)

0.035854
(0.0024)

0.947011
(0.0000)

0.982865

RTHC 4/04/2006
to
12/14/2007

−0.041574
(0.0708)

0.031999
(0.0036)**

0.270634
(0.0000)*

0.674559
(0.0000)*

0.945193

12/17/2007
to
4/01/2009

−0.007192
(0.0832)

0.194891
(0.0008)**

0.307023
(0.0000)*

0.337786
(0.0157)

0.644809

4/02/2009
to
3/31/2011

−0.052107
(0.0096)

0.001845
(0.0004)**

0.013576
(0.0250)

0.974159
(0.0000)*

0.987735

RTIT 4/04/2006
to
12/14/2007

−0.057681
(0.0683)

0.065656
(0.0003)**

0.260893
(0.0000)*

0.659540
(0.0000)*

0.920433

12/17/2007
to
4/01/2009

0.032191
(0.6105)

0.140804
(0.1710)

0.112961
(0.0437)

0.799952
(0.0000)*

0.912913

(continued)
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Table 4 (continued)

A α0 α1 β1 α1 + β1

4/02/2009
to
3/31/2011

−0.057589
(0.0334)

0.004069
(0.0154)

0.013960
(0.0070)

0.972453
(0.0000)*

0.986413

RTOG 4/04/2006
to
12/14/2007

−0.092805
(0.0055)

0.024668
(0.0093)

0.126577
(0.0000)

0.840146
(0.0000)*

0.966723

12/17/2007
to
4/01/2009

0.027242
(0.6972)

0.185556
(0.0321)

0.212809
(0.0000)*

0.700875
(0.0000)*

0.913684

4/02/2009
to
3/31/2011

−0.010908
(0.6734)

0.003215
(0.0000)*

−0.021312
(0.0000)*

1.008629
(0.0000)*

0.987317

*Significant at 1%, **Significant at 5%

4.3 Half-Life Estimation for the Entire Horizon and Sub-
Periods

Next, we calculate the half-life developed by Lamoureux and Lastrapes (1990). Half-
life period is that period in which the shock diminishes to half of its original size.
The half-life for GARCH(1,1) process is 1 − [log e2/log e(α1 + β1)].

The calculations of half life for sectoral indices for the entire period is reported
in Table 5. From Table 5, we see that the effect of a shock to the volatility process of
daily return takes about maximum 368 days to diminish by half its original impact in
the case of OILGAS and minimum 19 days for health care. Apparently, oil and gas
sector is found to havemaximumvulnerability in face of a shock followed by banking
sector. This corroborates with earlier estimates of descriptive statistics which show
banking and oil–gas sector experience the biggest range of variability in expected
returns. Also in case of oil–gas, estimates show that distribution has positive mean
with negative skewness proving a possibility of few small gains with some extreme
loses. The chance of extreme loses is also indicated by the high kurtosis. It is above ten
for oil–gas. The reason may be these industries have maximum vertical integration
with other industries in the economy. It appears that any bad or good news does have
a significant and long-lasting impact on the volatility of the stock prices.

Table 6 shows the results of half-life calculation for the SENSEX in each sub

Table 5 Half-life of shock calculation for the domestic indices

BANKEX FMCF HC IT OILGAS

α1 0.08668 0.16221 0.12532 0.14744 0.10734

β1 0.90613 0.79975 0.83618 0.82902 0.89077

Half-life 97.05735 18.87416 18.65685 30.09005 367.7864
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Table 6 Half-life of shock calculation for three sub-periods of SENSEX

Period-1: March 4, 2006,
to December 14, 2007

Period-2: 17th 2007 to
April 1, 2009

Period-3: April 2 to
March 31, 2011

α1 0.180966 0.131614 0.118561

β1 0.775294 0.820384 0.875519

Half-life 16.50 15.09 117.74

period, and Table 7 gives the same results for sectoral indices. The results at disag-
gregated level show that as sub-sector banking and oil–gas sector have maximum
similarities with composite index of SENSEX. For banking and oil–gas sector, the
persistence of shock in post-crisis period is showing a similar pattern to that of SEN-
SEX. That indicates these two sectors have maximum integration with the rest of the
world during the period of study and shows similar behavior.

When we calculate the half-life of shocks for three sub-periods separately, we
observe the third sub-period or the post-recession recovery period has the longest
half-life period of the shock for all the sectors taken into consideration. The length of
the third post-crisis period is about 490 trading days. The half-life calculation shows
during that period the half-life of all the sectors increased significantly and ranged
between 40 and 60 days. During the recession, the half-life of shock is at its lowest.
This may be the outcome of our earlier GARCH finding that volatility persistence
is highest for the post-recession recovery period showing that given the experience
of the recession, bad or good news does have a significant and long-lasting impact

Table 7 Half-life of shock calculation of the domestic indices of each three sub-periods

Period α1 β1 Half-life

BANKEX 4/04/2006 to 12/14/2007 0.139307 0.737842 6.288035

12/17/2007 to 4/01/2009 0.104988 0.839428 13.12039

4/02/2009 to 3/31/2011 0.07684 0.910229 54.2562

FMCG 4/04/2006 to 12/14/2007 0.210242 0.748879 17.60709

12/17/2007 to 4/01/2009 0.34412 0.570086 8.727449

4/02/2009 to 3/31/2011 0.035854 0.947011 41.10455

HC 4/04/2006 to 12/14/2007 0.270634 0.674559 13.29723

12/17/2007 to 4/01/2009 0.307023 0.337786 2.579639

4/02/2009 to 3/31/2011 0.013576 0.974159 57.16696

IT 4/04/2006 to 12/14/2007 0.260893 0.65954 9.360129

12/17/2007 to 4/01/2009 0.112961 0.799952 8.607414

4/02/2009 to 3/31/2011 0.01396 0.972453 51.66811

OILGAS 4/04/2006 to 12/14/2007 0.126577 0.840146 21.48109

12/17/2007 to 4/01/2009 0.212809 0.700875 8.678557

4/02/2009 to 3/31/2011 −0.02131 1.008629 55.30436
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on the volatility of the stock prices. The significant shift of shock persistence is
recorded for healthcare sector. GARCH estimates in Sect. 2. Table 3 shows that α1 +
β1 is 0.644809 for RTHC in crisis period, which changes significantly to 0.987735
in post-shock recovery period. The inevitable outcome is reflected here in terms of
half-life of shock. In the healthcare sector, half-life increases from 2.5 days in the
crisis period to 57 days in the post-crisis period.

The result shows that before or during crisis, healthcare sector has the lowest
persistence of shock compared to other sectors. As per Department of Pharmaceu-
ticals, Ministry of Chemicals and Fertilizers, India’s pharmaceutical industry had a
total turnover of US$21.04 billion between 2008 and September 2009, whereas the
domesticmarketwasworthUS$12.26 billion.3 The Indian pharmaceutical sectorwas
not affected adversely due to the dependence on the domestic market and generic
drugs. India is one of the largest producers of generics in the world, as majority of
people prefer cheap medications over branded ones. The cost of production is less
and manpower is abundant due to which the MNCs have good advantage to increase
their revenue and profit by setting up industries in India. But after the crisis period,
like all other sectors, health care also had become cautious and all the listed phar-
maceuticals company’s shares suffer from the same kind of uncertainty as can be
confirmed by the sudden increase in shock persistence and half-life of that sector.

5 Leverage Effect and Volatility Spillover from the USA

This section investigates the existence of leverage effect to find out whether negative
news causes more volatility than positive news for these five domestic sectors and
the spillover effect at the sectoral level from the US stock market. The purpose of
this estimation is to check the level of penetration of a matured market like the USA
in domestic sectors of an emerging economy during a crucial period, which covers
the period of subprime crisis. Section 5.1 discusses the leverage effect, and Sect. 5.2
discusses the spillover effect.

5.1 EGARCH Estimates: Leverage Effect

EGARCH model is estimated to investigate the existence of leverage effect for both
the entire time horizon and for the sub-periods. The purpose is to check whether
the pattern of impact of bad news changes overtime across the pre-crisis, crisis and
post-crisis period.

EGARCH model specifies the conditional variance in the following way:

log σ 2
t = ω + β log

(
σ 2
t−1

) + γ
εt−1√
σ 2
t−1

+ α

⎡
⎣ |εt−1|√

σ 2
t−1

−
√

2

π

⎤
⎦

3Bhatt and Panigrahi (2014).
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where ω, β, γ , α are the parameters to be estimated. The ω parameter represents
a magnitude effect or the symmetric effect of the model—the ‘GARCH’ effect. β

measures the persistence in conditional volatility irrespective of anything happening
in the market. When β is relatively large, then volatility takes a long time to die
out following a crisis in the market. The γ parameter measures the asymmetry or
the leverage effect. If γ = 0, then the model is symmetric. When γ < 0, then pos-
itive shocks (good news) generate less volatility than negative shocks (bad news).
When γ > 0, it implies that positive innovations are more destabilizing than negative
innovations.

Results of the EGARCH model estimation are reported in Tables 8 and 9. We
only report the results of the parameters, which are of interest to us.

We find that all the coefficients are significant for all the indices. The asymmetry
coefficient γ that is leverage term is negative in all cases indicating the existence of
the leverage effect for the stock market returns during the sample period. Negative
leverage effect implies that the variance goes up more after negative residuals or
returns than after positive returns. That means good news generates less volatility
than the bad news in Indian sub-markets. The persistence parameter β is very large,
implying that variance moves slowly through time.

When we considered the leverage effect of the three sub-periods separately
(Table 9), we find that leverage effect is positive and significant for all the sec-
tors for the first two periods. In the third post-recession recovery period, it is not
significant except in the oil and gas sector. That implies that good or bad news is
having less impact during the recovery. The only explanation maybe investors have
become more risk averse and more observant to bad news from their past experience
which made them less vulnerable. These results relate to our earlier result of half-life
calculation. Greater the half-life, more is the persistence of shock. We found in the
disaggregated level, half-life of the shocks increases in the post-crisis period. That in
turn establishes the fact that leverage effects are insignificant in the post-crisis period
because given the persistence of shock, temporary good or bad news has insignificant
impact on stock prices. The persistence parameter is highest in the third sub-period
for all sectors—nearly 1. This implies that volatility was most persistent in the third
sub-period.

Only in the oil and gas sector still leverage effect exists in the third period, given
the fact that India being the principal oil importing country. Even our earlier estimates

Table 8 Leverage effect of domestic indices

RTBANKEX RTFMCG RTHC RTIT RTOG

γ −0.074834
(0.0000)*

−0.114238
(0.0000)*

−0.066558
(0.0000)*

−0.065836
(0.0000)*

−0.041001
(0.0000)*

β 0.981670
(0.0000)*

0.934618
(0.0000)*

0.955219
(0.0000)*

0.964341
(0.0000)*

0.978392
(0.0000)*

The detailed estimates can be obtained from the authors on request
*Significant at 1%
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Table 9 Leverage effect of domestic indices for each three sub-periods

Leverage effect for different sub-periods

RTBANKEX RTFMCG RTHC RTIT RTOG

γ First
subsample
4/04/2006
14/12/2007

0.203456
(0.0000)*

0.171486
(0.0000)*

0.159267
(0.0001)**

0.176982
(0.0000)*

0.035240
(0.0269)

Second
subsample
17/12/2007
1/04/2009

0.076834
(0.0074)

0.184885
(0.0019)**

0.198216
(0.0000)*

0.137352
(0.0016)**

0.130056
(0.0002)**

Third
subsample
2/04/2009
31/3/2011

0.023089
(0.2989)

0.007835
(0.5922)

0.009102
(0.4571)

−0.005985
(0.6600)

0.048745
(0.0181)

β First
subsample
4/04/2006
14/12/2007

0.898440
(0.0000)*

0.933730
(0.0000)*

0.861398
(0.0000)*

0.862702
(0.0000)*

0.948145
(0.0000)*

Second
subsample
17/12/2007
1/04/2009

0.950496
(0.0000)*

0.857400
(0.0000)*

0.892589
(0.0000)*

0.947349
(0.0000)*

0.930345
(0.0000)*

Third
subsample
2/04/2009
31/3/2011

0.990382
(0.0000)*

0.990187
(0.0000)*

0.991481
(0.0000)*

0.992378
(0.0000)*

0.993957
(0.0000)*

*Significant at 1%, **Significant at 5%

show highest shock persistence and highest half-life, and oil and gas sector still got
affected by good and bad news even in the post-crisis period.

5.2 EGARCH (Asymmetric—GARCH) Estimates: Spillover
Effect

In 1993, when foreign institutional investors (FII) were allowed to invest in the
Indian equitymarket, the fate of the domestic investors started becoming increasingly
integrated with the ups and downs in the other stock markets of the world. Over
time, foreign portfolio investments have increased. The trend specially gathered
momentum during the Information and Communications Technology (ICT) boom
of 1998–2001. The simultaneous listing of a number of Indian companies with large
market capitalization in the ICT sector on the Indian stockmarkets andNASDAQwas
then expected to generate sympathetic movements or return and volatility ‘spillover’
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across the two markets. As found by Galbraith and Hale (2004), ‘From January
1994 to February 2000, the NASDAQ composite index rose from 776.80 to 4696.69,
a 605% increase, heavily influenced by prices of high-technology stocks.’ These
stocks also had significant weight in both the domestic indices, viz., SENSEX and
NIFTY.

In this section, we apply asymmetric GARCH model to study the relationship
between the USA and the domestic segments of markets of India represented by
BANKEX, FMCG, IT, health care and OILGAS. We use the Dow Jones (DJ) index
as the proxy for the US market. We compute the daily return series on Dow Jones in
the same way as we have done before. This series is then introduced as explanatory
variables first in the mean equation and then in the variance equation. Thus, the
EGARCH(1,1) models to be estimated for the different indices have now become:

Mean equation:

rt = μ + εt + θ(rt−1d j)

Variance equation:

log σ 2
t = ω + β log

(
σ 2
t−1

) + γ
εt−1√
σ 2
t−1

+ α

⎡
⎣ |εt−1|√

σ 2
t−1

−
√

2

π

⎤
⎦ + ψ(rt−1d j)

Here rt−1dj is the lagged return calculated usingDowJones index. The interpretations
of the other variables remain the same. This approach is followed to verify (a) the
presence of significant correlation between the two markets and (b) whether the
correlations between the US stock market and sectoral indices were any different for
different sectors due to recessionary shock. Again, we report the estimated values of
the coefficients we are interested in.

From the results, we can draw the following inferences: With respect to returns,
Dow Jones exhibits no significant positive correlationwith any of the selected sectors,
throughout the periods. The picture is not different for volatility either. No positive
correlation is seen between the US index and any of the other indices taken into
consideration. Oil and gas sector does receive some spillover effect from Dow Jones
but only at 10% level of significance (Table 10).

Next, we checked the spillover for three sub-periods using the same EGARCH
model, again with a lag return of Dow Jones as regressor in variance equation.
Like the previous analysis, we found no spillover in mean return of any of the
sectors. Coefficient of return of Dow Jones across the sub-periods was found to be
not significant in the mean equation as can be seen from Table 11.

Butwhenwebreak the period in relatively smaller sub-periods,wefind spillover in
volatility (Table 11). In the first pre-crisis period, spillover in volatility is recorded for
healthcare and oil and gas sectors. During the crisis period, mean return of Dow Jones
was found to contribute to the volatility of banking sector index as well as healthcare
sector and oil–gas. More specifically in the third sub-period, we found spillover
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Table 10 EGARCH estimates to volatility spillover in domestic sub-sectors

RTBANKEX RTFMCG RTHC RTIT RTOG

Mean equation

θ (coefficient
of rt−1dj)

−0.049714
(0.2108)

−0.012651
(0.5956)

−0.018621
(0.4303)

−0.042085
(0.2193)

0.004732
(0.8925)

Variance equation

�

(coefficient
of rt−1dj)

−0.007916
(0.7518)

0.028479
(0.3882)

0.005028
(0.8555)

0.043266
(0.1798)

0.042990
(0.0846)

γ −0.114591
(0.0000)*

−0.114591
(0.0000)*

−0.066550
(0.0000)*

−0.070434
(0.0000)*

−0.040187
(0.0000)*

β 0.937186
(0.0000)*

0.937186
(0.0000)*

0.955449
(0.0000)*

0.966197
(0.0000)*

0.981652
(0.0000)*

Details results are available with the authors and can be provided on request
*Significant at 1%

in all the sectors, implying investors have become more observant and thus more
integrated with the world market. Return in these domestic sectors is not influenced
by the return of Dow Jones as can be further confirmed by the fact that leverage effect
is not significant in the third sub-period for most of the sectors. That implies that
good or bad news is having less impact during the recovery. But volatility is found
to have a significant coefficient that is investors do take into account the variation in
the return of Dow Jones in determining the variation of stock index depending on
the signal from Dow Jones. Or more precisely investors believe that the variation in
Dow Jones will contribute to the volatility but will not determine the price of the
stock. Oil and gas sector is the only sector found to be continuously integrated with
matured market USA as spillover in volatility is recorded to be significant in all the
three sub-periods.

6 Conclusion

For the sectoral indices, GARCH estimates confirm volatility clustering for all the
indices and the sumofGARCHcoefficient,β1 +α1, is close to one, which indicates a
long persistence of shocks in volatility. The half-life calculation showed that the effect
of a shock to the volatility process of daily return takes about maximum 368 days to
diminish by half its original impact in case of oil and gas and minimum 19 days for
health care. For all the other sectors considered, we find third sub-period when the
economy was recovering from the shock has the highest persistence of shock.

When we calculate the half-life of shocks for three sub-periods differently, we
observe the third sub-period or the post-recession recovery period has the highest
half-life period of the shock for all the sectors taken into consideration. EGARCH
model estimation shows leverage term is positive and statistically different from zero
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Table 11 Volatility spillover into domestic sectors in each three sub-periods

Spillover effect from an external market to different sectors at different subsamples

RTBANKEX RTFMCG RTHC RTIT RTOG

Mean equation

θ First
subsample
4/04/2006 to
14/12/2007

0.188347
(0.0628)

0.024245
(0.7244)

0.072283
(0.2485)

0.109950
(0.1797)

0.063760
(0.4148)

Second
subsample
17/12/2007
to 1/04/2009

−0.001525
(0.9877)

−0.000560
(0.9891)

0.009333
(0.8290)

−0.113803
(0.1432)

0.092326
(0.2411)

Third
subsample
2/04/2009 to
31/3/2011

0.063133
(0.2566)

−0.016794
(0.7421)

0.029588
(0.4453)

0.078951
(0.1215)

0.024075
(0.5739)

Variance equation

ψ First
subsample
4/04/2006 to
14/12/2007

0.129505
(0.3038)

0.196842
(0.1942)

0.300217
(0.0120)

0.086535
(0.4762)

0.369670
(0.0005)**

Second
subsample
17/12/2007
to 1/04/2009

−0.188166
(0.0027)**

0.003555
(0.9666)

−0.203961
(0.0032)**

−0.063624
(0.3428)

−0.166054
(0.0154)

Third
subsample
2/04/2009 to
31/3/2011

0.322419
(0.0000)*

0.115596
(0.0283)

0.208682
(0.0000)

0.157600
(0.0000)

0.114776
(0.0000)

γ First
subsample
4/04/2006 to
4/12/2007

0.192956
(0.0000)*

0.178863
(0.0000)*

0.171670
(0.0001)*

0.179278
(0.0000)*

0.041509
(0.1493)

Second
subsample
17/12/2007
to 1/04/2009

0.084177
(0.0052)

0.184220
(0.0067)

0.212382
(0.0000)*

0.136169
(0.0028)**

0.158524
(0.0000)*

Third
subsample
2/04/2009 to
31/3/2011

0.046867
(0.0118)

−0.001253
(0.9412)

0.027461
(0.0047)

−0.033165
(0.1119)

0.031605
(0.0641)

β First
subsample
4/04/2006 to
14/12/2007

0.910971
(0.0000)*

0.943008
(0.0000)*

0.863165
(0.0000)*

0.871183
(0.0000)*

0.964178
(0.0000)*

(continued)
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Table 11 (continued)

Spillover effect from an external market to different sectors at different subsamples

Second
subsample
17/12/2007
to 1/04/2009

0.926611
(0.0000)*

0.838730
(0.0000)*

0.858189
(0.0000)*

0.939767
(0.0000)*

0.912791
(0.0000)*

Third
subsample
2/04/2009 to
31/3/2011

0.976514
(0.0000)*

0.980019
(0.0000)*

0.980460
(0.0000)*

0.972887
(0.0000)*

0.989135
(0.0000)*

*Significant at 1%, **Significant at 5%

indicating the existence of the leverage effect for the stock market returns during the
sample period for all the indices. When we considered the leverage effect of the three
sub-periods separately, we find that leverage effect is positive and significant for all
the sectors for the first two periods. In the third post-recession recovery period, it is
not significant. That implies that good or bad news is having less impact during the
recovery.

We found no significant spillover is taking place from the USA directly to these
domestic sub-sectors of India either in mean or in variance, with an exception of oil
and gas sector, where some spillover may be taking place as the coefficient is found
to be significant at 10% level. However, when we break the period in relatively
smaller sub-period, we find spillover in volatility. More specifically in the third sub-
period, we found spillover in all the sectors, implying investors have become more
observant thus less vulnerable to bad news which can be further confirmed by the
fact that leverage effect is not significant in the third sub-period.

Taking the entire analysis into account, we can conclude that the evidence shows
that there has been capital market integration at the sectoral level. Investors’ reactions
to subprime crisis were manifested at the sectoral level as well as at the level of SEN-
SEX. However, the extent of integration was not the same across sectors. Generally
speaking, sectors like banking and oil and gas turned out to be more susceptible than
other sectors.

Appendix

See Tables 12, 13, 14, 15 and 16.
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Table 12 GARCH(1,1) for entire period of RTBANK

Dependent variable: RTBANK

Method: ML—ARCH (Marquardt)—Normal distribution

Sample (adjusted): 4/04/2006–3/31/2011

Included observations: 1227 after adjustments

Convergence achieved after 15 iterations

Variance backcast: ON

GARCH = C(2) + C(3) * RESID(−1)2 + C(4) * GARCH(−1)

Coefficient Std. error z-Statistic Prob.

C 0.080541 0.023515 3.425018 0.0006

Variance equation

C 0.011087 0.003035 3.652936 0.0003

RESID(−1)2 0.086678 0.011522 7.522818 0.0000

GARCH(−1) 0.906132 0.011201 80.89979 0.0000

R-squared −0.001985 Mean dependent var 0.032285

Adjusted R-squared −0.004443 S.D. dependent var 1.083415

S.E. of regression 1.085820 Akaike info criterion 2.734445

Sum squared resid 1441.922 Schwarz criterion 2.751111

Log likelihood −1673.582 Durbin–Watson stat 1.755322

Table 13 GARCH estimate for entire period of RTFMCG

Dependent variable: RTFMCG

Method: ML—ARCH (Marquardt)—Normal distribution

Date: 02/13/13 Time: 13:12

Sample (adjusted): 4/04/2006–3/31/2011

Included observations: 1227 after adjustments

Convergence achieved after 14 iterations

Variance backcast: ON

GARCH = C(2) + C(3) * RESID(−1)2 + C(4) * GARCH(−1)

Coefficient Std. error z-Statistic Prob.

C 0.039517 0.015928 2.480870 0.0131

Variance equation

C 0.021126 0.004074 5.185453 0.0000

RESID(−1)2 0.162210 0.018479 8.778315 0.0000

GARCH(−1) 0.799753 0.019711 40.57324 0.0000

R-squared −0.001077 Mean dependent var 0.016356

Adjusted R-squared −0.003533 S.D. dependent var 0.705897

S.E. of regression 0.707143 Akaike info criterion 1.900939

Sum squared resid 611.5622 Schwarz criterion 1.917605

Log likelihood −1162.226 Durbin–Watson stat 2.003647
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Table 14 GARCH estimate for entire period of RTHC

Dependent variable: RTHC

Method: ML—ARCH (Marquardt)—Normal distribution

Date: 02/13/13 Time: 13:15

Sample (adjusted): 4/04/2006–3/31/2011

Included observations: 1227 after adjustments

Convergence achieved after 20 iterations

Variance backcast: ON

GARCH = C(2) + C(3) * RESID(−1)2 + C(4) * GARCH(−1)

Coefficient Std. error z-Statistic Prob.

C 0.036563 0.015146 2.414050 0.0158

Variance equation

C 0.015791 0.003234 4.882409 0.0000

RESID(−1)2 0.125321 0.014379 8.715802 0.0000

GARCH(−1) 0.836183 0.018874 44.30337 0.0000

R-squared −0.001215 Mean dependent var 0.014990

Adjusted R-squared −0.003671 S.D. dependent var 0.619134

S.E. of regression 0.620270 Akaike info criterion 1.664304

Sum squared resid 470.5305 Schwarz criterion 1.680970

Log likelihood −1017.051 Durbin–Watson stat 1.893584

Table 15 GARCH estimate for entire period of RTIT

Dependent variable: RTIT

Method: ML—ARCH (Marquardt)—Normal distribution

Date: 02/13/13 Time: 13:17

Sample (adjusted): 4/04/2006–3/31/2011

Included observations: 1227 after adjustments

Convergence achieved after 14 iterations

Variance backcast: ON

GARCH = C(2) + C(3) * RESID(−1)2 + C(4) * GARCH(−1)

Coefficient Std. error z-Statistic Prob.

C 0.061524 0.019200 3.204418 0.0014

Variance equation

C 0.024121 0.005281 4.567261 0.0000

RESID(−1)2 0.147438 0.017831 8.268720 0.0000

GARCH(−1) 0.829016 0.019171 43.24270 0.0000

R-squared −0.002465 Mean dependent var 0.015929

Adjusted R-squared −0.004924 S.D. dependent var 0.918649

S.E. of regression 0.920908 Akaike info criterion 2.414996

Sum squared resid 1037.191 Schwarz criterion 2.431662

Log likelihood −1477.600 Durbin–Watson stat 2.012576
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Table 16 GARCH estimate for entire period of RTOG

Dependent variable: RTOG

Method: ML—ARCH (Marquardt)—Normal distribution

Date: 02/13/13 Time: 13:17

Sample (adjusted): 4/04/2006–3/31/2011

Included observations: 1227 after adjustments

Convergence achieved after 18 iterations

Variance backcast: ON

GARCH = C(2) + C(3) * RESID(−1)2 + C(4) * GARCH(−1)

Coefficient Std. error z-Statistic Prob.

C 0.032097 0.020789 1.543953 0.1226

Variance equation

C 0.008908 0.002647 3.365362 0.0008

RESID(−1)ˆ2 0.107340 0.010723 10.01025 0.0000

GARCH(−1) 0.890772 0.009643 92.37028 0.0000

R-squared −0.000052 Mean dependent var 0.025050

Adjusted R-squared −0.002505 S.D. dependent var 0.981039

S.E. of regression 0.982267 Akaike info criterion 2.470056

Sum squared resid 1180.010 Schwarz criterion 2.486722

Log likelihood −1511.380 Durbin–Watson stat 1.876110
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Uncertain R&D Outcomes
and Cooperation in R&D

Abhishek Kabiraj and Tarun Kabiraj

Abstract The present paper provides a brief survey of some of the papers dealing
with R&D uncertainty. This helps us identify which factors are more favorable for
cooperative R&D and which factors are not. The paper provides the analysis under
a unified framework. We take the classic paper by Marjit (Econ Lett 37:187–191,
1991) as the benchmark case and then proceed to examine whether, or to what extent,
Marjit result will undergo a change with respect to different assumptions related to
R&D investment.

1 Introduction

Economic growth and development of a country depend, to a large extent, on the
country’s capability of doing research and development (R&D) successfully. But
R&D activity involves a huge expenditure in setting a research laboratory, installing
scientific instruments and recruiting scientific personnel. It requires well-directed
and well-coordinated efforts. Even after such investment, an R&D firm does not
know a priori whether it will come out with a successful innovation. This means
R&D outcome is uncertain. Often a success comes only after many failures. There
is also uncertainty in commercializing and marketing the innovation. Even when
success occurs, the innovator does not knowwhether it will be able to appropriate the
required amount of profits before the innovation becomes obsolete. This is because
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of the problem of spillovers, free riding, and imitation of the R&D outcome by the
rivals who become competitive at the market place. All these problems lead to under-
investment in R&D.1 So, it is an important concern of the policy makers about how
to provide sufficient incentives to the private firms for doing R&D.

Given the concern for under-investment in R&D, most of the governments extend
fiscal support to the investors in the form of R&D subsidy, cheap credit facility, and
tax concessions. To the problem of imitation and leaking out of knowledge, the gov-
ernment of a country provides patent protection to the new innovations so that the
imitators cannot use or copy the innovation. However, it all depends on the effec-
tiveness and enforcement of patent laws. Weak patent protection can hardly protect
innovations from copying. Patent protection cannot fully protect the innovation; it
raises the cost of imitation.2

Under these circumstances, cooperative R&D is suggested to be the way out of the
problem of high R&D cost, uncertainty, and spillovers of knowledge. By cooperating
the firms can avoid duplicating scarce resources and share research cost and output as
well as uncertainty (Katz 1986). CooperativeR&D is an ex ante agreement among the
member firms on sharing R&D expenses and results. Most of the countries nowadays
promote cooperative research.3 Most popular formof cooperative research is research
joint venture or RJV. Under RJV, the firms conduct research in a single laboratory
and share R&D cost and output. The firms can also write a contract to do R&D
independently in their own laboratories, but share the R&D outcome of any lab.

This has led to the question of whether R&D will be cooperative or non-
cooperative. This is the problem of the choice of R&D institution or organization. A
substantial literature has emerged discussing this question. The pioneering work in
this field is d’Aspremont and Jacquemin (1988).Thepaper focuses onR&Dspillovers
and studies whether R&D investment will be cooperative or non-cooperative. When
spillovers are high, firms generally go for cooperative research. The work has been
extended by Kamien et al. (1992) to the case of differentiated duopoly and by Suzu-
mura (1992) to the case of oligopoly. Motta (1992) discussed the choice under verti-
cal product differentiation. Amir et al. (2003) study the problem when spillovers are
endogenous.

These works, however, do not consider uncertainty in R&D outcome. Marjit
(1991) was pioneer to show that uncertainty alone can result in cooperative research.
It was shown that if probability of success in R&D is either high or low, cooperative
research should occur‚ otherwise non-cooperative R&D would be preferred. Then
following Marjit (1991), a number of papers have been contributed to the literature
examining the choice problem (see, e.g.„ Combs 1992; Choi 1992, 1993; Kabiraj
2006, 2007; Mukherjee and Marjit 2004; Kabiraj and Chattopadhyay 2015; Kabi-

1There are theoretical and empirical literatures showing under-investment in R&D due to spillovers
of knowledge. See, for instance, Spence (1984), Jaffe (1986), Ornaghi (2006), and Bakhtiari and
Breunig (2018).
2Griliches (1990) found to have inverse relation between the degree of patent protection and the
level of spillovers.
3In the USA, the National Cooperative Research Act 1984 was passed, and following this, a large
number of cooperative ventures had been registered (Vonortas 1997).
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raj and Kabiraj 2019).4 All these papers have assumed that the product market is
non-cooperative. However, cooperation in production may give additional incentive
to R&D (d’Aspremont and Jacquimin 1988; Kamient et al. 1992). In a three-firm
framework, Kabiraj and Mukherjee (2000) have studied whether cooperation in pro-
duction will induce the firms to cooperate in R&D, and vice versa. Silipo and Weiss
(2005) have studied the choice between cooperative and non-cooperative R&D in
the presence of both spillovers and uncertainty.

The purpose of the present paper is to provide a brief survey of some of those
works dealing with R&D uncertainty. This will help us identify which factors are
more favorable for cooperative R&D and which factors are not. We provide an
analysis in the same frame.We considerMarjit (1991) as the benchmark case and then
examine whether, or to what extent, Marjit result will undergo a change with respect
to different assumptions related to R&D investment. In this sense, the present paper is
a review ofMarjit (1991). In the context of Marjit (1991) model, we consider various
scenarios like: product or process innovation; drastic or non-drastic innovation; patent
protection may or may not be available; imitation may or may not be possible;
technology transfer may or may not be allowed; cooperative R&D be conducted in
a single or more than one laboratory; possibility of more than one innovation; and
incomplete information. We show that patent protection and technology transfer will
increase incentives for non-cooperative research, whereas imitation and incomplete
information will tilt the choice toward cooperative R&D. However, the qualitative
result of Marjit in these cases will remain unaltered. On the other hand, duplicating
research under cooperation will substantially change the Marjit result. We also see
how the size of the innovation, whether small or large, may affect the choice of
R&D organization. Readers, perhaps, will understand how tinkering one or the other
assumption might generate a different result.

The plan of the paper is the following. In Sect. 2, we first provide Marjit (1991)
model as the benchmark case, and then in a number of subsections,we study the effect
of the change of one or the other assumption underlying the model and examine to
what extent Marjit (1991) results are robust. In Sect. 3, we suggest some possible
extensions for future research. Finally, Sect. 4 concludes the paper.

2 Framework of Analysis

Consider, initially, a symmetric duopoly market for a homogeneous product. Two
firms, firm 1 and firm 2, simultaneously interact in R&D and production. They
play a two-stage game. Assuming that non-cooperative research is always prof-
itable, the firms in the first stage decide whether to conduct R&D cooperatively or

4Mukherjee and Ray (2009) discussed the problem when there is uncertainty in patent approval, but
the R&D outcome is certain. Kabiraj (2018) studied the problem in a three-firm framework when
cooperative research takes the form of RJV or knowledge sharing.



106 A. Kabiraj and T. Kabiraj

non-cooperatively. Then in the second stage, subject to the realization of the R&D
outcome, they play a la Cournot and compete non-cooperatively in the product mar-
ket.

Each research laboratory requires an investment R > 0 targeting a specified (prod-
uct or process) innovation, but the research outcome is uncertain, that is, research
may lead to a success or failure. When R is invested, the probability of success of a
research laboratory is ρ, 0 < ρ < 1. If both firms come up with the innovation, the
market will be symmetric duopoly, but if only one firm comes upwith the innovation,
the market will be either monopoly or asymmetric duopoly depending on the size
and nature of innovation. Below, we first provide briefly the Marjit (1991) model
as the benchmark case and identify some assumptions underlying the model stated
implicitly or explicitly. Then relaxing one or the other assumption, we examine to
what extent Marjit (1991) results are sensitive to a particular assumption.

2.1 Benchmark Case: Marjit (1991) Model

Marjit (1991) assumes process innovation that reduces the unit cost of production.
Further, it is assumed that the innovation is ‘drastic’ (or major) in the sense that the
firmwhich alone adopts the innovation emerges as amonopolist in the productmarket
and the other firm ceases to operate. Finally, it is assumed that under cooperative
R&D firms conduct research in a single laboratory, sharing both R&D cost and R&D
result, hence they form an RJV. Denoting the pre- and post-R&D symmetric duopoly
profits of a firm by π and πd , respectively and monopoly profit by πm ,5 the expected
payoffs of a firm under cooperative (C) and non-cooperative (NC) R&Dwill be given
by,

E(C0) = ρπd + (1 − ρ)π − R

2
(1)

E(NC0) = ρ2πd + ρ(1 − ρ)πm + (1 − ρ)2π − R (2)

Therefore, cooperative R&D is to be preferred to non-cooperative R&D if and
only if

E(C0) > E(NC0) ⇔ ρ(1 − ρ) <
R

2
[
πm − (

πd + π
)] (3)

Clearly, the RHS of (3) is positive and constant, and the LHS, ρ(1 − ρ), is strictly
inverted U-shaped with a unique maximum at ρ = (

1
2

)
and the value of the function

is 0 both at ρ = 0 and ρ = 1. ThenMarjit (1991) result can be stated in the following
proposition.

5In the paper, as we can see, no result will change if π ≥ 0.
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Proposition 1 [Marjit (1991) Result] If R is not very large, ∃ρ&ρ, 0 < ρ < ρ < 1,

such that cooperative R&D is preferred to non-cooperative R&D ∀ρε
(
0, ρ

)
∪(ρ, 1);

otherwise, non-cooperative R&D is preferred.

Thus, Marjit (1991) result states that cooperative R&D will occur if the proba-
bility of success is either small or large. When the probability of success is in an
intermediate range, non-cooperative R&D will occur.

It can be noted that although Marjit (1991) assumed (drastic) process innovation,
it can easily be interpreted as product innovation. We may assume that initially
production is not viable because eachfirm’smarginal cost of production is sufficiently
high (so, π = 0). But the process innovation reduces costs and makes the production
viable; hence, this is equivalent to product innovation.

In general, irrespective of whether process innovation is drastic or non-drastic, let
π SS denote the payoff of a firm when both the firms adopt the successful innovation
and π FF denote the payoff when none has successful innovation. Similarly, when
only one firm has the successful innovation, its payoff is π SF and the other firm’s
payoff is π FS . Then under Cournot competition, we must have:

π SF > π SS > π FF > π FS

Clearly, when innovation is drastic, we have: π SF = πm , π SS = πd , π FS = 0,
and π FF = π , and if the innovation is non-drastic, then π SF < πm and π FS > 0.
So under process innovation, (1), (2), and (3) can be rewritten, more generally as:

E(C∗) = ρπ SS + (1 − ρ)π FF − R

2
(1*)

E(NC∗) = ρ2π SS + ρ(1 − ρ)
(
π SF + π FS

) + (1 − ρ)2π FF − R (2*)

E(C∗) > E(NC∗) ⇔ ρ(1 − ρ) <
R

2
[
π SF + π FS − π SS − π FF

] (3*)

Here, we assume that [π SF +π FS −π SS −π FF ] > 0.6 So Marjit result, as stated
in Proposition 1, holds for non-drastic innovation.

In the following analysis, we focus on the following assumptions stated explicitly
or implicitly in Marjit (1991) model.

(A1) Single process innovation;
(A2) Cooperative R&D occurring in a single lab;
(A3) Neither patent protection available nor imitation of technology possible;
(A4) Technology transfer under non-cooperative R&D not allowed;
(A5) There is no asymmetry of information.

6For the linear demand function, we have necessarily
[
π SF + π FS − π SS − π FF

]
> 0.
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We shall relax one or the other assumption stated above and examine whether,
or to what extent, Marjit (1991) results will undergo a change. In particular, we
show that the qualitative result of Marjit (1991) will remain unchanged even if we
introduce patent protection, imitation, technology transfer, or incomplete information
in the analysis although incentives for cooperative or non-cooperative research will
be affected.7 On the other hand, if we consider cooperative research in two labs
(hence, duplicating research), the result of Marjit (1991) will substantially change.
We shall also compare Marjit (1991) result with the case when there is more than
one conceivable innovation.

2.2 Patent Protection and Imitation

First, consider that patent protection for new innovation is available, hence it prevents
imitation. Further, note that patent protection cannot affect the expected cooperative
payoff because both firms have always the same access to information—patent is
granted to the R&D cooperation.8 Under non-cooperative R&D, if only one firm
is successful to innovate, it gets patent protection. But when both the firms are
successful, we assume that each firm will get patent protection with probability ½.
This partly takes care of the fact that getting a patent protection may sometimes be
uncertain (Mukherjee and Ray 2009). Assuming drastic innovation along with patent
protection, the expected payoff under cooperative R&D will be as usual given by
(1), but the expression of the expected payoff under non-cooperative R&D will be
accordingly modified to get:

E(NC1(a)) =
[
ρ2

2
+ ρ(1 − ρ)

]
πm + (1 − ρ)2π − R (4)

Then comparing (1) and (4), cooperative R&D is to be preferred to non-
cooperative R&D if and only if E(C0) > E(NC1(a)), that is, if and only if

ρ(1 − ρ) <
R

2
[
πm − (

πd + π
)] −

[
πm − 2πd

]

2
[
πm − (

πd + π
)]ρ2 (5)

Since the RHS of (5) is a falling (and concave) function of ρ, comparing Marjit
(1991) [hence (3)], one can easily see that the probability interval for non-cooperative
R&Dgoes up, therefore, patent protection gives a larger incentive for non-cooperative
R&D. Note that

7In an interesting paper, Bandyopadhyay and Mukherjee (2014) have shown that the possibility of
entry by a non-innovating firm may also affect the incentive for cooperative R&D depending on the
extent of spillover of knowledge.
8Given the possibility of infringement of patents, Marjit et al. (2001) have shown that the patent
infringement agreements between the innovating firms may act as cooperation in R&D.
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RHS(ρ = 1) < 0 for R < πm − 2πd

Therefore, when R < πm −2πd , ∃ρ̃ such that non-cooperative R&D is preferred
∀ρ ∈ (ρ̃, 1).9

Now consider that patent protection is not available and each firm is capable to
imitate the other’s innovation perfectly. Hence, in this case under non-cooperative
R&D, the market will always be duopoly. Then, the expected payoff of a firm under
non-cooperative R&D will be:

E(NC1(b)) = [
ρ2 + 2ρ(1 − ρ)

]
πd + (1 − ρ)2π − R (6)

Hence,

E(C0) > E(NC(1(b)) ⇔ ρ(1 − ρ) <
R

2
(
πd − π

) (7)

Thus, even when imitation is possible, the basic qualitative result of Marjit (1991)
remains unaltered. But comparing the RHS of (3) and (7), we see that R

2(πd−π)
>

R
2[πm−(πd+π)] , this means the relevant probability interval for cooperative R&D goes

up, hence imitation increases incentives for cooperative research.
So, we can write the following proposition.

Proposition 2 Patent protection in Marjit (1991) model enhances R&D incentives
for non-cooperative R&D whereas imitation does reduce it.

2.3 Technology Transfer Under Non-cooperative R&D

The possibility of technology transfer under non-cooperative R&D arises when only
one firm comes up with a non-drastic process innovation successfully10 and the
innovator shares its knowledge with the other firm against some payment. Further,
assume that there is neither patent protection nor imitation of the innovation. We
consider fee licensing, that is, licensing of the superior technology under a fixed fee
contract. The licensing contract takes place only on ex post innovation when it is
profitable.

9We show later that in Combs (1992) non-cooperative R&D is preferred to cooperative R&D only
for small values of the probability of success.
10Mukherjee and Marjit (2004) have introduced technology transfer in Combs (1992) framework
and Kabiraj and Kabiraj (2019) in Marjit (1991) framework. The latter paper studies the choice of
R&D organization when the form of R&D cooperation is also endogenously determined.
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Following Marjit (1990) and others, fee licensing in a duopoly is profitable if
and only if the post-licensing industry profit is larger than the pre-licensing industry
profit,11 that is,

2π SS > π SF + π FS

For the linear demand function and also for the general demand function (but with
some restriction), the condition will hold if and only if ε < ε0, that is, the size of the
innovation is below a critical level. In the remaining analysis, we continue to assume
that

π SF + π FS≷2π SS ⇔ ε ≷ε0

Therefore, given that the size of the innovation is small, the expected payoff of a
firm under non-cooperative R&D (with technology transfer) is:

E(NC2) = ρ2π SS + ρ(1 − ρ)
(
π SS + F

)
+ (1 − ρ)ρ

(
π SS − F

)
+ (1 − ρ)2π FF − R

where F is the license fee given by F = π SS − π FS . Hence,

E(NC2) = ρ(2 − ρ)π SS + (1 − ρ)2π FF − R (8)

Since we have considered non-drastic process innovation, the expected payoff
under cooperative R&D will be given by the expression of E(C∗) in (1*).

Therefore, given that technology transfer is profitable (i.e., ε < ε0), cooperative
R&D will occur if and only if,

E(C∗) > E(NC2) ⇔ ρ(1 − ρ) <
R

2
(
π SS − π FF

) (9)

This means the qualitative result of Marjit (1991) remains unchanged even if we
allow the possibility of technology transfer. Comparing the RHS of (3*) and (9), we
see that

R
2[π SF+π FS−π SS−π FF] > R

2(π SS−π FF)
, since ε < ε0.

This means the probability interval of cooperative research falls under technol-
ogy transfer; hence, technology transfer increases incentives for non-cooperative
research.12

Proposition 3 Possibility of technology transfer increases the incentive for non-
cooperative R&D.

11If, in this structure, we include the possibility of a royalty contract, then royalty contract will
strictly dominate fee contract, and royalty contract is always profitable (see Wang 1998).
12See also Mukherjee (2005) for similar result.
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2.4 Cooperative Research in Two Labs

Marjit (1991) assumed that cooperative research occurs in one lab. By this, the firms
can save their R&D costs. In Combs (1992), cooperative R&D occurs in each of
their labs. Doing research in two labs implies duplicating the research effort. There
is no R&D cost saving. Yet in the context of Marjit (1991) model, it can be shown
that doing cooperative research in two labs independently and sharing the results of
R&D can sometimes be a better option.13 Under cooperative agreement, if at least
one firm is successful, both the firms will have access to the innovation. This occurs
with probability ρ(2 − ρ) > ρ.

Assuming drastic innovation, the expected payoffs of each firm under cooperative
R&D will be:

E(C3) = ρ(2 − ρ)πd + (1 − ρ)2π − R (10)

The expected payoff under non-cooperative R&D is given by E(NC0) in (2).
We can check that in this case

E(NC0) > E(C3)∀ρ (11)

because πm > 2πd for homogeneous good. Thus, if cooperative research is to
conduct in two laboratories, then cooperative research will never occur. Although
under cooperative research success occurs with a higher probability, this gain is not
sufficient to compensate for the loss due to having no cost-saving under cooperative
R&D. Therefore, duplicating research with drastic innovation does not yield any
incentive for cooperative research vis-à-vis non-cooperative research.14

Proposition 4 When cooperative research is to occur in two labs, non-cooperative
R&D will strictly dominate cooperative R&D.

It will be interesting in this context to compare the results with the case of Combs
(1992) type research. Combs (1992) assumed to have multiple research projects (say,
m ≥ 2) out of which only one project is successful. Hence, under non-cooperative
R&D, the probability of success is ρ = (1/m). Under cooperative research, the
R&D cooperation will select two projects, one for each lab; hence, the probability
of success under cooperative research is 2ρ = (2/m).

At this moment without restricting to drastic or non-drastic innovation, the
expected payoff of a firm under cooperative R&D will be:

E(C3a) = 2ρπ SS + (1 − 2ρ)π FF − R (12)

13This can be the case when the probability of success lies in an intermediate interval. See Kabiraj
and Kabiraj (2019).
14Note that ‘drastic’ innovation means innovation size is sufficiently large and we get the result that
non-cooperative research strictly dominates cooperative research. If, instead of drastic innovation,
we consider non-drastic innovation, then cooperative research will be the choice if and only if the
size of the innovation is sufficiently small.
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But the expected payoff under non-cooperative, R&D will be given by E(NC∗)

in (2*).
Therefore,

E(C3a) > E(NC∗) ⇔ ρ >
π SF + π FS − 2π SS

π SF + π FS − (
π SS + π FF

) ≡ ρ0 < 1 (13)

Combs (1992) assumed product innovation (or drastic process innovation), i.e.,
π SF = πm and π FS = 0 . Further, in Combs (1992), π FF = 0, (although it is
not required for the result). Then (13) is reduced to the following Combs (1992)
condition:

ρ >
πm − 2πd

πm − πd
≡ ρc; 0 < ρc < 1 (14)

This gives that cooperative R&D occurs when the probability of success is above
a critical level, i.e., ρ ∈ (ρc, 1]. In contrary, in the context of Marjit (1991) with
cooperative research in two labs, cooperative R&D never occurs [see (11)].

Now, consider non-drastic innovation, hence consider (13).We have already taken
that π SF + π FS≷2π SS according to ε ≷ε0. Therefore, if ε > ε0 (including the case
of drastic innovation), (13) yields 0 < ρ0 < 1 and we shall get back Combs (1992)
result. On the other hand, if we assume ε ≤ ε0, we will have ρ0 ≤ 0. In this case,
cooperative R&D is always preferred to non-cooperative R&D irrespective of the
size of ρ. The size of the innovation determines the critical value of ρ.

2.5 R&D Under Incomplete Information

InMarjit (1991), there is no asymmetry of information. So, we can think asymmetric
information about the success and failure of R&D. Under cooperative R&D, this will
not matter because the firms do research jointly. But under non-cooperative R&D,
assume that the firms have asymmetric information, that is, whether or not a firm is
successful to innovate is private information. However, the rival has a prior belief
about the outcome. Details of the model can be found in Kabiraj and Chatterjee
(2015). It is shown that incomplete information about the R&D outcome reduces
the expected payoff of a firm under non-cooperative R&D; therefore, compared to
complete information, incomplete information increases incentives for cooperative
research. However, the qualitative result of Marjit (1991) goes through.15

15Chattopadhyay and Kabiraj (2015) have shown that under incomplete information about the size
of the innovation, the qualitative result of Marjit (1991) will hold irrespective of whether it is
quantity or price competition in the product market.
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2.6 Conceivable Two Innovations

In this subsection, we consider conceivable two products (say X and Y ) which could
be innovated by the firms. To simplify the algebra, assume that products are inde-
pendent and market demands for the products are identical.

As before, innovation of each such good involves an investment R > 0, and
innovation is uncertain. Further, one firm cannot take more than one research project
at a time.We continue to assume no patent protection and no imitation,16 as in Marjit
(1991). While the probability of success of one research laboratory is ρ, but a firm
chooses X or Y with probability ½.

Then expected payoff under non-cooperative R&D will be given by,

E(NC5) =
(
1

2

)
ρπm +

(
1

2

)[
ρ2πd + ρ(1 − ρ)πm

] − R (15)

Now, consider cooperative R&D. If it occurs in a single laboratory, the firms can
choose any product and then the expected payoff of a firm under cooperative R&D
will be

E(C5(i)) = ρπd − R

2
.

Then
E(C5(i)) > E(NC5) if and only if R

2(πm−πd)
> ρ − (ρ2/2).

One can check that the RHS is an increasing function of ρ, hence cooperative
R&D is to be preferred if and only if the probability of success is small, otherwise
non-cooperative R&D is preferred. This is reverse of Combs (1992) result.

On the other hand, if cooperative research occurs in two laboratories, they can
take the same research project in both laboratories or different research projects in
different labs. The corresponding expected payoffs of a firm will be, respectively,

E(C5(i i)) = [ρ2 + 2ρ(1 − ρ)]πd − R = ρ(2 − ρ)πd − R

E(C5(i i i)) = [2ρ2 + 2ρ(1 − ρ)]πd − R = 2ρπd − R

Since we have E(C5(i i i)) > E(C5(i i)), the research cooperation will take dif-
ferent research projects in different labs. Then cooperative R&D will be preferred to
non-cooperative R&D if and only if

E(C5(i i i)) > E(NC5) ⇔ ρ > ρ∗ ≡ 2
[
πm − 2πd

]

πm − πd
(16)

16For the case of patent protection or imitation and for further details, see Kabiraj (2006).
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Now,

ρ∗ < 1 iff πm < 3πd (17)

Therefore, if πm < 3πd , cooperative R&D will dominate non-cooperative R&D
for all ρ ∈ (ρ∗, 1]. This is similar to Combs (1992) result. On the contrary, if
πm ≥ 3πd , (so that ρ∗ ≥ 1), non-cooperative R&D will dominate cooperative
R&D.

3 Possible Extensions

In our brief survey, on the choice of R&D institution or organization, we have
restricted to Marjit (1991) framework and discussed whether, or to what extent,
Marjit result will undergo a change with respect to different assumptions related
to R&D investment. However, there are some issues which are important but not
yet fully explored in the literature. The future researchers and scholars may find it
interesting to explore these issues further.

We have shown that the size of the innovation is an important determinant of the
choice between cooperative and non-cooperative research. The presentwork assumes
that the level of R&D investment, and hence the size of the innovation, is exogenous.
In our context, therefore, one may endogenously determine the size of the innovation
and then examine the choice of R&D organization in the presence of uncertainty in
R&D. It might also be interesting to study the implication of the R&D cost having
its variable component.

In our analysis,R&Dsuccess is uncertain, but the probability of success is assumed
constant and exogenously fixed. However, probability of success, to a large extent,
depends on the R&D organization itself and on the level of R&D investment. This
means, probability of success in cooperative R&D might not only differ from that in
the non-cooperativeR&D, but,more importantly, it can be endogenously determined.
To the extent there is coordination problemunder cooperative research, the same level
of R&D investment will lead to different probabilities of success under cooperative
and non-cooperative R&D. This consideration will perhaps provide a new dimension
and further insight into the choice between cooperative and non-cooperative R&D.

4 Conclusion

The present paper has reviewed the choice between cooperative and non-cooperative
R&D under various scenarios when R&D success is uncertain. In particular, we have
studied the effect of the change of one or the other assumption underlying Marjit
(1991) model. Generally, low probability of success or large uncertainty induces the
choice in favor of cooperative research. Similarly, imitation possibility and incom-
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plete information about the size of the innovation tilt the choice toward cooperative
R&D. On the other hand, availability of patent protection or the compulsion of doing
research in multiple labs will reduce the incentive for cooperative research.

We have also suggested some possible extensions of the present work. Research
in this direction is likely to give a further insight into the problem of R&D and the
choice of R&D organization.
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Abstract In the context of development, the informal sector assumes importance
owing to its large workforce; all the more so, because it is a major site of exclusion.
A study of this sector has, therefore, become essential from the standpoint of the
mainstream strategy of inclusive growth. It is opined by the dominant discourse that
a major part of this informal sector could, in fact, act as dynamic micro-capital and
thereby, could engender an inclusive growth process. In this context, we have tried
to understand, whether the informal firms have the potential to survive and grow as
micro-capital or they are just subsisting and even decaying as non-capitalistic petty
firms, using quantitative as also qualitative information collected through primary
surveys, focus group discussions and individual interviews on a variety of unorgan-
ised/informal manufacturing units engaged in iron forging and fabrication and in
handloom weaving. We have tried to understand these tendencies focusing on vari-
ous aspects like production organisation, especially owner–labourer relation, market
structure, especially hierarchies and bottlenecks and on abilities/intensions of the
firms to survive/grow. We have also considered certain firm-characteristics as well
as socio-economic-cultural features of the surveyed locations to analyse how firm
behaviours (as micro-capital or non-capital) are influenced by these firm-traits and
environment. Summarising our results and engaging with the literature, we could
say that, although, a few firms may be behaving like dynamic micro-capital (Bard-
han in Econ Polit Wkly 44:31–36, 2009; Marjit and Kar in The outsiders: economic
reform and informal labour in a developing economy, Oxford University Press, New
Delhi, 2011) having symptoms of progression and some control over markets, over-
whelmingmajority, without much of owner–worker separation and almost no control
over markets, is able and/or interested in maintaining their existence only (Sanyal
in Rethinking capitalist development: primitive accumulation, governmentality and
post-colonial capitalism, Routledge, NewDelhi, 2007; Chatterjee in Econ PolitWkly
19:53–62, 2008).
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1 Introduction

1.1 Prologue

In the context of development, the non-farm informal sector assumes importance
owing to its large workforce (La Porta and Shleifer 2014); all the more so, because
it is a major site of exclusion (Chen 2007). Consequently, a sizeable literature has
emerged on this informal sector.

It is advocated as a probable engine of progressive transformation by the main-
stream researchers and policy makers. And the informal firms are projected mostly
as micro-capital, linked with the global economy in one way or the other and as
one of the most dynamic economic entities (Ranis and Stewart 1993; De Soto 2000;
Bardhan 2009; Marjit and Kar 2011).1

However, heterodox researchers are critical of such optimism. The structuralists
(Moser 1978; Mezzadri 2010; Breman 2013) see the informal sector as a site of
petty commodity production with either absence or very little separation between
capital/owner and labour/hired workers. These researchers also look at this sector as
an appendage to the formal sector that exploits it through a variety of market and
non-market institutions and perpetuates its existence. On the other hand, postcolo-
nial researchers describe the informal sector as a ‘need economy’, whose primary
objective is not accumulation of capital and hence, growth, rather fulfilment of need
(Sanyal 2007; Chatterjee 2008).2

Contrarily, in the Indian context, it is shown that, while a part of the informal
sector prospers, a large section remains stagnant. Further, researchers show that
linkages with the formal sector, in general and local linkages, in particular, play a
significant role (Kundu 1993; Mitra 1994,1998; Liebl and Roy 2003; Mukherjee
2004a, b; Kundu et al. 2005; Mitra and Mitra 2005). On the other hand, a group of
researchers posit the informal sector as a composite of capitalistic and non-capitalistic
firms. While few firms behave like micro-capital, use hired labour, participate in
a variety of relationships with corporate capital and accumulate; majority of the
firms have non-capitalist production structures, are mostly dependent on household
labour, exploited by the formal sector through a variety of market and non-market
relationships and able to produce either very little or no economic surplus for re-
investment and accumulation (Khasnabis and Nag 2001; Kundu and Chakrabarti

1“In fact, both informal manufacturing units and self-employed units accumulate fixed assets, invest
and prosper, and they may do so even at a time when their formal counterparts show much less
dynamism.” (Marjit and Kar 2011, pp. 6).
2“I conceptualise it as a need economy. I see it as an ensemble of economic activities undertaken for
the purpose of meeting needs, as distinct from activities driven by an impersonal force of systemic
accumulation.” (Sanyal 2007, pp. 209).
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2008; Bhattacharya et al. 2013; Basole et al. 2015; Chakrabarti 2016; Raj and Sen
2016; Bhattacharya and Kesar 2018).

Finally, the following definition of the Indian informal sector could act as a launch-
ing pad for our own intervention.

Informal sectormay be broadly characterized as consisting of units engaged in the production
of goods or services with the primary objective of generating employment and incomes to the
persons concerned. These units typically operate at low level of organisation, with little or
no division between labour and capital as factors of production and on a small scale. Labour
relations, where they exist, are based mostly on casual employment, kinship, or personal or
social relations rather than contractual arrangements with formal guarantees. (NSSO 2001,
report no: 459, pp. 1; emphasis ours)

Thus, the Indian definition too indicates at the informal sector as an ensemble
of non-capitalist producers, with the absence of capital–labour dichotomy, and is
mainly guided by the objectives of generating employment and basic income for
both the owner and the worker.

1.2 Our Interventions

Taking cue from the heterodox literature asmentioned just above, we can hypothesise
the following:

1. While a small section of informal firms behaves like dynamic (‘progressive’)
micro-capital, a very large section persists essentially as non-capital.

2. For these non-capitalistic enterprises:

(a) there is a little separation (if any) between hired worker and owner (in terms
of pattern and duration of work, skill and to some extent income as well);
there is a significant extent of community participation and a variety of non-
hierarchical processes determine the wage and work of the hired worker (if
any);

(b) there is drain of surplus due to a variety of input–output market distortions
(due tomarket and non-market power) and other problems (related tomarket
size,market access, rawmaterial, labour supply and increasing competition);

(c) the surplus is mostly used for an improvement of standard of living; thus,
satisfaction of need, rather than accumulation, is the primary objective of
such firms.
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1.3 Methodology and Data Source

This study is a primary data-based work on a cross-section of infor-
mal/unorganised3/micro-firms of few traditional/natural clusters of West Bengal. As
we have focused on clusters of micro-firms, rather than stray and extremely heteroge-
nous service units scattered across rural–urban spaces, we have chosen manufactur-
ing as our target of analysis. Further, so far as micro/unincorporated manufacturing
sector is concerned, West Bengal’s share is overwhelmingly larger than any other
state (NSSO 2017, report no: 582).

Local bodies and community-based organisations are the sources of addi-
tional extra-firm information. Data are collected via structured questionnaire,
focus group discussions (FGDs) and individual interviews during August
2017 to February 2019. Some important FGDs, personal interviews and rep-
resentative photographs could be found at: https://drive.google.com/open?id=
1gG1tISMk3NHc1naz1nfibvY6UdbVSqpN. A total of 302 firm-units have been sur-
veyed following a stratified random sampling technique sometimes supplemented
with snowball method and complete enumeration as well, wherever necessary. We
have chosen four locations from three districts for two specific products which are
shown in the following way (Chart 1). The rationale of choosing the specific prod-
ucts and corresponding locations are presented in Chart 1, along with the rest of the
sampling process. See Chart 1.

1.4 Some Sample Characteristics

Table 1 represents a profile of our sample firms across survey locations:
(a) while handloom is dominated by the Hindu owners, forging and fabrication

units of Asansol and Bolpur are mostly owned by Muslims; (b) despite the presence
of regulatory institutions and government agencies, Tantipara weavers and many of
the producers of Bolpur and Asansol are not having trade licence, neither their units
are registered; (c) the units are pretty old and duration of operation is almost similar
across all the segments, with slight difference across handloom units and forging
and fabrication units, as the former segment is fully household based, while the latter
uses a somewhat separate production space; (d) average net income per firm, average
value of asset per firm and per capita income of family labour as well as combined
(family plus hired) value of labour productivity of the fabrication units are much
more than that of the handloom units; (e) despite spending higher amount on raw
material and labour, the firms of Bolpur are unable to generate even equal amount
of net income vis-à-vis that of Asansol (elaborated subsequently); (f) the fabrication

3“In the unorganised sector, in addition to the unincorporated proprietary or partnership enterprises
(i.e. informal enterprises), enterprises run by cooperative societies, trusts, private and public limited
companies (Non-ASI) are also covered. The informal sector can therefore be considered as a subset
of the unorganised sector” (NSSO 2001, report no: 459, pp. 3).

https://drive.google.com/open?id=1gG1tISMk3NHc1naz1nfibvY6UdbVSqpN
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Manufacturing Units

Through physical 
visit3, prepared a list of 
120 units categorised 
(stratified) into big, 
medium and small 
firms in terms of 
number of labourers 
and size of work-space 

Total 400 handloom 
weavers of Tantipara 
are enlisted with the 
District Industrial
Centre, categorised 
(stratified) across 
type1 of weaving. 

Randomly 75 firm units were 
selected from each location 
after their respective 
stratification4 

Through physical visit, 
prepared a list of 90 
units (whole 
population) categorised 
(stratified) into big, 
medium & small firms 
in terms of no. of 
labourers and size of 
work-space. 

A list of 250 
weavers 
associated with 
Dhaniakhali 
‘Tant’ Co-
operative Society, 
categorised 
(stratified) across 
degree of 
sophistication2 of 
work.

1. There are generally two types of tassar products woven in Tantipara - pure tassar and blend of pure and synthetic (Korea-made). 
2. There are 3 types of sarees weaved in Dhaniakhali - 100s x 100s (most sophisticated), 80s x 80s and 60s x 60s. If a saree is M x N, 

it means there should be M and N number of threads in the ‘Reed’ and ‘Pick’ respectively in a square inch.
3. Physical visit was done in the main town of Asansol and surrounding areas like Burnpur, Riverside, Kulti, Dishergarsh and 

Neamatpur. A stratified random sampling based on complete enumeration of the units of Asansol, Burnpur, Riverside, Kulti and 
Dishergarh was done. We were unable to access the units in the interior of Neamatpur due to security reasons; moreover, we have 
not included the units of Kulti and Dishergarh due to sparsity and distance.

4. Supplemented by Snowball Method: replacing the units where owners were not available at the time of survey and where the units
went out of business within the period from sampling to data collection (around 3 months).

HANDLOOM 
(Nationally, a very large 
population is engaged in 

production & distribution, & 
its market is also very large)

IRON FORGING & 
FABRICATION

(Iron Grills, Gates and Almirahs: 
Essential items deeply associated 
with urbanisation especially real 

estate, tourism etc.)

District: Birbhum
Village: Tantipara

Centuries old handloom cluster 
making Tassar (silk) products. 

Tassar silk is a kind of wild silk 
made from saturniid
silkworms instead of 

domesticated silkworm. (sarees, 
scarves, and sheet of cloth for 

male garments)

District: Hoogly
Village: Dhaniakhali
Almost a century old 

handloom cluster 
specialised in cotton 
products (sarees & 

dhotis)

District: Paschim 
Burdwan

City: Asansol
A century old industrial 

and mining belt

District: Birbhum
City: Bolpur

Old town endowed with 
rich culture, & booming 

with real estate and 
tourism

Chart 1 Sampling process

units use both family and hired labour, whereas the handloom units are dependent
on family and community labour; (g) family labourers work more (per day) in the
fabrication units than the handloom units, although, the unit owners of Tantipara
work most intensively; (h) in Asansol and Bolpur, both family labourer and hired
worker work for around 8 h a day (without much of difference in terms of type of
work as well, as will be elaborated subsequently); (i) average family labour income is
around three times compared to skilledwage in fabrication (however, this difference is
considerably less for smaller firms, aswill be seen subsequently); (j) there are a variety
of institutional arrangements in input and outputmarkets; however, whatever be these
institutional arrangements, the firms across all the locations suffer from a variety of
market-related problems, as will be discussed subsequently; (k) while Bolpur and
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Table 1 Sample profile across locations

Product categories Handloom Iron forging and fabrication

Locations Tantipara Dhaniakhali Asansol Bolpur

Sample size 75 79 73 75

Sex of owner All male 87% male All male All male

Religion of owner 100% Hindu 100% Hindu 50.68%
(Muslim)

41.33%
(Muslim)

Caste of owner
(Majority)

OBC OBC General General

Trade Licence (no.
of units)

0 0 44 63

Registration (no. of
units) (Non-
SSI/Handloom/Artisan)

1 78
(cooperative)

23 30

Average age of unit
(months)

321 454 153 158

Duration of
operation (Days per
month)

28.81 27.69 23.67 24.48

Duration of
operation (Months
per year)

11.94 12 10.31 10.92

Average turnover per
firm (Rs./Month)

15,910 2957 138,509 149,585

Average net
firm-income
(Rs./Month)

6773.279 2647.363 25,126.46 24,442.23

Net income per
family labourer
(Rs./Month) =
firm-income/family-
labourer

2855.046 1179.233 23,278.32 22,464.62

Average no. of hired
skilled labourer

– – 2.0 2.1

Average skilled
wage (Rs./Month)

– – 7078.266 7980.597

Average no. of hired
unskilled labourer

– – 1.7 1.4

Average unskilled
wage (Rs./Month)

– – 3294.05 4240.31

Labourer
productivity
(Rs./Month) =
total-revenue/total-
labourer

6966.77 1332.652 26,716.07 29,999.3

(continued)
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Table 1 (continued)

Product categories Handloom Iron forging and fabrication

Average hours of
work by family
labour per day

6.6 6.6 8.1 7.8

Average hours of
work by owner per
day

9.1 7.8 8.1 8.1

Average hours of
work by hired labour
per day

– – 7.94 7.83

Major input sources Aratdars and
Mahajans

cooperative Wholesalers Wholesalers

Major output
destinations

Traders,
contractors and
Mahajans

cooperative Individual
buyers and
contractors

Individual
buyers

Average value of
asset per firm (Rs.)

14,821.3 10,968.4 73,942.5 62,736.7

Average cost of raw
material per firm
(Rs./Month)

8884 214 (raw
material from
cooperative)

91,076 95,678

Average cost of
labour per firm
(Rs./Month)

– – 20,242 23,718

Average cost on
repair of
machineries, etc.
(depreciation)
(Rs./year)

1200 9825 12,183 13,056

Average investment
(last year in Rs.)

0 580 (30 units
did not invest
and 18 units
invested Rs.
800 each)

14 (only 1 firm
invested)

4693 (45 units
did not invest
at all)

Source Authors’ compilation from field survey

Asansol spend substantial amount on hired labour, Tantipara and Dhaniakhali use
only household labour; (l) while Bolpur and Asansol spend sizable amount on raw
material and Tantipara too has to spend some amount, Dhaniakhali gets it from the
cooperative; (m) the old units of Tantipara and, especially Dhaniakhali have to spend
significant amount against wear and tear and for design (through frequent change of
loom accessories); Bolpur and Asansol too spend substantial amount as depreciation
cost; (n) although there is a substantial use of raw material and family and/or hired
labour and sizable depreciation cost, in all the locations, fresh investment ismiserably
low; the units seem to be more interested and/or able to maintain the existing scale of
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operation, however, they are neither interested nor able to invest to expand the scale
of production.

1.5 Chapter Organisation

This chapter is organised in the following way. In the next section, we map some of
the historical-social-cultural and economic characteristics of the clusters, and overall
firm-level production organisations, market structures and firm-level performances,
in general. This section presents certain qualitative information providing additional
insights necessary to understand the empirical results of the subsequent section.
Empirical analysis of the succeeding section tries to understandwhether the surveyed
firms behave like non-capitalist producers or micro-capital, despite their apparent
differences in terms of some firm-level characteristics as well as social-cultural-
economic environment. Finally, in the concluding section, we briefly engage with the
theoretical debate on the characterisation of the informal sector, after summarizing
our empirical results.

2 Beyond Firm: A Brief Description of Our Study Areas
Along with Some General Firm-Level Characteristics

Our objective is to understand the firms in terms of owner–labour relationships,
patterns of market dependence and pattern of expenditure across household con-
sumption and investment. However, to comprehend this, it is essential to know the
environment of the surveyed locations that offer the bedrock for any organisation to
take birth, evolve, grow or die.

2.1 Tantipara: A Tale of Surplus Extraction Using Feudal
Institutions

Tantipara (locale of weavers4) is a village just 18 km away from the district head-
quarter, Suri. The occupational pattern of theweavers has beenmostly shaped through
their interactions with the global traders of the Mughal period, feudalistic exploita-
tions by the Mahajans during the British period and also the struggles of modern
times.

4Who consider themselves as ‘shilpi’, i.e. artists.
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The production organisation of handloom tassar silk is a unique socio-cultural-
economic practice. The weavers use manual looms, locally crafted instruments with
the active participation of family, especially women and community involvement and
little presence of hired labour. This process is skill-intensive, prolonged, laborious
and collaborative.

The weavers work for more than 9 hours a day, putting around 16 hours of fam-
ily work effort daily, to produce 4–5 thaan for a meagre monthly family income
(approximately Rs. 7000). A family of three, work all day to earn their daily needs.
The weavers’ aspiration for earning more by adding value to their products with new
designs is constrained by resource and time shortages.

The input–output markets are controlled by the Aratdars, contractors, Mahajans
and traders resulting in price distortions. The input-price is artificially pushed up
by a few Aratdars, from whom the weavers are compelled to buy even low-quality
cocoons, as they are either denied access to the tribal cocoon-traders or constrained
by limited cash-in-hand.

Despite moderate transport and communications, the weavers cannot sell their
output in national-international markets, because of lack of access to trusted net-
works and small scale of production. This forward linkage is skewed in favour of the
contractors, Mahajans and traders who suffocate the weavers by appropriating the
benefit of high price of tassar silk in urban/global market. This is happening even in
the era of globalisation of capital and perhaps, through a tacit understanding between
globally linked capital and these intermediaries.

Moreover, government failure in the context of backward and forward linkages
and inadequate technical support have led to discontent among the weavers.

Despite owning the loomand theworkspace and despite a very rich experience and
understanding about design, the weavers of Tantipara have not been able to expand
their business and more strikingly, have not been able to produce innovative mecha-
nisms of weaving and designs, most probably, because of the presence of long-term
sub-contracting, putting-out and a variety of hierarchical (feudalistic) arrangements
with the Mahajans, Aratdars, traders and contractors.

All these problems push the weavers to intensify self-exploitation and the younger
generation towards menial factory jobs (having no/little access to agricultural land
and Mahatma Gandhi National Rural Employment Guarantee (MGNREG) pro-
gramme). Alarmingly, the young men are rejected by brides’ family for this demand-
ing but low-income lifestyle.
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Details of Synthetic Thread Used in the Production of Cheap Tassar
Product
Pure tassar-silk products are relatively high priced than other silk products, and
nowadays, it is rare in supply but has high international demand. Thus, to meet
this high demand, the weavers, being directed by the traders andMahajans, use
this synthetic (tassar) thread to weave cheap products which are sold at urban
markets to reap additional surplus per unit by the intermediaries.

The weavers of Tantipara get this synthetic tassar thread from few traders
who come from Kolkata (a metropolitan city nearby), for a price between Rs.
5000 and 5500 a kilogram. The production process for blended product and
pure tassar product is no different.

Details of quantity and price of silk threads used in production

Items Pure
tassar silk
required

Price
(Rs.)

Synthetic
tassar
required

Price
(Rs.)

% of
weaver
weave
specific
products
(from
sample)

Average
remunera-
tion/surplus
of a
weaver
(per
thaan)

Monthly
income of
a weaver
(approx.)

Pure
tassar
product
(per
thaan)

950 g to
1 kg
(approx.)

4200 (as
in 2018)

– – 64% (47
out of 74
weavers)

Rs.
1500–1800

Rs. 7700

Blended
tassar
product
(per
thaan)

250 g
(approx.)

1200
(approx.)
(as in
2018)

600–700
g
(approx.)

3000 (as
in 2018)

36% (27
out of 74
weavers)

Rs.
1000–1200

Rs. 6400

While calculating values, in Sect. 3 below, we have incorporated these issues appropriately
Source Authors’ calculation from field survey data

See Chart 2.
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2.2 Dhaniakhali: A Tale of Unequal Competition and Lust
for Life

Dhaniakhali is an agriculturally prosperous village having strong urban linkages
(61 km from Kolkata), where generations of weavers are engaged in handloom. The
entire process of production is primarily organised by cooperatives against ‘remu-
neration’ to weaving-members. The production process is majorly household labour
based with significant contribution of women. However, some stages of production
require locally sourced skilled hired labour. The looms are heavy and require intense
physical labour, as these weavers (unlike Tantipara) weave designed sarees with
the help of additional accessories and intricate manoeuvering of their looms. Still,
the weavers have to work for long hours to earn miniscule ‘allowance’ from coop-
erative. Lack of dependable government support in input–output markets, absence
of direct/independent access to trusted urban market-networks, inadequate product
sophistication and entry of cheap, duplicate and power-loom products from nearby
locations are making the situation vulnerable for the cooperative and hence for the
weavers. Therefore, despite the possibility of a variety of demand–supply support
(from urban market and local agriculture), income from weaving is meagre. This
situation is forcing the weavers to take part in MGNREGP along with other menial
jobs like construction work. The cooperative struggles to keep the youth in this pro-
fession. The youth, however, fight to adapt to newer, distant, risky occupations for
their survival, and similar to Tantipara, the bachelors are refused by the brides’ fam-
ily. However, despite all these odds, weavers are not ready to compromise with the
quality and distinctive nature of Dhaniakhali brand.

Not only the affinity to stick to the tradition, rigidity against shifting towards a
new/different raw material or design and financial constraints restricting innovations
but also the question of pride and more importantly, a scope for catering to a niche
high-value national-international market are inducing them to stick to their present
profession. See Chart 3 for further details.

2.3 Asansol and Bolpur: Stagnant Market and Intense
Competition

Asansol is a famous industrial metropolitan city andBolpur amunicipal town reaping
the benefits of tourism and real estate (of the twin town of Santiniketan); both having
relatively advanced infrastructure.

Unorganised iron forging and fabrication is a major earning avenue for a large
number of people in both locations. The production process is mainly based on
skilled labour, machines, and electricity, using raw materials (iron rods, sheets,
angles, welding-rod, chemicals, etc.). Hired labour is prominent in this process over
and above family labour. In this work, skill is percolating through generations via
(religion-specific) community interactions.Many of the firm owners begin as appren-
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tice in others’ workshops and gradually start their own business. Thus, entry is not
very costly and in fact, acquiring skill is perhaps the determining factor. Conversely,
this owner acts as a skilled worker in his own firm. The owner–worker dichotomy
gets blurred.

The outputs are locally sold to individual buyers or through contracts. Although
those firms which are able to work through contracts with large-buyers/big-
showrooms/real estate contractors/agents are better off, there are instances of contract
failures. Moreover, intense competition in the output markets of Asansol and Bolpur
is putting pressure on price. Increased competition from new micro-units opened
by the distressed skilled workers (as elaborated afterwards) as well as from nearby
villages is making the condition worse.

Conversely, the raw materials are locally sourced. Although in Bolpur, raw mate-
rial supply is not reported as a serious bottleneck, in Asansol, increasing cost of
raw material (due to market imperfection, introduction of GST, etc.) poses a serious
problem. Additionally, in both the locations, there exists a shortage of skilled labour
pushing up wage for the following reasons: (i) since the work is trying, not many
young people are eager to enter into this profession; (ii) as it takes around 10 years
for an unskilled labourer to become skilled, there is this long gestation period; and
(iii) despite some rise in wage due to labour shortage, this increased remuneration is
not adequate and hence, workers are shifting to start their own local workshops and
even to other states and countries (mainly Middle East).

Thus, currently, deviating from the traditional owner–worker separation, sheer
competition, on the one hand, and increasing costs of raw material and labour,
on the other, are compelling the unit owners to physically take part in production
along with managerial activities and thereby intensifying self-exploitation.5 This
self-exploitation is more intense in Asansol than Bolpur.

Thus, size of the output market, source of raw material and access to these are
crucial for Bolpur andAsansol too (like Tantipara andDhaniakhali). Themicro-firms
cannot have any control over the markets, rather the volume and structure of market
determine their conditions. These market problems plague the firms of Bolpur and
Asansol, especially those of the latter; the firms are left with very little surplus for
re-investment and accumulation. Maintaining the current standard of living becomes
an overriding concern. See Chart 4 for further details.

After this broad overview of the four locations presenting majorly firm-level
production organisation, andmarket structure income-expenditure pattern alongwith

5

(a) “Now cannot keep worker. Even cannot manage own expenses; how can I pay them?”—An
interviewee of Asansol. Thus, to reduce cost, the owner intensifies his work effort considerably.

(b) “The wages given to the skilled hired workers are not enough. To earn a bit more than the
wage received, they open their own workshop which intensify the existing competition. This
increased competition forces us now to work in the factory as worker.”—An interviewee of
Bolpur. Thus, the pressure of competition restricts the price and size of market; on the other
hand, costs are rising. To maintain a minimum standard of living, the owner has to work.
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some local level socio-economic-cultural traits, we now enter into our third section
on primary data analysis.

3 Empirical Analysis

From our available cross-sectional data, we intend to locate the presence/absence of
some specific traits of the firms to understand whether these firms behave like micro-
capital or having mostly non-capitalistic features, in terms of labour use, market
dependence and pattern of expenditure (as has already been discussed and hypothe-
sised in Sect. 1.2 above).

We select the following specific traits: (a) use of family, community and hired
labour and their relationship with the owner of the firm; (b) input–output market
dependence and the associated problems; and finally (c) re-investment of surplus.

3.1 Role of Labour and Owner–Worker Relationship

We have found that (Table 2a and 2b) Dhaniakhali and Tantipara depend mostly
on family labour (with some community participation),6 whereas, in Asansol and
Bolpur, the sample units use a combination of family and hired labour.

Strikingly for handloom, as we move along the revenue category, in both the
locations, not only the number of household worker per firm is increasing but also
there is a sharp increase in the average monthly hour of work per firm and per
unit of family labour too; this perhaps indicates at a considerable increase in self-
exploitation, which might be a major source of increased income in this product
category.

On the other hand, while in Asansol, participation of family labour decreases as
we move along the revenue categories, in Bolpur, this participation slightly rises.
This is also supported by a fall (rise) in average hour of work (by family labour) per
firm per month in Asansol (Bolpur). However, if we look at the labour hour devoted
by each family member, this, on an average, is increasing across revenue categories
in both the locations; this intensity being higher in Asansol, although the rise is faster
in Bolpur; this perhaps indicates at a considerable increase in self-exploitation across
revenue categories, especially in Asansol.7

6In Dhaniakhali, for all the sample firms, a specific part of the production process (drumming) is
done by a few community members against a payment which has been incorporated within costs
of production subsequently in Sect. 3.3.
7Our repeated visits to Asansol revealed that, within a span of just one year, establishments hiring
labour have turned into self-employed units with the owner being compelled to undertake every
part of the work; owner–managers are turning into owner–workers. Similar tendencies have been
noted in Bolpur too.
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Thus, despite distinctly different product categories, we find this similarity across
locations: increase in self-exploitation of family labour with rising revenue. As the
firms become larger, there is, in fact, greater participation of family labour (hour),
even in those units which hire labour.

From Table 2b, if we look at the ratio of hired labour hour to total labour hour, we
observe that a sizeable number of firms (almost 50%, mostly belonging to the lower
revenue categories) use at least 30% of total labour time from family pool; even for
the highest revenue category, this is 20%.

Furthermore, Table 3a, 3b and 3c show across different revenue categories:

(a) Despite similar intensity of work in terms of labour hour across family and
skilled hired labour, for lower revenue categories, the difference between the
incomes (per month) of family labour and hired labour is not considerable; this
is a striking result, so far as owner–hired worker relationship is concerned. First
of all, the owner has to put similar effort vis-a-vis his hired worker; further, the
owner has to undertake direct physical work in production process along with
managerial activities. Despite all these, he is able to earn an amount which is
not much higher than his waged worker.

In Dhaniakhali and Tantipara, there is no hired worker and in Asansol and Bolpur,
there is a little separation/difference between the owner and the hired worker in terms
of skill, pattern of participation in production, intensity of work and to some extent,
income per capita. Thus, our sample firms cannot be considered as capitalistic ones
where capital–labour dichotomy is distinct.

Contrarily, this dichotomy is not only blurred but also the hired worker, after
acquiring sufficient skill, can shift to open his ownfirm to earn a slightly better income
(obviously, with some more freedom). On the other hand, in handloom sector, it is
just petty commodity production. This proposition of our firms being mostly non-
capitalistic is further strengthened by the following observation.

(b) 11% of the hired labourers of Asansol work for more than 8 hours a day, but
only 17%work permanently on verbal contract; on the other hand, almost all the
hired labourers of Bolpur work notmore than 8 hours a day, although fully under
temporary contract; despite long hours of work and long association between
the owner and the hired worker, there is no formal/written permanent contract
with any social security.

(c) Wages and duration of work for the hired labourers of Asansol are determined
either by the firm owners or by the workers, whereas, the type of work is mainly
directed by the firm owners. Contrarily, in Bolpur, wages and duration of work
for the hired labourers are determined by market, whereas type of work is
determined by the firm owners. Thus, wage and duration of work are not fully
under the control of the firm owner.

Next, we consider some of the probable determinants of labour hiring in Asansol
and Bolpur.

We set an OLS regression model (Regression model-1) to find out the probable
determinants of labour hiring by the firms.
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Regression Model-1
(Total hired labour hour)i = α + β1 (firm’s net income in rupees, representing
firm’s ability)+ β2 (value of asset in rupees, representing requirement of hired
labour)+ β3 (total family labour hour, as a probable substitute for hired labour)
+ β4 (cost of rawmaterial in rupees, representing requirement of hired labour)
+β5 (Age of unit inmonth)+β6 (rent including imputed rent in rupees – proxy
for workspace) + β7 (experience of owner in years) + μi

We test for normality, multicollinearity and heteroskedasticity

See Table 4.
The above regression (Table 4: 1-a on Asansol) shows that, while, strikingly, net

income, volume of assets, age of the units and experience of the owner the use of hired
labour, rent (representing workspace), volume of raw material and participation of
family labour play significant roles. Thus, hired labour is used to assist family labour
to supplement (instead of substituting) the work effort of the owner and it is used
when the workspace is larger and there is higher amount of raw material to work
with; but it is not guided by the size of the firm in terms of income and asset.

However, for Bolpur (regression 1-b), it is the income and asset along with rent
and raw material, which are found to be significant explanatory variables; family
labour along with age of unit and experience of owner is not significant.

Table 4 Result for regression-1

Regression No.: 1

Independent Variables (a)
Dependent variable: Total
hired labour hour
Number of obs.—69
Prob > F = 0.0000
Adjusted-R2 = 0.59
Asansol

(b)
Dependent variable: Total
hired labour hour
Number of obs.—73
Prob > F = 0.0000
Adjusted-R2 = 0.70
Bolpur

Net income −1.92 (2.39) 4.02** (1.24)

Assets (Machineries) 0.602 (0.44) 1.34* (0.57)

Total family labour hour 0.58* (0.30) −0.41 (0.35)

Monthly cost of raw materials 0.003*** (0.00) 0.003*** (0.00)

Age of unit −0.128 (0.284) 0.24 (0.266)

Rent 17.73** (7.37) 25.18** (10.80)

Experience of owner −0.318 (3.94) 2.87 (0.36)

_cons 179.80* (97.53) 62.09 (99.94)

Source Authors’ calculation from field survey data
* 10% significant level. ** 5% significant level. *** 1% significant level
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Thus, in Bolpur, the larger firms are able to hire labour, whereas, in Asansol,
perhaps, the volumeof activity is inducing thefirms to use hired labour supplementing
family labour.

3.2 Market Dependence

Where and how our sample firms operate for input acquiring and sale of output
are essential for them to acquire and retain surplus (if any). Hence, we record firm
participation in a variety of market arrangements and map its probable influences on
certain traits of these firms (volume of activity and net income).

In order to map the participation of firms across a variety of market arrangements
for inputs and outputs, we prepare Table 5. We find that all the firms of Asansol
purchase inputs from open market, but only 44 units sell their final outputs to indi-
vidual buyers and the rest 29 units are involved in sub-contracting. The contractors
of Asansol only deal with final outputs without providing any financial and/or raw-
material support. The sub-contracted firm owners arrange for raw materials on their
own and sell the final output to their respective contractors. The contracts, although
verbal, restrict the firms from selling their products elsewhere. Contrarily, almost all
the units of Bolpur operate in open (input-output) markets, where inputs are bought
from wholesalers and outputs are sold to individual buyers.

On the other hand, the handloom units of Dhaniakhali operate majorly under
a cooperative. In Tantipara, 22 units fully operate under Mahajans8 and the rest
purchase rawmaterial fromAratdars.Weavers sell or supply the final product to local
traders (who buy the product on spot without any pre-contracting) and to contractors

Table 5 Destination for sale of output and source of inputs for the sample firms

Locations Input source Output destination

Individual buyers and
local traders (Tantipara)

Contractor (Asansol and
Tantipara), cooperative
(Dhaniakhali) and local
traders (Tantipara)

Total

Asansol Open market 44 29 73

Bolpur Open market 73 2 75

Dhaniakhali Cooperative 0 79 79

Tantipara Aratdars 34 19 75

Mahajans 0 22

Source Authors’ compilation from field survey data

8Long-term contractual relationship between the contractors/Mahajans and the weavers over gen-
erations having hierarchical power relations (biased in favour of contractors) with both beneficial
and exploitative elements.



Informal Sector: Progression or Persistence? 139

(who enter into a contract with the weavers before production, but do not provide
any financial support to buy raw materials, as in Asansol).

FromTable 6, we see that, inAsansol, the unitswho are capable of getting engaged
in a sub-contracting arrangement with large-buyers/showrooms/real estate business,
are able to have access to larger market and hence, generate sizeable revenue (com-
pared to the other group selling output to individual buyers). However, the difference
(between these two groups of firms) reduces noticeably, if we consider net income.
This may be because of the fact that although the sub-contractors are able to get
assured market through this contracting arrangement, a large part of their surplus is
appropriated by the contractors. While the ratio of revenue to total cost (raw material
plus labour) is 1.27 for the sub-contracted sample units, for the other group, it is
1.33; clearly showing siphoning of surplus through sub-contracting.

In Bolpur, because of tourism and real estate potentials, the average market size
(per firm) is moderate and the firms are able to appropriate a revenue greater than that
of the comparable group of Asansol (44 units—who sell their output to individual
buyers, as in Bolpur). But raw material and labour costs are also considerably high,
which are reducing the net income by a large amount. Despite spending much higher
amount on raw material and labour, the firms of Bolpur are unable to generate even
equal amount of net income vis-à-vis that of Asansol. The average price (of output)9

received by the firms of Bolpur is found to be less than that of Asansol and raw
material as well as labour costs are much higher, as we have already seen in Tables 1
and 3a and also could be calculated from Table 6. However, this requires further
probe, as a variety of inputs are used and a variety of products are produced, which
are not always comparable across locations.

Our above comparisons within Asansol and across Bolpur and Asansol show
that there is not much difference so far as income is concerned across different
market arrangements; open market access rather than sub-contracting arrangement
is not changing the outcome. This observation is strengthened by the following two
regressions (regressionmodel-2, Table 7), where labour and rawmaterial are found to
be significant explanatory variables for net income, but variation in market structure
does not play a significant role.

We set an OLS regression model (Regression model-2)

Regression Model-2
Log (Net Income in rupees)i = α + β1 Log (total labour hour)+ β2 Log (value
of asset in rupees) + β3 Log (cost of raw material in rupees) + β4 Log (rent
including imputed rent in rupees) + β5 (Output market dummy) + μi

Output Market Dummy = 0; if sold to contractor; and

9Grill—4′ × 4′: Asansol (Rs. 60/kg × 30 kg) Rs. 1800; Bolpur (Rs. 58/kg × 27.5) Rs. 1595
Sheet Gate—6′ × 3′: Asansol (Rs. 65/kg × 70 kg) Rs. 5000; Bolpur (Rs. 62/kg × 60) Rs. 3720
Almirah—36 gauge: Asansol (Rs. 7500–8000 per piece); Bolpur (Rs. 6500–7000 per piece)
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Table 7 Result for regression-2

Regression No.: 1

Independent variables (a)
Dependent variable: Log
(Net income)
Number of obs.—140
Prob > F = 0.0000
Adjusted-R2 = 0.53
All fabrication units

(b)
Dependent variable: Log
(Net income)
Number of obs.—70
Prob > F = 0.0000
Adjusted-R2 = 0.47
Asansol only

Log (total labour hour) 0.279** (0.116) 0.164 (0.173)

Log [value of assets
(machineries)]

−0.165 (0.073) 0.004 (0.092)

Log (monthly cost of raw
materials)

0.57*** (0.079) 0.558*** (0.107)

Log (rent) −0.027 (0.060) −0.0621 (0.087)

Output market dummy −0.011 (0.124) 0.055 (0.161)

_cons −5.10*** (0.665) −4.28*** (0.971)

Source Authors’ calculation from field survey data
** 5% significant level. *** 1% significant level

= 1; if sold to individual buyer (open market)

We test for normality, multicollinearity and heteroskedasticity

InTantipara, the units operatingunderMahajans earn the least; thosewhopurchase
inputs from Aratdars and sell to contractors (output-dealers), earn the maximum; in
between, lie those who buy from Aratdars and sell to local traders. If we compare
between the last two groups, the latter puts more than double in terms of rawmaterial
(Rs. 15,438 vs. Rs. 7443) but curiously earns less than the former. Thus, the traders
are appropriating a large amount of surplus. This latter group of weavers cannot get
engaged with the contractors (because of lack of network) and hence are compelled
to sell to the traders. Strikingly, a kind of tied-production is in fact giving higher
return to the weavers. However, bonding with Mahajan is least remunerative.

In Dhaniakhali, despite support of cooperative the condition of weavers is miser-
able. But, essentially, this is because of sudden breach of contract from the govern-
ment and government failure in protecting the Dhaniakhali brand from fake products.
Further, despite various efforts, the cooperative is unable to expand its market size
because of competition from machine-made products and duplicate items sold with
the brand name of Dhaniakhali.

Summarising, for most of our sample firms, a variety of hierarchical market rela-
tions and many other types of market problems may be acting as serious bottlenecks
for firm-progression. Most of the firms are unable to negotiate with the market on
equal terms and are compelled to behave non-capitalistically, as we see below.
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3.3 Accumulation or Survival?

Now, we try to see, whether our sample firm owners have any tendency to invest in
their respective businesses or theymostly consume and save their income. For this,we
tabulate net firm-income, income from other source/s and distribution of expenditure
of the owner households (Table 8a and 8b). We also introduce two figures (Fig. 1)
for yearly investment for Bolpur and Dhaniakhali.

The striking observations are:

(a) a major part of firm-income and income from other source/s is spent on food,
in all the locations;

(b) another major part goes for savings;
(c) as revenue rises, share of expenditure on food falls, but share of savings rises

almost proportionately;
(d) however, intriguingly, there is almost no fresh investment in Asansol and Tan-

tipara with only some fresh investment in Bolpur and very little in Dhaniakhali;
(e) in Dhaniakhali and Bolpur, investment rises slightly with rise in revenue;
(f) in Dhaniakhali, it is mainly an expenditure on fresh designs and hence, on loom

accessories;
(g) although, investment is very low or even zero in all the locations, there is some

expenditure as depreciation cost;
(h) in Bolpur, majority of the firms (45) do not invest at all; there are only few firms

with sizeable investment;
(i) in Dhaniakhali, almost all spend small amount on loom accessories related to

design.

Aswehavementioned above, in all the four locations, share of expenditure on food
and non-food decreases, but share of savings increases (although that of investment
does not), aswemoveupward across revenue categories. Strikingly, a firm is behaving
like a household. This rising savings propensity may be a mark of a desire of the
firm owners to grow and lead a better life in future. This is also supported by the
following opinion of the firm owners.

The firms of Bolpur and Asansol were asked about their intentions, if they are
hypothetically handed over a lump-sum amount. In this context, many of the owners,
especially of Bolpur, opined that they could use this fund for stocking of rawmaterial.
However, in Asansol, many responded in favour of health expenses, as the production
process and overall environment are hazardous.

The monthly net income of the sample units of Dhaniakhali and Tantipara is too
low to survive. Over and above consuming the earnings from firm, the firm owners
participate in other petty activities; hence, almost no question of fresh investment
arises (barring an essential expenditure related to design, in Dhaniakhali). In the
context of hypothetical provisioning of lump-sum amount as mentioned above, most
of the weavers of the two locations responded to save the full amount for future
contingencies.
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Fig. 1 Yearly investment (Rs.) across firms of Bolpur and Dhaniakhali

4 Conclusion

In this paper, we have tried to understand, using quantitative as also qualitative infor-
mation on a variety of unorganised/informal manufacturing units engaged in iron
forging and fabrication (in urban locations of West Bengal: Asansol and Bolpur) and
in handloomweaving (in rural locations ofWest Bengal: Dhaniakhali and Tantipara),
whether the firms have the potential to survive and grow as micro-capital or they are
just subsisting and even decaying as non-capitalistic petty firms. We have tried to
understand these tendencies focusing on various aspects like production organisa-
tion, especially owner–labourer relation, market structure, especially hierarchies and
bottlenecks and on abilities/intentions of the firms to survive/grow.We have also con-
sidered certain firm-characteristics as well as socio-economic-cultural features of the
surveyed locations to analyse how firm behaviours (as micro-capital or non-capital)
are influenced by these firm-traits and environment.

We have arrived at the following interesting observations:

(a) Many of the firms do not use hired labour and more importantly, those who
use hired labour, do not exhibit strict owner–labourer separation/dichotomy in
terms of pattern and intensity of work, skill and even income (to some extent).
Along with hierarchy of owner in organising production, there is considerable
participation of worker too. Thus, although many firms hire labour, there is
absence of strict capital–labour hierarchy and hence, most of these firms could
be considered as non-capitalist in nature.

(b) Most of the firms work under intermediaries (of one form or the other) and
a part of surplus is appropriated by these intermediaries. Some firms are free
from direct intermediary intervention, but they suffer from a variety of market
problems like inadequate market size and price, increasing market competi-
tion, flooding of markets by machine-made and fake products and increasing
price of raw material and labour. Thus, the firms suffer from their acute market
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dependence; they have to submit to the inadequacies and fluctuations of the
market.

(c) Even if some firms hire labour, participate in somewhat open market, generate
some surplus, spend large amount on rawmaterial and also some amount against
depreciation, overwhelming majority do not invest by large amount. This is
a fundamental observation in the sense that, despite showing some apparent
potential for progression (as micro-capital) in terms of hiring of labour and
participation in open market, the firms are either not able or are not willing to
invest—they are more interested in savings for future contingencies; they are
mostly behaving like petty non-capital, more concerned about their persistence
than progression.

Thus, invoking the literature,we could say that although a fewfirmsmay be behav-
ing like dynamic micro-capital having symptoms of progression and some control
over markets, overwhelming majority, without much of owner–worker separation
and almost no control over markets, is able to and/or interested in maintaining their
existence only.
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Group Formation and Endogenous
Information Collection in Microcredit

Sukanta Bhattacharya and Shirsendu Mukherjee

Abstract This paper attempts to address the effects of different types of loan contract
on a borrower’s incentive for investment in information. We model the trade-off that
a borrower faces when she collects information about the potential of her intended
projects both under individual and joint liability loan contracts. Even under limited
liability, the borrower faces a trade-off at information collection stage between the
cost of signal collection, and the cost of her time and effort for project execution in
case the project fails.We show that joint liability contract induces borrowers to invest
more in information than individual liability for low rates of interest. However, for
somehigh rates of interest, borrowers invest positive amount in information collection
under individual liability, but do not take up the project under joint liability.

Keywords Joint liability · Group lending · Moral hazard · Peer monitoring ·
Group size · Social sanction
JEL Classification G21 · D82 · O16

1 Introduction

Before undertaking a project, borrowers generally collect information about the po-
tential of their intended projects. Undertaking a project requires the borrower to put
in effort and time besides the borrowed investment which are costly and are sunk in
case of project failure. Even under limited liability—where an unsuccessful borrower
doesn’t have to repay her loan—information about the chance of project success is
welcome since this allows the borrower to save time and effort cost if she finds out
that the project will fail almost surely. Moreover, this also has implications about
the lender’s profitability and the equilibrium rate of interest. If the borrowers only
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undertake projects when they get a good signal about project success, the lender loses
much less borrowed capital on failed projects. This allows the lenders to lower the
rate of interest generally leading to higher efficiency in the microcredit market.

However, collecting information is costly for the borrowers and this cost rises
with the quality of information. The trade-off a borrower faces at the information
collection stage is between the cost of signal collection and her potential saving of
time and effort cost in case the realized signal indicates strong probability of failure.
This chapter attempts to understand this trade-off in terms of a simple model of credit
market. More specifically, we examine how individual lending mechanism vis-a-vis
the group-based lending mechanism affects the ex-ante incentive for information
collection and the welfare of the agents.

The last point needs some clarification here. The group may be formed before the
borrowers collect the information. In this case, the groupmembersmay cooperatively
decide on the quality of information collected by the members. Any deviation from
this cooperatively chosen quality is immediately detected and punished by the group.
Alternatively, a group may be formed after the borrowers independently decide on
the quality of information they would collect, but before the signal is realized. Notice
that group formation at this stage does not leave any scope for group punishment
based on the quality of information. Finally, the group may be formed after the
signal realization. In the last two cases, there will be an assortative matching in the
group formation stage though quality of information is chosen independently by
each borrower. But the knowledge that one can form a group with a borrower with
good-quality signal only if the first borrower herself has good-quality information
may create extra incentive to collect good-quality information for the borrowers.

In the large body of microfinance literature, a significant amount has been devoted
to explore the potential of group lending under joint liability. Most of the existing
literature on group-lending with joint liability attempts to address the main obstacles
behind the non-viability of the credit support system for the poor and then tries to
resolve the problems. A number of theoretical models in the existing literature of
microfinance have identified various mechanisms including peer screening or assor-
tative matching (Ghatak 1999; Ghatak and Guinnane 1999; Tassel 1999; Morduch
and Aghion 2004a, b), peer monitoring (Stiglitz 1990; Aghion 1999; Conning 1999),
and peer pressure or enforcement (Besley and Coate 1995; Morduch and Aghion
2004a, b) through which group lending with joint liability enables a lender to make
uncollateralized loans even to the marginal people (Mukherjee and Bhattacharya
2014). Actually, shifting a burden of default from a lender to a group gives correct
incentives to use their local information and social ties for ensuring repayments of
peers within the same group (Tsukada 2012).

Microfinance markets reveal that limited borrower liability exposes lenders to
levels of adverse selection and moral hazard which rely on formal collateral. The
use of joint liability contracts for those borrowers who take group loans (with joint
liability) creates an intricate strategic dynamic between groups and lenders, each
of whom bear some risk in the extension of loans to individual members (Janvry
et al. 2010). While group lending with joint liability has become hugely popular
as an instrument for overcoming difficulties of rural credit markets, there are oth-
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er mechanisms like savings-up mechanism, sequential lending mechanism, direct
lender monitoring, dynamic incentives, contingent renewal and progressive lending
mechanisms, joint benefitmechanism etc. (Sinha 2005; Roy Chowdhury 2005, 2007;
Ghosh and Ray 1997; Bhattacharya et al. 2008) which microlenders use in practice,
often in conjunction with the joint liability mechanism.

In a framework that allows project returns to accrue over time, Chowdhury et al.
(2014), in a recent paper, provide a justification for the use of frequent repayment
schemes, examine the optimal choices for theMFI, demonstrate that theMFI opts for
higher project sizes under group lending with limited collusion, and also provide a
theory on group size. Mukherjee and Bhattacharya (2014, 2015), have dealt with that
issue of optimal group size, optimal joint liability parameter, and socially efficient
group size. Unfortunately, the same literature onmicrocredit is silent on the aspects of
endogenous information collection and group formation in the microcredit market. It
attempts to examine how individual lending mechanism vis-a-vis the group lending
mechanism affects the ex-ante incentive for information collection and the welfare
of the agents when the group is formed after the signal realization.

It is interesting to note that the existing literature on microcredit is almost silent
on the issues of endogenous information collection and group formation in the mi-
crocredit market. This paper attempts to provide a theoretical framework to analyze
these issues. Borrowers (even with limited liability individual lending) generally
collect information about the potential of their intended projects since undertaking
a project requires the borrower to put in effort, time and money (borrowed invest-
ment) which are costly and are sunk in case of project failure. Information about the
chance of project success allows the borrower to save these costs if she finds out that
the project will fail almost surely. This also allows the lenders to lower the rate of
interest, generally leading to higher efficiency in the microcredit market.

2 The Model

We consider a simple model. Output (Y ) takes two values: high (YH) and low
(Y L), where YH > Y L ≥ 0. For simplicity, we normalize Y L to 0 and denote YH

by Y . Projects are indivisible, and each project requires project fund of amount 1
to be viable. For each project, the prior probability of Y being realized is 1

2 i.e.,
Pr

(
YH = Y

) = Pr
(
Y L = 0

) = 1
2 .

The lending institution has the resources to lend to a number of borrowers. The
borrowers face limited liability in the sense that, in the case of default, the lender
cannot seize assets that a borrower has not specifically pledged as collateral. In this
context, we assume that the poor has no collateral to pledge. Hence, the lender’s
receipt in the event of default is zero. The limited liability constraint, along with the
borrowers’ lack of collateral, rule out the standard instruments used by conventional
lenders to overcome information and enforcement problems.
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We model the information structure as follows. The borrower collects a costly
signal about the potential of the project. The quality of signal is characterized by
θ ∈ [

1
2 , 1

]
. θ = 1

2 indicates a completely uninformative signal, while θ = 1 indicates
a fully informative signal. The signal, denoted by s, has two possible realizations:
s ∈ {S,F}, where S and F indicate success and failure, respectively. We assume that
Pr

[
S|YH

] = Pr
[
F |Y L

] = θ . The cost of collecting a signal of quality θ be given
by c (θ). We assume that c′ (.) > 0, c′′ (.) > 0 and c

(
1
2

) = 0. We also assume that
c′ (1) > Y and c′ ( 1

2

)
< e

2 to ensure that an interior solution for signal quality (θ)

always exists.
Notice that if a borrower collects a signal of quality θ , then the probability of

getting a Success (S) signal is

Pr [S] = Pr
(
S|YH

)
.Pr

(
YH

) + Pr
(
S|Y L

)
.Pr

(
Y L

) = θ.
1

2
+ (1 − θ) .

1

2
= 1

2

Similarly, Pr [F] = 1
2 . The posterior beliefs about the success of the project and

realizing output Y , if the signal is S, is given by

Pr (Y | S) = Pr (S | Y ) .Pr (Y )

Pr (S | Y ) .Pr (Y ) + Pr (S | 0) .Pr (0)
= θ. 12

θ. 12 + (1 − θ) 1
2

= θ

and

Pr (Y | F) = Pr (F | Y ) .Pr (Y )

Pr (F | Y ) .Pr (Y ) + Pr (F | 0) .Pr (0)
= (1 − θ) . 12

(1 − θ) . 12 + θ. 12

= (1 − θ)

Finally, we assume that if the borrower implements a project, she has to incur
a fixed effort cost, e > 0. In our model, e plays a very vital role. This is what the
borrowers hope to save by collecting information. If e = 0, then each borrower
would choose θ = 1

2 . Higher the value of e, the more incentive the borrowers have
to collect better-quality information (i.e., higher θ ). Throughout, we assume that
(Y > 2e). This assumption is necessary to ensure a positive expected value of the
project ex-ante.

We consider individual lending as well as group lending. For the sake of analytical
simplicity, we limit the group size to 2, i.e., n = 2. In individual lending (IL) as well
as group lending (GL), a borrower’s decision about taking up the project is taken
only after the realization of the signal. We assume that the borrowers do not default
voluntarily, i.e., they take up the loan only if they decide to take up the project. In
the case of group lending, the members of the group get access to the loan only if
both members decide to take up the project.

We assume that group lending entails joint liability. Our focus in this paper is
on group formation and how group formation affects the incentive for signal col-
lection. We consider the information structure where the community members can
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observe each other’s effort in information collection (θ or c (θ)) as well as the signal
realizations (s), i.e., θ and s are publicly observable within the community.1

The timing of the game is as follows:

1. Stage 1: The lender announces the gross rate of interest (r > 1) that is to be
charged on a loan of amount 1.

2. Stage 2: Each borrower chooses her quality of signal/information θ at cost c (θ).
3. Stage 3: The signal (s) is realized, i.e. the borrower observes either S or F .
4. Stage 4: After observing her signal, the borrower decides whether to take up the

project or not. If she decides to take up the project, she applies for loan. In case
of group lending, both the partners must decide to take up the loan.2

5. Stage 5: If the borrower takes the loan, she incurs the effort cost e and the project
outcome is realized.

In joint liability loan contract, we consider groups of two people (n = 2), with
each group formed voluntarily. Individuals invest independently, but the loan contract
involves joint liability. Under the joint liability contract, a borrower pays her own
interest (r) in the event of her success, but pays an additional interest payment in case
her partner fails. We assume that

(
r < Y

2

)
, i.e., a successful borrower has sufficiently

large pay-off to pay even for her unsuccessful partner.

2.1 Limited Liability Individual Lending

We first consider individual liability lending. The borrower, as we know, takes the
decision about the project after the signal is realized.

If an individual borrower takes up the project after realization of the success signal
(S), her expected utility will be,

EU1 (θ |S) = θ (Y − r) − e − c (θ)

If she doesn’t, then her expected utility will be,

1It is possible to consider other possible information structures. For example, we may consider
the case when s is not publicly observable, but the quality of signal (θ) is. In a richer model, we
may take up the case when neither s nor θ are publicly observable. In each of these cases, we can
examine how the process of group formation is affected by the information structure. It will be
further interesting to investigate the incentive for investment in quality of signal in all these three
cases, and to observe how this incentive stands in comparison with individual liability.
2Notice that a borrower’s decision about taking up the project depends on the signal realization. So
when the group is formed and signals are not observable, even if a borrower receives an S signal, she
may not have access to loan if her partner receives an F and decides against loan in a two member
group. This is an inefficiency that arises when only group-based contracts are offered. A richer
model should take this into account and allow the lender to offer both type of contracts at the same
time. However, in this chapter, we analyze individual lending and group lending separately. That
means that we do not allow the lender to offer both individual contract and group-based contract at
a time.
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EU0 (θ |S) = −c (θ)

Hence, she takes up the project after S, iff

EU1 (θ |S) ≥ EU0 (θ |S)

⇔ θ (Y − r) − e − c (θ) ≥ −c (θ) ⇔ θ ≥
(

e

Y − r

)
(1)

Similarly, she takes up the project after F , iff

EU1 (θ |F) ≥ EU0 (θ |F)

⇔ (1 − θ) (Y − r) − e − c (θ) ≥ −c (θ) ⇔ (1 − θ) ≥
(

e

Y − r

)
(2)

Notice that for
r > (Y − e)

neither (1) nor (2) is satisfied for any θ ∈ [
1
2 , 1

]
.3 Hence, for r > (Y − e), an indi-

vidual borrower would not take up the project even after a success signal. Since the
project is never taken up, the borrower would not invest any amount in collecting
signals and thus θ∗ = 1

2 .
Now consider r ∈ (Y − 2e,Y − e). In this case

(
e

Y − r

)
∈ (

1

2
, 1].

Since for any θ ∈ [
1
2 , 1

]
, 1 − θ ≤ 1

2 < e
Y−r , (2) can never be satisfied for these val-

ues of r. Thus, a borrower would never take a loan after F if r ∈ (Y − 2e,Y − e].
However, the borrower may decide to take up the project if the realized signal of
quality θ ≥ (

e
Y−r

)
is S . We know that ex-ante the probability of a Success signal (S)

is 1
2 . Hence, for r ∈ (Y − 2e,Y − e], the borrower’s ex-ante expected utility is

EU (θ) =
{−c (θ) if θ < e

Y−r
1
2 [θ (Y − r) − e] − c (θ) if θ ≥ e

Y−r
(3)

The borrower chooses θ to maximize (3). Notice that if the borrower chooses θ∗ = 1
2 ,

her expected utility is 0. Suppose

3Since,

r > (Y − e) ⇒ e > (Y − r) ⇒
(

e

Y − r

)
> 1.
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θ̂ = argmax

{
1

2
[θ (Y − r) − e] − c (θ)

}

Given our assumptions on c (.), θ̂ ∈ (
1
2 , 1

)
and is unique. θ̂ is determined by the first

order condition (FOC) of optimization

1

2
(Y − r) − c′

(
θ̂
)

= 0 ⇒ (Y − r) = 2c′
(
θ̂
)

(4)

The optimal choice of θ now depends on whether θ̂ satisfies (1), and if it does
whether it generates a positive ex-ante expected utility for the borrower. Essentially,
the borrower’s optimal ex-ante expected utility, EU (θ), is given by,

EU (θ) = max

{
0,

1

2

[
θ̂ (Y − r) − e

]
− c

(
θ̂
)}

provided θ̂ satisfies (1) for the corresponding rate of interest (r). To economize on
notation, we denote

gI1 (r) = 1

2

[
θ̂ (r) (Y − r) − e

]
− c

(
θ̂ (r)

)

where θ̂ (r) is determined from (4). By envelope theorem, we know that

(
gI1 (r)

)′ = −1

2
θ̂ (r) < 0

A little algebra establishes4 that there exists rIc ∈ ((Y − 2e) , (Y − e)), such that
gI1 (r) ≥ 0 for r ≤ rIc . Moreover, whenevergI1 (r) ≥ 0, the corresponding θ̂ (r) satis-
fies (1).

Now consider r < (Y − 2e). Notice that for these values of r, (1) is satisfied for
all values of θ . Hence, a borrower will take up the project for all values of θ after
receiving S signal. However, (2) is satisfied only if θ is sufficiently low. Thus the
borrower will take up the project after F signal only if the chosen signal quality (θ)

is sufficiently low.
The ex-ante expected utility of the borrower thus can be written as

EU (θ) =
{ 1

2 [θ (Y − r) − e] − c (θ) if θ > 1 − e
Y−r

1
2 (Y − r) − e − c (θ) if θ ≤ 1 − e

Y−r

(5)

Notice that if the borrower decides to take up the project even after signal F , ex-ante
she loses all incentives to invest in signal quality and hence would choose θ∗ = 1

2 .

4The result follows from continuity of gI1 (r) and gI1 (Y − e) < 0 while gI1 (Y − 2e) > 0. We have
omitted the proof which is available from the authors on request.
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Her ex-ante expected utility from doing so is denoted by

gI2 (r) =
(
Y − r

2

)
− e

On the other hand, she is better-off by taking up the project only after S if her chosen
signal quality (θ) exceeds

(
1 − e

Y−r

)
. In that case, her ex-ante expected utility is

given by gI1 (r).
Essentially, the borrower’s optimal ex-ante expected utility, EU (θ), is given by

EU (θ) = max
{
gI1 (r) , gI2 (r)

}

Let us now define
gI (r) = gI1 (r) − gI2 (r) .

Notice that

(
gI (r)

)′ = (
gI1 (r)

)′ − (
gI2 (r)

)′ =
[(

−1

2
θ̂ (r)

)
−

(
−1

2

)]
> 0

Moreover at r = (Y − 2e),
gI (r) = gI1 (r) > 0

since gI2 (r) = 0 at r = Y − 2e, while at r = 0

gI (0) =
[
1

2

[
θ̂ (0) .Y − e

]
− c

(
θ̂ (0)

)]
−

[
Y

2
− e

]

= e

2
− c

(
θ̂ (0)

)
−

(
1 − θ̂ (0)

) Y

2

The sign of gI (0) depends on the level of effort cost e. If e is high, gI (0) is positive.
If e is low, gI (0) is negative.

Depending on the value of e, we have two possibilities. Remember that in our
relevant zone g (r) is monotonic. As r falls, gI (r) falls. If gI (0) ≥ 0, then for every
r ≤ (Y − 2e), the borrower collects θ∗ = θ̂ (r) and takes up the project only if a suc-
cess signal (S) is realized. However, if gI (0) < 0 , then there exists rId ∈ (0,Y − 2e)
such that the borrower collects θ∗ = θ̂ (r) if and only if r > rId . Otherwise, she col-
lects θ∗ = 1

2 .
We now summarize the above results in the following Lemma.

Lemma 1 Suppose e is sufficiently high such that gI (0) ≥ 0 and the loan contract
is individual liability contract. The borrower’s optimal signal quality is:

θ∗ =
{

1
2 if r > rIc

θ̂ (r) if r ≤ rIc
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where rIc ∈ (Y − 2e,Y − e). On the other hand, if e is such that gI (0) < 0, the
borrower”s optimal signal quality is:

θ∗ =

⎧
⎪⎨

⎪⎩

1
2 if r > rIc

θ̂ (r) if rIc ≥ r > rId
1
2 if r ≤ rId

where rId ∈ (0,Y − 2e) and θ̂ (r) is determined from

(Y − r) = 2c′
(
θ̂
)

.

The results above are intuitive. First consider the case when e is high. Notice that
the information is relevant only in saving the effort cost e. For high effort cost, the
information is valuable because the borrower wouldn’t dare to risk losing the effort
cost when she receives F signal. Therefore, the information is decision-relevant for
rates of interest in which she has the incentive to take up the project. When e is low,
the loss in case of project failure is low and therefore, for low values of r, when
the gain from project success is high the borrower may be inclined to take up the
project even after an F signal. However, in that case, the signal no longer remains
decision-relevant, and hence the borrower stops investing in signal quality.

The Lemma stated above enables us to arrive at our first proposition. If r is very
high, the borrower does not take up the project irrespective of the signal realization
(s ∈ {S,F}), and hence does not invest in signal quality (θ). However, as r falls below
a critical value

(
rIc

)
, the borrower decides to take up the project under good signal

and invests a positive amount in signal quality. The borrower’s investment in signal
quality rises as r falls. If the private effort cost (e) of the project is very high, this goes
on for all values of r below the critical level. Notice that in this case, the borrower

Fig. 1 Borrower’s choice of
θ under IL Lending with
gI (0) ≥ 0
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Fig. 2 Borrower’s choice of
θ under IL Lending with
gI (0) < 0

takes up the project only if the realized signal is a success signal (s = S) (Fig. 1). On
the other hand, if the cost of effort (e) is not so high, then there is a second critical
level of r

(= rId
)
below which the borrower once again stops investing in signal

quality although for a completely different reason. In this case, for low values of r
the borrower takes up the project irrespective of the signal (s ∈ {S,F}) ; and hence
the signal has no value to the borrower, i.e., θ = 1

2 (Fig. 2).
We state these results in the proposition below. For the ease of exposition, we

denote the borrower’s project decision by d (r, s)∈ {0, 1}where r is the gross interest
and s ∈ {S,F} is the realized signal. d = 1 indicates that the borrower takes up the
project and d = 0 indicates that she doesn’t.

Proposition 1 Consider individual liability loan contracts. If e is sufficiently high
such that gI (0) ≥ 0, the borrower’s optimal signal quality and project decisions are
given by

θ∗ =
{

1
2 if r > rIc

θ̂ (r) if r ≤ rIc

and

d (r, s) =
⎧
⎨

⎩

0 if r > rIc and s = S,F
0 if r ≤ rIc and s = F
1 if r ≤ rIc and s = S

If e is such that gI (0) < 0, the borrower’s optimal signal quality and project deci-
sions are given by
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θ∗ =

⎧
⎪⎨

⎪⎩

1
2 if r > rIc

θ̂ (r) if rId < r ≤ rIc
1
2 if r ≤ rId

and

d (r, s) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if r > rIc and s = S,F
0 if rId < r ≤ rIc and s = F

1 if rId < r ≤ rIc and s = S

1 if r ≤ rId and s = S,F

.

2.2 Joint Liability Group Lending

We now consider group lending under joint liability. We restrict the size of each
group to two people (n = 2) with groups formed voluntarily. Individuals invest in-
dependently, but the loan contract involves joint liability. Since at the time of group
formation signals, s ∈ {S,F}, are publicly observable, each borrower not only knows
her own signal but also observes her partner’s signal.

Given this set-up, notice that if borrower iwith signal quality θi and signal realiza-
tion S partners a borrower with signal quality θj with signal S, her expected pay-off
(in case they end up taking loans) would be

EUi
(
θi, θj; si = S, sj = S

) = [
θiθj(Y − r) + θi(1 − θj)(Y − 2r)

] − e − c (θ)

= θi
[
(Y − r) − (1 − θj)r

] − e − c (θ) (6)

If i’s partner receives F signal her pay-off is

EUi
(
θi, θj; si = S, sj = F

) = [
θi

(
1 − θj

)
(Y − r) + θiθj(Y − 2r)

] − e − c (θ)

= θi
[
(Y − r) − θjr

] − e − c (θ) (7)

Since θj ≥ 1
2 ,

EUi
(
θi, θj; si = S, sj = S

) ≥ EUi
(
θi, θj; si = S, sj = F

)

Hence a borrower with signal S will always seek another borrower with signal S.
Similarly, a person with F signal will also have incentive to seek a partner with S
signal, but wouldn’t find one since every S signal holder will seek another S signal
holder. Hence, when groups are formed voluntarily, groupmembers will have similar
signals. There would be two types of groups—groups of S signal holders and groups
of F signal holders.

Notice also that EU of the ith borrower increases with the signal quality of her
partner in both types of groups.Hence, each borrowerwould try to bematchedwith an
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individual with highest signal quality. If there are sufficient potential borrowers, this
will lead to assortative matching—each borrower will be partnered by an individual
exactly like herself—with same signal quality (θ) and same signal realization. This
is stated in our next proposition.

Proposition 2 Under joint liability loan contract with self selection of members,
groups consist of homogeneous borrowers, i.e., a borrower with signal quality θ ∈[
1
2 , 1

]
and signal realization s ∈ {S,F} will be matched with a borrower with same

signal quality and same signal realization.

Once the group is formed, a borrower with a success (S) signal applies for loan
only if

θ [(Y − r) − (1 − θ)r] − e ≥ 0 (8)

since c (θ), the signal collection cost is already sunk. Similarly, a borrower with a
failure (F) signal takes up the project only if

(1 − θ) [(Y − r) − θr] − e ≥ 0 (9)

Notice that since θ ≥ 1
2 , if for any r and θ (9) holds, (8) will definitely hold at the

same r and θ .
For r > (Y − e), θ [(Y − r) − (1 − θ)r] < 0, ∀ θ ∈ [

1
2 , 1

]
. Hence, the borrowers

will not take up projects after either signal. For these values of r, since the project is
never taken up, the borrower would not invest any amount in collecting signals and
thus θ∗ = 1

2 .
Now suppose 2

3 (Y − 2e) < r ≤ (Y − e). Notice that the LHS of (9) is decreas-
ing5 in both θ and r. At θ = 1

2 and as r → 2
3 (Y − 2e), the LHS of (9) becomes

1

2

[
Y − 2

3
(Y − 2e) − 1

2
.
2

3
(Y − 2e)

]
− e = 0

Hence, ∀ r, such that 2
3 (Y − 2e) < r ≤ (Y − e), the LHS of (9) is negative. There-

fore, members of the borrower groups with F signals would not take up the project
for these values of r.

On the other hand, members of the borrower groups with signal S would take up
the project only if (8) holds. Hence, in this range of r, a borrower’s ex-ante expected
utility (before her signal is realized) is

5It is easy to show that
δ

δr
(LHS) = −

(
1 − θ2

)
≤ 0

for all θ and
δ

δθ
(LHS) = −Y + 2θr ≤ 0

since θ ∈ [ 1
2 , 1

]
and r < Y

2 .
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EU (θ) =
{−c (θ) if θ [(Y − r) − (1 − θ)r] < e

1
2 [θ {(Y − r) − (1 − θ)r} − e] − c (θ) if θ [(Y − r) − (1 − θ)r] ≥ e

(10)

This expression needs some clarification. Suppose 2
3 (Y − 2e) < r ≤ (Y − e) and a

borrower decides to invest in a signal quality θ at a cost c (θ). Once the signal is
realized and the borrower receives signal F (which happens with probability 1

2 ), she
will be compelled to form a group with another borrower with quality θ and signal
realization F by Proposition 2. However, in that case she wouldn’t take up the project
and her investment in quality is lost. If the borrower receives the signal S, she would
take up the project by incurring the effort cost only if (8) holds.

Notice that ex-ante the borrower’s best choice of θ is either 1
2 , or is determined

from the equation
Y − 2 (1 − θ) r = 2c′ (θ) (11)

Given our assumption that c′ (1) > Y
2 ,we have an interior solution6 to this expression

which is denoted by θ̂J (r). The ex-ante optimal expected utility of the borrower

EU (θ) = max

{
0,

1

2

[
θ̂J (r)

{
(Y − r) − (1 − θ̂J (r))r

}
− e

]
− c

(
θ̂J (r)

)}

Once again, to economize on notation we denote

gJ1 (r) = 1

2

[
θ̂J (r)

(
Y − r − (1 − θ̂J (r))r

)
− e

]
− c

(
θ̂J (r)

)

For any r ≤ (Y − e), Y − 2 (1 − θ) r ≥ e. Hence, (11) has an interior solution.
Once again for the sake of brevity, we omit the derivation the critical rate of

interest below which the group of borrowers will choose to take up the project and
thus invests in signal collection. Similar to the case under individual liability lending,
there exists rJc ∈ ( 23 (Y − 2e) , (Y − e)), such that gJ1 (r) ≥ 0 for r ≤ rJc . Moreover,

whenevergJ1 (r) ≥ 0, the corresponding θ̂J (r) satisfies (8).
Next we consider the case when r ≤ 2

3 (Y − 2e). Once again for these values of
r, a borrower would take up the project after S signal for all values of θ since (8)
holds for all θ . On the other hand, the project would be taken up after F only if θ

satisfies (9). Hence, the ex-ante expected utility of the borrower can be written as

EU (θ) =
{ 1

2θ {Y − (2 − θ) r} − e − c (θ) if (1 − θ) [(Y − r) − θr] < e
Y−r
2 − θ (1 − θ) r − e − c (θ) if (1 − θ) [(Y − r) − θr] ≥ e

(12)

6 For the second-order condition, we need to assume that c (.) is sufficiently convex everywhere.
This can be ensured if we assume that for the relavant values of r, c′′ (θ) > r. If we assume that
c′′ (θ) > Y

2 for all θ ∈ [ 1
2 , 1

]
, then the SOC will always be satisfied.
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Unlike in the individual liability case, even when the borrower decides to take up the
project irrespective of the signal realization, she may have an incentive to invest in
signal quality in joint liability lending.

Under individual liability, the signal has a single purpose. It tells the borrower
the likelihood of project success under different signal realization and thus helps
the borrower in her decision regarding taking up of the project. If the likelihood of
project success is low, the borrower can save her own effort cost by not taking up
the project. If the borrower decides to take up the project irrespective of the signal
realization, there is no point in investing in signal quality under individual liability.

In the case of joint liability, the choice of signal quality also determines one’s
partner (see Proposition2). Investment in signal quality thus not only improves one’s
own information about the likelihood of project success, but also helps in finding a
more informed partner whose success or failure in turn determines the borrower’s
own pay-off. Thus even when the borrower decides to take up the project for both
signal realizations, she may have an incentive to invest in signal quality because of
this second effect. However, this incentive gets diminished as r falls since the joint
liability payment falls with r. In our analysis, we assume that the cost function is
such that the first effect dominates and thus if the borrower decides to take up the
project irrespective of the signal realization, she does not invest in signal quality.

Let us look at a borrower’s decision more closely. Suppose the borrower decides
to take up the project under both signal realizations. Then she chooses θ to maximize

φ (θ) =
(
Y − r

2

)
− θ (1 − θ) r − e − c (θ)

subject to (9). Suppose that the solution to the above problem is denoted by θ̃ (r).
Since

φ′
(
1

2

)
= −c′

(
1

2

)
≤ 0

θ̃ (r) = 1
2 is one solution to the problem. Notice that θ̃ (r) = 1

2 satisfies (9) for all
r ≤ 2

3 (Y − 2e). The solution is unique if φ (θ) is concave in θ . Since φ′′ (θ) =
2r − c′′ (θ), to ensure concavity of φ (θ), we need c′′ (θ) > 2r. This definitely holds
for very low values of r, but the assumption made earlier—c′′ (θ) > Y

2—cannot
guarantee the concavity of φ (θ) for all r ≤ 2

3 (Y − 2e). For the sake of avoiding
analytical complication, we assume that this is indeed the case.7

7 We are not losing much by making this assumption. If it does not hold, then we may have multiple
local maxima for relatively higher values of r. For any given value of r, the borrower would choose
θ that gives her highest expected utility among these local maximums. However, the value function
(optimized expected utility function) will be continuous in r, though the optimal choice of θ̃ (r)
would change discontinuously as r falls. When r is low enough, θ̃ (r) = 1

2 . Unless we make the

assumption mentioned above, there might be a range of r, in which θ̃ (r) > 1
2 and falls as r falls.

Once r falls below a critical level, θ̃ (r) falls to 1
2 and remains there for all lower values of r.
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We use the notation gJ2 (r) to denote the optimized value of φ (θ). Since by virtue
of the assumption mentioned above θ̃ (r) = 1

2 for all r ≤ 2
3 (Y − 2e), we can write

gJ2 (r) = Y

2
− 3r

4
− e

Alternatively, the borrower may decide to take up the project only if she receives
a success signal and in that case her expected utility is

gJ1 (r) = 1

2

[
θ̂J (r)

(
Y − r − (1 − θ̂J (r))r

)
− e

]
− c

(
θ̂J (r)

)

Essentially, the borrower’s optimal ex-ante expected utility under joint liability lend-
ing for r ≤ 2

3 (Y − 2e) is given by

max
{
gJ1 (r) , gJ2 (r)

}

We now define gJ (r) = gJ1 (r) − gJ2 (r). Notice that

(
gJ (r)

)′ = −1

2
θ̂J (2 − θ̂J ) + 3

4
= 1

2

[
3

2
− θ̂J (2 − θ̂J )

]
> 0

since 2 − θ̂J < 3
2 and θ̂J < 1. Hence as r falls gJ (r) falls. We already know that

gJ1 (r) > 0 at r = 2
3 (Y − 2e) while gJ2 (r) = 0. However, at r = 0,

gJ (r) = 1

2

[
θ̂J (0) Y − e

]
− c

(
θ̂J (0)

)
−

(
Y

2
− e

)

A comparison of (4) and (11) immediately tells us that at r = 0, θ̂J (0) = θ̂ (0) and
thus

gJ (0) = gI (0) =
(

θ̂ (0) − 1

2

)
Y

2
− c

(
θ̂ (0)

)
− 1

2

(
Y

2
− e

)

As r falls, gJ (r) falls. If gJ (0) ≥ 0 , then for every r ≤ (Y − 2e), the borrower
collects θ∗ = θ̂J (r) and takes up the project only if a success signal is realized under
joint liability. However, if gJ (0) < 0, then there exists rJd ∈ (

0, 2
3 (Y − 2e)

)
such

that the borrower collects θ∗ = θ̂J (r) if and only if r > rJd . Otherwise, she collects
θ∗ = 1

2 . This is stated in our next Lemma.

Lemma 2 Suppose the loan contract is joint liability contract with full liability. If
e is sufficiently high such that gJ (0) ≥ 0, the borrower’s optimal signal quality is

θ∗ =
{

1
2 if r > rJc
θ̂J (r) if r ≤ rIc
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where rJc ∈ ( 23 (Y − 2e) ,Y − e). On the other hand, if e is such that gJ (0) < 0, the
borrower’s optimal signal quality is:

θ∗ =
⎧
⎨

⎩

1
2 if r > rJc
θ̂J (r) if rJc ≥ r > rJd
1
2 if r ≤ rJd

where rJd ∈ (0, 2
3 (Y − 2e)) and θ̂J (r) is determined from

Y − 2 (1 − θ) r = 2c′ (θ)

The decision of an individual borrower regarding choice of signal quality and the
project choice decision under joint liability loan contract can be summarized in the
following proposition:

Proposition 3 Consider joint liability loan contracts. If e is sufficiently high such
that gJ (0) ≥ 0, the borrower’s optimal signal quality and project decisions are given
by

θ∗ =
{

1
2 if r > rJc
θ̂J (r) if r ≤ rJc

and

d (r, s) =
⎧
⎨

⎩

0 if r > rJc and s = S,F
0 if r ≤ rJc and s = F
1 if r ≤ rJc and s = S

If e is such that gJ (0) < 0, the borrower’s optimal signal quality and project deci-
sions are given by

θ∗ =
⎧
⎨

⎩

1
2 if r > rJc
θ̂J (r) if rJd < r ≤ rJc
1
2 if r ≤ rJd

and

d (r, s) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if r > rJc and s = S,F
0 if rJd < r ≤ rJc and s = F
1 if rJd < r ≤ rJc and s = S
1 if r ≤ rJd and s = S,F

The borrowers invest in costly information only when the information is decision-
relevant. At very high rates of interest, the project is not worth taking up and thus
information about the potential success have no value. If the rate of interest is very
low, it may be worthwhile to take up the project irrespective of the signal realization
when the effort cost is low as well since the gain from project success is high while
the failure only costs the low effort cost given limited liability. In such a scenario,
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information is irrelevant. However, if the effort cost is high, then the loss from project
failure is also high and hence the information remains decision-relevant even at low
rates of interest.

3 Comparisons Between Individual and Joint Liability
Loan Contracts

We have seen from Propositions 1 and 3 that under both types of loan contracts a
borrower invests in signal quality if she decides to take up the project only under S
signal. If she decides to take up the project irrespective of her signal realizations, she
does not invest in information.

However, if a borrower decides to invest in signal quality under both types of loan
contract, she invests more under joint liability. This is stated in our next proposition.

Proposition 4 If at any r , both θ̂ (r) and θ̂J (r) are greater than 1
2 , then θ̂J (r) >

θ̂ (r).

Proof Notice that θ̂ (r) and θ̂J (r) are determined from

Y − r = 2c′ (θ)

and
Y − 2 (1 − θ) r = 2c′ (θ)

respectively. Since [Y − 2 (1 − θ) r] > (Y − r) ∀ r, θ ∈ ( 12 , 1], and c′′ (θ) > 0, the
result holds. �

This is intuitive. The signal collection decisions are taken ex-ante before the
group is formed. Under joint liability lending, a borrower, by collecting a better
quality signal, not only gets better information about project potential but also enables
herself to form a group with a better informed partner through assortative matching.
This gives her incentive to collect better quality signal than under individual liability
contract.

Notice that at the interest rates
(
rIc, r

J
c

)
and

(
rId , r

J
d

)
are critical levels at which

the borrowers switch from no-investment to investment in signal quality, or from
investment to no-investment ,respectively under two types of loan contract. We now
compare these switching rates of interest under the two regimes.We call these interest
rates as the switching rates of interest.

Proposition 5 The switching rates of interest are higher under individual liability
lending than under joint liability lending; i.e. rIc > rJc , and when g (0) < 0, then
rId > rJd .

Proof Please see Appendix. �
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Fig. 3 Borrower’s choice of
θ under IL Lending and JL
Lending

The interest rate at which the borrower starts investing in signal quality is higher
under individual liability (Fig. 3). For very high rates of interest, the gain from project
success is low, but under joint liability the cost of partner’s failure is high. This may
induce a borrower to abandon a project under joint liability contract which she may
take up under individual liability. On the other hand for low rates of interest, a
borrower may stop investing in information under individual liability contract, while
she still may have incentive for costly information collection for finding a better
partner.

Remark 1 If the rate of interest is high, the individual liability loan contract may be
welfare improving for the borrowers.

This is obvious from Proposition 5. For rates of interest in between rJd and rIc , a
borrower would not take up the project under joint liability contract, but would do
so under individual liability. The fact that she has incentive to take up the project
indicates that the borrower’s utility from doing so is positive. If she doesn’t take it
up, her utility is zero. Thus, the borrower does better under individual liability than
under joint liability.

4 Concluding Remarks

This paper attempts to provide a theoretical framework to analyze the issues of
endogenous information collection and group formation in the microcredit market.
Borrowers generally collect information about the potential of their intended projects
since undertaking a project requires the borrower to put in effort, time and money
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which are costly and are sunk in case of project failure. Information about the chance
of project success allows the borrower to save these costs if she finds out that the
project will fail almost surely. This also allows the lenders to lower the rate of interest
generally leading to higher efficiency in the microcredit market. However, cost of
collecting information rises with the quality of information. The borrower faces a
trade-off at this stage of information collection: whether to bear the cost of signal
collection, or to bear the cost of time and effort in case the realized signal indicates
strong probability of failure. This paper attempts to understand this trade-off in terms
of a simplemodel of creditmarket. Further,we have examined how individual lending
mechanism vis-a-vis the group lending mechanism affects the ex-ante incentive for
information collection and the welfare of the agents when the group is formed after
the signal realization.

Here, both under limited liability individual lending and joint liability group lend-
ing, we find that if interest rate is very high, the borrower(s) does not take up the
project irrespective of the signal realization and hence does not invest in signal qual-
ity. However, as interest rate falls below a critical value, the borrower(s) decides to
take up the project under good signal and invests a positive amount in signal quality.
The investment in signal quality rises as interest rate falls. If the private effort cost of
the project is very high, this goes on for all values of interest rate below the critical
level. In this case, the borrower(s) takes up the project only if the realized signal is a
success signal. On the other hand, if effort cost is not so high, then there is a second
critical level of interest rate below which the borrower(s) once again stops investing
in signal quality. In this case, for low values of interest rate, the borrower(s) takes
up the project irrespective of the signal and hence the signal has no value to the
borrower(s)—she does not invest in information. However, we interestingly notice
that if a borrower decides to invest in signal quality under both types of loan contract,
she invests more under joint liability.

Comparing the two types of lending contracts, we further observe that the switch-
ing rates of interest are higher under individual liability lending than under joint
liability lending. We further observe that if the lender charges a high rate of interest,
the borrower may have the incentive to take up the project under individual liability,
but not under joint liability. Our model, in conventional line, finds that there oc-
curs assortative matching in the group formation stage under joint liability contract
(though quality of information is chosen independently by each borrower) and this
incentivizes better signal collection under joint liability lending at low and medium
rates of interest.

We intend to extend the model to examine the effect of lender motivation on infor-
mation collection. We may also examine how the ex-ante incentive for information
collection and the welfare of the agents is affected by group formation in different
stages under group lending. We have not discussed the cases where the group mem-
bersmay cooperatively decide on the quality of information collected by themember-
s; or, a group that is formed after the borrowers independently decide on the quality
of information they would collect, but before the signal realization. Interestingly,
group formation at this stage does not leave any scope for group punishment based
on quality of information.Wewould explore these possibilities in our future research.
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Appendix

Proof of Proposition 5 Notice that at r = rIc ,

g1 (r) = 1

2

[
θ̂ (r) (Y − r) − e

]
− c

(
θ̂ (r)

)
= 0

and

gJ1 (r) = 1

2

[
θ̂J (r)

(
Y − r − (1 − θ̂J (r))r

)
− e

]
− c

(
θ̂J (r)

)

= 1

2

[
θ̂J (r) (Y − r) − e

]
− c

(
θ̂J (r)

)
− θ̂J (r) (1 − θ̂J (r))r

<
1

2

[
θ̂J (r) (Y − r) − e

]
− c

(
θ̂J (r)

)
≤ 1

2

[
θ̂ (r) (Y − r) − e

]
− c

(
θ̂ (r)

)

= 0

where the last inequality follows from the fact that θ̂ (r)maximizes
[
1
2 [θ (Y − r) − e]

−c (θ)]. Since gJ1
(
rIc

)
< 0,

(
gJ1 (r)

)′
< 0 and gJ1

(
rJc

) = 0, it must be the case that
rIc > rJc (please see, Fig. 3).

Suppose g (0) < 0. Notice that

gJ (r) = 1

2

[
θ̂J (r)

(
Y − r − (1 − θ̂J (r))r

)
− e

]
− c

(
θ̂J (r)

)
−

(
Y

2
− 3r

4
− e

)

and

gI (r) = 1

2

[
θ̂ (r) (Y − r) − e

]
− c

(
θ̂ (r)

)
−

(
Y

2
− r

2
− e

)

Hence, for any r, gJ (r) > g (r) if and only if

1

2

[
θ̂J (r)

(
Y − r − (1 − θ̂J (r))r

)
− e

]
− c

(
θ̂J (r)

)
−

(
Y

2
− 3r

4
− e

)

>
1

2

[
θ̂ (r) (Y − r) − e

]
− c

(
θ̂ (r)

)
−

(
Y

2
− r

2
− e

)

⇔ r

4
− 1

2
θ̂J (r) (1 − θ̂J (r))r > c

(
θ̂J (r)

)
− c

(
θ̂ (r)

)
−

(
θ̂J (r) − θ̂ (r)

) Y − r

2
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Now, the RHS of the above expression

c
(
θ̂J (r)

)
− c

(
θ̂ (r)

)
−

(
θ̂J (r) − θ̂ (r)

) Y − r

2

=
θ̂J∫

θ̂

[
c′ (θ) − Y − r

2

]
dθ

<

θ̂J∫

θ̂

[
c′

(
θ̂J

)
− Y − r

2

]
dθ

since c′′ (θ) > 0. But from (11)

θ̂J∫

θ̂

[
c′

(
θ̂J

)
− Y − r

2

]
dθ =

θ̂J∫

θ̂

⎡

⎣
Y − 2

(
1 − θ̂J

)
r

2
− Y − r

2

⎤

⎦ dθ

=
θ̂J∫

θ̂

(
2θ̂J − 1

)
r

2
dθ

=
(

θ̂J − 1

2

) (
θ̂J − θ̂

)
r

We now show that for any r > 0,

r

4
− 1

2
θ̂J (1 − θ̂J )r >

(
θ̂J − 1

2

)(
θ̂J − θ̂

)
r ⇔ 1

2
> θ̂2

J − 2θ̂J θ̂ + θ̂

which holds since θ̂J , θ̂ ∈ (
1
2 , 1

)
. Hence,we can conclude that for any r > 0, gJ (r) >

gI (r). Since, at r = rId , g
I (r) = 0, we can conclude that gJ

(
rId

)
> 0. Since gJ ′ (r) >

0 and gJ
(
rJd

) = 0, it must be the case that rJd < rId . The interest rate at which the
borrower starts investing in signal quality is higher under individual liability.
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Formal Contract Enforcement
and Entrepreneurial Success
of the Marginalized

Tanika Chakraborty, Reema Kumari, Anirban Mukherjee and Sarani Saha

Abstract Effective contract enforcement is the key for the formation and expansion
of business enterprises. Contract enforcement which comes under the purview of the
judicial system forms an important constituent of the formal institutional framework.
In this paper, we aim to address the question whether better functioning formal judi-
ciary institutions facilitate business in a less-developed country where entrepreneurs
often take recourse to informal networks rather than approach formal courts for en-
forcing contracts. More specifically, we are empirically estimating this relationship
between efficiency of formal institutions and various indicators of business perfor-
mance by utilizing a unique administrative data collected from the judicial authority.
We merge this data with the survey of medium- and small-scale industries to find the
effect of several court efficiency measures such as duration rate and congestion rate
on different business performance indicators. We find that improved court efficiency
help entrepreneurs across the board, but the impacts are stronger for disadvantaged
groups such as scheduled castes and tribes.

Keywords Contract enforcement · Court quality · Entrepreneurship · Caste

1 Introduction

Judicial efficiency plays a critical role for business proliferation by facilitating con-
tracts. In this paper, we examine the effect of judicial efficiency on different types of
firm-level decisions which have important implications for a firm’s efficiency. More
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importantly,we checkwhether courts help themarginalizedgroups such asScheduled
Castes and Tribes more than their general caste counterpart. Our working hypothesis
suggests that in districts with more efficient judiciary system, firms will find it more
convenient to operate at the optimal scale. The argument that courts help business
proliferation is far from trivial in the context of less-developed countries where en-
trepreneurs avoid approaching courts even when they are cheated. The bias against
moving to court was confirmed in our interviews with the entrepreneurs in Kanpur
and Kolkata. Such tendency to avoid court is widespread in many less-developed
countries and possibly the reason why Acemoglu and Johnson (2003) found no sig-
nificant impact of contract enforcement institutions on economic development in
their cross-country study.

Besides invoking scholarly interest, the issue of slow judicial process in India
has started to attract the attention of media and government administration alike. In
January 2013, there were around 30million cases pending in different courts in India.
At present on an average, it takes around 15years for a civil case to get resolved.
If the situation does not improve, there will be an estimated 150 million pending
cases by 2040 (Times of India, January 17, 2013). There is one strand of literature
computing the degree of pendency in Indian courts and another strand of literature
examining the impact of court quality on business performance. Our paper stands at
the crossroad of these two avenues of research.

In the first strand of the literature, many papers looked at the situation of case
pendency in India. In one such paper, Sinha (2018) compared pendency rates in
Supreme Court, High Court, and subordinate courts between the years 2006 and
2017. She found substantial increase in the caseload of High Courts and Supreme
Courts (17% and 35%, respectively), whereas the number remained more or less
stable for the lower courts. They found that there is a rise in the disposal rate, but
it was not sufficient to deal with increasing admission rate. They also looked at
the vacancy rate as a possible reason behind this large pendency rate and found
that overall, there has been a rise in vacancy from 23% in 2006 to 35% in April
2018 in High Court and the Supreme Court. Examining in the same line, Hazra and
Micevska (2004) found that there is some correlation between vacancy rate and court
congestion.

In another related article, Rabiyath and Rupakula (2010) examined whether vari-
ables such as population, net state domestic product (NSDP), number of judges, and
judicial expenditure have any impact on case pendency in the states of Kerala and
Andhra Pradesh between the years 1980–81 and 2000–01. They also test whether
higher pendency discourages litigants to file cases. They did not find any relation
between NSDP and pendency but find that higher pendency discourages litigants to
file new cases.

While the papers mentioned above discuss the possible reasons behind pendency,
our paper is more closely related to the section of the literature that looks at the ef-
fect of contracting institutions on trade and technology adoption and explains cross-
country difference in development through these channels.Nunn (2007), for example,
shows that countries with high quality of contract enforcement export goods which
use more inputs which require relationship-specific investments. Acemoglu et al.
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(2007), on the other hand, show that greater contractual incompleteness—which
could result from weak institutions—leads to the adoption of less advanced tech-
nologies. This effect enhances when there is greater complementarity among the
intermediate inputs. In a similar line of enquiry on the relationship between contract
enforcement institutions and trade, Levchenko (2007) models institutional differ-
ences among the countries as the source of comparative advantage and shows that
the less-developed countries may not gain from trade.

Besides the cross-country studies mentioned above, the current paper is also re-
lated to the section of the literature that examines the impact of court efficiency on
business performance in India. In one of the most important studies in this area,
Chemin (2010) looked at the effect of Civil Procedure (Amendment) Act—a judicial
reform in India that facilitated speedy disposal of civil lawsuits—on business prac-
tices. He found that this reform led to fewer breaches, encouraged investment, and
facilitated access to finance. In another related study, Chemin (2009a) used some
temporal and spatial reforms in Indian judiciary system to find the causal impact of
judicial efficiency on credit markets, agricultural development, and manufacturing
performance. The results are consistent with the theoretical prediction that lengthy
judicial trials lead to worse outcomes in credit, agricultural, or manufacturing sec-
tor. Working in the same area, Ahsan (2013) looked at the complementarity between
trade liberalization and judicial efficiency. He found that enterprises situated in states
with better judicial efficiency gain more from trade liberalization than the enterprises
located in states with weaker judiciary. Our paper is also related to Amirapu (2015)
who builds on Nunn (2007) to see how judicial efficiency in India affects industries
differentially depending on different contract intensity of the industry. He found that
faster courts have a strong effect on more contract-intensive industries.

In this paper, we use a novel data set on district-level caseloads and combine that
with firm-level data of micro, small, and medium enterprises from West Bengal to
study how court efficiency affects business performance. We find that firms are more
likely to register their business sooner than later when courts are more efficient.
We also extend our analysis to see if improvements in courts differentially affect
marginalized groups such as Scheduled Castes and Tribes (SC/ST). An important
section of the literature examines how institutions such as market or state mitigate
inter-caste inequality (Chin and Prakash 2011; Hnatkovska et al. 2012, 2013). Our
paper also contributes in this area by examining how another state run institution,
viz. court, affects this mechanism helping SC/ST entrepreneurs.

In both our baseline and extended analysis, we account for several firm-level
characteristics in our empirical specification. However, given the cross-sectional
nature of the data, we cannot rule out the possibility that the observed relationship is
driven by district-level characteristics that correlate bothwith court efficiency and the
decision of firms to register sooner. In the case of the baseline findings for instance,
it is a possibility that districts that have better governance enable quicker registration
and also have better functioning courts. However, these correlates are unlikely to
explain the more beneficial effects of court quality on marginalized groups. In the
latter case, the potential endogeneity could be driven by the possibility that the
strength of institutions is themselves determined by the caste compositions. Thus,
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areas with higher fraction of marginalized sections might have developed weaker
institutions. In light of these possibilities, caution should be exercised in interpreting
our results causally.

We propose a simple theoretical structure explaining why formal courts may help
entrepreneurs from underprivileged social groups. In our structure, business owners
buy inputs from sellers who can potentially cheat the entrepreneurs by supplying
bad quality inputs. In the absence of an effective formal court, the only way an en-
trepreneur can punish an input supplier is by community sanction—if an input seller
cheats an entrepreneur from community A, no one from community A does business
with him. Note that the effectiveness of such punishment to a dishonest input sup-
plier is limited by the size of the entrepreneur’s community. Historically, Scheduled
Castes and Tribes (SC/ST) are not the traditional entrepreneurial social groups in
India. This feature is also reflected in our sample that we used for regression. The
proportion of SC/ST entrepreneurs is 13%. Hence, given this historical regularity,
our theoretical structure predicts that an SC/ST entrepreneur cannot effectively dis-
cipline a potential cheater using his network input suppliers. Hence, the development
of formal courts helps the groups which are socially marginalized.

The paper is structured as follows. In Sect. 2, we discuss the model which draws
on Greif (1993); in Sect. 3, we detail the court data that we have collected from
different courts; in Sect. 4, we present the regression results that we have obtained by
combining our court data with enterprise data from Ministry of Small and Medium
ScaleEnterprises (MSME)wherewe test the effect of court quality on entrepreneurial
potential of the marginalized groups and various other organizational structures of
the firms. In the last section, we conclude.

2 Model

Suppose there is a commodity Y that is produced by entrepreneurs using an input
X . The entrepreneurs can be divided into two social groups which could be caste,
religion, or gender. Let us call them high and low. The entrepreneurs hailing from the
high group are the traditional business class, and therefore, high entrepreneurs are in
higher proportion among the entrepreneurs than their low community counterpart.
The number of high and low entrepreneurs is MH and ML , respectively. The input
suppliers, however, are not classified into communities (or put differently, and their
identities are not important in any of the decision-making by the suppliers in our
model). Total number of suppliers is A and A < M . There is a one sided moral
hazard problem meaning that only the input supplier may cheat the entrepreneur by
supplying bad inputs. Each of the entrepreneurs is different in terms of their ability
and so is their outside options. The opportunity income of the j th entrepreneur is
given by π̄ j .

At the beginning of each period, an entrepreneur can choose a supplier from the
pool of unemployed suppliers and the supplier cannot supply input to more than
one producer. Now, an input supplier who has been employed can decide whether to
be honest or to cheat. If the supplier is honest, her payoff is Px and the producer’s
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payoff isπy − Px . Hence, gross gain from cooperation isπy . However, if the supplier
cheats, her payoff is λ and producer’s payoff is 0. The entrepreneur gets π̄ if he does
not hire an input supplier. A supplier’s reservation utility is ū > 0. At the end of each
period, allocations are realized and the entrepreneur decides whether to terminate the
supplier or keep him in job. However, the contract may be also terminated for some
exogenous reasonwhich is beyond the control of the entrepreneur or the supplier. The
probability that a contract can get terminated due to an exogenous reason is τ . It is
assumed that πy > π̄ j + ū for all j . This means cooperation is efficient—total social
return to doing business (πy) is more than no business where both entrepreneurs and
suppliers get their reservation incomes—π̄ j and ū, respectively. We also assume
πy > λ > ū. This condition means that cheating entails a loss to the society and
suppliers prefer cheating to receiving their reservation utility.

In the presence of one-sided moral hazard and the absence of any third-party
formal enforcement, the employer can use some variant of efficiency wage as an
instrument to solve a typical principal-agent problem. In this structure, the only
punishment that an employer can enforce is firing the dishonest agent where the cost
of the punishment for the agent is her foregone wage. Therefore, promising her a
higherwagewould increase the cost of punishment andmake cheating less likely. The
underlying mechanism of this devise is detailed in Shapiro and Stiglitz (1984). This
mechanism gets further effective if the the cheated principal belongs to a community
which imposes a social sanction against the cheater agent. Under this mechanism
if an agent (input supplier in our case) cheats a principal (entrepreneur in our case)
from a certain community, no other principal from that community ever employs the
agent again. Hence, the cost of cheating for the agent is not only the forgone wage
of his current employment but wages from all possible future employment as well.
This mechanism is detailed in Greif (1993) in the context of the agency relation of
a medieval trading group known as the Maghribi traders.

The equilibrium strategy is labeled as multilateral punishment strategy (MPS).
According to this strategy, an entrepreneur offers a supplier the input price of P∗

x ,
rehires the same supplier if he was honest (unless forced termination has occurred),
fires the supplier if he has cheated, and never hires a supplier who has cheated any
entrepreneur from his own community, and in the event of forced separation, he hires
a supplier with no cheating history. A supplier’s strategy would be to remain honest
if paid at least P∗

x and cheat if paid less than P∗
x . Before showing that this strategy

constitutes a sub-game perfect equilibrium (SGPE), we need to determine P∗
x . Let

us also assume that δ be the time discount factor of each supplier, δ ∈ (0, 1).
Present value of lifetime expected utility of an employed supplier, who has always

been honest, is denoted by vh

vh = Px + δ(1 − τ)vh + τvu
h (1)

This equation implies that if someone is honest in the present period, she gets Px .
Next period, she may lose her job with exogenous probability τ or keep her job with
probability (1 − τ). If she keeps her job, she gets the lifetime utility of an honest
supplier. If she loses her job, she from the next period onwards, she gets the lifetime
utility of an honest, unemployed supplier.
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If someone cheats, she gets a one-time payoff of λ but then gets fired. Hence,
from the next period gets the lifetime utility of a cheater supplier vu

c . Hence,

vc = λ + vu
c (2)

Note that the discount factor does not appear explicitly in Eqs. 1 and 2 because
they are included in the definitions of vu

h and vu
c . Present value of lifetime expected

utility of an unemployed supplier who has been honest and an unemployed supplier
with a cheating history is given by

vu
h = δqhvh + δ(1 − qh)(ū + vu

h ) (3)

vu
c = δqcvh + δ(1 − qc)(ū + vu

c ) (4)

where qh is the probability of hiring an honest supplier and qc is the probability
of hiring a cheater supplier. Equation (3) describes the lifetime utility of an honest
supplier who lost her job due to some accidental reason. In the next period, she can
be hired with probability qh , remain honest, and enjoy the lifetime expected utility of
an honest supplier. On the other hand, with probability (1 − qh) she may not be hired
in the next period. In this case, he gets reservation payoff in this period, and from
this period onwards, she enjoy the lifetime utility of a honest, unemployed supplier
(vu

h ). In Eq.4, we describe the lifetime utility of an unemployed, cheater agent who
lost her job after cheating. In the next period, she can be hired with probability qc,
remain honest and vh . On the other hand, with probability (1 − qc) she may not be
hired in the next period. In this case, he gets reservation payoff in that period, and
from this period onwards, she enjoy the lifetime utility of a cheater, unemployed
supplier (vu

h ).
Note that we theoretically do not preclude the possibility that someone who gets

fired for cheating can get a job in the future. However, in some special cases, the
probability of hiring a supplier with cheating history (qc) can be zero.

So a supplier will not cheat if

vh ≥ λ + vu
c (5)

This yields the condition

Px ≤ (T − δτQh)
[ λ

1 − δQc
+ δū

( Ec

(1 − δQc)
− τ Eh

)]
= P∗

x (6)

where
T = 1 − δ(1 − τ)

Qi = qi
[1−δ(1−qi )]

Ei = 1−qi
1−δ(1−qi )

, i = h, c.
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For the MPS to be SGPE, entrepreneurs must find it in their interest to hire
suppliers. On the equilibrium path, this condition can be stated as follows—the input
price is low enough so that the entrepreneur finds it optimal to hire a supplier

P∗
x ≤ πy − π̄ (7)

From Eq. (6), we get our first proposition:

Proposition 2.1 The honesty inducing price for the input supplier is rising in the
probability of hiring a cheater supplier.

From this point, we make departure from Greif (1993), where only one social
group was hiring from one pool of unemployed agents and sharing information about
cheating incidence within that group. We introduced two groups of entrepreneurs in
our model—H and L . Now, we see the implications of this formulation. Both the
groups are hiring from the same pool of unemployed suppliers but only sharing the
information about cheating incidence within their own groups. None of the group
members hire a supplier who had cheated her own group members in the past. But an
entrepreneur does not know if a supplier has cheated an entrepreneur from the other
group. Alternatively, we can justify the formulation by assuming that the existing
cultural norm makes the entrepreneurs from group i(i = H, L) to sanction suppli-
ers who cheated entrepreneurs from group i only and not suppliers who cheated
entrepreneurs from group j .

Suppose there are M number of entrepreneurs and by construction at the end of
each period τ fraction of suppliers lose their job even if they are honest. Among the
entrepreneurs, MH are from H group and ML from L group and MH + ML = M . A
is the total number of supplier in the economy, and out of them, τM is the number of
people who lost their jobs because of accidental reasons. Hence, (1 − τ)M are the
number of suppliers who are still in job and [A − (1 − τ)M] are the total number of
job seekers in any period. For a cheaterwho cheated an entrepreneur fromgroup i (we
call him i , cheater (i = H, L)), he can find a job next period onlywith an entrepreneur
from the j community ( j = H, L , i �= j). So, nowwe have three relevant parameters
qH
c (probability of getting a job for a H cheater), qL

c (probability of getting a job for
a L cheater), and qh (probability of getting a job for an honest supplier). Now, for H
cheaters, they can only be hired by L entrepreneurs in jobs which got accidentally
vacant. Hence,

qH
c = τML

[A − (1 − τ)M] (8)

qL
c = τMH

[A − (1 − τ)M] (9)

qh = τM

[A − (1 − τ)M] (10)
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Note that the relevant probabilities are the ratios of jobs available for a certain type (H
cheater, L cheater, or honest) and the total number of job seekers. This formulation
embeds the assumption that if a supplier cheats an entrepreneur from groupH, then in
the next period he can only be hired by an entrepreneur from group L (and vice versa).
Hence, for aH cheater, the only people who can employ him are the L entrepreneurs
who lost their existing suppliers for accidental reasons. The number of such vacancies
is τML . For a similar reason, the number of vacancies for an L cheater is τMH . An
unemployed, honest supplier, however, can be hired by entrepreneur from any group.
Given that MH > ML , qH

c < qL
c . This implies that the honestly inducing price to be

paid by an H entrepreneur is less than that to be paid by an L entrepreneur, i.e.,
PH
x < PL

x . But why do two prices exist in the market for inputs? In other words,
why would anyone supply to the higher caste if they pay lower price? We close this
gap by assuming that the number of entrepreneurs in the low caste groups is too
small to employ all suppliers in the market. Now, the condition for entering business
for the j th individual from the i th group is

πy − Pi
x > π j (11)

If the distribution of the opportunity income is the same for both groups and repre-
sented by the distribution function�, then the probability that aH group entrepreneur
will enter the business is �(πy − PH

x ) while that for the L group is �(πy − PL
x ).

Because PL
x > PH

x , it must be the case that �(πy − PH
x ) > �(πy − PL

x ). This im-
plies that with only the informal contract enforcement in place, people from the H
group (any group which are traditionally in business, e.g., upper caste ) are more
likely to enter the pool of entrepreneurs than their L group counterpart. From this,
we get the following proposition.

Proposition 2.2 Entrepreneurs from the minority group pay higher input price. This
restricts the further entry of entrepreneurs from that group.

Now, let us consider the introduction of formal institutions for contract enforce-
ment. With the introduction of formal institutions for contract enforcement if an
input supplier cheats the entrepreneur takes her to the court of law and the court finds
her guilty with a probability. If she does not cheat, she gets Px . If she cheats, with
probability μ (which can also be seen as the quality of formal institutions), she gets
caught and bears the punishment cost of κ . However, with probability (1 − μ) she
does not get caught and enjoys λ. She decides to be honest if

Px ≥ μ(−κ) + (1 − μ)(λ) (12)

This yields
Px ≥ λ − μ(κ + λ) = PF

x (13)

The entrepreneur will offer the minimum price which means that the equilibrium
input price under the formal contract enforcement is PF

x . We find that price is falling
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in the quality of institutional quality. Now if the institutional quality is too high
(PF

x < PH
x < PL

x ), all entrepreneurs will move to formal court in case of cheating
and identity of the entrepreneur will not be a binding constraint in entry decision.
If the institutional quality is too low (PF

x > PH
x > PL

x ) formal institutions will not
matter. However, it is possible to have an intermediate case where the following
condition holds:

PH
x < PF

x < PL
x (14)

Under this condition, L group entrepreneurs will sign formal contract to avail lower
input prices than otherwise available to them but not the H group entrepreneurs. In
this situation, any improvement in the formal institution will drive the price of input
down, and as long as it remains higher than PH

x , it will only benefit the L group
entrepreneurs—with the rise in formal institutions, the number and profitability of L
group entrepreneurs will increase.

3 Data

3.1 Data on Court Quality

One of the major contributions of the paper is to present district-level panel data for
around 16 districts inWest Bengal for the period 2000–2013 collected from Calcutta
high court.1 This is an important value addition as the existing official sources only
publish state-wise data for such a long period. As we will see later, that even within
West Bengal, there is a substantial variation in various court efficiency measures
and this district-level variation in court quality can be exploited to find its effect on
several outcome variables. The database has information on year-wise information
regarding the number of civil cases pending at the beginning and end of the year,
number of civil cases instituted during a year, and the number of civil cases disposed
during a year for several year and districts. However, we do not know the nature of
the cases. The data also provides information on the age breakup of pending cases,
such as cases pending for 0–1, 1–5, 5–10, and more than 10years. Table1 gives a
summary of these variables. Using this information, we construct various measures
of court inefficiency.

1Out of a total of 19 districts, we obtained information only on 16 districts. More specifically, the
data that we obtained from Kolkata High Court did not provide us information for three districts—
Dakshin Dinajpur, Murshidabad, and Nadia.
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Table 1 Summary: court statistics

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

Pending in start of the year 224 30,513 34,609 1736 149,808

Filed during year 224 7301 6839 627 31,505

Solved during year 224 7035 6924 474 44,444

Pending in end of the year 224 30,779 34,936 1782 149,808

Pending for <year 224 6590 6221 613 26,119

Pending for 1–5 years 224 13,315 16,991 509 68,918

Pending for 5–10 years 224 7546 9044 215 40,498

Pending for >10years 224 3323 4153 12.83 22,954

3.2 Measures of Court Quality

1. Duration Index Our main measure of court quality is the duration index that has
been used in Chemin (2009b). This indexmeasures the number of years that judiciary
would take to address the existing caseload (sum of pending cases at the beginning
and newly instituted cases). It is defined as the ratio of number of cases pending (plus
the number of cases filed within the year) to the number of cases solved during a
year. The measure is defined as λt

λt = pt + ft
dt

(15)

where pt is the number of cases pending at the beginning of the year t , ft is the
number of cases filed in year t , and dt is the number of cases disposed within year
t . We find considerable variation in terms of the duration index across districts. We
normalize the duration index using the following formula and depict it on Indian
map for the years 2000 and 2013 in Fig. 1:

λnorm
td = λtd − λMin

t

λMax
t − λMin

t
(16)

where λtd represents the duration index for district d and year t , λMin
t represents the

minimum value of λ across all districts in year t , and λMax
t represents the maximum

value of λ across all districts in year t .
2. Pendency clearance time Our second measure-pendency clearance time [used
in LCI (2014)] captures the time that will be taken to clear the existing backlog of
cases in a particular period, if no more cases are accepted in court and the cases are
disposed at the same rate. The measure is defined as ρt
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ρt = pt
dt

Like duration, the second index is also an inefficiency index.
3. Backlog creation rate Our third indicator is backlog creation rate [also taken
from LCI (2014)] which is the ratio of cases filed to cases disposed in any given year.
It is given by γt where

γt = pt
dt

This is also an inefficiency index. A value greater (less) than 1 indicates more cases
are being instituted (solved) than are being solved (instituted). The summary statistics
of these three indices are presented in Table2. It takes on average five years to clear
the existing caseload consisting of the pending cases from earlier and the newly
instituted cases and around 4years to just clear the backlog of the pending cases.

Figure1 shows how the courts are performing across the districts in West Bengal
for two years, namely 2000 and 2013. Both themaps show that there is a considerable
variation in this efficiency measure across the districts. On an average, we observe
districts situated in the northern region to be consistently performing better than their
counterparts.

More specifically, we noted North and South 24 Parganas had highest court in-
efficiency throughout the period. Also, on average the proportion of districts with
inefficient courts have increased overtime. Tobe specific,Nadia, Purulia, Bardhaman,
and Malda have added to the list of worst-performing districts over the years.

In Fig. 2, we see how different districts are faring in terms of court efficiency. For
that, we plot district-wise difference of duration from the state average of duration
for each year. The positive points indicate better performance when compared to the
state while points below the zero scale indicate that the performance was below the
state average in that district and year. To elaborate, we see that on average, Cooch
Behar, Darjeeling, Jalpaiguri, PaschimMedinipur, and Uttar Dinajpur were perform-
ing better than the average for most of the years. Birbhum, Burdwan, Malda, and
Purba mostly depicted an average performance. Finally, Bankura, Hooghly, Howrah,
Kolkata, North and South 24 Parganas and Purulia were the least efficient districts
in terms of court performance.

Table 2 Summary: court inefficiency

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

Duration in the year of operations 224 5.021 1.605 1.772 12.32

Pendency clearance time 224 4.021 1.605 0.772 11.32

Backlog creation rate 224 1.073 0.211 0.385 2.158
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Fig. 1 Duration based inefficiency index for year 2000 and 2013
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Fig. 2 Relative position of districts with relation to the state average of duration index

3.3 Industry Performance Data

We use industry data from Fourth All India Census for Medium, Small scale and
Micro Enterprises (MSME data), for the year 2006–07 for our study. We have used
data for only 16 districts of West Bengal for which we received data on court perfor-
mance. The data set contains information on all those registered enterprises whose
year of establishment ranges from 2000 to 2007. The survey round of firms is 2007.
This implies that in 2007, we observe firms that came into operation in various pre-
ceding years including 2007. There are a total of 10,321 such firms in our sample.
The MSME database consists of information on a number of firm parameters like
year in which the firm starts production, year in which it gets registered, total number
of employees, gender, religion, and social group of the firm owner. On the basis of
this information, we construct three outcome variables reflecting various measures
of business efficiency, namely delay in registration, same year registration, and firm
size. We also look at the proportion of businesses operated by the disadvantaged
castes and females. We do not have data for year of registration of some firms, and
some firms have year of registration before they started production. Leaving out those
firms, we have 7867 firms for which we have delay in registration and same year
registration data.

From Table 3, we see that 38% of the enterprises which have started production in
the period 2000–2007 chose to get registered in the same year in which they started
production. Average number of employees in micro, small and medium enterprises
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Table 3 Summary of business efficiency measures

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

Delay in registration 7867 1.892 2.110 0 7

Same year registration 7867 0.380 0.485 0 1

Firm size 7867 7.117 15.16 1 648

SC or ST 7867 0.139 0.346 0 1

Female 7867 0.140 0.347 0 1

Table 4 Delay in registration

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

Bankura 335 1.065672 1.763362 0 7

Birbhum 274 2.007299 2.086048 0 7

Burdwan 569 1.463972 1.966941 0 7

Cooch Behar 218 1.330275 2.01174 0 7

Darjeeling 345 2.576812 2.256911 0 7

Hooghly 400 2.3425 2.310528 0 7

Howrah 587 0.979557 1.44037 0 6

Jalpaiguri 567 2.063492 2.257189 0 7

Kolkata 878 2.173121 2.080393 0 7

Malda 1218 2.117406 2.089653 0 7

North 24 Pargana 1043 1.864813 2.146715 0 7

Paschim Medinipur 305 1.239344 1.687344 0 7

Purba Medinipur 303 2.485149 2.195482 0 7

Purulia 168 1.577381 1.946891 0 7

South 24 Pargana 437 2.199085 2.077445 0 7

Uttar Dinajpur 220 2.240909 2.506823 0 7

Total 7867 1.891827 2.109841 0 7

in West Bengal is 7. Also, on an average an enterprise gets registered within 2years
of initial production. Around 14% of the enterprises are owned by SC/ST andwomen
entrepreneurs.

Next,we show that for each outcomevariable, there is a significant variation across
the districts. In Table4, we see that the average delay in registration for the 2000–
2007 period ranges from less than a year in Howrah to around 2.5years in Darjeeling.
The range is even wider for the same year registration variable in Table5. For 2000–
2007 period, in Purba Medinipur, on average around 24% of the firms got registered
in the same year in which it started its production while this proportion is as high as
around 61% in the district of Bankura. Mean total number of employees vary from
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Table 5 Same year registration

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

Bankura 335 0.61194 0.488037 0 1

Birbhum 274 0.335766 0.473122 0 1

Burdwan 569 0.448155 0.497742 0 1

Cooch Behar 218 0.536697 0.499799 0 1

Darjeeling 345 0.243478 0.429805 0 1

Hooghly 400 0.285 0.45198 0 1

Howrah 587 0.563884 0.496325 0 1

Jalpaiguri 567 0.372134 0.483801 0 1

Kolkata 878 0.284738 0.451547 0 1

Malda 1218 0.353038 0.478111 0 1

North 24 Pargana 1043 0.390221 0.488034 0 1

Paschim Medinipur 305 0.488525 0.50069 0 1

Purba Medinipur 303 0.240924 0.428352 0 1

Purulia 168 0.39881 0.491117 0 1

South 24 Pargana 437 0.254005 0.435799 0 1

Uttar Dinajpur 220 0.413636 0.493608 0 1

Total 7867 0.379687 0.48534 0 1

as little as 3 in Malda to as high as 17 in Birbhum as can be seen from Table6. In
Table7, we observe that Jalpaiguri has the highest incidence of SC/ST ownership
with 31% belonging to this group while Purulia with 2% ownership has the lowest
incidence of minority ownership.

We have used ownership gender, religion, and social category as our controls.
Whether a firm is managed by a male or a female is also controlled in the regression.
The summary statistics of various control variables are presented in Table8. As
we can see, only 14% of the enterprises are owned by a female and only 9% are
managed by a female. Thus, the industry is male dominated in terms of ownership
and management. In case of social category, around 13% of the owners belong to
Scheduled Caste and Scheduled Tribes, whereas only 5% belong to other backward
castes.When we see owner religion, the industry is dominated by Hindu owners with
more than 80% belonging to Hindu religion. It is followed by 15% Muslims, and
other religions are in minority.
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Table 6 Firm size

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

Bankura 335 8.549254 31.58872 1 500

Birbhum 274 17.5146 28.0715 1 248

Burdwan 569 9.414763 15.20159 1 250

Cooch Behar 218 7.307339 13.56201 1 150

Darjeeling 345 6.530435 34.94497 1 648

Hooghly 400 8.4625 14.20098 1 200

Howrah 587 6.310051 7.953531 1 89

Jalpaiguri 567 5.839506 6.990958 1 85

Kolkata 878 8.013667 13.0138 1 247

Malda 1218 2.655993 3.128954 1 60

North 24 Pargana 1043 7.244487 11.50226 1 200

Paschim Medinipur 305 5.118033 6.597386 1 58

Purba Medinipur 303 6.914191 9.194328 1 59

Purulia 168 7.577381 7.843909 1 56

South 24 Pargana 437 10.64073 14.39312 1 110

Uttar Dinajpur 220 6 9.09664 1 70

Total 7867 0.379687 0.48534 0 1

4 Empirical Model

We estimate the following specification to test the extent to which the efficiency of
formal legal institutions enhances the performance of small and medium enterprises.

θidt = α + β1Xdt + β2Zidt + β3Dd + uidt (17)

θidt is our dependent variable. As mentioned before, from the MSME data, we
have constructed four outcome variables namely delay in registration, same year
registration, total number of people employed, and probability of an owner being an
SC/ST. Delay in registration is constructed by taking the time gap between the year
in which the enterprise starts production and the year in which it gets registered. In
other words, it is measured by the number of months it takes a firm to register from
the year it started production. Same year registration is a binary variable which takes
the value of 1 if a firm gets registered in the same year as it starts production and 0 if a
firm gets registered after it has started production. Total number of people employed
in the enterprise as of 2007 is used as a proxy for enterprise size.

Xdt denotes the court efficiency index. We construct various measures of court
efficiency on the basis of the information in our court quality database. For the
baseline index, we use the duration index which is constructed by taking the ratio of
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Table 7 Probability of SC or ST ownership

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

Bankura 335 0.095522 0.294375 0 1

Birbhum 274 0.083942 0.277808 0 1

Burdwan 569 0.070299 0.255875 0 1

Cooch Behar 218 0.192661 0.395296 0 1

Darjeeling 345 0.234783 0.424479 0 1

Hooghly 400 0.075 0.263721 0 1

Howrah 587 0.044293 0.205921 0 1

Jalpaiguri 567 0.313933 0.464499 0 1

Kolkata 878 0.063781 0.244502 0 1

Malda 1218 0.273399 0.445887 0 1

North 24 Pargana 1043 0.100671 0.301037 0 1

Paschim Medinipur 305 0.04918 0.2166 0 1

Purba Medinipur 303 0.042904 0.202977 0 1

Purulia 168 0.029762 0.170438 0 1

South 24 Pargana 437 0.16476 0.371389 0 1

Uttar Dinajpur 220 0.177273 0.38277 0 1

Total 7867 0.138554 0.345502 0 1

Table 8 Ethnic identity of entrepreneurs

Variables (1) (2) (3) (4) (5)

N Mean sd Min Max

SC 7867 0.125 0.331 0 1

ST 7867 0.0133 0.115 0 1

OBC 7867 0.0564 0.231 0 1

Hindu 7867 0.808 0.394 0 1

Muslim 7867 0.155 0.362 0 1

Sikh 7867 0.00140 0.0374 0 1

Jain 7867 0.00178 0.0422 0 1

Christian 7867 0.00483 0.0693 0 1

number of cases that court has at disposal in a certain year including both pending and
newly instituted cases, and number of cases disposed of during the year. This indicates
the speed at which a court disposes of available cases. To check for the consistency
of our results, we also use two alternative measures of court inefficiency; namely,
pendency clearance time and backlog creation rate Zidt are the controls as discussed
in the data section. The MSME data allows us to control for the caste, gender, and
religion of the owner.
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Wealso investigatewhether an efficient judiciary facilitates the entrepreneurs from
disadvantaged sections of the society in running their businesses. This is an important
question to analyze as traditionally people from these backward castes could not rely
on informal network for various business deals as it is primarily dominated by the
individuals from upper caste. Hence, an improvement in formal judiciary is expected
to lead to a higher proportion of SC/ST ownership of businesses. Hence, we estimate
the following specification.

Yidt = α + β1Xdt + β2Zidt + β3Dd + uidt (18)

Yidt denotes the probability of the enterprise being owned by an individual from the
disadvantaged classes namely SC/ST category. It is a binary variable which takes the
value 1 when the owner belongs to SC/ST category and 0 otherwise.

5 Results

5.1 Baseline

We first look at the relation between legal efficiency and the extent of delay in
registering a start-up. Table9 reports the results from an OLS regression of number
of years of delay in registration on our first court efficiency index. Note that this
analysis is relevant only for the registered firms. The positive coefficient in column
1 suggests that it takes a longer for a firm to get registered in a district where courts
are more inefficient.

In column 2, we control for the caste of the entrepreneur. It is possible that dis-
tricts that have more efficient judiciary encourage higher participation of socially
disadvantaged groups in entrepreneurship. However, it has to be noted that registra-
tion might be a costly procedure both in terms of information acquisition and pure
monetary costs. Hence, socially disadvantaged entrepreneurs might take more time
to afford the high costs as well as to gather the right information. However, if socially
disadvantaged groups have less access to information than the other entrepreneurs,
then they might take a longer time to get their firms registered. Controlling for social
background increases the magnitude of the effect of a weaker judiciary on the extent
of delay in registration.

For a similar argument, we control for the religion of the owner in column 3. How-
ever, the inclusion of the religion indicator does not affect the correlation between
legal inefficiency and business inefficiency beyond the ones captured by caste.

In column 4, we control for the gender of the owner. Since labor force partici-
pation of men in general is much higher than that of women in India, it is possible
that gender of firm owner affects the efficiency of the firm it-self which is captured
in registration delay. On the other hand, gender of the owner might also be linked
with the efficiency of judiciary in a district. For instance, formal institutions, courts
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Table 9 Baseline regression

Dependent variable: delay

Variables (1) (2) (3) (4) (5)

None +Caste +Religion +Owner
gender

+Manager
gender

Duration in
the year of
operations

0.07146*** 0.08450*** 0.08648*** 0.08584*** 0.08933***

(0.01578) (0.01580) (0.01580) (0.01580) (0.01579)

Owner characteristics

SC 0.5901*** 0.5614*** 0.5654*** 0.5562***

(0.07205) (0.07267) (0.07268) (0.07259)

ST 0.7945*** 0.8233*** 0.8066*** 0.7641***

(0.2066) (0.2068) (0.2069) (0.2067)

OBC 0.1088 0.08274 0.08892 0.08486

(0.1032) (0.1035) (0.1035) (0.1034)

Hindu 0.1803*** 0.1751*** 0.1837***

(0.06083) (0.06086) (0.06079)

Male −0.1490** 0.1522*

(0.06816) (0.09148)

Male manager −0.5494***

(0.1115)

Constant 1.5219*** 1.3637*** 1.2126*** 1.3475*** 1.5660***

(0.08506) (0.08709) (0.1009) (0.1182) (0.1261)

Observations 7867 7867 7867 7867 7867

R-squared 0.003 0.013 0.014 0.014 0.017

District FE NO NO NO NO NO

Time FE NO NO NO NO NO

Robust standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1

in this case, might facilitate business operations more for women entrepreneurs, who
are less likely to get the benefits from informal networks dominated by men. For a
similar reason, we control for the gender of the manager of a firm in column 5. We
find that the magnitude of the effect increases further with a control for the gender
of the manager and owner.
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5.2 Various Business Efficiency Measures

Overall, the results in Table9 suggest that a more efficient judiciary helps businesses
to operate in the formal sector, possibly by reducing the cost of formalization. To test
this further, in Table10 we include a few more measures of business efficiency. For
comparison, column 1 of Table10 reports the results on delay in registration from
the full specification. Column 2 looks at the probability of getting registered in the
same year as the start of production. The negative coefficient suggests that a more
efficient court system helps businesses to register immediately and operate in the
formal sector.

In addition to the threshold of registration, an important decision for an enterprise
is the scale of operation. Since larger organizations are more likely to face contract
enforcement problems, a more efficient legal system is likely to help in the expansion
of business. Note, however, that the dependence of a firm on the formal judiciary for

Table 10 Alternative business efficiency measures

Variables (1) (2) (3)

Delay in registration Same year registration Firm size

Duration in the year of
operations

0.08933*** −0.02070*** 0.01499

(0.01579) (0.003639) (0.1141)

Owner characteristics

SC 0.5562*** −0.07455*** −3.5480***

(0.07259) (0.01673) (0.5244)

ST 0.7641*** −0.1414*** −2.7628*

(0.2067) (0.04764) (1.4934)

OBC 0.08486 0.02316 −1.8080**

(0.1034) (0.02382) (0.7467)

Hindu 0.1837*** −0.05953*** −0.3058

(0.06079) (0.01401) (0.4391)

Male 0.1522* 0.008293 −0.1343

(0.09148) (0.02108) (0.6608)

Male manager −0.5494*** 0.09866*** 0.1186

(0.1115) (0.02570) (0.8055)

Constant 1.5660*** 0.4478*** 7.8772***

(0.1261) (0.02907) (0.9111)

Observations 7867 7867 7867

R-squared 0.017 0.014 0.007

District FE NO NO NO

Time FE NO NO NO

Robust standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
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contract enforcement of any sort is only true for firms registered under the companies’
act. To test this hypothesis, column 3 reports the link between court efficiency and
the number of employees in registered firms. As expected, we find that firms employ
less when the judiciary is less efficient.

5.3 Robustness

In the analysis so far, we used the inefficiency index duration which we have already
explained in the previous section. Now for robustness check, we use all other mea-
sures that we have described there. They all come from Chemin (2009b) and Chemin
(2010). We test the sensitivity of our results in Tables11 and 12 to these alternative
measures of efficiency. Tables11 and 12 report the results from using our second
and third index, respectively. While the second index also reflects inefficiency of the

Table 11 Robustness check: pendency clearance time

Variables (1) (2) (3)

Delay in registration Same year registration Firm size

Pendency clearance
time

0.08933*** −0.02070*** 0.01499

(0.01579) (0.003639) (0.1141)

Owner characteristics

SC 0.5562*** −0.07455*** −3.5480***

(0.07259) (0.01673) (0.5244)

ST 0.7641*** −0.1414*** −2.7628*

(0.2067) (0.04764) (1.4934)

OBC 0.08486 0.02316 −1.8080**

(0.1034) (0.02382) (0.7467)

Hindu 0.1837*** −0.05953*** −0.3058

(0.06079) (0.01401) (0.4391)

Male 0.1522* 0.008293 −0.1343

(0.09148) (0.02108) (0.6608)

Male manager −0.5494*** 0.09866*** 0.1186

(0.1115) (0.02570) (0.8055)

Constant 1.6553*** 0.4271*** 7.8922***

(0.1162) (0.02678) (0.8395)

Observations 7867 7867 7867

R-squared 0.017 0.014 0.007

District FE NO NO NO

Time FE NO NO NO

Standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
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Table 12 Robustness check: backlog creation rate

Variables (1) (2) (3)

Delay in registration Same year registration Firm size

Backlog creation rate 0.5903*** −0.08996*** −2.8731***

(0.1013) (0.02336) (0.7308)

Owner characteristics

SC 0.5080*** −0.06490*** −3.4601***

(0.07248) (0.01672) (0.5231)

ST 0.7003*** −0.1266*** −2.7723*

(0.2064) (0.04763) (1.4897)

OBC 0.08061 0.02662 −1.9653***

(0.1033) (0.02384) (0.7456)

Hindu 0.1925*** −0.05966*** −0.4248

(0.06087) (0.01404) (0.4393)

Male 0.1612* 0.008705 −0.2920

(0.09154) (0.02112) (0.6607)

Male manager −0.5591*** 0.09789*** 0.3082

(0.1116) (0.02574) (0.8053)

Constant 1.3777*** 0.4389*** 11.184***

(0.1476) (0.03406) (1.0655)

Observations 7867 7867 7867

R-squared 0.017 0.012 0.009

District FE NO NO NO

Time FE NO NO NO

Standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1

judiciary, the third index captures efficiency. Overall, the results are robust to the
use of these alternative court indices. Delays in firm registrations are lower, and the
proportion of firms registering in the same year when it starts production is higher
in districts with higher court efficiency. Moreover, the firm size is higher in districts
with higher court efficiency.

5.4 Business Ownership: Caste

5.4.1 Caste

Given the historical occupational bindings of the caste system in India, it is well
established that occupational mobility across different caste groups is typically very
low. This means the historical presence of marginalized social groups such as Sched-
uled Caste or Scheduled Tribe and women are very low in the business. In a setup
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Table 13 Probability of business ownership

Variables (1)

SC/ST

Duration in the year of operations −0.01749***

(0.002570)

Owner characteristics

Hindu 0.09215***

(0.009811)

Male 0.04220***

(0.01495)

Male manager −0.05831***

(0.01822)

Constant 0.1715***

(0.02044)

Observations 7867

R-squared 0.019

District FE NO

Time FE NO

Standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1

like this, such business minority groups will find it difficult to enforce contracts using
reputation mechanism. The rationale behind such argument is already discussed in
the section on theoretical structure.

Therefore, formal judicial system has a critical role to play in the business success
of the businessminorities such as SC/ST andwomen. For the logicwe detailed above,
formal judiciary is more important for SC/ST entrepreneurs than their general caste
counterpart. The anecdotes regarding experiences of successful Dalit entrepreneurs
like Devanand Londhe and Ratibhai Makwana hint at such favorable role of for-
malization. Their transition from “job-seekers” to “job-givers” would not have been
possible without improvements in court quality. Hence, we argue that a formal ju-
dicial system is likely to be more helpful for disadvantaged sections of the society
who traditionally do not have a very strong informal network to bank on. Table13
reports the results from the OLS regression of the proportion of SC/ST ownership
on duration index measuring court inefficiency. Specifically, we test that in the pres-
ence of efficient judiciary whether registered entrepreneurs are more likely to be
from the Scheduled Caste or Scheduled Tribe compared to the General or OBC cate-
gory. The negative coefficient indicates that more efficient courts encourage a higher
participation of disadvantaged groups in operating an enterprise.
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6 Conclusion

Enforcing contract is critical for business proliferation. However, in less-developed
countries with inefficient courts, the informal networks are ubiquitous for enforcing
contracts. The prohibitively high litigation costs in India make moving to court for
resolving disputes the last option for an entrepreneur. But theoretically, people choose
not to move to court under two types of circumstances when courts are very good and
nobody breaches a contract, and when the courts are so bad that going to court cannot
provide a remedy. Therefore, the direct effects of these two different qualities of the
court systemare the sameon the number of litigation (low inboth cases).However, the
shadow effects of differing court quality will be different for the number of contracts.
There will be more contracts signed under a good court regime than a bad court one.
In this paper, we try to estimate this shadow effect by exploiting the district-level
court quality variationwithin the state ofWestBengal.Wefind that the shadow indeed
works districts with better court efficiency have bigger firm sizes than the districts
with inefficient courts. Moreover, firm registrations are larger in districts with higher
court efficiency. More importantly, we find that socially disadvantaged groups such
as Scheduled Caste/Tribes benefit more than their upper caste counterpart. We find
the districts with better court have more business run by SC/ST than the districts
with inefficient courts. To summarize, we find significant impact of formal court
system on entrepreneurship. Our findings suggest that improving formal court helps
entrepreneurs in general, but the effect is stronger for socially disadvantaged groups
such as Scheduled Castes and Tribes.
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Does Social Connectivity Influence Tap
Water Access? Evidence from India
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Abstract Contemporary assessment of water availability in India predicts that by
2020 close to 600 million Indians would be under water distress. The threat is more
potent for the rural households as more than 80% of them are yet to have tap water
within their premise. Public authorities have scaled up the rural water supply schemes
and have set the target of universalizing indoor tap water in rural areas by 2024. In
this background, using a panel of rural household water use data from 2005 and
2012 rounds of India Human Development Survey (IHDS), this paper attempts to
empirically investigate whether the extent of social network influences the house-
holds’ access to the public water supply via tap water connection. Our paper shows
that even in water-scarce areas the planners might fail to tap the potential demand
for tap water if community ties are weak and households are not well integrated into
social network. We find that if access to public water schemes is contingent on the
intensity of social ties, it might exclude asset poor and socially disadvantaged groups
from its ambit. Our result, thus, suggests that strengthening networks including poor
households and scaling up of information and communication activities might be
effective strategies to ensure increased access to piped water.
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1 Introduction

Recent assessment of water availability in India finds that close to 80% of the rural
populace are yet to have access to indoor piped water. Rather there is an increasing
reliance on groundwater and that is also getting depleted at an alarming rate.1 In
addition, poor maintenance of surface water sources and inadequate storage facilities
of rainwater has further worsened the scarcity of potable drinking water. Public
agencies likeNitiAyoghave recently issuedwarning that over 100millionhouseholds
would be denied access to potable water by 2020. Early signals of such catastrophe
becamevisiblewhen states likeTamilnadu, in Southern India, found the local aquifers
dry in themonth of June 2019, and the government had to resort to emergency transfer
of drinking water to the citizens from the neighbouring areas. The government has
responded to this crisis by forming a new ministry called Jal Shakti and have further
announced a scheme called Jal Jeevan Mission that would ensure universal access
to indoor tap water by 2024 to all the rural households. In an effort to scale up the
water supply initiatives, the government has allocated INR 10,000 crore to National
Rural DrinkingWater Programme (NRDWP) in the union budget of 2019–20, which
is almost double the previous year’s allocation.2 The NRDWP was launched in 2009
by subsuming the earlier schemes of drinking water supply.3 Two major features
distinguishNRDWP from its predecessors: first, the unit of coverage has shifted from
habitation to household underNRDWPand secondly, by design, it is a demand-driven
scheme and requires coordinated action among various tiers of local institutions. As
per guidelines of the NRDWP, water-scarce habitations are listed by the Ground
Water Survey and Development Authority (GSDA) and this is passed on to the
district collector. The habitations themselves can also register their demand through
the Gram Sabha in the Gram Panchayat (Prasad et al. 2014). In short, the revised
emphasis of NRDWP is more towards decentralized delivery of water by greater
involvement of the community in planning, operation and management of in-village
water schemes through formation of institutions like Village Water and Sanitation
Committee (VWSC) (MDWS 2013). In this backdrop, our paper provides evidence
that even in water-scarce areas the planners might fail to tap the potential demand
for tap water if community ties are weak and households are not well integrated into
social network. In other words, the availability of public water schemes would not
automatically translate into access to indoor tap water.

1Globally, India is the highest extractor of groundwater and uses 250 cubic kilolitres of water per
annum and has around 33 million bore wells. This amounts to almost one-fourth of the total global
use of groundwater.
2https://economictimes.indiatimes.com/news/economy/policy/piped-water-to-rural-households-
by-2024-finance-minister-nirmala-sitharaman/articleshow/70092345.cms.
3The initiative to provide water in rural areas was first spelt out by the Bhor Committee in 1949
and only a year later the constitution of India specified water as a state subject. Over time, National
RuralDrinkingWaterMission (NRDM)was launched in 1986 to accelerate the provision of drinking
water in rural areas the first National Water Policy was drafted in 1987. NRDM was subsequently
renamed as Rajiv Gandhi National Drinking Water Mission (RGNDWM) in 1991.

https://economictimes.indiatimes.com/news/economy/policy/piped-water-to-rural-households-by-2024-finance-minister-nirmala-sitharaman/articleshow/70092345.cms
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In fact, the records for NRDWP in terms of indoor tap water connection are
far from satisfactory. For instance, the Comptroller and Auditor General (CAG) of
India reviewed the performance of NRDWP during the period 2012–2017 and found
that against the targeted connection of 35% of rural households only 17% were
provided tap water connection within the stipulated time frame. During this period,
the coverage of the rural habitations increased by only 5.5% at 55 litres per capita
per day (lpcpd) when the target was to serve 50% of the rural population at this rate.
Such underprovision occured despite the fact that 90% of the money allocated for
the program has been spent during the period.4 India is one of those countries where
under-five mortality from diarrheal disease is high. The paucity of potable water,
resulting from such underperformance of the public water schemes, one thus poses
a potential threat to the public health, especially for the rural households.5 There are
other associated costs if, in the absence of piped water, households have to meet their
water requirements from distant source. Allocating higher time or resource to fetch
quality water from a distant source would involve tightening of time-income budget
constraint for the household and can lead to offsetting changes that may outweigh
health benefits from improved source. Studies have shown that the burden of water
collection falls disproportionately on the women and children, and this distorts their
time allocation for the labour market and school going, respectively (Blackden and
Wodon 2006; Ilah 2000). In India, 63% of the rural households are still to have any
water source within their premise and one-fifth of the rural households have to travel
more than half a kilometre to fetch water. Further, one-fourth of the rural households
spend at least an hour to reach and collect water from the chosen source (Tewari
& Bapat 2019).6 Evidently, understanding the barriers to piped water connection is
a much-needed policy input for the effective implementation of programmes like
NRWDP.

Extant investigations often ascribe supply-side issues of the inadequate access
to improved water sources via piped water connection. This involves leakages in
pipelines and poor quantity of water supplied, especially in the summer season, as
well as poor maintenance. Interestingly, a study covering 600 rural water schemes
in 10 states also find that in addition to inadequate water supply, there are wide-
ranging disparities in allocation of water supply schemes (World Bank 2008). In
states like Tamilnadu, Uttar Pradesh and Karnataka, there were over-provisioning of
water sources and on an average ten households are using the stand posts in these
states as against the norm of 50 households per water source. Such overprovision
reduces the opportunity cost of water collection, but at the same time escalates the per
capita expenditure andmight dominate the economic impact of time savings from the
former. Using tap water access data from census 2001 Balasubramaniam et al. (2014)
shows that over-provision of water schemes might be chosen by the government in
response to the religious fragmentation and the potential strife and conflict in those

4Out of the total allocation of INR 89,956 crores the total expenditure was INR 81168 crores.
5Diarrhoea is the third leading cause of death in India and is responsible for 13% of all under-five
mortality per annum (Lakshminaryanan and Jayalakshmy 2015).
6https://scroll.in/article/810363/the-great-indian-water-walkathon.

https://scroll.in/article/810363/the-great-indian-water-walkathon


200 P. Sarkhel and S. Paul

areas. In such a case, the government might transfer the disproportionate amount of
public amenities to offset welfare loss from social unrest. Our study contributes to the
growing interest in water supply in rural India by providing evidence that controlling
for religious and caste identities households’ informal contact in government network
significantly influences the likelihood of tap water connection.We use a panel of over
20,000 rural households from two rounds of nationally representative India Human
Development Survey (IHDS) to estimate the determinants of tap water connection.
In addition to social connectivity, our study also finds that the degree of exposure
to media might be a significant predictor of piped water connection. Our result
thus supports the government initiatives to promote information communication and
education (IEC) through mass media and print media allocating 60% of the funds to
village-level IEC activities. Besides addressing the issue of water supply in particular
our research is also a part of the broad literature that examines the interlinkage
between politics and public good allocation in rural India. Studies in the Indian
context have found that public goods might be subjected to elite capture (Bardhan
and Mookherjee 2000) and the supply of public goods can be severely constrained
by patronage and clientelism (Anderson et al. 2015). Our results suggest that weak
social contacts can be a significant factor in explaining poor level of access to potable
water among economically backward and socially disadvantageous class.

The rest of the paper is organized in the following schema: Sect. 2 discusses the
pattern of piped water connection in India and locates the issue in the existing litera-
ture on access to drinking water. The data and the estimation strategy are discussed in
Sect. 3.We discuss the results in Sect. 4 and finally offer our concluding observations
in Sect. 5.

2 Access to Piped Water

2.1 Tap Water Coverage in India

Access to piped water in rural India has lagged behind urban agglomerates in the last
decades. The distribution of tap water connection across rural and urban India shows
that more than 50% of the household in urban areas could access water within their
premise while the corresponding figure in rural areas is 14%. In fact over the census
period 2001 and 2011, there has been a marked increase in tap water connection
in urban areas but improvements in rural areas were scant. In both rural and urban
areas, tap water has increased both within premise and near premises but the rate
of increase is much higher for urban areas (Fig. 4). However, there are considerable
within state variation in tap water connection as well.

Figure 5 in Appendix indicates that tap water coverage for any of the state did not
exceed 20% across both the census. The scenario is even worse for the percentage
share of the in-house tap water connection, starting from 0.05 for Manipur to 17%
for Maharashtra, respectively.
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2.2 Determinants of Tap Water Use

In areas like rural India where there are a large number of households that are still
to be connected with the public water network, an important issue is their decision
regarding the choice of water source. In particular, whether or not the household
decides to use public water sources is an important datum for the policy makers
(Nauges and Whittington 2009). Past research indicates that educational status and
income of the households have played an important role (Mu et al. 1990;Madanat and
Humplick 1993; Larson et al. 2006; Nauges and Strand 2007; Nauges and van den
Berg 2009) in having access to tap water. High education level raises the probability
of using tap water for everyday routine activities reflecting a higher consciousness
about the health and hygiene. Further, households with higher income tend to favour
piped water and motor pumps over hand pumps as they might have higher ability
to pay to afford the installation cost of the water systems (Madanat and Humplick
1993, Persson 2002).

However, one problem of using observational data on tap water connection might
arise from unobservable that determine the allocation of water supply networks. For
instance, as Jessoe (2013) notes that public taps and tube wells might be intentionally
placed in areas that are weak in infrastructure and health amenities. Another strand of
literature considers public good that is delivered by the political actor with discretion
(Besley et al. 2004). As water is mostly supplied and regulated by public authorities
in India, these concerns apply to tap connection as well. Betancourt and Gleason
(2000) find that districts with higher proportion of Muslims and disadvantaged class
received lower health and educational inputs in rural India. They also report that rural
areas of more urbanized districts receive comparatively higher number of medical
professionals probably due to the lower cost of provision. Similarly, Banerjee and
Somanathan (2007) also find that ethnic heterogeneity influenced provision of public
good in India; in particular, they found high-caste areas receive better educational
facilities and post offices compared to areas that are dominated by disadvantaged
population. These studies have examined the allocation of public goods but one
important area of concern are the constraints that might prevent households from
getting access to the public good even when it is available. Recent experiences with
rationing of wage employment programmes like Mahatma Gandhi National Rural
EmploymentGuarantee Scheme (MGNREGS) suggest that the extent of households’
social connectivity can significantly influence the share of public goods.7 In fact,
the social ties and group memberships might provide a community institution that
facilitates information sharing and could reduce transaction costs associated with
water connection. This might involve getting updated about government schemes
and minimizing queuing time at public offices.

Admitting the influenceof social ties in tapwater accesswould alsomean that there
could be a possibility that economically affluent and socially connected individuals

7Huge body of evidence exists for wage employment programmes like National Rural Employment
Guarantee Programme (NREGA) that having political connection enhances the chance of securing
jobs, especially in the aftermath of shock events (Sarkhel 2013; Dutta et.al. 2014).
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might self-select themselves in water supply network. As beneficiaries of the water
scheme must pay 10% of the total capital investment in NRDWP decision to connect
to piped water is made at the household level and is not automatically guaranteed if
the water supply scheme is allotted to the village (Vanaja 2018).8 Thus, it also needs
to be investigated if the access to public water supply is skewed against economically
poor and socially disadvantaged class who might also have a lower endowment of
social contact due to his poor asset base.

3 Data and Methods

3.1 Tap Water Use in IHDS

The information regarding the choice of water source for the households is
extracted from two waves of India Human Development Survey Data (IHDS). The
IHDS-I (2004–05) covered 33 states and territories within which it interviewed
41,554 households in 1503 villages and 971 urban neighbourhoods across India.
For the next round (2011–12), 42,152 households were surveyed within which two
thousand households are newly added. The re-contact rate for these two IHDS round
is 83% overall, whereas it is 90% for the rural zone and 72% for the urban areas. In
our analysis, we use the information of those households that are present in both the
rounds.

The IHDS data records the principal source of drinking water chosen by the
households in both the rounds. The survey recorded 11 principal sources that include
piped water, groundwater sources like tube well and hand pump as well as open
wells. Across the states, less than 50% of the households consider piped water as
their principal source of drinkingwater followed by hand pump and tubewell (Fig. 1).
For households fetching drinking water from outside sources, groundwater remained
the dominant source in the rural areas in both the rounds. On the contrary, urban
households mostly collected water from piped water indicating greater proliferation
of tap water in the urban community. As far as the inside premise water source is
concerned, groundwater is the dominant source in rural areas (Fig. 2). However, the
share of households using pipedwater indoors registeredmuch higher increase across
the two rounds in the rural areas compared to the urban areas. In 2005, 30% of the
sampled households had piped water within their premise when the corresponding
figure for urban areas was close to 70%. In 2011, 39% of rural households had tap
water connection while in urban areas the figure increased to 72% of the households.

In this study, our aim is to analyse indoor tap water connection as well as its
change over the years. In doing so, we concentrate only on the rural subsample of
the households. We first take all the rural households in each round and identify the
factors that determine tap water access. Second, we follow Coffey et al. (2017) and

8https://ageconsearch.umn.edu/record/275954/files/2393.pdf.

https://ageconsearch.umn.edu/record/275954/files/2393.pdf
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take only those rural households that did not have tap water connection in round
1 and analyse their switching probabilities in round 2 of the IHDS survey. For the
PROBIT estimation we have 28,227 and 27,308 rural households for round I and
II respectively. After accounting for the missing observations the final estimation
sample got reduced to 19,549 in round I and 22,434 in round II. In the switching
model, we consider 23,594 rural households that did not have pipedwater connection
in the round I. The final estimation sample for the switching households accounting
for the missing values of the explanatory variables came to 14,490 households.

3.2 Estimation Strategy

We thus estimate two sets of variables: first is a binary one that takes on a value of 1
if households own a tap water inside premise and 0 otherwise. We estimate tap water
connection separately for both the rounds of the IHDS. We expect that measures
of social connectivity and exposure to IEC programmes would positively influence
the tap water connection. The IHDS captures social integration of the households
in terms of memberships in nine types of organizations9 and network contacts with
educational, medical and government institutions. As argued earlier, water supply is
a public good in rural India so we take network contacts in government institutions
as the relevant measure of social connectivity. In other words, we chose to investigate
the extent to which informal network with government officials rather than formal
memberships in groups or organizations influence the chances of availing pipedwater
connection. Our choice is guided by the fact that membership in formal organizations
might be contingent on their availability in the neighbourhood, whereas informal
networks of the households are likely to be more widespread.10 In fact, network
contacts are assumed to interact more intensely with local contexts to influence
the nature of social relationships and consequent access to public goods. For IEC
impact, we consider households exposure to three mass media: radio, television and
newspaper. In addition, we take controls for household wealth and education.

To account forwater availability in the district, we include average depth of aquifer
(in metres) in each district obtained from central groundwater commission. Average
aquifer depth should denote the depth that must be reached to construct a tube well
(Jessoe 2013). We expect this to characterize the trade-off between the decisions to
opt for tap water vis-à-vis groundwater sources. If groundwater levels are lower, we
expect that the cost of extracting that would be higher and people would have more
incentive to switch towards piped water connection. We use groundwater-level data
fetched from the India WRIS portal11 for district level. WRIS provides information

9This includes trade unions, caste- and religious-based organizations, non-governmental organiza-
tions (NGOs) and local government.
10https://ihds.umd.edu/sites/ihds.umd.edu/files/publications/pdf-files/11HDinIndia.pdf Desai et.
al. (2010).
11http://www.india-wris.nrsc.gov.in/wrpinfo/index.php?title=Main_Page.

https://ihds.umd.edu/sites/ihds.umd.edu/files/publications/pdf-files/11HDinIndia.pdf
http://www.india-wris.nrsc.gov.in/wrpinfo/index.php%3ftitle%3dMain_Page
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for aquifer depth across districts for four seasons: Monsoon, Post-monsoon-Kharif,
Post-monsoon-Rabi and Pre-monsoon. We use the minimum aquifer depth out of
these four recorded levels as it is likely to indicate the minimum cost people must
incur to extract groundwater for domestic use or drinking purposes. The state-wise
variation of mean groundwater level reflects higher exhaustion of groundwater in
Uttarakhand (possibly due to huge depletion of groundwater for farming) andGujarat
and Rajasthan that are known to be water-scarce areas (See Fig. 6 in Appendix).
We use a logarithmic transformation of the groundwater variable in the regression
analysis.

We denote the household’s propensity to avail piped water at home by the latent
variable y∗

i t that is related to social network, groundwater levels and other household
characteristics as:

y∗
i t = βt Sit + θt G jt + γt Xit + uit (1)

We further define yit =
{
1 if y∗

i t > 0
0 if y∗

i t ≤ 0
where, yit is household’s observed access

to indoor piped water. Here, yit takes a value of unity if the ith household owns a
tap water at time t and 0 otherwise, t = 1, 2 denotes first and second round of IHDS,
Sit is the variable of social connectivity indicating contact with government network
that is binary and G jt represents the level of groundwater in the jth district where
the households resides. The vector of household characteristics like wealth, educa-
tion, caste and religion is given by Xit . We recognize that the PROBIT model would
only identify the factors that are associated with tap water use and may not iden-
tify the causal factors behind tap water connection. This is because we do not have
any information about the time when household got their tap water connection and
whether observed government network or contacts precedes household’s connection
or otherwise. As a consistency check for the estimates of Eq. (1), we take advan-
tage of the panel nature of the data and verify whether the hypothesized relationship
between social connection and media exposure does actually initiate the change in
tap water connection across the two rounds by considering only the subsample of
households that did not have tap water in the first round. We analyse the newly con-
nected household vis-à-vis those households in this subsample that remained without
indoor tap water in second round. Our aim is to estimate the switching probability
and investigate whether the characters that displayed significant relationships with
tap water connection is also significant in this equation. In particular, we are inter-
ested in observing whether changes in the level of social (�Sids) connectivity and
media exposure explain the changes in tap water connection (�yids) of overtime
controlling for wealth and groundwater levels. The equation of interest is

�yids = β�Sids + θ�Gds + γ�Xids + μF2005
ids + ε (2)

Here, � denotes the difference operator and F2005
ids denotes the baseline (2005)

values of the variables of interest, i.e. social connectivity, media exposure, aquifer
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depth as well as education and dwelling characteristics for the ith household in the
dth district and sth state.

However, government networks or contacts may not be exogenous and might
be simultaneously determined with tap water connection and indoor piped water
might also signal his social status.12 Higher economic statusmight enable households
to have more contacts, but at the same time better contacts in government could
increase job opportunities and enhance income earning potential. If this holds true,
then our variable of government network becomes a dummy endogenous variable.
In such cases, our PROBIT estimates in (1) would be potentially biased due to
possible overlap in unobserved characteristics that influences access to piped water
and government network. Thus, we have a system of PROBIT equations that allows
the error terms to be correlated and the binary dependent outcome variable in one
equation becomes the endogenous regressor in the other equation. This is known as
recursive bivariate probitmodel (RBP) and have foundwide application in explaining
labour market participation (Morris 2007), the impact of job training programme
on employment (Falk et al. 2006) and health issues like choice of private or public
hospitals for dialysis treatments (Gitto and Sobbrio 2006).We then specify themodel
for each round as

S∗
i t = αt Zit + πt G jt + δt Xit + vi t , Sit = 1 if S∗

i t > 0, Sit = 0, otherwise
y∗

i t = βt Sit + θt G jt + γt Xit + uit , yit = 1 if y∗
i t > 0, yit = 0, otherwise[

uit,vi t,
] ∼ 
2[(0, 0), (1, 1), ρ], ρ ∈ [−1, 1]

(3)

In the RBP model, two error terms uit and vi t are described by 
2—bivariate
standard normal distribution such that E(ui ) = E(vi ) = 0 and Var(ui ) = Var(vi ) =
1. This implies that Cov(ui , vi ) = Corr(ui , vi ) = ρ. Here, the variable Zit denotes
the exclusion restriction that is required for the identification of the parameters.13 In
our case, Zit denotes the extent to which community cooperation is practised in the
household’s immediate neighbourhood. We hypothesize that if the community has
relatively higher household cooperation, then that can encourage individual network
participation through more information sharing.14 We infer about the community
cohesiveness in IHDS by the response to the question:

12We tried to account for other factors like whether the household resides in his own apartment as
a correlate of indoor piped water. However, majority of the households in IHDS I and II resides
in their own house and have been staying in their locality for more than 50 years and so we are
unlikely to get any variations in this regard.
13The requirement for exclusion restriction for parameter identification is a well-debated issue in
the literature. Early works like Maddala (1983) argued in favour of exclusion restriction while
Wilde (2000) rules out the need for instruments if both the equations contain varying exogenous
regressors. However, recent works like Mourifie and Menago (2014) and Han and Vytlacil (2017)
provide evidence that exclusion restrictions via valid instruments might be necessary for parameter
identification in case of binary endogenous regressors. For a detailed survey about the identification
issues, see Li et al. (2019).
14In fact, existing evidences show that social network is associated with better information flow
among households (Bandiera and Rasul 2006; Oster and Thornton 2012). Studies have also demon-
strated that social networks can be an important source of social spill over via dispersing information
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In some villages or neighbourhood, when there is a community problem such as water supply
problem, people bond together to solve the problem. In other communities, people take care
of their own families individually. What is your community like? (Desai et al. 2005, 2012).

The response to this question is either bond together to solve the problem or act
individually. We hypothesize that households from communities that bond together
are more likely to find connections in the government rather than those that act
individually. We code community bonding as 1 and individual action as 0.15 Next,
we obtain the mean of this community cooperation at the district level and define
it as the variable for community cooperation. This is used as an instrument for the
government network equation.

We have chosen our instrument drawing support from the findings that social
network reduces search costs of jobs in the labour market by providing job referrals
(Beaman andMagruder 2012; Galeotti andMerlino 2009). From the point of view of
the public authority those with referrals also offer an advantage of screening and so
they could put their faith on them (Montogomery 1991). Inter-community ties might
also assist people to acquire skills and resources to participate in networks across their
community (Granovetter 2005). In common property resource literature collective
action has frequently seen to have emerged as a social norm and influence individual
behaviour (Dasgupta 2005). In case of India, studies have found that community
water management through VWSC works well in villages that are rich in social
capital (Stalker et al. 2001; Prokopy 2005). Thus, the test for exogeneity of the
community collective action variable would require testing the null hypothesis that
ρ is not significantly different from zero. The sign of ρ in the RBP model, however,
does not necessarily reflect the correlation between the endogenous variables. As
Filippini et al. (2018) shows that in the RBP setting, it is perfectly possible that ρ

and the coefficient of the endogenous variable in the reduced form equation have
opposite signs and that ρ is unlikely to reflect the correlation of the binary variables
under analysis.16

One important criterion for the exclusion restriction to be valid requires that it
must not be correlated with piped water access. We have already argued in earlier
sections that there are reasons to believe that variations in the access of piped water
are not at the village/community level but at the level of the household. Even if
schemes are made available at the community level, households are most likely
to self-select themselves for piped water connection as this requires payment of

and can encourage use of cleaner technologies like liquefied petroleum gas (LPG) in cooking (Srini-
vasan and Carattini 2016) and solar power (Bollinger and Gillingham 2012).
15We recognize that the community cooperation is defined at the level of the villages but IHDS
data provides geographic information that is identifiable only at the level of the districts. Hence, we
aggregate this data at the district level.
16Filippino et al. (2018) model the RBP as a special case of bivariate probit (BP) with correlation
parameter ζ . They show that if the data generating process is RBP with correlation parameter ρ and
is erroneously modelled as BP, then the relation between the two correlation parameters would be
given by ζ = δcov(.)+ρ

D where D includes covariance and variance terms for the error terms and the
endogenous variables and is positive. Also, δ indicates the coefficient of the endogenous variable.
The existence of recursive structure would be still justifiable even if ζ and δ have opposite signs.
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connection fee as well as maintenance expenditure.17 For instance, Prasad et al.
(2014) find that households in Raigad district, Maharashtra, often refuse to pay for
the pipedwater scheme for dissatisfactionwith the scheme, and often becausewomen
failed to persuade their male counterparts to incur the expenditure.

3.3 Variable Construction

Social Network Variable: In choosing the social network variable as mentioned ear-
lier, we primarily concentrated on government network given the nature of drinking
water supply as a public good in India. We expect that people that have access to
government network are more likely to have access to piped water as well. The IHDS
survey for both rounds asks the households “Among your acquaintances and rela-
tives, are there any who are in government service”, the reported answered is coded
as ‘1’ if household reported ‘yes’ and ‘zero’ for the remaining cases.

Media Exposure: The IHDS data set also has information regarding the radio,
television and newspaper exposure of the household members. Thus, for each type
of media, it assigns a score of 0 if the ith household member never uses it, 1 if it is
rarely used and 2 for regular use. To account for the cumulative effect of the three
types of media on the information set of the household, we propose the following
index of media exposure: for each type of media, we add up the score of the male
member, female member and the child in the household. The maximum score for
these three members would be 6 (six) if all three of them regularly use the media and
the minimum score would be 0 (zero). Thus, for each media, the index of exposure
would be (Actual Score − Minimum Score)/(Maximum Score − Minimum Score).
Finally, for all the three media, we attach equal weightage, i.e. one-third to each of
this index and add them to arrive at the aggregate index of exposure (MEDIA) such
that

∑
j=3

1

3

∑
mi

6

Wealth/Living Standard Indicators: To account for the ability to pay, we con-
sidered several measures of income and asset: we measure household’s economic
status by using per household consumption expenditure of the households (COPC)
for the last 30 days at the date of interview for each of the IHDS waves.18

We use logarithmic transformation of consumption expenditure data for both the

17For instance, Gadchiroli Panchayat in Maharashtra collects a nominal user fee per day for drink-
ingwater (https://www.thehindu.com/news/national/user-charge-on-water-in-rural-areas-favoured/
article3456712.ece).
18There exists a vast difference in value of consumption expenditure between the two IHDS waves.
This is because round I reported the consumption per households on amonthly basis, whereas round
II reports annual per capita consumption expenditure. We take the mean value for the IHDS wave-I
and multiply by 12 then divided it by the average IHDS-II deflator, 0.545.

https://www.thehindu.com/news/national/user-charge-on-water-in-rural-areas-favoured/article3456712.ece
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rounds.19 In the difference equation, we obtain the change in log consumption as(
eln(COPC2012) − eln(COPC2005)

)1/7
following Coffey et al. (2017). This gives the aver-

age, annualized household-level changes in consumption. Our intention is to inves-
tigate whether households that were richer in the baseline and have improved their
economic status have better access to piped water.

In addition, we include other controls for roof, wall and floor as an indicator for
wealth. Following Panda (2014), we categorized the roof as pukka if it has a cement
or concrete roof, asbestos, iron brick or stone, and “kutcha” if it is made of tile, slate,
plastic, grass, wood and mud and other materials. We similarly coded the wall made
of grass, mud, plastic and wood as zero and brick, metal, stone, cement or concrete
as one. For floor made up of mud, wood and bamboo are considered as zero and
brick, stone, cement and tiles are considered as unity. Thus, all three variables are
binary coded.

Caste/Religion and State: The IHDS data provides two types of information about
the caste and religion of the households. The caste group (ID13) considers five
broad caste categories—Brahmin, Other Backward Classes, Scheduled Caste and
Scheduled Tribe and Others. We also control for the religion of the households,
and eight categories of them are recorded in IHDS. We observe that more than 80%
among them belong toHindu religion. Consequently, we consider Hindu andMuslim
as separate categories and club rest of the religion into a single variable. Finally, to
account for the state-specific heterogeneity, we estimate all the models with state-
fixed effects.

3.4 Descriptive Statistics

We first analyze the state-wise variation in in-house piped water connection and the
association of government network with piped water access. When we consider the
proportion of households that switched from no-tap water connection in the first
round to tap water in the second round, we find that switching increases for those
with higher access to government network. The mean proportion of households
shifting to new connections with and without government contact is 0.21 and 0.11
and the difference is statistically significant at less than 1%. In addition, the effect
of having access to government network is relatively higher for households in rural
areas compared to their urban counterparts (Fig. 3).

We report the comparison of the descriptive statistics of the variables included in
our estimation sample in Table 1 across the two rounds of IHDS.

The descriptive statistics reveal that in round I 17%of the sampled households had
access to tap water and it is 20% in round II. Thus, a substantial portion of the sample
remains out of the public water supply networks. However, 32% of the households

19Exploring the histogram of monthly per capita consumption expenditure for both the rounds of
IHDS, we find that log transformation alters the scale of the variable such that it approximates
normal distribution more closely.
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Fig. 3 Rural–urban switch to piped water and government network

in round I have access to government network while the figure is 22% in round II.
In round II, mean education levels were higher for both males and females relative
to round I. However, more households in round II have improved roof and dwelling
characteristics though per-capita consumption expenditure remains almost identical
on average. In terms of caste and religion, majority of the rural households in the
estimation sample belongs to OBC followed by SC while 84% of the households in
the population are from Hindu religion.

4 Results

4.1 Estimation Results

We now present the estimation results of Eqs. (1)–(3). All the estimation presented
includes the state-fixed effects. We do not report the magnitude of the fixed effects
for brevity of the exposition.

The marginal effects of the PROBIT model for both the rounds are reported in
Tables 2 and 3. Here, Model I shows the bivariate relationship between government
network and tapwater connection without controlling for any covariates. InModel II,
we include groundwater levels and see whether accounting for district-level hydro-
logical characteristics affects the influence of government contact. Finally, we report
the estimates for our full specification inModel III including household-level wealth,
education and caste. We note that social connectivity and groundwater depth both
remain positively significant across both the rounds. We also find that the impact of
government network on piped water is dampened after we account for household
wealth and demographics though the influence of groundwater levels on piped water
use remains stable. In Models I and II, informal contact with government increases
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Table 1 Variable description

Variable IHDS wave-I IHDS wave-II

Mean (S.D.) Mean (S.D.)

Dependent variable

In-house pipe connection (% households) 0.17 (0.37) 0.20 (0.40)

Explanatory and control variables

Government network 0.32 (0.46) 0.22 (0.41)

Level of groundwater

Log of groundwater level (in m) 1.66 (0.71) 1.53 (0.72)

Awareness indicator

Media index 0.25
(0.23)

0.30
(0.22)

Highest education for Female (in years) 3.72
(4.49)

4.34
(4.75)

Highest education for Male (in years) 6.67
(4.84)

6.83
(4.89)

Wealth indicator

Log of consumption per capita per family (in Rupees) 6.37
(0.66)

6.67
(0.64)

Wall conditions of the house—Dummy “Pukka” 0.54
(0.48)

0.63
(0.48)

Roof conditions of the house—Dummy “Pukka” 0.32
(0.46)

0.45
(0.49)

Floor conditions of the house—Dummy “Pukka” 0.37
(0.48)

0.44
(0.49)

Caste

Brahmin/Forward 0.04
(0.20)

OBC 0.41
(0.49)

SC 0.23
(0.42)

ST 0.11
(0.31)

Others 0.21
(0.41)

Religion

Hindu 0.84
(0.37)

Muslim 0.09
(0.28)

Others 0.07
(0.25)

Note Figures in Parentheses indicates standard deviations
Source IHDS I and II
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Table 2 Marginal effects of the PROBIT model for IHDS I (2004–05)

Variables Model I Model II Model III

Government network 0.0570*** 0.0544*** 0.00922*

(0.00478) (0.00486) (0.00523)

Level of groundwater

Log of groundwater level (in m) 0.0362*** 0.0327***

(0.00368) (0.00439)

Awareness

Media index 0.0599***

(0.0117)

Highest education for Female (in years) 0.00267***

(0.000614)

Highest education for Male (in years) 0.00391***

(0.000591)

Wealth

Log of consumption per capita per family (in
Rupees)

0.0165***

(0.00408)

Wall conditions of the house—Dummy “Pukka” 0.0501***

(0.00570)

Roof conditions of the house—Dummy “Pukka” 0.0163***

(0.00581)

Floor conditions of the house—Dummy “Pukka” 0.0283***

(0.00582)

Caste

OBC −0.0286***

(0.0105)

SC −0.0562***

(0.00906)

ST −0.0694***

(0.00834)

Others −0.0359***

(0.00958)

Religion

Muslim −0.0312***

(0.00858)

Others −0.0107

(0.0105)

(continued)
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Table 2 (continued)

Variables Model I Model II Model III

State FE Yes Yes Yes

Wald chi2 3227.87*** 3050.68*** 2846.62****

Observations 27784 25903 19549

Note *p < 0.05; **p < 0.01; ***p < 0.001. Figures in parentheses indicate robust standard errors

the possibility of having tap connection by approximately more than 5% for both the
rounds. However, after accounting for household wealth and education, the influence
of social network on piped water, though statistically significant, is reduced in both
the rounds. The partial effect of social network in round I is reduced to 1%, and it
becomes 1.32% in round II. This indicates that economic status of the household
might significantly influence the possession of public water supply and the asset
poor households could be left out of the ambit of the scheme. Lastly, the wealth
and the education variables for both male and female have the usual positive signs.
This, however, indicates having in-premise tap water might be associated with home
improvements.

The PROBIT results presented above for each year, however, are unable to identify
the causal effects of the variables on tap water access. For instance, we cannot be
sure whether increases in any independent variable say pukka house access allows
the households to help to build a good infrastructure or is there an independent effect
of tap water access or housing conditions. This concern applies equally for all the
other variables of interest and more so as there is no information whether possession
of piped water precedes the reported independent variables like dwelling quality
and government connection. The difference regression in Eq. 2, reported in Table 4,
attempts to describe what factors are associated with the up-take of new tap water
connection. In addition to taking the differences, we also include the baselines values
of government network, aquifer depth and media exposure index as here the initial
values might leverage the chances of incremental gain in gaining access to tap water.
For male and female education we include only the baseline figures.

The result in Table 4 shows that government network has a strong impact on the
access to potable water in rural India, and the impact remains more or less stable
across multiple model specifications. The significance of the network variable in
the difference equation could imply that within the seven-year period between the
surveys thosewith higher endowments of government network have actively invested
in this social capital given the overall groundwater availability. Notice further that
the households having social network in the base period, i.e. round I are 3% more
likely to avail tap connection in the next round. Clearly, the influence of government
contact is higher in the difference model compared to the cross-sectional PROBIT
estimates in Tables 2 and 3. In addition, media exposure plays an important role in
initiating newpipedwater connection.We also find that groundwater scarcity induces
switching to pipedwater and that its effect remains statistically significant.Moreover,
improvement in housing conditions is also related to tap water connection. Though
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Table 3 Marginal effects of the PROBIT model for IHDS II (2011–12)

Variables Model I Model II Model III

Government network 0.0595*** 0.0507*** 0.0132**

(0.00603) (0.00606) (0.00574)

Level of groundwater

Log of groundwater level (in m) 0.0434*** 0.0376***

(0.00424) (0.00439)

Awareness

Media index 0.109***

(0.0129)

Highest education for female (in years) 0.00339***

(0.000567)

Highest education for male (in years) 0.00164***

(0.000566)

Wealth

Log of consumption per capita per family (in
Rupees)

0.0140***

(0.00411)

Wall conditions of the house—Dummy “Pukka” 0.0381***

(0.00575)

Roof conditions of the house—Dummy “Pukka” 0.0120**

(0.00554)

Floor conditions of the house—Dummy “Pukka” 0.0261***

(0.00546)

Caste

OBC −0.000806

(0.0126)

SC −0.00851

(0.0127)

ST −0.0514***

(0.0112)

Others −0.0451***

(0.0110)

Religion

Muslim −0.0200**

(0.00900)

Others 0.00226

(0.0102)

State-fixed effects Yes Yes Yes

Wald chi2 3955.77 3877.26 4076.58

Observations 27178 25566 22434

Note *p < 0.05; **p < 0.01; ***p < 0.001. Figures in parentheses indicate robust standard errors
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Table 4 Estimates of switching propensity to in-house tap connection, 2004–05 to 2011–12
(Marginal effects)

Variables Model I Model II Model III

Difference of government network 0.0251*** 0.0201*** 0.0157**

(0.00410) (0.00419) (0.00534)

Government network, 2004–05 0.0638*** 0.0508*** 0.0313***

(0.00699) (0.00688) (0.00800)

Level of groundwater

Differences of log of groundwater level (in m) over
two waves

0.176*** 0.201***

(0.0378) (0.0480)

Log of groundwater level (in m), 2004–05 0.0297*** 0.0365***

(0.00362) (0.00459)

Awareness Indicator

Difference of media index 0.0310***

(0.00524)

Media index, 2004–05 0.00677

(0.0135)

Highest education for Female (in years), 2004–05 0.00231***

(0.000613)

Highest education for Male (in years), 2004–05 0.00115**

(0.000563)

Wealth Indicator

Difference of log of consumption per capita per
family (in Rupees)

0.00652

(0.00565)

Log of consumption per capita per family (in
Rupees)

0.0213***

(0.00413)

Difference of wall conditions of the house—Dummy
“Pukka”

0.00763***

(0.00415)

Difference of roof conditions of the house—Dummy
“Pukka”

0.00893*

(0.00429)

Difference of Floor conditions of the
house—Dummy “Pukka”

- 0.000141

(0.00434)

Caste Control

OBC - 0.00636

(0.0127)

SC - 0.0104

(0.0125)

ST −0.0455***

(continued)
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Table 4 (continued)

Variables Model I Model II Model III

(0.00978)

Others −0.0444***

(0.00985)

Religious Control

Muslim −0.0138

(0.00871)

Others −0.0199**

(0.00787)

State Control Yes Yes Yes

Wald chi2 2543.51 2459.54 1842.47

Observations 22424 20932 14490

Note *p < 0.05; **p < 0.01; ***p < 0.001. Robust SE in parentheses

religious identity does not have any significant association with new connection, we
find that SC and ST households are less likely to avail new connection relative to
households belonging to upper classes.

Finally, we report the BVP estimates in Table 5.
The RBVP results indicate that the proposed relationship between community

influences on household access to piped water is unlikely to hold for round I. Here,
the correlation coefficient ρ is not statistically significant. In addition, the govern-
ment network variable, though positive, is not statistically significant in the piped
water equation. We argue that this might be the case as the survey period coincides
with that phase of water policy when coverage by habitation was the norm rather
than individual connection. In such situation, community connection might be less
effective in initiating individual connection. Note that even in case of PROBIT esti-
mates, the coefficient of the government contact in round I was less than that of
round II. For the second round, ρ is negative and statistically significant indicating
that the unobservables associated with the higher likelihood of pipedwater access are
negatively correlated with the unobservable determining the probability of getting
connected to the government network. However, as Filippino et al. (2018) show that
in RBP models, the correlation between binary variables under analysis is subsumed
in the estimated coefficient of the endogenous variable rather than ρ. In our case,
for both the rounds, the estimated coefficients for government network is positive
(though statistically significant only in the second round) and thus indicates that
piped water access and government contacts are positively related after accounting
for community-level cooperation.

In our case for both the rounds, the estimated coefficients for government network
is positive and thus indicates that piped water access and government contacts are
positively related controlling for community-level cooperation. Other variables of
interest like groundwater levels and media exposure retain their expected positive
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Table 5 Bivariate PROBIT estimates

Variables 2004–05 2011–12

Dependent variable

Government
network

In-house pipe
connection

Government
network

In-house pipe
connection

Government
network

0.195 0.533***

(0.172) (0.162)

Bond together to
solve local
problems

0.295*** 0.379***

(0.0348) (0.0347)

Level of groundwater

Log of
groundwater
level (in m)

0.145*** 0.240*** −0.120*** 0.172***

(0.0321) (0.0333) (0.0314) (0.0315)

Awareness indicator

Media index 0.749*** 0.542*** 1.016*** 0.435***

(0.0836) (0.101) (0.0875) (0.113)

Highest
education for
Female (in
years)

0.0183*** 0.0230*** 0.0188*** 0.0150***

(0.00412) (0.00484) (0.00360) (0.00423)

Highest
education for
Male (in years)

0.0338*** 0.0129*** 0.0157*** 0.00453

(0.00394) (0.00491) (0.00396) (0.00503)

Wealth indicator

Log of
consumption per
capita per family
(in Rupees)

0.330*** 0.116*** 0.227*** 0.0183

(0.0282) (0.0355) (0.0279) (0.0330)

Wall conditions
of the
house—Dummy
“Pukka”

0.0393 0.218*** 0.0740* 0.156***

(0.0403) (0.0442) (0.0390) (0.0446)

Roof conditions
of the
house—Dummy
“Pukka”

0.0452 0.0646 −0.0831** 0.0343

(0.0379) (0.0409) (0.0384) (0.0429)

Floor conditions
of the
house—Dummy
“Pukka”

0.0268 0.160*** −0.0131 0.163***

(0.0374) (0.0438) (0.0371) (0.0412)

(continued)
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Table 5 (continued)

Variables 2004–05 2011–12

Dependent variable

Government
network

In-house pipe
connection

Government
network

In-house pipe
connection

Caste

OBC −0.338*** −0.239*** −0.151** −0.201**

(0.0705) (0.0833) (0.0681) (0.0840)

SC −0.345*** −0.436*** −0.230*** −0.240***

(0.0741) (0.0884) (0.0716) (0.0869)

ST −0.429*** −0.480*** −0.0950 −0.518***

(0.0888) (0.112) (0.0815) (0.100)

Others −0.309*** −0.275*** −0.191*** −0.453***

(0.0743) (0.0851) (0.0728) (0.0893)

Religious

Muslim −0.123** −0.119 0.00273 −0.0480

(0.0624) (0.0785) (0.0595) (0.0680)

Others 0.0147 0.0912 −0.00140 0.127

(0.0856) (0.100) (0.0758) (0.0871)

State-fixed
effects

Yes Yes Yes Yes

Constant −3.299*** −3.313*** −3.130*** −1.937***

(0.244) (0.289) (0.232) (0.275)

Observations 18,913 22,434

Rho ρ (μ, m)
(unconstrained)

−0.07
(0.43)

−0.24
(0.00)

Wald test ρ = 0
chi2 (p-value)

4788.25
(0.0000)

5407.95
(0.0000)

Note Robust SE in parentheses, ***p < 0.01, **p < 0.05, *p < 0.1

signs in the water equation and are statistically significant after controlling for wealth
and education. Here, per-capita consumption expenditure becomes significant in
the government network equation indicating the possibility that those with higher
economic status are likely to find government contact and are more likely to have
tap water access.
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4.2 Discussion

Three important results stand out from our estimations. First, when we take all the
rural households from both the rounds, the choice of connecting to pipedwater seems
to be influenced by the extent of connection with the government officials, media
exposure and the availability of groundwater in both the rounds. This continues to
hold even when we consider the new connections and reinforces the importance
of government networks and regional hydrological characteristics via groundwater
availability for tap water connection. Finally, we also find that households from
communities that engage in collective action aremore likely to connect to government
network but the effect is significant only for round II. We argue that this reflects the
fact that decentralization of the water supply network has begun from the initiation
of NRDWP in 2009 and perhaps the community effect is captured in the survey
responses of the household in the second round of IHDS that was conducted in 2012.

The emphasis of the government in NRDWP towards building up community
institutions like Village Water and Sanitation Committee (VWSC) further substan-
tiates our claim. However, it is also a fact that the community-led initiatives have
not been developed fully in rural India. In their assessment of Rural Water Supply
Scheme in Maharashtra Bassi and Kabir (2016) notes that the role VWSC has only
been restricted to operation and maintenance of rural water schemes and it failed to
give impetus to the demand driven process. Using observations from 20 villages in
Telangana, Andhra pradesh, Ramachandrudu and Snehalata (2010) find that VWSC
is largely non-functional in these areas. Studies have argued that VWSC and other
community institutions need strengthening for successful decentralization of rural
water supply in India (Hutchings et al. 2017). The weak correlation in the RBVP
model is perhaps reflective of the weak community structure of the local institutions.

However, the fact that the importance of social network is somewhat reducedwhen
we include households wealth in the PROBIT estimates needs to be investigated
further. This could mean that wealthy households might also have better social con-
nections and could thus effectively exclude the asset poor from public water supply
network. Mean comparison of social network across poor and non-poor households
across both the rounds reveal that households below poverty line have a statistically
significant lower level of social contact compared to the non-poor.20 Finally, we also
note that for SC and ST household’s access to piped water is significantly lower rel-
ative to Brahmin and upper-caste households. The estimation results for Eqs. (1) and
(2) depict that for both the rounds households belonging to SC and ST have relatively
lower odds of indoor tap water connection. Also, ST households have a significantly
lower probability of switching to piped water connection relative all other castes.
While SC and STs are known to have poor asset base and thus lower ability to pay
we suggest that another source of their exclusion could be their lower endowments
of government network. In fact for both the IHDS rounds taking SC/ST households

20In IHDS, poverty is indicated on the basis of the monthly per-capita consumption expenditure
and the official planning commission poverty line. Here, poor is a dichotomous variable and takes
a value of zero if the household is below poverty line and otherwise unity.
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as one group, we find that their average government network endowment is signif-
icantly lower than other caste and social groups. The t-test of government network
for the SC/ST versus other caste groups fails to accept the null hypothesis of equality
of means at less than 1% level of significance. We also find that within SC and ST
households, the government network is significantly lower for ST households. As
expected in the RBP models, the sign of the coefficients of SC/ST in the government
network displays negative sign and is persistently significant for SC households for
both the rounds.

5 Conclusion

Drinking water in India is a public good since it is solely supplied by local govern-
ment institutions. This study helps to understand the role of the influential factors
which play a significant role to bring private water connection. Using two rounds
of cross-section estimation and panel analysis, we see that households with govern-
ment network have positively significant effects on access to pipe connection, i.e.
this paper implies that access to piped water as a private connection is influenced
by the extent of social connectivity of the households. We find that water scarcity
in terms of falling groundwater levels does provide incentive to switch to tap water
but social network in government offices might be another important factor in gain-
ing water connection. We also find limited evidence that community cohesiveness
might facilitate water access through increasing government contacts. While the
exact mechanisms and the required institutional design are outside the scope of our
work, the presence of community effects in the period of post-NRDWP implementa-
tion suggests that public efforts to strengthen existing institutions like VWSC might
facilitate better access of tap water. Another important implication of our analysis is
the possible exclusion of asset poor and SC/ST households from public water supply
due to lower contacts in government offices. In fact, analysis of census data reveals
that in 2011, only one-fourth of the ST households have tap water connection while
the figure is two-fifth for SC households Bhagat (2013). Recent efforts to address this
deprivation like SC-/ST-specific water projects like Mukhyamantri Jan Jal Yojna in
Ranchi indicates increasing public attention to such concerns.21 In addition, public
authorities would have to make the community institutions more inclusive by ensur-
ing adequate representation of the poor and socially disadvantaged groups. Finally,
we have reasons to suggest that IEC programmes need to be scaled up in order to
stimulate demand for improved water. These findings become all the more impor-
tant in face of the continuous budget cuts of the Ministry of Drinking Water and
Sanitation in NRDWP from 87% in 2009–10 to 31% in 2018–19.

There are several important issues that need to be re-examined in the context of
our paper. First one needs to assess the influence of membership in formal orga-

21https://www.dailypioneer.com/2019/state-editions/drinking-water-projects-to-focus-sc--st-
dominated-areas.html.

https://www.dailypioneer.com/2019/state-editions/drinking-water-projects-to-focus-sc{-}{-}st-dominated-areas.html


Does Social Connectivity Influence Tap Water Access? Evidence … 221

nizations like trade unions and caste-based organizations on access to tap water
connection. Given the fact disadvantaged caste has limited access to tap water the
interaction between caste-based network and government network would be an inter-
esting research agenda to explore. Also, it needs to be seen how availability of sec-
ondary water sources is likely to influence the choice of public supplied water. In
absence of that our estimates are likely to be on the higher side but would still sug-
gest addressing supply-side issues in NRWDP may not fully address the problems
of drinking water access in rural India.

Appendix

See Figs. 4, 5 and 6.
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Fig. 5 Statewise variation in in-house tap water connection
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Abstract The political economy considerations for fiscal reforms in a big federal
country with amulti-party political structure involve a complex process, especially at
the subnational level. India, for example, is an ideal example where fiscal reforms in
the states present a unique opportunity to study this complex process. There are some
important political factors, with ambiguous empirical results, that will have profound
effects on fiscal reforms. Fiscal populism is one such factor. It may be noted that
the government is not a ‘benevolent social planner’ that maximizes the utility of
the representative individual but is concerned only with winning the next election.
As the ruling political party expects vote swing in its favor, it may not indulge into
fiscal profligacy like providing free electricity, subsidizing power, or granting tax
concessions, etc. which enables the state government to raise its own revenue as a
percentage of its total expenditure. This may not necessarily be true, as, a party can
become less reform oriented if there is no political uncertainty or pressure. Political
alliance is another important variable. When both the federal government and the
state are ruled by the same party, it is quite likely that the particular state will enjoy
some fiscal benefits. As a result, own revenue as a percentage of total expenditure
of the favored states might increase, and the states may be reluctant to initiate hard
reforms. On the other hand, a reform-oriented federal government might influence
the states with the same ruling political party to initiate bold reforms. An additional
political economy impediment, namely the common-pool problem where the major
interest group that benefits from the status quo (not initiating hard reforms), is well
represented within the government. Practically, no serious attempt has been made so
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far to understand the political economy of reform process at the state level in India
in a comprehensive manner. The purpose of this paper is to settle the ambiguities
in the relationship between fiscal reform and the political economy determinants
empirically in the context of the India states covering fourteen major states in India
during the period 2001–02 and 2013–14.

….in place of the Platonic assumption that policymakers selflessly dedicate themselves
to disinterested pursuit of the public good, public choice theory posits that they behave
as standard economic theory assumes Homo economicus to behave: they maximize their
personal economic well-being. Bureaucrats fight for turf, politicians decide whether or not
to hand out pork by calculatingwhether it will enhance their prospects of re-election, pressure
groups seek rents (e.g. from the imposition of import restrictions) by offering political
funding or support, and politicians give into these pressures until they fear that the voters
will perceive that they are being taken for a ride, ….

—Williamson (1994)

1 Introduction

Fiscal reforms imply changing existing public institutions and reforming the delivery
of public goods and services through changes in policies, legislation, and regulations.
Political economy considerations for fiscal reforms in a large federal country with
a multi-party political structure involve a complex process, especially at the subna-
tional level. Fiscal reforms in the states (subnational governments) of India present
a unique opportunity to study this complex process. This paper therefore focuses on
the political economy of fiscal reforms in the states in India.

A principal conclusion of the empirical literature on the political business cycle
is that models based on the manipulation of fiscal policy to win elections adapt
well to the data and form a strong basis for a convincing theoretical model of
electoral effects on economic outcomes (Drazen 2000). Khemanii (2000), focus-
ing on national elections, did not find any evidence of populist measures to
influence voters. Nonetheless, there are some important political factors, with
ambiguous empirical results, that will have profound effects on fiscal reforms. Fiscal
populism is one such factor. It may be noted that the government is not a ‘benev-
olent social planner’ that maximizes the utility of the representative individual but
is concerned only with winning the next election. One important trade-off at the
subnational level is the allocation between current transfers and capital expenditure
within the discretionary class of expenditures. Capital expenditure may either be
treated as a simple residual within the discretionary expenditure class after politi-
cally protected current transfers and loans to loss-making parastatals are taken care
of. Alternatively, it may be the rational outcome of a utility maximization process
by a government whose sole objective is to maximize its chances of being reelected.
Rajaraman and Mukhopadhyay (2001) present a model following opportunistic
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models of public choice by linking timing and shares of components within the
discretionary expenditure class to the electoral cycle, despite the decisive empiri-
cal rejection of the opportunistic political business cycle approach in the context of
members of the Organization for Economic Co-operation and Development (Alesina
and Roubini 1992). Alesina and Roubini (1992) primarily concentrated on the mon-
etary opportunistic model of the political business cycle. As already stated, however,
there is evidence of pre-electoral manipulations of fiscal policies.

The direction of the causal links between policy manipulations and winning elec-
tions are, however, not very clear. If the ruling political party expects vote swing in
its favor, it may not indulge in fiscal profligacy such as providing free electricity,
subsidizing power, or granting tax concessions, thus enabling the state government
to maintain low deficits.1 This may not necessarily be true, a party can become less
reform oriented if there is no political uncertainty or pressure from the opposition
political parties.

Needless to say, the proxy variable for fiscal populismwill interact with important
considerations, such as (i) distance from the next election (Alesina et al. 2006), (ii)
whether the ruling political party is in their first or second term, (iii) the nature of
the majority in the state assembly (strong government measured by simple, absolute
or 2/3rd majority), and (iv) the voting history (whether power alternates between the
two major political parties of a state with each election cycle).

Political alliance is another important variable. This refers to discriminatory fed-
eral government policies, such as higher investment in a particular federal public
sector enterprise which has the potential of transforming a local economy in a state
and therefore, can influence both the revenues and expenditure needs of a state favor-
ably (Rao and Singh 2000).2 When the federal government and the state are both
ruled by the same party, the particular state is likely to enjoy some benefits.3 As
a result, own revenue as a percentage of the total expenditure of the favored states
might increase, and the states might be reluctant to initiate hard reforms.4 On the
other hand, a reform-oriented federal government might influence the states with the
same ruling political party to initiate bold reforms. Therefore, the relationship can
be ambiguous.

1This decision not to engage in fiscal profligacy could also be justified under the argument that in
the event of a high probability of reappointment, the government would be left with higher debt
stock (Alesina and Tabellini 1987).
2The subnational governments depend on the federal government for fiscal transfers, and that may
be a quite substantial proportion of total revenue of some subnational governments.
3Mukhopadhyay and Das (2003) found empirical support for discretionary fiscal policy in a paper
on the persistence of horizontal imbalances in India.
4Pisauro (2003) notes that there exists a moral hazard problem created by the possibility of a bailout
of local governments by the central (federal) government. This will reinforce our argument.
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An additional political economy impediment, namely the common-pool problem
where the major interest group that benefits from the status quo (not initiating hard
reforms), is well represented within the government (Koptis 2009).5

Fiscal reforms are not easy and depend on a host of political economy factors.6

Hence, understanding these factors in the design, acceptance, and implementation
of reforms implies a sound knowledge of how to change the prevailing situation.
Baring a few attempts (Khemani 2000; Rao and Singh 2000, 2007; Mukhopadhyay
and Das 2003), no rigorous empirical attempt has been made so far to understand
the political economy of the reform process at the state level in India.7 As we have
already stated, there are ambiguities about the relationship between fiscal reform and
the political economy determinants, and the purpose of this research is to settle these
issues empirically in the context of the India states.

2 Empirical Methodology and Data Requirements

We will run a panel data regression for the 14 major states in India during the period
2001–02 and 2013–14. The states are Andhra Pradesh, Bihar, Gujarat, Haryana,
Karnataka, Kerala, Madhya Pradesh, Maharashtra, Orissa, Punjab, Rajasthan, Tamil
Nadu, Uttar Pradesh, and West Bengal. To define a proxy for fiscal reform will
be a challenging task. We could consider several options: (i) if there are steady
improvements in own-tax revenue to gross state domestic product (GSDP) ratio; and
(ii) if there are sustained improvements in revenue deficit to gross state domestic
product.

Fiscal populism will be proxied by expected vote swings. But whether a party will
ultimately stay in power or not is decided by the swing in seats. In a two-party system,
only a change in popularity can cause the seat margin to change. In a multi-party
system, a swing in the seat margin could be attributed to two factors: swing in votes
and split factor (that is the change in the degree of unity between opposition parties8

(see Butler et al. 1995).
Therefore, we may write,

5One implication is that the fiscal rules such as the FiscalResponsibility and theBudgetManagement
Acts in India might fail because of the common-pool problem. The policymakers often find it
politically rewarding not to be fiscally disciplined (Wyplosz 2012).
6There is another line of argument that says targeted populist measures for social constituencies
can help achieving fiscal reforms (Bijukumar 2004).
7Rao and Singh (2000, 2007) and Mukhopadhyay and Das (2003) primarily focus on the influence
of political economy factors on India’s federal fiscal system and horizontal imbalances across states.
These papers do not focus on political economy considerations for endogenous fiscal reforms in
the states in India. Khemani (2000) is the only paper that deals with this issue.
8The index of opposition unity (IOU) is a generalized measure of vote splitting:

IOU = (Vote of the largest opposition party/Sum of votes of all the opposition parties) * 100.
If there is only one opposition party (i.e., if the opposition is fully united), the IOU is clearly

100. Thus, the IOU can vary between zero and 100; the higher it is, the greater the unity of the
opposition.
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Swing in votes+ Split factor = Swing in Seats

Therefore, the control variable for the political parties is the swing in votes and
not the split factor as they cannot control the opposition unity. Note that, ex ante,
political parties can only predict and control vote swings.

Discriminatory federal government policies will be a dummy variable in regres-
sion. It is one for the states where there was the same party in the federal government
as well as in the state and zero otherwise.

Given these ambiguities, we explore the relationship directly between expected
swing in votes and its impact on fiscal reforms (or fiscal populism) in Indian states,
adjusted for other political factors. In many instances, despite reform motivations,
states cannot reduce revenue deficit due to the high incidence of committed expendi-
ture (salary, pension, and interest payment). Therefore, we have also controlled for
this variable to avoid omitted variable bias.9 We use elections and fiscal data from
14 major states over 2009–10 to 2015–16. Binary choice regression models (linear
probability models, PROBIT, and LOGIT) have been used for empirical analysis.
The data on state elections have been obtained from the Election Commission of
India Web site (http://eci.nic.in/eci/eci.html). The Reserve Bank of India’s database
on the state budgets will be the main source of data for states’ finances.10

3 Results

For each state, we used data for 3 years before the next election under the assumption
that the ruling party’s performance assessments for the next election and populist
measures, if any, resume 2–3 years before elections.11,12 Some key facts about the
state elections are presented in Table 1.

In this paper, fiscal reform in a state is defined by improvements in revenue
deficit13 (as a percentage of gross state domestic product) over three consecutive
years.We have also checked the robustness of the empirical results by assuming own-
tax revenue (as a percentage of GSDP) instead of revenue deficit.14 The dependent

9State-wise committed expenditure as a percentage of total own revenue for the selected years for
each state is obtained from the RBI’s annual database on states’ finances. The range widely varied
between 45.6% in Karnataka to 201% in West Bengal in FY2011. Relative positions of the states
also remained unchanged. This is also reported in Rao et al. (2005).
10https://www.rbi.org.in/Scripts/AnnualPublications.aspx?head=State%20Finances%20:%20A%
20Study%20of%20Budgets.
11Alesina et al. (2006) also argued that stabilizations are more likely to occur at the beginning of a
term of office.
12State elections are exogenous in India, not endogenously determined by the policymakers (Ito
1990).
13Revenue Deficit = Current Expenditure − Total Revenue
14Regression results with own-tax revenue as an indicator of fiscal reform are reported in Appendix
1.

http://eci.nic.in/eci/eci.html
https://www.rbi.org.in/Scripts/AnnualPublications.aspx%3fhead%3dState%20Finances%20:%20A%20Study%20of%20Budgets
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Table 1 Major facts about state elections

States Election years Changes
in voting
share in
con-
tested
seats
(VSt −
VSt−5)

Ruling party Selected years

1. Andhra Pradesh 2009–2014 −24.62 Indian National
Congress (INC)

FY2011, FY2012,
FY2013

2. Bihar 2010–2015 1.88 Janata Dal (United) FY2011, FY2012,
FY2013

3. Gujarat 2007–2012 −0.82 Bharatiya Janata
Party (BJP)

FY2009, FY2010,
FY2011

4. Haryana 2009–2014 −14.51 INC FY2011, FY2012,
FY2013

5. Karnataka 2008–2013 −13.86 BJP FY2010, FY2011,
FY2012

6. Kerala 2011–2016 −7.53 INC FY2011, FY2012,
FY2013

7. Madhya
Pradesh

2008–2013 7.1 BJP FY2010, FY2011,
FY2012

8. Maharashtra 2009–2014 −18.41 INC FY2011, FY2012,
FY2013

9. Odisha 2009–2014 −0.75 Biju Janata Dal FY2011, FY2012,
FY2013

10. Punjab 2007–2012 −2.65 Shiromani Akali
Dal (SAD)

FY2009, FY2010,
FY2011

11. Rajasthan 2008–2013 −3.61 INC FY2010, FY2011,
FY2012

12. Tamil Nadu 2011–2016 −13 All India Anna
Dravida Munnetra
Kazhagam
(AIADMK)

FY2011, FY2012,
FY2013

13. Uttar Pradesh 2007–2012 −4.48 Bahujan Samaj
Party (BSP)

FY2009, FY2010,
FY2011

14. West Bengal 2011–2016 −4.98 All India Trinamool
Congress (TMC)

FY2011, FY2012,
FY2013

Source http://eci.nic.in/eci/eci.html

http://eci.nic.in/eci/eci.html
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variable in the binary choice regression model and the explanatory variables are as
follows:

(i) Pr (Yi = 1; if fiscal reforms initiated; = 0 otherwise); where Y is an indicator
variable that denotes the presence of fiscal reforms.

(ii) VSCH=Difference in vote shares (in contested seats only) between elections
in periods t and t − 5. Note that VSCH is time-invariant for the individual
state over three data points. This variable essentially represents a proxy (best
guess) for the ruling party’s expectation about the change in the vote shares.15

(iii) VSD=VSCH * (1/time) (where time takes three values 3 years from the next
elections, 2 years, and 1 year). In other words, expectations are being refined
as the election date is coming closer.

(iv) VSDGOV = VSD * (percentage of total seats in the assembly by the ruling
government).

(v) Political alliance:Da = 1 if both the state and the central (federal) governments
are ruled by the same political party; 0 otherwise.

(vi) Voting pattern: Dk = 1 for Kerala; and 0 otherwise.16

(vii) Commitownrev: Total committed expenditure as a percentage of total own
revenue for the state-wise selected years.

First set of empirical results is summarized in Table 2.
Before we discuss the empirical results, it is important to define the marginal

effects in a binary choice regression model. In a linear probability model (PROBIT),
the marginal effect of Xi on Yi (Yi/∂Xi ) is simply β i in a regression model of Yi

= β1X1 + β2X2 + · · · + βkXk . However, in a PROBIT model of Yi = � (β1X1

+ β2X2 + · · · + βkXk), the marginal effect is β i f (β1X1 + β2X2 + · · · + βkXk),
where� is the cumulative distribution function (CDF) and f is the probability density
function (pdf). In the case of the linear probabilitymodel, the partial effect is constant.
However, in the case of the LOGIT and PROBIT modes, we have to calculate them
at different levels of the explanatory variables to get an idea of the range of variation
of the resulting changes in probabilities.17

We carried out the endogeneity test and ruled out that VSCH and VSDGOV are
endogenous in Model II (see Appendix 2). The marginal effects of VSCH, obtained
from the PROBIT model, are in Tables 3 and 4.18

15Survey-based tracking of the mood of the electorate has been a regular feature in Indian elections.
Most political parties sponsor opinion polls, openly or secretly, before elections. Moreover, both
traditional and the new media facilitate dissemination of electorate views about the participating
political parties.
16Election results in Kerala always alternate between two major political blocks.
17To evaluate the ‘average’ or ‘overall’ marginal effect, two approaches are frequently used. One
approach is to compute the marginal effect of the sample means of the data. The other approach is to
compute marginal effect at each observation and then to calculate the sample average of individual
marginal effects to obtain the overall marginal effect. For large sample sizes, both the approaches
yield similar results. However, for smaller samples, averaging the individual marginal effects is
preferred. We followed the first approach in this paper.
18From a predictive analytics perspective, probit and logit perfectly predictively equivalent (Gunduz
and Fukue 2013). There is not much difference.
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Table 3 Marginal effect of changes in vote share on fiscal reform probability (Model I)

VSCH

Distance from elections: 3 years

Average of VSCH −7.16

Coefficienta −0.05

Marginal effect −0.03

Distance from elections: 1 year

Average of VSCH −7.16

Coefficient 0.12

Marginal effect 0.1

Source Author’s estimates
aCoefficient in this case (3 years before elections) refers to coefficient of VSCH (−0.14) + coeffi-
cient of VSD divided by 3 (+0.26/3). See Table 2 for the original coefficient values

Table 4 Marginal effect of changes in vote share on fiscal reform probability without COM-
MITREV (Model II)

VSCH

Distance from elections 3 years and the ruling party has 50% of seats

Average of VSCH −7.16

Coefficient −0.06

Marginal effect −0.03

Distance from elections 3 years and the ruling party has 80% of seats

Average −7.16

Coefficient −0.02

Marginal effect −0.01

Source Author’s estimates

The results show that the expected lower vote share of the ruling party has a
favorable impact on the probability of initiating fiscal reform (the marginal effect is
negative), but this effect completely turns around to fiscal profligacy (the marginal
effect is positive) closer to elections (1 year from elections in our sample). The
probability of initiating fiscal reforms decline as the ruling party expects a decline
in vote share.

Next, we consider whether the results change when we adjust the difference in
voting shares for both distance from the next elections and the percentage of seats
in the state assembly (VSDGOV). The results in Table 4 do not show any qualitative
difference in marginal effects when elections are far away (3 years).

However, when we compare Models I and II, an interesting fact emerges in terms
of changes in the ruling party’s perception of fiscal reforms (Table 5).

The results are summarized inFig. 1. Fiscal profligacy sets-inmuch earlies (2 years
before elections) if the ruling party expects a lower share in votes and the ruling
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Table 5 Comparison of Models I and II

Model I Model II

Distance from
Elections

3 Years Distance from
Elections

3 Years

Coefficient of VSCH −0.05 Share of seats (ruling
Party)

70%

Distance from
Elections

2 Years Coefficient of VSCH −0.03

Coefficient of VSCH −0.01 Distance from
Elections

2 Years

Distance from
Elections

1 Year Share of seats 70%

Coefficient of VSCH 0.12 (POSITIVE) Coefficient of VSCH 0.01 (POSITIVE)

Source Author’s estimates

Fig. 1 Changes in the marginal effects of expected swing in the vote share
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government has a big share in total assembly seats (70% is the turnaround point).19

The marginal effect will become positive. This may be a result of the ‘common-pool
problem.’ Drawing on the literature on fragmented government and public spending
(Kontopoulos and Perotti 1997; Schaltegger and Feld 2009), we can also argue that
each elected member of the ruling party will lobby initiatives to raise expenditure on
items favoring his or her constituency in the expectation that this will brighten their
chance of winning the next election. This pressure intensifies if the ruling party has
a large number of elected members in the state assembly.

4 Conclusion

Themainfinding of this paper is that political economyvariables are indeed important
determinants of fiscal reforms and suggest the use of official populism to sway voters
(different fromKhemani 2000).Moreover, the onset of fiscal populism is faster when
the ruling government (including the coalition partners—if any) has a large share of
seats in the state assembly. As we have said, this could be the result of the ‘common-
pool problem.’ However, we cannot determine whether this ‘common-pool problem’
is driven by the coalition governments in some states (Persson et al. 2007). Our
empirical results are robust across different indicators of fiscal reform.

The results do not show whether the source of fiscal profligacy is higher current
spending or tax benefits. Furthermore, our results could also be biased if a lower
revenue deficit is planned to accommodate higher capital spending before elections,
given an agreed fiscal deficit target. In other words, fiscal populism can also be
manifested through higher capital spending (primarily, the construction of state and
village roads in the constituencies selected for political patronage).20

Two future areas of research would provide a better understanding of this process.
First, the impact of fiscal institutions on fiscal populism in the Indian context should
be further investigated. Can an independent and effective fiscal institution break the
link between electoral cycles and fiscal populism?

A second area of research concerns why voters respond to pre-elections fiscal
populism if they are believed to be rational? The basic argument, first formalized by
Rogoff andSibart (1988) andRogoff (1990), is that voters have imperfect information
about relevant characteristics of potential policymakers, and what appears to be
temporary fiscal stimulus have an effect on the election result. The second research
question should therefore consider whether this hypothesis can be maintained in the
era of new media (social media) activism?

19Bihar after 2010 elections is one such example. JD (U) and BJP together had 85% of the total
assembly seats. However, the coalition ended on June 16, 2013. Mr. Nitish Kumar, however, con-
tinued to be the Chief Minister from JD (U) with the support of some other parties. Rashtriya Janata
Dal decided to support JD (U). We could not find the evidence of fiscal reform, by our definition,
despite an expected (but small) positive swing in votes in 2015 state assembly elections.
20Khemani (2000) found the electoral effect on state roads in big states is significant.
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Appendix 1: Regression Results with Own-Tax Revenue
as an Indicator for Fiscal Reform

Model I Model II

PROBIT PROBIT

Constant −0.41
(−1.28)

−0.39
(−1.48)

VSCH: change in vote share −0.12
(−1.95)

−0.11
(−1.89)

VSD: Changes in vote share adjusted for distance from
elections

0.18
(2.24)

VSDGOV: Changes in vote share adjusted for distance from
elections and strength of the ruling party in the assembly

0.31
(2.17)

Marginal effect for 1 year before elections (compare with
the marginal effect in Table 3)

0.047

Source Author’s estimates
Note Figures in parentheses are t-statistics

Appendix 2: The Test of Endogeneity

Test of endogeneity follows the procedure suggested in Wooldridge (2002, p. 122)
and Bun and Harrison (2014). We use Model II with VSCH and VSDGOV as the
explanatory variables. Note that VSDGOV = VSCH * (percentage of total seats in
the assembly by the ruling party/Time). Time takes three values 3, 2, and 1. Thus, if
VSCH is suspected to be endogenous, so does VSDGOV. Let us denote (percentage
of total seats in the assembly by the ruling party/time) by GOVTIME. We use OLS
to test the endogeneity of VSCH and VSDGOV. The procedure is as follows:

Step 1: Run two OLS regressions with dependent variables VSCH and VSD-
GOV. The explanatory variables (instruments) are COMMITOWNREV, GOVTIME,
Alliance, andCOMMITOWNREVmultiplied byGOVTIME.21 Save two residuals—
V1 and V2.

Step 2. Run the original liner probability model (OLS) and PROBIT in Model
II with the binary dependent variable as explained in the paper. The explanatory
variables are VSCH, VSDGOV, V1, and V2. Notice that under the null hypothesis
that VSCH and VSDGOV are exogenous, the coefficient of V1 = the coefficient of
V2 = 0.

21See Wooldridge (2002) for the justification for including this interaction term in the set of instru-
ments.
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The estimated equations are as follows:
OLS:

BinaryDependent Variable = 0.32− 0.07VSCH+ 0.18VSDGOV+ 0.05 V 1− 0.13 V 2

(2.88) (−2.70) (2.61) (1.63) (−1.57)

R2 = 0.21
PROBIT:

BinaryDependent Variable = −0.47− 0.21VSCH+ 0.64VSDGOV+ 0.15 V 1− 0.40 V 2

(−1.37) (−2.59) (2.43) (1.63) (−1.56);

Following this procedure, we derived the F statistic of 1.40 with 2 and 37 degrees
of freedom for OLS and the likelihood ratio of 2.91 with 2 degrees of freedom for
PROBIT. Both are not significant at 5% level. Thus, we do not reject exogeneity of
VSCH and VSDGOV.
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Vertical Fiscal Imbalances and Its Impact
on Fiscal Performance: A Case for Indian
States

Madhurima Koley and Kumarjit Mandal

Abstract Vertical fiscal imbalance (VFI) is defined as the share of sub-national
governments’ own spending not financed through own revenues. Theoretical and
empirical literatures on VFIs have identified them as an obstacle to sub-national
accountability and good fiscal performance. India is a decentralized economy where
a marked distinction is made between the spending and revenue responsibilities
between the Centre and states. However, spending decentralization has not always
complemented revenue devolution, giving rise to huge VFIs in the states. This paper
attempts empirically to examine the relation between VFI and fiscal performance for
Indian states. It provides stylized facts on size, financing and long-run trend of VFI
for 24 major Indian states. Panel data estimation for all those states, covering the
period 1995–96 to 2014–15, reveals that on an average the primary deficit of the state
governments decline by 15 percentage point of Net State Domestic Product (NSDP)
for each percentage point decline in VFI.

Keywords Vertical fiscal imbalance · Fiscal performance

JEL Classifications H62 · H77 · H79

1 Introduction

“Fiscal Decentralization is in vogue”—Oates (1999). Fiscal decentralization gen-
erally refers to the devolution of taxing and spending powers from the control of
the central government authorities to the government authorities at the sub-national
levels (regional, provincial, municipal, etc.). Increased fiscal decentralization is seen
as an important means of increasing democratic participation in decision-making
process. It is advocated on the grounds that sub-national governments have more
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information and therefore, can bettermatch policieswith citizens’ preferences (Oates
1972). Individual local governments are presumably more close to the people and
geography of their respective jurisdiction, and they possess knowledge of both local
preferences and cost conditions that a central agency is unlikely to have and thus can
supply appropriate form and level of public services. Again, fiscal decentralization
may help in undoing the monopolizing power of the central government in collecting
tax revenue; rather it may introduce competition among the sub-national government
that would ultimately lead to scale efficiency in public sector (Brennan andBuchanan
1980). Finally, decentralization is likely to increase accountability and transparency
in the delivery of public goods and services. Thus, fiscal decentralization is expected
to boost public sector efficiency which, in turn, leads to welfare gains.

However, one of the major drawbacks of fiscal decentralization is vertical fiscal
imbalance (VFI), which occurs when spending decentralization1 outpaces revenue
decentralization.2 The sub-national governments rely on central government transfers
and borrowing to finance their expenditures. The process of transfers from central
government to sub-national governments gives rise to the problem of VFI. A review
of theoretical and empirical literatures reveal that VFIs have often been identified
as an obstacle to sub-national accountability and good fiscal performance. Recent
econometric evidence (Eyraud and Lusiyan 2013) confirms that increases in VFIs
are associated with general government fiscal balance.

India is also a decentralized economywhere amarked distinction ismade between
the revenue and expenditure function between the Centre and the states. A detailed
analysis of the financing structure of India reveals that the major and elastic tax
sources belong to the central government while the state governments are generally
bestowed with relatively inelastic sources of revenue. Hence, the revenue of the cen-
tral government grows faster than the revenue from tax sources administered by the
state governments (Thirteenth Finance Commission Report 2009). On the expendi-
ture front, the central government is required to maintain macroeconomic stability
and international trade relations and a large number of developmental functions
having bearing on state government fiscal measures. On the other hand, state gov-
ernments are assigned with the developmental and administrative functions, which
involve substantial amount of revenue resources. The mismatch between the limited
resource power and vast expenditure obligations of the states has accentuated the
problem of VFI. In India, these vertical gaps are generally filled by transfers from
the Centre to the states which include states’ share in central taxes, grants from the
Centre and loans from the Centre. These transfers are commonly known as vertical
transfers.

Now, most of the papers addressing VFIs in the context of India lack any direct
examination on the nature and pattern of VFIs across the states. The papers confirm
that VFIs are inescapable, in India’s case, and large VFIs are detrimental to fiscal

1Spending decentralization refers to assignment of expenditure functions to the lower tier of the
government from the Centre.
2Revenue decentralization refers to devolution of revenue-raising capability to the lower tier of the
government.
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performance. However, no such attempts are made to ascertain the relation between
VFI and fiscal performance for states in India. Thus, in the present study an attempt
has been made to find the existence of such a relation in Indian context. For this
purpose, econometric method involving panel data estimation technique has been
used.

The rest of the paper is structured as follows: In Sect. 2, we provide a brief review
of literature on the link between VFI and fiscal performance. Section 3 studies the
evolution of VFI in the Indian scenario. Section 4 provides some stylized facts on the
nature and pattern of VFI across 24 states in India. Section 5 delivers an economic
estimation on the link between VFI and fiscal performance in states in India, while
Sect. 6 concludes the paper.

2 Vertical Fiscal Imbalance and Fiscal Performance:
A Review of Literature

Avertical imbalance refers to disproportionate allocation of expenditure and revenue
between the different tiers government. Many a time, it is found that the devolution
of spending responsibilities has not always gone hand in hand with the devolution of
revenues resulting in vertical imbalances. Usually, the union government is allocated
“redistributive” and “stability” functions, whereas the state governments are asked to
carry out “allocative” functions. The state governments are assigned several responsi-
bilities involving public expenditure on the grounds that these tiers of the government
are nearest to the people, more sensitive to their needs, and thus would be better able
to discharge such responsibilities. Moreover, vertical fiscal imbalance is accentuated
by the fact that not only does the union government have major tax sources, the rev-
enue from these sources grows faster than the revenue from tax sources administered
by the state governments. Thus, VFI between different layers of government is built
by provisions relating to powers of taxation. Herperger (1991) pointed out “perhaps
the most striking feature about fiscal powers in nearly all federal systems is that the
majority of major revenue have placed under federal authority”. These factors put
the union governments in an exalted position over the state governments in so far as
financial resources are concerned. Consequently, there is an inverse relation between
quantum of own revenue and size of expenditure at the two levels of the federal
government, eventually creating vertical fiscal imbalance in the federation. Subse-
quently, the sub-national authorities have to rely on intergovernmental transfers and
borrowing to finance their expenditure.

The normative literature on VFI posits that large VFIs may relax fiscal discipline.
It has been argued that although some degree of mismatch between sub-national
own revenue and sub-national expenditure is inevitable and even may be desirable,
large gap presents risks. The theoretical literature often emphasizes the risks asso-
ciated with large VFIs. Hagen and Eichengreen (1996) have pointed out that as VFI
increases, the borrowing restrictions of the sub-national government increases, which
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in turn upsurges the debt exposure of the central government. They pointed out that
if the expenditure of the sub-national government is financed by its own taxes, then
there is significantly less restriction on borrowing. However, when the central gov-
ernment imposes restriction on borrowing by the sub-central government, then at the
time of transitory shocks the government has to bail out the sub-central government,
and hence, the debt exposure of the central government increases. In short, they are
more heavily exposed to debt. Thus, VFI is often identified as an obstacle to sub-
national accountability and good fiscal performance. A common view is large VFI
may lead sub-national governments to overspend and/or lower their tax efforts.

The literature that views government resources as “common property” shows that
fragmented policy-making effective through sub-national government may generate
excessive fiscal deficits. This happens because interest groups having access to the
common pool of government resources do not fully internalize the cost of expenditure
programs that benefit their constituencies and disregard the externalities arising from
their expenditure decisions. The sub-national governments may perceive that the cost
of additional spending can be off-loaded onto others. Velasco (2000) advocated that if
government’s net assets (i.e. present value of future income streamminus outstanding
debt) are the common property of all fiscal authorities, then a problem arises that is
quite similar to the “tragedy of commons”—each agent under saves or overspends
in case of fiscal policy. In this case, deficits and debts are incurred and accumulated
even in contexts where there is no incentive for intertemporal smoothing.

The “soft budget constraint” literature also argues that VFI affects fiscal perfor-
mance. When fiscal decentralization is not balanced in terms of tax and expenditure
allocation, then to cope up with the imbalance, the lower-level (state) government
resorts to funds channelled from the federal government in the form of grants and
debt. The imbalance followed by pressures from the voters, civil servants and cred-
itors is likely to be directed at the federal government, which has no choice but to
bail them out. The sub-national governments, on their part, anticipating such bail-
out may follow lax policies. Since bailout in any one region is paid for by all other
regions, a particular region may not have sufficient incentive to put in high effort.
So, a “soft budget constraint” leads to over provision of public good. Rodden (2003)
suggested such a situation of “soft budget constraint” occurs when a state govern-
ment can “manipulate its access to funds in undesirable ways”. More specifically,
when federal governments fail to generate no bailout expectations, states have the
incentive to overborrow or pay insufficient attention to the quality of public provision
financed by their borrowing. This readiness to finance state deficits thus boils down
to a commitment problem on behalf of the central government, which state govern-
ments seek to turn to its advantage. Goodspeed (2002) pointed out that the bailout
of regional governments creates a regional “soft budget constraint” which results in
two incentive effects: a common pool effect on taxpayers and an opportunity cost
effect. The “soft budget constraint” lowers the opportunity cost of borrowing for
the region but increases the tax cost, since a portion of the borrowing must be paid
through increased taxes. When additional increased taxes are high enough to offset
the lower opportunity cost resulting from bailout, then only efficient borrowing deci-
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sions may be undertaken by the sub-national governments. Otherwise, VFIs may
lead to excessive and unproductive spending, and inefficient revenue mobilization.

The empirical literature on VFIs mainly draws on case studies. The literature is
available for both developed and developing countries (Ma 1997; Rodden 2003; Kar-
powicz 2012). Only a few papers relate vertical imbalances to fiscal performance.
Rodden (2002) provided evidence that higher reliance on intergovernmental trans-
fers worsens the general government’s overall balance, especially when sub-national
governments have high borrowing autonomy. Similarly, Plekhanov and Singh (2007)
found that the rules constraining sub-national borrowing improve fiscal performance
when transfer dependency is high. In a sample of federations, Rodden and Wibbels
(2009) showed that transfer dependency is associated with larger fiscal deficits, the
negative impact being larger at high levels of decentralization. Jin and Zou (2002)
found that transfers increase the size of the government at the sub-national, national
and general government levels. Finally, according to De Mello (2007), transfer
growth may become endogenous, with deficits bringing about more grants from
the Centre, which in turn generate higher deficits. Thus, these papers find that large
VFIs are generally associated with poor fiscal performance. In contrast, Baskaran
(2010) found no effect of transfer dependency on public debt. Recently, Eyraud and
Lusiyan (2013) echoed some concern about the process of fiscal decentralization.
Ambitiously, the paper seeks to measure a causal link between VFI and aggregate
government deficits. They concluded that the general government fiscal balance is
found to increase by 1% of GDP for each 10 percentage point reduction in VFI.

3 On Vertical Fiscal Imbalance in States in India

India is a federal structure, in which a clear distinction is made between the union and
state functions and sources of revenue, but the residual powers belong to the Centre.
The Indian Constitution, in its Seventh Schedule, assigns powers and functions of
the Centre and states. The schedule specifies the exclusive powers of the Centre
(the union list) and the states (the state list), and those under joint jurisdiction (the
concurrent list).3 In brief, the functions of the central government are those required to
maintainmacroeconomic stability, international trade and relations, and those having
implications for more than one state. On the other hand, the major subjects assigned
to the states comprise public order, public health, agriculture, irrigation, land rights,
fisheries and industries and minor minerals. The states also assume a significant
role for subjects in the concurrent list, such as education and transportation, social
security and social insurance.

As regards the assignment of tax power, it is based on the principle of separation:
most broad-based taxes are assigned to the Centre, whereas in practice the states have

3A detailed list of union and state expenditure functions as mentioned in the Seventh Schedule of
Indian Constitution is provided in Tables 4, 5 and 6 in Appendix.
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a narrower tax base.4 A scrutiny of the taxation powers contained in the union list
and the state list reveals that major and elastic sources of tax revenue (like personal
income tax, corporation tax, excise duty onmanufactures) belong to theCentre, while
relatively inelastic sources of revenue (like tax on purchase and sale of commodities)
come under the purview of state governments. Moreover, the Centre enjoys almost
unlimited powers to borrow in the domestic market as well as from abroad, whereas
borrowing powers of the states are subject to various restrictions.

The consequence of this mismatch between the limited resources and vast expen-
diture obligations is vertical fiscal imbalance for the states. Rao (2000) figured out
that the states raise 35% of total revenues, that finances 51% of their expenditures.
The expenditure share of the state governments after giving grants to local govern-
ments is 35%. In social services, particularly in education and health sectors, the
expenditure share of the states is more than 80%, and in economic services, it is
about 50%. The constitutional provisions relating to allocation of financial resources
between the Centre and the states might not be sufficient to cover for the assigned
expenditure programmes of the state governments. To correct for such built-in ver-
tical imbalance, the arrangement of transfer of funds from the Centre to the states
through the mediation of Finance Commissions has been envisaged. These transfers
are commonly known as vertical transfers. This distribution is in the form of share of
states in central taxes, grants from the Centre and loans from the Centre. As pointed
out by Rangarajan and Srivastava (2008) “…. (a) prior to transfers, Centre collects
on average about 63–64% of the combined revenue receipts; after transfers, states
get nearly 64% of the combined revenue receipts. (b) This enables the states to spend
nearly 57% of the combined expenditure on an average on revenue account. The
Centre spends about 43% of the combined revenue expenditure by retaining 36% of
revenues after transfers by borrowing relatively more”. Consequently, the states rely
on central transfers to finance a significant portion of their expenditures. Thus, the
higher the vertical imbalance for the states the larger will be the transfer of funds
from Centre to states.

Now, most of the papers addressing VFI have focused mainly on the nature and
trends of intergovernmental transfers (Rao 2000; Rangarajan and Srivastava 2008;
Singh 2007; Mohan and Shyjan 2009; Rao and Srivastava 2014). Much of the litera-
ture is confined to the discussion of role of transfers as gap fillers to combat VFIs and
the pattern of changes and variations across the states of such transfers. Although the
papers confirm that VFIs exist among states, the literature lacks any direct examina-
tion on the nature and pattern of VFIs and its impact on fiscal performance across
states in India.

The current study attempts, using a propermeasure of VFI, to scrutinize the nature
and pattern of VFI across states in India. An econometric estimation is carried out
to ascertain the relation of VFI to fiscal performance in the context of Indian states.

4A detailed list of union and state taxes as laid down in Seventh Schedule of Constitution of India
is provided in Tables 7 and 8 in Appendix.
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4 A Measure of Vertical Fiscal Imbalance

The twin objective of analysing the nature and its impact on the fiscal discipline of
states in India encompasses a proper measure of VFI. Various indicators of VFI are
used in the empirical literature (Sharma 2012).

Boadway and Tremblay (2006) have defined VFI as a situation in which the size
of transfers made by the federal government to the provinces falls well short of the
amount of federal tax revenues relative to their expenditure responsibilities. Most of
the papers have resorted to “transfer dependency” as an appropriate measure of VFI,
where transfer dependency is defined as transfers as a share of either sub-national
spending or sub-national revenue. While some authors have used the difference
between own revenues and own spending as a measure of VFI (Bird and Tarasov
2004).

This paper uses the concept of VFI as propounded by Eyraud and Lusiyan (2013),
where VFI is defined as the share of sub-national own spending not financed through
own revenues, because of some its advantages over the other measures. Along with
being easy to calculate in the context of Indian states, this measure extends the con-
cept of “transfer dependency” to sub-national borrowing. Inclusion of sub-national
borrowing is important since it is another kind of “soft” resource of financing the
fiscal imbalances and important contributor of VFI dynamics. Further, this VFI indi-
cator measures the mismatch between spending and revenue decentralization most
appropriately. Thus,

VFI = 1 − Sub-national Government (SNG) OwnRevenue

Sub-national Government (SNG) OwnExpenditure

5 An Assessment of Vertical Fiscal Imbalance in Indian
States

Before proceeding to examine the main issues of the study, let us look into some
stylized facts on VFI, their dispersion across states, the mode of financing these
imbalances and their long-run trends. We use data for 24 Indian states for a period of
1990–91 to 2015–16. Among the 24 states, 14 are general category states: Andhra
Pradesh, Bihar, Gujarat, Haryana, Karnataka, Kerala,Madhya Pradesh,Maharashtra,
Orissa, Punjab, Rajasthan, Tamil Nadu, Uttar Pradesh and West Bengal, and 10 are
special category states5: Arunachal Pradesh, Assam, Himachal Pradesh, Jammu and
Kashmir, Manipur, Meghalaya, Mizoram, Nagaland, Sikkim and Tripura.

5Special category states are certain disadvantaged states with preferential treatment in the form of
central assistance and tax break.
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Fig. 1 Average Vertical fiscal imbalance (in %)

Fact 1: There are sizeable differences in vertical fiscal imbalance across the
states

The average VFI is 62.43% over the sample from 1990–91 to 2015–16.
Figure 1 presents a large dispersion in VFI across the 24 states. The variation

is from about 32.69% in Haryana to 93% (approx.) in Nagaland. This implies the
financing of the states’ expenditure varies greatly across states.

However, these cross-state differences in the structure of state financesmay reflect
factors such as the role of the states as provider of public services (especially health
and education), regional imbalances and the presence of externalities amongst others.
For example, VFIs are much higher for the special category states compared to the
general category states.

Special category states are certain disadvantaged states having features like hilly
and difficult terrain, low population density, economic and infrastructural backward-
ness, and non-viable nature of state finances. For this, they have low resource base
and cannot mobilize resources for development. Hence, the gap between expen-
diture incurred and revenue raised by these states is wide and faces large vertical
imbalances.

The dispersion of VFI across the general category states attributes to the wide
variation in the revenue-raising capacity of the states, except for Andhra Pradesh
(Fig. 2). As for the special category states, the heterogeneity is mostly related to the
dispersed expenditure obligations of the states. Transfers from the Centre are pivotal
for financing of the revenue gap.

Fact 2: Shares in central taxes and grants from Centre are essential in under-
standing VFI dispersion across states

To deal with VFI, the Finance Commission of India (under Article 280) recom-
mends vertical transfers to states from theCentre. These transfers act as an instrument
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Fig. 2 VFI dispersion across states

to deal with the extant asymmetric decentralization of expenditure responsibility and
revenue-raising authority of the states. In the context of Indian states, the transfer-
ence of resources from Centre comes to occupy an important place in correcting
the imbalances. The importance of Central contributions to states’ resources is clear
from Fig. 3. VFI and Transfer Dependency of the states (average over the period
1990–91 to 2015–16) have moved analogously.

In the process of devolution of resources from the Centre to states, there are three
major modes of transfers, viz. states’ share in central taxes, grants from the Centre
and loans from the Centre.

The proportion of shares in central taxes to gross transfers has been highest for
the general category states (Fig. 4). Now, the criteria for devolution of taxes across
states, as used by the Finance Commission, are mainly population, distance, tax
effort, fiscal discipline, etc.6 Hence, the states which satisfy most of the criteria are
the ones to accrue the highest proportion of share in central taxes to correct their
imbalance. Thus, the general category states receive a greater proportion of transfers
in the form of shares in central taxes. On the other hand, the share of grants in aid
from Centre has been the highest for the special category states. The share of loans
from Centre to gross transfers should not be overlooked. Even though they constitute

6The criterion for tax devolution has varied from one Finance Commission (FC) to another. For
example, prior to 11th FC, multiple criteria like collection, backwardness, poverty ratio were for
devolving taxes. The 11th FC used population, distance, area, index of infrastructure, tax effort
and fiscal discipline as the basis of devolution. The 12th FC, on the other hand, dropped index of
infrastructure from the criteria.
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Transfers (Share in central taxes + grants from centre) as a share of States’ Own Expenditure

Source: Author’s computation
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Fig. 4 Components of gross transfers (Average over 1990–91 to 2009–10)

a small portion of gross transfers, the general category states depend more on them
as compared to the special category states (Fig. 4).

Fact 3: VFIs have remained more or less the same in the last 20 years.

On an average, for the general category states, VFI declined by 2.93 percentage
points from 1990–91 to 2015–16 and 1.89%, alternatively, for the special category
states (Fig. 5).
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Fig. 5 Average vertical Fiscal imbalance—Evolution overtime (in %)

A fluctuating trend is noted for the general category states. VFI has been lowest
in 2012–13 (43.24%).7 As for the special category states, the trend has more or less
been the same (Fig. 5).

Fact 4: Large vertical imbalances are associated with worst fiscal performance
in the context of Indian states

As the literature posits, large VFIs relax fiscal discipline. The overall fiscal perfor-
mance of the states is found to be positively associated with large vertical imbalances
(Fig. 6). On an average, states’ overall deficit is found to increase by 41 percentage
point for every one per cent increase in VFI.

From this, it is quite evident that in almost all the states, the expenditure decen-
tralization is not in tandem with the revenue decentralization in India.

Fact 5: “Finance follows function” is evident only for selected Indian states

Conventionally, the literature suggests that revenue decentralization should always
follow expenditure decentralization. However, states’ experience in India reveals the
otherway. Formajority of the states, we find no causality. A reverse causality, revenue
decentralization preceding expenditure decentralization, is found for six states.

“Finance follows function” is evident only for Meghalaya. The reason sorted for
this can be due to the fact that devolution of revenue powers is easy to implement
compared to expenditure decentralization. However, for majority of Indian states no
specific pattern is observed, at least in the short run.

7The long-run trend of VFIs for individual states is provided in Fig. 7 in Appendix.
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Granger non-causality test resultsa

Expenditure decentralization
→ Revenue decentralization

Expenditure decentralization
+ Revenue decentralization

Revenue decentralization →
Expenditure decentralization

Andhra Pradesh, Karnataka,
Rajasthan, Arunachal
Pradesh, Assam, Nagaland

Revenue decentralization +
Expenditure decentralization

Meghalaya

Notes (i) Decentralization figures in logarithms; lags chosen by Akaike information criteria (AIC)
(ii) X → Y: X Granger causes Y; X + Y: X does not Granger cause Y
(iii) Significant at 5% level
aTo detect Granger causality in panel data set, Panel Granger causality test (Dumitrescu and Hurlin
2012) is applied. The detailed result is provided in Tables 9 and 10

Hence, as evident from the above discussion, all the states in India face large and
widening vertical gaps. In this backdrop, it will be interesting to evaluate the impact
of this persistent VFI on the fiscal performance of the states. In the next section, we
provide an empirical estimation of link between VFI and fiscal performance in the
context of states in India.

6 Econometric Evidence

(a) Methodology:

A panel data estimation is carried out á la Eyraud and Lusiyan (2013) to assess
the impact of VFI on the fiscal performance of the states.
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An empirical relationship is specified linking the state government primary deficit
to the VFI, spending decentralization and covariates. The main aim is to estimate the
partial effect of VFI.

The following specification is applied to evaluate the relationship:

PDi t = α × VFIi t + β × Decentralizationi t + δ × Xit + εi t (1)

where indices i and t denote states and years, respectively.
PDit is the dependent variable, which is primary deficit of state government as a

share of NSDPcurrent prices. This is used as a proxy for fiscal performance.
VFIit is the vertical fiscal imbalance. Decentralizationit is spending decentral-

ization. Xit denotes control variables. The covariates include government debt and
output gap. All these are the independent variables.

εit is time and state-specific error term.
The regression equation is applied on a sample of 24 states over the period 1995–96

to 2014–15. A two-way fixed effect estimation of Eq. (1) detected some degree of
autocorrelation and group-wise heteroscedasticity in the residuals. Hence, to ensure
that the statistical inference is valid, Eq. (1) is estimated with the least square dummy
variable (LSDV) estimator with robust standard errors clustered at the state level.

The empirical analysis tests the following three hypotheses related to the impact
of VFI on fiscal performance.

H1: Shifting the financing of state expenditures from transfers to own revenue
improves fiscal performance.

In line with the theoretical literature and the facts, as obtained in the previous
section, the VFI is included in Eq. (1) as a determinant of state government primary
deficit. Thus, we can expect that raising the share of own revenue of the states to
finance their expenditure will improve fiscal performance. The coefficient α repre-
sents the impact of VFI, keeping spending decentralization constant. Estimated α

is expected to be positive. Thus, given VFI decreases, primary deficit of the state
government also decreases.

H2: Too large vertical gaps are bad for fiscal performance, but too small as well.
H2 tests whether or not the effect of VFI is linear. As pointed out in Sect. 2, high

VFIs present risks. Eyraud and Lusiyan (2013) also mentioned that a small VFI may
have adverse effect on fiscal performance, because of diseconomies of scale.

This hypothesis is tested by including a quadratic term in the equation. According
to Eyraud and Lusiyan (2013), “If there is an ‘optimal’ positive VFI maximizing the
fiscal balance,8 the VFI coefficient should be positive and squared VFI coefficient
should be negative”. This paper uses the concept of primary deficit instead of fiscal
balance. Hence, the desired sign of the coefficient of VFI and squared VFI will be
negative and positive, respectively.

H3: The effect of VFI is more pronounced in states with large horizontal fiscal
imbalances (HFI).

8They defined fiscal balance as difference between general government total revenue and primary
expenditure (i.e. expenditure net of interest payment).
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HFI refers to differential fiscal capacities of sub-national economies. HFI is the
VFI which is left over when the VFI is solved for the richest sub-national government
(Bird and Vaillancourt 2006). Studies suggest VFI and HFI may interact with each
other and can be detrimental to fiscal performance.

As apparent from the scatter diagram,9 HFI among the 24 major Indian states has
been persistently increasing over the years. It is also evident from the coefficients
of variation of the states’ HFI which has been on a rise over time. The persistent
HFI can be due to differentials in revenue-raising capacity and cost disability factors
among the states.

This hypothesis aims at testing the combined effect of VFI and HFI on fiscal
performance of the states in India. The estimated coefficient is expected to be positive.

Given no common consensus on themeasure ofHFI, distance of per capita income
from the average of highest three per capita income is taken as a measure of HFI.
In Indian context, when the level of per capita incomes is highly unequal, per capita
income distance is one of the main criteria for distribution of equalization grants.10

It meets the horizontal equity criteria of transfers (Rangarajan and Srivastava 2008).
Hence, per capita income deviation can be considered as an appropriate proxy for
HFI.

(b) Data Description:

To carry out the above-mentioned estimation, the paper employs a sample of 24
Indian states over the period 1995–96 to 2014–15. The relevance of choosing the
sample period relies upon the fact that three-tier devolution of fiscal responsibility and
resources has been constitutionalized in India from the year 1993 onwards.11 Thus,
any study assessing the impact of vertical fiscal imbalances on the fiscal performance
of the states should take into account such provisions, as laid down in the constitution.

The variables used in the econometric analysis are as follows:

(i) PDit = State government primary deficit as a share of NSDPcurrent prices

As a proxy of fiscal performance, primary deficit is used. Primary deficit is the
standard deficit minus the interest on the government debt. Equivalently, as tradi-
tionally measured, the primary deficit is government non-interest outlays minus total
revenues.

(ii) VFI(Vertical Fiscal Imbalance) = 1 − StateGovernment OwnRevenue

StateGovernment OwnExpenditure

It is the share of state government’s own expenditure (i.e. revenue expenditure
excluding grants in aid and contributions and capital expenditure excluding discharge

9Refer Fig. 8 in Appendix.
10As suggested by the Finance Commission Reports.
11Two constitutional amendment (73rd and 74th in the year 1993 and 1994) established manda-
tory provisions for decentralization to local governments in India. It envisaged the panchayat and
municipal bodies as institutions of self-government. The states endow the lower-tier governments
with powers and authority to enable the latter to function as institutions of self-government.
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of internal debt and repayment of loans to Centre) not financed with state govern-
ment’s own revenue (i.e. revenue receipts excluding share in central taxes and grants
from Centre).

(iii) Expenditure decentralization = Devolution and Transfer of Resources fromCentre

States’ OwnExpenditure

Devolution and transfer of resources from Centre include share in central taxes
and grants from Centre to the state.12

(iv) The covariates used are lag debt-to-NSDP gap and lag output gap, where

Debt-to-NSDP gap ratio = State government’s gross outstanding liabilities as a
ratio of NSDPcurrent prices

Output gap = Actual NSDPconstant prices − Estimated potential NSDP

Estimated potential NSDP

Estimated potential NSDP is obtained by Hodrick–Prescott filter of
NSDPconstant prices for each of the 24 states over the period 1995–96 to 2014–15.

(v) Two alternate definitions of HFI are used:

(a) HFI = Average of highest three per capita NSDPcurrent prices − State per
capita NSDPcurrent prices.

(b) HFI= Fiscal capacity of each state−Median fiscal capacity of states con-
cerned. Fiscal capacity of the states is derived from the use of representative
tax system (RTS).13

All the data are obtained from Handbook of Statistics on Indian Economy, 2018
(Reserve Bank of India), Handbook of Statistics on Indian States, 2013–18 (Reserve
Bank of India), State Finances: AStudy ofBudgets, 2013–18 (ReserveBank of India)
and Handbook of Statistics on State Government Finances, 2010 (Reserve Bank of
India).

12The literature suggests various definitions of decentralization. One of the most used is “share of
sub-national expenditure to general government expenditure”. This definition of decentralization is
inapplicable in the context of India due to the unavailability of comprehensive expenditure data at
local and provincial governments. Thus, the use of this data can present an incomplete picture of
the sub-national government. However, the expenditure responsibilities of all tiers of government,
specifically the lower tiers, are mostly met through taxes and grants as recommended by the Central
Finance Commission. Hence, the share of transfer of resources from Centre to own expenditure of
the states might represent the degree of decentralization in India accurately.
13Complete methodology given in Appendix.
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(c) Econometric Results:

Baseline Results:
This section presents the main econometric results.
Tables 1 and 2 show the results in the context of India states. The sample of 24

states includes 14 general category and 10 special category states.14

With the distinction of Indian states into non-special and special category, it would
be preferable to run separate regressions to estimate the impact of VFI on the fiscal
performance of the states, due to their incomparable data. While Table 1 reports the
results for non-special category states, Table 2 provides the results found for special
category states.

Column (2) adds the covariates lag debt-to-NSDP ratio and lagoutput gap.Column
(3) verifies H2.

The results from Tables 1 and 2 show that all coefficient signs (except for lag
output gap) are according to the hypotheses postulated in the paper. VFI is found to
exacerbate primary deficit. The primary deficit of the general category state govern-
ments is found to deteriorate by 12 percentage points of NSDP for each percentage
point decline in VFI. The special category states get the highest estimated coeffi-

Table 1 Regression result on relationship betweenVFI and fiscal performance for 14major general
category states

Dependent variable: primary deficit–NSDP ratio

(1) (2) (3)

VFI 0.12***
(10.19)

0.14***
(12.72)

0.14***
(3.83)

Expenditure decentralization −0.16***
(−9.91)

−0.14***
(−10.48)

−0.17***
(−10.33)

Lag debt–NSDP ratio −0.04***
(−4.31)

−0.04***
(−6.54)

Lag output gap 0.01
(0.57)

0.002
(0.18)

VFI squared −0.02
(−0.40)

Overall R2 0.52 0.61 0.49

Within R2 0.66 0.73 0.74

Number of observations 280 280 280

Number of states 14 14 14

*** (**,*)=Significant at 1(5, 10) per cent level. The robust t-statistic (heteroscedasticity corrected)
is represented in the parenthesis
Column (2) reports random effect results, as suggested by the Hausman test

14One may argue that there are differences in the physical and economical characteristics of the two
category states. Therefore, they are not directly comparable. Hence, we may get misleading results
when the two category states are clubbed together. To get more accurate results, separate regression
estimation is carried out for the general category states and special category states.
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Table 2 Regression result on relationship between VFI and fiscal performance for 10major special
category states

Dependent variable: primary deficit–NSDP ratio

(1) (2) (3)

VFI 0.27***
(7.39)

0.24***
(5.25)

0.55**
(2.47)

Expenditure decentralization −0.35***
(−13.71)

−0.34***
(−11.70)

−0.36***
(−11.89)

Lag debt–NSDP ratio −0.05***
(−4.07)

−0.06***
(−4.34)

Lag output gap 0.03
(0.81)

0.04
(1.04)

VFI squared −0.24
(−1.50)

Overall R2 0.46 0.29 0.18

Within R2 0.63 0.62 0.63

Number of observations 200 150 150

Number of states 10 10 10

*** (**,*)=Significant at 1(5, 10) per cent level. The robust t-statistic (heteroscedasticity corrected)
is represented in the parenthesis
Notes Due to the unavailability of data on real NSDP for Mizoram (1995–96 to 1998–99), the
sample period is 2000–01 to 2014–15 in column (2) and (3)

cient of VFI. The primary balance of the special category states is found to improve
by 27 basis points for every 1 percentage point decline in their respective VFI (as
reported in Table 2). Hence, to improve fiscal performance of the states VFI should
be reduced. The econometric analysis supports H1.

Spending decentralization is significantly negative suggesting higher is the devo-
lution of resources to the states, given their expenditure responsibilities, the lower is
the primary deficit of the general category states. Thereby, it validates H1.

Lag debt-to-NSDP ratio is significant. It implies the fiscal policy of the Indian
states are constrained by debt sustainability considerations. Thus, debt in the previous
period is accompanied by primary surplus in the current period to stabilize the debt.
Lag output gap found to be statistically insignificant for both the categories of states
indicating no effect of automatic stabilizers in the system.

The econometric analysis provides no support forH2.SquaredVFI is insignificant,
as implying too large or too small VFI has no such effect on the fiscal deficit of the
states.

To summarize, the theoretical claim that VFI is detrimental to fiscal performance
is empirically supported in the context of India. A decline in VFI is always found to
be beneficial for the Indian states. A 1 percentage point reduction in the VFI reduces
the primary deficit of the state governments by 15 percentage point15 of NSDP, on

15Clubbing general and special category states, together. Result is provided in, Table 11.
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average. Thus, to improve the fiscal position the central and the state government
should make efforts to reduce VFI.

Result with HFI:
The econometric analysis conforms H3. HFI as an interacting variable makes the

effect VFI on fiscal balance more interpretable.
As discernible from the regression result, VFI is more pronounced to fiscal per-

formance in states with high HFI. However, the average effect of VFI on primary
deficit of the states has remained relatively same in the presence of HFI. HFI also
seems to have a significant positive effect on the primary balance, though its impact
has been comparatively negligible (Table 3).

Robustness Analysis:
The main results found can be sensitive to how the variables are defined. This

section re-estimates the main regression results with some alternate definitions of the
regression variables. The reiteration of estimated results with alternative definitions
shall provide additional insights to the present context of study.

Table 3 Regression results with HFI as interaction term

Dependent variable: Primary deficit–NSDP ratio

General category states Special category states

(1) (2) (1) (2)

VFI 0.12***
(11.64)

0.14***
(14.06)

0.28***
(5.72)

0.32***
(6.58)

Expenditure
decentralization

−0.19***
(−11.63)

−0.19***
(−12.31)

−0.35***
(−11.46)

−0.34
(−10.95)

Lag debt–NSDP
ratio

−0.04***
(−6.80)

−0.04***
(−7.01)

−0.04***
(−3.39)

−0.04***
(−3.23)

HFI 0.00***
(3.92)

0.00**
(1.98)

VFI × HFI 0.00***
(4.96)

0.00***
(2.51)

0.00***
(3.69)

−0.00
(−1.47)

Overall R2 0.52 0.77 0.40 0.41

Within R2 0.76 0.57 0.65 0.66

Number of
observations

280 280 150 150

Number of
states

14 14 10 10

Fixed effect estimation as suggested by Hausman and Sargan–Hansen test of choosing between FE
andREmodel;Robust t statistics (heteroscedasticity corrected) clustered at state level in parenthesis;
*** (**,*) = Significant at 1(5, 10) per cent level
Since the interaction term coefficient is found to be approximately equal to 0, even though statisti-
cally significant, the combined effect of VFI around the centred value of HFI is ignored
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The rigorous sensitivity tests run as follows. It incorporates alternate indicators
of VFI and fiscal performances.16

Lag output gap, again, is found to be insignificant in the context of Indian states
possibly reflecting the absence of automatic stabilizing effect of fiscal policy. The
inclusion of lag output, in place of lag output gap, as a covariate can elucidate the
results on the effect of VFI on fiscal performance of Indian states.

Further, the literature on estimation of HFI across sub-national economies empha-
sizes on the differences in the fiscal capacity measure. The HFI measure applied in
the main regression results is absolute measures which might lead to biased results
due to variability in the data. Given non-concurrence on any particular definition of
HFI, the robustness analysis incorporates some alternate (normalized) measures of
HFI.

Results of robustness analysis17 confirm the main regression results. The main
variables are still found to be significant on re-estimation of baseline results in ref-
erence to the above-mentioned alternate measures of various regression variables.
The coefficients of VFI are found to be negatively significant conforming that VFI
is detrimental to fiscal performance. The primary deficit of general category states
is found to improve by 9 (1) percentage points of NSDP for each percentage point
decline in VFI for general category states.

As found in the main regression results, the special category states get the highest
estimated coefficient for VFI. The econometric analysis again supports H1. However,
the impact of VFI in the presence of HFI is found to be insignificant.

With alternate definitions of fiscal performance, theVFI coefficients are also found
to be significantly high. For the special category states, HFI is again seemed to have
a positive effect on the fiscal performance alternatives. It furthermore validates H3
for the special category states.

Results with HFI as interaction term give mixed outcomes. Primary deficit of the
general category states is found to decline, in the presence of VFI, if the per capita
NSDP of the states is greater than average per capita NSDP of top three richest states.

For special category states, VFI is found to affect primary deficits inversely, if
deviation of each state’s estimated fiscal capacity from median capacity is positive.
Thus, for special category states, high VFI is found to reduce primary deficits in the
presence of uneven fiscal capacity across states. This could be because of the fact
that the greater the disadvantageous position of the special category states the higher
the transfer of funds to the states from the Centre.

The dynamic panel data model takes into account the possibility that all explana-
tory variables are endogenous. The test for autocorrelation and over-identifying
restrictions presents no evidence of model misspecification. The results of the model
are corroborating the finding that VFI is detrimental to fiscal performance of the
states. All the estimated coefficients are statistically significant and have the usual
expected sign for the general category states (as reported in the previous results).
An anomaly is noted for the special category states where lag debt–NSDP ratio and

16For alternate measures of VFI, fiscal performances and HFI, refer Appendix.
17Refer Appendix, for robustness analysis results.
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lag primary deficit are insignificant. It implies past year deficit exerts no substantial
influence on current year primary deficit of the special category states.

7 Conclusion

Thus, theoretical and empirical literatures have provided that VFI is detrimental to
fiscal health. Given the financing structure of the sub-national governments, VFI is
inevitable in almost all the sub-national governments around the world. However,
VFIs come into greater scrutiny during difficult times. Attention to VFIs increases
when deficits become chronic, necessitating frequent bailouts from the central gov-
ernment. Given the financing structure of the Indian states, the notion of VFI is also
apparently prevalent in Indian states. This paper presents an analysis of the nature,
pattern and financing structure of VFI in 24 states in India for the period 1995–96
to 2014–15. Further, an attempt is made to examine the exact relationship between
VFI and fiscal performance across the above-mentioned sample.

It is found that VFI is quite dispersed across states in India. The analysis has
considered two categories of states—general and special. The impact of VFI is com-
paratively lower in the general category states as compared to the special category
states. As regards the financing of VFIs, states’ share in central taxes is the major
source of finance for the general category states, whereas grants from Centre act
as active gap fillers for the special category states. Besides this, it has been found
that VFI in India follows a more or less constant trend in the last 20 years. A panel
data estimation, on Indian data, confirms the widely held view that closing the gap
between sub-national expenditure and sub-national own revenue is associated with
better fiscal outcomes. On an average, the primary deficit of the states is found to
decline by 15 percentage point of NSDP for each 1 percentage point decline in VFI.
The combination of horizontal and vertical imbalance also affects fiscal performance
adversely. Thus, to improve the fiscal performance of the states, attemptmust bemade
to reduce VFI.

However, this analysis is an initial approach to investigate the nature of VFI and its
link with fiscal performance, in the context of Indian states. The empirical research
in this area can be further strengthened in a number of directions. This analysis has
provided only the nature of VFI in states in India. Attempts can be made to assess the
causes of such pattern. For example, efforts can be carried out to find why VFIs are
so widely dispersed across the states. A detailed study on the finances of individual’s
states, their revenue-raising efforts, the central policies on state-wise tax devolutions
(if any), etc., may provide a better insight into the issue.

Appendix

See Tables 4, 5, 6, 7, 8, 9, 10 and Fig. 7.
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Table 4 Developmental functions included in the union lists in the Seventh Schedule of the Con-
stitution

S. No. Entry No. Heads

1 6 Atomic energy and mineral resources necessary for its production

2 22 Railways

3 23 Highways declared by or under law made by Parliament to be national
highways

4 24 Shipping and navigation on inland waterways, declared by Parliament by
law to be national waterways, as regards mechanically propelled vessels
the rule of the road on such waterways

5 25 Maritime shipping and navigation including shipping and navigation on
tidal waters provision of education and training for the mercantile marine
and regulation of such education and training provided by States and
other agencies

6 26 Lighthouses, lightships, beacons and other provision for the safety of
shipping and aircraft

7 27 Ports declared by or under law made by Parliament or existing law to be
major ports, including their delimitation and the constitution and powers
of port authorities therein

8 28 Port quarantine, including hospitals connected therewith seamen’s and
marine hospitals

9 29 Airways aircraft and air-navigation provision of aerodromes; regulation
and organisation of air traffic and of aerodromes; provision for
aeronautical education and training and regulation of such education and
training provided by States and other agencies

10 30 Carriage of passengers and goods by railways, sea or air, or by national
waterways in mechanically propelled vessels

11 31 Posts and telegraph: telephones, wireless, broadcasting and other forms
of communications

12 41 Trade and commerce with foreign countries; import and export across
customs frontiers; definition of customs frontiers

13 42 Inter-state trade and commerce

14 52 Industries, the control of which by the union is declared by parliament by
law to be expedient in the public interest

15 53 Regulation and development of oilfields and mineral oil resources;
petroleum and petroleum products; other liquids and substances declared
by Parliament by law to be dangerously inflammable

16 54 Regulation of mines and mineral development to the extent which such
regulation and development under the control of the Union is declared by
Parliament by law to be expedient in the public interest

17 56 Regulation and development of inter-State rivers and river valleys to the
extent to which such regulation and development under the control of the
Union is declared by Parliament by law to be expedient in the public
interest

(continued)
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Table 4 (continued)

S. No. Entry No. Heads

18 57 Fishing and fisheries beyond territorial waters

19 65 Union agenda and institutions for
a. professional, vocational or technical training including the training of
police officers; or
b. the promotion of special studies or research; or
c. scientific or technical assistance in the investigation or detection of
crime

20 66 Coordination and determination of standards in institutions for higher
education or research and scientific and technical institutions

21 68 Survey of India, the geological, botanical, zoological and anthropological
surveys of India, meteorological organizations

Table 5 Developmental functions included in the state lists in the Seventh Schedule of the Con-
stitution

S. No. Entry No. Heads

1 5 Local government, that is to say, the constitution and powers of municipal
corporations, improvements trusts, district boards, mining settlement
authorities and other local authorities for the purpose of local
self-government or village administration

2 6 Public health and sanitation; hospitals and dispensaries

3 9 Relief of the disabled and unemployable

4 13 Communications, that is to say, roads, bridges, ferries, and other means of
communication not specified in List I: municipal tramways; ropeways;
inland waterways and traffic thereon subject to the provisions of List I
and List II with regard to such waterways; vehicles other than
mechanically propelled vehicles

5 14 Agriculture, including agricultural education and research, protection
against pests and prevention of plant diseases

6 15 Preservation, protection and improvement of stock and prevention of
animal diseases; veterinary training and practice

7 17 Water, that is to say, water supplies, irrigation and canals, drainage,
embankments, water storage and water power subject to the provisions of
entry 56 of List I

8 18 Land, that is to say, rights in or over land, land tenures including the
relations of landlord and tenant, and the collection of rents; transfer and
alienation of agricultural land; land improvement and agricultural loans;
colonization

9 21 Fisheries

10 23 Regulation of mines and mineral development subject to the provisions of
List I with respect to regulation and development under the control of the
Union

(continued)
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Table 5 (continued)

S. No. Entry No. Heads

11 24 Industries subject to the provisions of entries 7 and 52 of List I

12 25 Gas and gas-works

13 26 Trade and commerce within the State subjects to the provisions of entry
33 of List III

14 27 Production, supply and distribution of goods subject to the provisions of
entry 33 of List III

15 32 Cooperative societies

16 35 Works, lands and buildings vested in or in the possession of the state

Table 6 Developmental functions included in the concurrent list in the Seventh Schedule of the
Constitution

S. No. Entry No. Heads

1 17A Forests

2 20 Economic and social planning

3 20A Population control and family planning

4 23 Social security and social insurance; employment and unemployment

5 25 Education, including technical education, medical education and
universities, subject to the provisions of entries 63, 64, 65 and 66 of List
I; vocational and technical training of labour

6 27 Relief and rehabilitation of persons displaced from their original place of
residence by reasons of the setting up of the Dominions of India and
Pakistan

7 31 Ports other than those declared by or under law made by Parliament or
existing law to be major ports

8 32 Shipping and navigation and inland waterways as regards mechanically
propelled vessels, and the rule of the road on such waterways, and the
carriage of passengers and goods on inland waterways subject to the
provisions of List I with regard to national waterways

9 33 Trade and commerce in, and the production supply and distribution of -
a. the products of any industry where the control of such industry by the
Union is
declared by Parliament by law to be expedient in the public interest and
imported goods on inland waterways subject to the provisions of List I
with regard to national waterways
b. foodstuffs, including edible oilseeds and oils
c. cattle fodder, including oilseeds and other concentrates
d. raw cotton, where ginned or unginned and cottonseed; and
e. raw jute

(continued)
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Table 6 (continued)

S. No. Entry No. Heads

10 36 Factories

11 37 Boilers

12 38 Electricity

Table 7 Taxation heads assigned to the union in the Seventh Schedule of the Constitution

Entry in List I of the Seventh Schedule Head

82 Taxes on income other than agricultural income

83 Duties of customs including export duties

84 Duties of excise on tobacco and other goods
manufactured or produced in India except-
a. alcoholic liquors for human
consumption
b. opium, Indian hemp and other narcotic drugs and
narcotics; but including medicinal and toilet
preparations containing
alcohol or any substance
included in sub-paragraph (b)
of this entry

85 Corporation tax

86 Taxes on the capital value of the assets, exclusive of
agricultural land of individuals and companies; taxes
on the capital of companies

87 Estate duty in respect of property other than
agricultural land

88 Duties in respect of succession to property other than
agricultural land

89 Terminal taxes on goods or passengers carried by
railway, sea or air: taxes on railway fares and freights

90 Taxes other than stamp duties on transactions in stock
exchanges and future markets

91 Rates of stamp duty in respect of bills of exchange,
cheques, promissory notes, bills of lading, letters of
credit, policies of insurance, transfer of shares,
debentures, proxies and receipts

92 Taxes on the sale or purchase of newspapers and on
advertisements published therein

92A Taxes on the sale or purchase of goods other than
newspapers, where such sale or purchase takes place
in the course of inter-State trade or commerce

(continued)
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Table 7 (continued)

Entry in List I of the Seventh Schedule Head

92B Taxes on the consignment of goods (whether the
consignment is to the person making it or to any other
person), where such consignment takes place in the
course of inter-State trade or commerce

97 Any other matter not enumerated in List II or List III
including any tax not mentioned in either or both the
Lists

Table 8 Taxation heads assigned to the states in the Seventh Schedule of the Constitution

Entry in List II of the Seventh Schedule Head

45 Land revenue, including the assessment and
collection of revenue, the maintenance of land
records, survey for revenue purposes

46 Taxes on agricultural income

47 Duties in respect of succession of agricultural land

48 Estate duty in respect of agricultural land

49 Taxes on lands and buildings

50 Taxes on mineral rights subject to any limitations
imposed by Parliament by law relating to mineral
development

51 Duties of excise on the following goods
manufactured or produced in the State and
countervailing duties at the same or lower rates on
similar goods manufactured or produced elsewhere
in India:
a. alcohol liquors for human consumption
b. opium, Indian hemp and other narcotic drugs and
narcotics; but not including medicinal and toilet
preparations containing alcohol or any substance
included in sub-paragraph (b) of this entry

52 Taxes on the entry of goods into a local area for
consumption, use or sale therein

53 Taxes on the consumption or sale of electricity

54 Taxes on the sale or purchase of goods other than
newspapers, subject to the provisions of entry 92A of
List I

55 Taxes on advertisements other than advertisements
published in the newspaper and advertisements
broadcast by radio or television

56 Taxes on goods and passengers carried by road or on
inland waterways

(continued)
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Table 8 (continued)

Entry in List II of the Seventh Schedule Head

57 Taxes on goods and passengers carried by road or on
inland waterways. Taxes on vehicles, whether
mechanically propelled or not, suitable for use on
roads including tramcars, subject to the provision of
entry 35 of List III

58 Taxes on animals and boats

59 Tolls

60 Taxes on professions, trades, callings and
employments

61 Capitation taxes

62 Taxes on luxuries, including taxes on entertainments,
amusements, betting and gambling

63 Rates of stamp duty in respect of documents other
than those specified in the provision of List I with
regard to rates of stamp duty

Table 9 Panel Granger non-causality test

Revenue decentralization →
Expenditure decentralization

Expenditure decentralization →
Revenue decentralization

General category states z̃ = 5.78
(0.00)

z̃ = −0.00
(0.00)

Special category states z̃ = 3.34
(0.00)

z̃ = 0.99
(0.00)

H0: X does not Granger − Cause Y
HA: X does Granger − Cause Y for at least one state
p-values in parenthesis
Lag order selected by minimizing Akaike information criterion

Table 10 Result of Granger causality test (state-wise)

States Revenue decentralization →
Expenditure decentralization

Expenditure decentralization
→ Revenue decentralization

Wi Pi Wi Pi

Andhra Pradesh 18.68 0.00

Karnataka 7.67 0.01

Rajasthan 5.14 0.03

Arunachal Pradesh 11.92 0.00

Assam 7.44 0.01

Nagaland 4.52 0.04

Meghalaya 63.07 0.00

States with only significant values reported
Significance at 5% level



Vertical Fiscal Imbalances and Its Impact on Fiscal … 269

Fig. 7 VFI—Evolution overtime for individual states 1. Andhra Pradesh, 2. Arunachal Pradesh, 3.
Assam, 4. Bihar, 5. Gujarat, 6. Haryana, 7. Himachal Pradesh, 8. Jammu andKashmir, 9. Karnataka,
10. Kerala, 11. Madhya Pradesh, 12. Maharashtra, 13. Manipur, 14. Meghalaya, 15. Mizoram, 16.
Nagaland, 17. Orissa, 18. Punjab, 19. Rajasthan, 20. Sikkim, 21. Tamil Nadu, 22. Tripura, 23. Uttar
Pradesh, 24. West Bengal

Regression-based Fiscal Capacity Approach of Measuring Horizontal Fiscal
Imbalances (HFI):
Under this approach, fiscal/taxable capacity is the predicted tax–NSDP ratio esti-
mated from a regression. The estimation procedure takes into account the states’
specific characteristics which include economic, demographic and institutional char-
acteristics.

The basic specification (as given by Le et al. 2008) is

Y = f (GDP, Population, Trade, Agr, Corr, Bureau)

where

Y Tax or total fiscal revenue ratio to GDP
GDP GDP per capita (constant 2000 $US)

Population: Rate of population growth or age dependency ratio as a share of the
total population

Trade: Trade Openness
Agr: Agricultural value added
Corr: Corruption Index
Bureau: Bureaucracy quality.



270 M. Koley and K. Mandal

The problemof extending themethodology at state level in India is simply unavail-
ability of the above-mentioned data for all states and over time.

Hence, this paper employs the following specification:
Y = f (Per capita NSDPcurrent prices).18

Predicted fiscal capacity
(
CF
∧

i t

)
is then derived by running a panel fixed effect

regression on the above-mentioned specification for the two groups of states, general
and special category as:

CF
∧

i t = β̂ NSDPi t

Then, HFI is computed as:

HFIi t = C̃Ft − CF
∧

i t

where C̃Ft ismedian fiscal capacity for each year.
See Table 11; Figs. 8 and 9.
Alternate definitions of VFI and fiscal performances:

1. VFI Measure:

Table 11 Regression result on relationship betweenVFI and fiscal performance for 23major Indian
states

Dependent variable: Primary deficit–NSDP ratio

(1) (2) (3)

VFI 0.15***
(8.76)

0.13***
(9.84)

0.09*
(2.47)

Expenditure decentralization −0.26***
(−13.85)

−0.27***
(−16.28)

−0.27***
(−16.41)

Lag debt–NSDP ratio −0.05***
(−6.36)

−0.05***
(−6.08)

Lag output gap −0.01
(−0.70)

−0.00
(−0.60)

VFI squared 0.04
(1.02)

Overall R2 0.17 0.13 0.14

Within R2 0.57 0.64 0.69

Number of observations 460 460 460

Number of states 23 23 23

*** (**,*)=Significant at 1(5, 10) per cent level. The robust t-statistic (heteroscedasticity corrected)
is represented in the parenthesis; Mizoram dropped due to the unavailability of data

18Refer Mukhopadhyay and Das (2003).
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Fig. 8 Coefficient of variation of HFI 1/ across states over the period 1995–96 to 2014–15

1/ HFI = Deviation of each states’ per capita NSDP from the average of top three NSDP in each 

year
Source: Author’s computation
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Fig. 9 Trends in Average HFI 1/

(a) VFI= the ability of the state to finance their current expenditure from their own
revenue source

VFI = OwnRevenue Source

Current Expenditure

Refer Rao and Singh (2002), Table 2 in Appendix and page no. 9
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(b) VFI =
OwnTaxRevenue SNG+NonTaxRevenue SNG

CombinedRevenues
Revenue Expenditure SNG

CombinedRevenue Expenditure

Refer Muddipi (1991).
Given VFI is detrimental to fiscal performance, the coefficients of VFI is expected

to be negative.

2. As indicators of fiscal performance, the following measures are applied:

(a) Gross fiscal deficit as a proportion of total expenditure of the states.

This measure is used as a component index of fiscal performance index as rec-
ommended by the Twelfth Finance Commission (Dholakia 2005).

(b) Ratio of revenue deficit to revenue expenditure of the states

It reveals the proportion of current expenditure to the government financed by the
current deficit.

3. HFI Measures:

HFI refers to differential fiscal capacities of the sub-national economics. It occurs
when sub-national governments have different abilities to raise funds from their tax
bases and to provide services. Given non-concurrence on any particular definition of
HFI, the following alternate definitions are used.

(a) HFI =
State per capita NSDPCurrent prices

Average of highest three per capita NSDPcurrent prices

Given the definition of HFI used in the main paper, it can be categorized as high
or low. Thus, we use dummy variable approach for HFI.

(b) When HFI = Average of highest three per capita NSDPcurrent prices − State per
capita NSDPcurrent prices

HFI Dummy = 1, when Average of highest three per capita NSDPcurrent prices
> State per capita NSDPcurrent prices

= 0, otherwise

(c) When HFI = Difference between the fiscal capacity of each state and median
fiscal capacity

HFIDummy= 1,when fiscal capacity of each state>median fiscal capcity

= 0, otherwise
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Recording HFI as a dummy variable makes the regression results more inter-
pretable. It captures the influence of VFI on the fiscal performance of the states, in
the presence of differential fiscal position among the states.

Robustness Analysis Results:
See Tables 12, 13, 14, 15, 16, 17, 18 and 19.

Table 12 Regression result on relationship between VFI (alternate measures) and fiscal perfor-
mance for 14 major general category states

Dependent variable: primary deficit–NSDP ratio
VFI measure: states’ own revenue/own expenditure

(1) (2) (3) (4)

VFI −0.09***
(−9.15)

−0.11***
(−9.92)

−0.07***
(−4.02)

−0.10***
(−3.14)

Expenditure
decentralization

−0.17***
(−9.98)

−0.14***
(−9.03)

−0.18***
(−10.39)

−0.17***
(−7.86)

Lag debt–NSDP
ratio

−0.03***
(−3.64)

−0.04***
(−7.81)

−0.04***
(−6.19)

Lag output gap 0.00
(0.24)

HFI 1/ −0.05
(1.40)

VFI × HFI −0.03**
(−1.99)

0.01
(0.30)

Within R2 0.63 0.68 0.70 0.69

Overall R2 0.20 0.52 0.45 0.61

Column (2) and (4) reports random effect results as suggested by Hausman test and
Sargan–Hansen test of choosing between FE and RE models

VFI measure : States’ OwnTax andNonTaxRevenue/CombinedRevenue
States’ Revenue Expenditure/Combined Expenditure

(1) (2) (3) (4)

VFI −0.01***
(−4.34)

−0.01***
(−4.99)

−0.00
(−0.41)

−0.01
(−1.17)

Expenditure
decentralization

−0.21***
(−13.56)

−0.22***
(−14.39)

−0.22***
(−13.92)

−0.23***
(−14.25)

(continued)
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Table 12 (continued)

VFI measure : States’ OwnTax andNonTaxRevenue/CombinedRevenue
States’ Revenue Expenditure/Combined Expenditure

(1) (2) (3) (4)

Lag debt–NSDP
ratio

−0.05***
(−6.29)

−0.04***
(−6.87)

−0.05***
(−6.96)

Lag output gap −0.00
(−0.16)

0.13
(1.21)

HFI 1/ −0.03*
(−1.67)

VFI × HFI −0.01
(−1.26)

−0.00
(−0.04)

Within R2 0.50 0.57 0.57 0.58

Overall R2 0.13 0.12 0.13 0.17

Number of
observations

280 280 280 280

Number of
states

14 14 14 14

Fixed effect estimation as suggested by Hausman test and Sargan–Hansen test of choosing between
FE and RE Model
*** (**,*) = Significant at 1(5,10) per cent level. Robust t-statistic (heteroscedasticity corrected)
represented in parenthesis
1/HFI = as the ratio of state per capita NSDP to average of highest three per capita NSDP

Table 13 Regression result on relationship between VFI (alternate measures) and fiscal perfor-
mance for 10 major special category states

Dependent variable: primary deficit–NSDP ratio
VFI measure: states’ own revenue/own expenditure

(1) (2) (3) (4)

VFI −0.25***
(−9.34)

−0.21***
(−5.66)

−0.20***
(−5.48)

−0.24***
(−3.87)

Expenditure
decentralization

−0.35***
(−14.43)

−0.34***
(−11.48)

−0.35***
(−15.40)

−0.36***
(−14.34)

Lag debt–NSDP
ratio

−0.04***
(−2.90)

−0.04***
(−3.88)

−0.04***
(−3.99)

Lag output gap 0.02
(0.44)

HFI 1/ −0.02
(−1.05)

VFI × HFI −0.03
(−0.78)

0.04
(0.21)

(continued)
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Table 13 (continued)

Dependent variable: primary deficit–NSDP ratio
VFI measure: states’ own revenue/own expenditure

(1) (2) (3) (4)

Within R2 0.66 0.62 0.68 0.69

Overall R2 0.49 0.30 0.34 0.39

VFI measure:
States’ Own Tax and Non Tax Revenue/Combined Revenue

States’ Revenue Expenditure/Combined Expenditure

(1) (2) (3) (4)

VFI −0.06***
(−5.93)

−0.06***
(−4.34)

−0.00
(−0.41)

−0.01
(−1.17)

Expenditure
decentralization

−0.36***
(−13.13)

−0.36***
(−11.64)

−0.22***
(−13.92)

−0.23***
(−14.25)

Lag debt–NSDP
ratio

−0.05***
(−3.23)

−0.04***
(−6.87)

−0.05***
(−6.96)

Lag output gap 0.04
(0.85)

0.13
(1.21)

HFI 1/ −0.03*
(−1.67)

VFI × HFI −0.01
(−1.26)

−0.00
(−0.04)

Within R2 0.60 0.60 0.57 0.58

Overall R2 0.39 0.25 0.13 0.17

Number of
observations

200 150 200 200

Number of
states

10 10 10 10

Fixed effect estimation as suggested by Hausman test and Sargan–Hansen Test of choosing between
FE and RE models
*** (**,*) = Significant at 1(5,10) per cent level. Robust ttstatistic (heteroscedasticity corrected)
represented in parenthesis
Notes Due to the unavailability of data on real NSDP for Mizoram (1995–96 to 1998–99), the
sample period is 2001–01 to 2014–15 in col. (2)
1/HFI = as the ratio of state per capita NSDP to average of highest three per capita NSDP



276 M. Koley and K. Mandal

Table 14 Regression result on relationship between VFI 1/ and fiscal performance (alternate mea-
sures) for 14 major general category states

Dependent variable: Gross fiscal deficit to total expenditure ratio

(1) (2) (3) (4)

VFI 0.78***
(18.13)

0.14***
(12.72)

0.63***
(7.85)

0.67***
(5.93)

Expenditure
decentralization

−0.82***
(−20.70)

−0.14***
(−10.48)

−0.83***
(−17.27)

−0.80***
(−12.42)

Lag debt–NSDP
ratio

−0.04***
(−4.31)

−0.02
(−0.99)

−0.02
(−0.99)

Lag output gap 0.01
(0.57)

HFI 2/ −0.07
(−1.17)

VFI × HFI 0.19**
(2.11)

0.17
(1.08)

Within R2 0.84 0.73 0.85 0.84

Overall R2 0.85 0.61 0.76 0.85

Columns (2) and (4) report random effect results as suggested by Hausman test

Dependent variable: Revenue deficit/revenue expenditure

(1) (2) (3) (4)

VFI 0.96***
(16.54)

1.01***
(14.54)

1.01***
(9.37)

0.72***
(3.91)

Expenditure
decentralization

−1.35***
(−21.02)

−1.26***
(−21.63)

−1.25***
(−19.39)

−1.28***
(−18.31)

Lag debt–NSDP
ratio

0.10*
(1.70)

0.10
(1.55)

0.11*
(1.68)

Lag output gap 0.26**
(2.40)

0.13**
(1.97)

0.27**
(2.15)

HFI 2/ −0.24*
(−1.68)

VFI × HFI 0.01
(0.10)

0.39
(1.56)

Within R2 0.78 0.79 0.79 0.80

Overall R2 0.71 0.78 0.78 0.77

Number of
Observations

280 280 280 280

Number of
states

14 14 14 14

***(**,*) = Significant at 1(5,10) per cent level. Robust t-statistic (heteroscedasticity corrected)
represented in parenthesis
Columns (2) and (3) report random effect results as suggested by Hausman test
1/VFI = 1—State Government’s Own Revenue/State Government’s Own Expenditure
2/HFI = the ratio of state per capita NSDP to average of highest three per capita NSDP
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Table 15 Regression result on relationship between VFI 1/ and fiscal performance (alternate mea-
sures) for 10 major special category states

Dependent variable: Gross fiscal deficit to total expenditure ratio

(1) (2) (3) (4)

VFI 0.80***
(13.46)

0.66***
(9.11)

0.61***
(5.51)

0.32
(1.45)

Expenditure
decentralization

−0.78***
(−11.51)

−0.73***
(−15.55)

−0.74***
(−15.56)

−0.72***
(−14.77)

Lag debt–NSDP
ratio

−0.05***
(−2.62)

−0.05***
(−2.62)

−0.06***
(−2.95)

Lag output gap 0.14***
(2.96)

0.14***
(2.97)

0.13**
(2.22)

HFI 2/ −0.33*
(−1.82)

VFI × HFI 0.03
(0.96)

0.43*
(1.89)

Within R2 0.77 0.75 0.75 0.76

Overall R2 0.82 0.73 0.70 0.70

Column (1) reports random effect results as suggested by Hausman test

Dependent variable: Revenue deficit/revenue expenditure

(1) (2) (3) (4)

VFI 0.87***
(6.14)

0.83***
(5.24)

0.84***
(4.56)

−0.03
(−0.10)

Expenditure
decentralization

−1.16***
(−9.17)

−1.12***
(−7.75)

−1.12***
(−7.59)

−1.11***
(−11.25)

Lag debt–NSDP
ratio

−0.16**
(−2.21)

−0.17**
(−2.32)

−0.29***
(−6.28)

Lag output gap 0.19*
(1.76)

0.18*
(1.73)

0.13
(1.21)

HFI 2/ −0.73**
(−2.67)

VFI × HFI −0.02
(−0.32)

0.89**
(2.57)

Within R2 0.56 0.58 0.58 0.61

Overall R2 0.63 0.60 0.59 0.48

Number of
observations

200 150 150 150

Number of
states

10 10 10 10

***(**,*) = Significant at 1(5,10) per cent level. Robust t-statistic (heteroscedasticity corrected)
represented in parenthesis
Columns (1), (2) and (3) report random effect results as suggested by Hausman test
1/VFI = 1—State Government’s Own Revenue/State Government’s Own Expenditure
2/HFI = the ratio of state per capita NSDP to average of highest three per capita NSDP
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Table 16 Regression results—sensitivity analysis

Dependent variable: Primary deficit–NSDP ratio

(1) (2) (3) (4) (5)

General category states

VFI 0.13***
(13.24)

0.13***
(13.17)

0.15***
(15.67)

0.13***
(13.14)

0.14***
(14.21)

Expenditure
decentraliza-
tion

−0.20***
(−12.17)

−0.21***
(−12.43)

−0.20***
(−12.99)

−0.21***
(−12.33)

−0.21***
(−12.82)

Lag
debt–NSDP
ratio

−0.04***
(−8.53)

−0.04***
(−7.43)

−0.04***
(−7.55)

−0.04***
(−7.98)

−0.04***
(−7.94)

Lag output 0.01***
(7.54)

0.00***
(6.41)

0.00***
(6.49)

0.01***
(7.55)

0.01***
(7.35)

HFI 0.00***
(3.78)

0.00**
(2.50)

VFI × HFI 0.00**
(2.12)

−0.00***
(−2.88)

0.00
(1.61)

−0.00*
(−1.88)

Within R2 0.78 0.78 0.79 0.78 0.79

Overall R2 0.44 0.46 0.51 0.45 0.45

Number of
observations

280 280 280 280 280

Number of
states

14 14 14 14 14

Table 17 Regression results—sensitivity analysis

Dependent variable: Primary deficit–NSDP ratio

(1) (2) (3) (4) (5)

Special category states

VFI 0.25***
(5.28)

0.28***
(5.79)

0.32***
(6.67)

0.27***
(5.28)

0.28***
(5.40)

Expenditure
decentraliza-
tion

−0.36***
(−11.26)

−0.35***
(10.84)

−0.35***
(−10.49)

−0.36***
(−11.06)

−0.36***
(−11.03)

Lag
debt–NSDP
ratio

−0.04***
(−2.62)

−0.04***
(−2.77)

−0.04***
(−2.67)

−0.05***
(−2.93)

−0.04***
(−2.91)

Lag output 0.01**
(2.20)

0.00
(0.42)

0.00
(0.71)

0.01**
(2.40)

0.01**
(2.45)

HFI 0.00**
(2.13)

0.00
(0.33)

VFI × HFI 0.00
(0.004)

−0.00
(−1.68)

0.00
(1.68)

−0.00
(−0.06)

Within R2 0.63 0.65 0.66 0.64 0.64

Overall R2 0.24 0.38 0.36 0.24 0.24

Number of
observations

150 150 150 150 150

(continued)
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Table 17 (continued)

Dependent variable: Primary deficit–NSDP ratio

(1) (2) (3) (4) (5)

Number of
states

10 10 10 10 10

Lag output in logarithms; fixed effect estimation as suggested by Hausman and Sargan–Hansen
test; Robust t statistics clustered at state level in parenthesis; *** (**,*) = Significance at 1(5, 10)
per cent level
HFI indicator used in columns
(2)/(3)—Deviation of each state’s per capita NSDP from the average of top three NSDP in each
year
(4)/(5)—Deviation of each state’s estimated fiscal capacity from median fiscal capacity

Table 18 Regression results with HFI as interaction term

Dependent variable: Primary deficit-to-NSDP ratio

(1) (2) (3) (4) (5) (6)

General category states

VFI 1/ 0.14***
(7.30)

0.10***
(2.99)

0.13***
(11.65)

0.16***
(10.51)

0.13***
(9.45)

0.13***
(11.79)

Expenditure
decentralization

−0.17***
(−10.31)

−0.18***
(−10.62)

−0.14***
(−10.64)

−0.17***
(−10.61)

−0.15***
(−8.88)

−0.17***
(−10.21)

Lag debt–NSDP
ratio

−0.05***
(−8.65)

−0.04***
(−8.53)

−0.04***
(−6.45)

−0.04***
(−8.34)

−0.04***
(−7.09)

−0.04***
(−8.30)

HFI −0.04*
(−2.00)

0.02**
(2.46)

0.00
(0.46)

VFI × HFI −0.03
(−1.32)

0.03
(0.69)

0.01
(1.22)

−0.04**
(−2.35)

0.01
(1.23)

−0.01
(−0.31)

Within R2 0.74 0.74 0.72 0.74 0.73 0.74

Overall R2 0.58 0.62 0.62 0.46 0.61 0.51

Number of
observations

280 280 280 280 280 280

Number of states 14 14 14 14 14 14

Column (5) reports random effect results as suggested by Hausman test

Special category states

(1) (2) (3) (4) (5) (6)

VFI 1/ 0.29***
(4.66)

0.22*
(1.90)

0.24***
(5.11)

0.23***
(4.95)

0.24***
(5.31)

0.27***
(5.64)

Expenditure
decentralization

−0.34***
(−11.38)

−0.34***
(−11.08)

−0.34***
(−11.60)

−0.34***
(−11.42)

−0.34***
(−11.82)

−0.34***
(−12.12)

Lag debt–NSDP
ratio

−0.05***
(−3.74)

−0.05***
(−3.61)

−0.05***
(−3.98)

−0.05***
(−3.96)

−0.05***
(−3.97)

−0.05***
(−3.86)

HFI −0.08
(−0.91)

−0.01
(−0.34)

0.07
(1.14)

VFI × HFI −0.03
(−1.66)

0.07
(0.60)

0.00
(0.56)

0.01
(0.44)

−0.03***
(−2.68)

−0.11
(−1.63)

(continued)
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Table 18 (continued)

Dependent variable: Primary deficit-to-NSDP ratio

(1) (2) (3) (4) (5) (6)

Within R2 0.63 0.63 0.62 0.62 0.63 0.64

Overall R2 0.35 0.35 0.30 0.30 0.31 0.33

Number of
observations

150 150 150 150 150 150

Number of states 10 10 10 10 10 10

*** (**,*) = Significant at 1(5,10) per cent level. Robust t-statistic (heteroscedasticity corrected)
clustered at state level in parenthesis
1/VFI = 1−States’ Own Revenue/States’ Own Expenditure
HFI indicator used in column
(1)/(2)—Ratio of each states’ per capita NSDP to average of top three NSDP in each year
(3)/(4)—Dummy = 1, if deviation of each states’ per capita NSDP from average of top three NSDP
in each year is positive otherwise = 0
(5)/(6)—Dummy = 1, if deviation of each states’ estimated fiscal capacity from median capacity
is positive otherwise = 0

Table 19 System dynamic panel data estimation results 1/

General category states Special category states

VFI 0.14***
(9.13)

0.23*
(1.76)

Expenditure decentralization −0.14***
(−9.66)

−0.33**
(−2.01)

Lag debt–NSDP ratio −0.04***
(−3.37)

−0.02
(−0.30)

Lag output gap 0.00
(0.01)

0.03
(−0.39)

Lag of primary deficit 0.16*
(1.85)

0.05
(0.18)

Number of observations 266 140

Number of states 14 10

AR(1) 2/ −2.31**
[0.02]

−1.23
[0.22]

AR(2) 3/ −0.99
[0.32]

−0.08
[0.94]

Sargan 4/ 10.73
[1.00]

8.27
[1.00]

Robust t-statistics (heteroscedasticity corrected) clustered at state level in parenthesis (…); p-values
in parenthesis […]; *** (**,*) = Significance at 1(5, 10) per cent level
1/Arellano–Bover/Blundell–Bond linear dynamic panel data estimation (Arellano and Bond 1991;
Arellano and Bover 1995)
2/Residual autocorrelation at lag 1
3/Residual autocorrelation at lag 2
4/Sargan test statistics of over-identifying restrictions
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Exchange-Rate Pass-Through to Sectoral
Import Prices in an Emerging Market
Economy: An Indian Evidence

Pradyut Kumar Pyne and Saikat Sinha Roy

Abstract This paper investigates the degree of exchange-rate pass-through (ERPT)
to prices of non-oil imports in India during reforms. The empirical literature provides
ample evidence on incomplete pass-through to import prices across developed and
developing economies. Theoretically, incomplete pass-through to import prices is
explained in terms of exporters adjusting their markups in order to maintain market
shares following currency depreciation. Even though the studies on India have sound
theoretical basis, the empirical estimates are weak based on single equation models.
In sharp contrast to earlier attempts, a simultaneous equation model incorporating
both demand and supply sides is set up for estimation in this paper. The reduced form
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equation for import prices is estimated for disaggregated imports using pooled dataset
covering eight major product groups during 1993–94 to 2017–18. The empirical
results, which are robust, show incomplete exchange-rate pass-through to import
prices with the degree of pass-through varying across import product groups. The
results have significant implications for policy on trade and exchange rate in any
emerging market economy.

Keywords Exchange rate · Import prices · Incomplete pass-through · Market
structure · Simultaneous equation model

JEL Classification C33 · F14 · F33 · F41 · L16

1 Introduction

This paper investigates the degree of exchange-rate pass-through (ERPT) to prices
of aggregate as well as disaggregated imports in India during reforms. Theoreti-
cally, devaluation of home currency leads to an increase in import prices in terms
of home currency. Following the decline in home country currency value and the
increase in home currency denominated price of imports, the domestic demand for
imports declines. In order to maintain the existing market shares, especially in the
short run, exporters adjust their markups. The higher the markup over production
cost, the larger can be the room for adjustment in prices to changes in currency
value. This explains why exchange rate movements often do not bring about pro-
portional change in import prices and pass-through is incomplete. Empirically, the
pass-through coefficient measures the degree of responsiveness of trade prices to
unit changes in exchange rate. ERPT is complete if there is a proportional change in
prices on account of a unit change in exchange rate and is incomplete if the change
in price is less than proportional.

Goldstein and Khan (1985), while reviewing some of the earlier studies on the
subject, find overwhelming evidence of incomplete exchange-rate pass-through to
import prices.1 Incomplete pass-through is found to be essentially a short-run phe-
nomenon.2 In addition, a number of studies have shown that the degree of pass-
through has declined substantially since the 1990s.3 However, most of these studies
are with regard to developed country imports. With increasing global integration of
developing economies, the responsiveness of prices of internationally traded goods

1A detailed review of the literature is available in Pyne (2008). Also see, for instance, Krugman
(1987), Feenstra (1989), Kreinin et al. (1987), Hooper and Mann (1989), Feenstra et al. (1993),
Goldberg and Knetter (1997), Campa and Goldberg (2002), Pollard and Coughlin (2004), Campa
et al. (2005), Campa and Minguez (2006), among others.
2For instance, Faruqee (2004), Campa et al. (2005), Halpern and Koren (2007) among others, show
that pass-through is complete in the long run. To factor in time-varying effects, Kim (1990) uses a
varying parameter model to estimate ERPT. These contrast the findings of Ghosh and Rajan (2009).
3For instance, Marazzi et al. (2005) found a steady decline in the ERPT into US import prices
during the 1990s.
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and services to exchange rate movements has, of late, assumed importance in these
countries. Recent studies highlight ERPT in emerging markets after the financial
crises. For instance, Jašová et al. (2016) find exchange-rate pass-through in emerg-
ing economies decreased after the financial crisis, while exchange-rate pass-through
in advanced economies has remained relatively low and stable over time. Moreover,
it is shown that the declining pass-through in emergingmarkets is related to declining
inflation both in the short and the long run.

Incomplete pass-through is generally explained in the existing literature by the
existence of trade barriers, transaction and transportation costs, market power and
imperfect substitutability between domestic substitute and foreign products. Market
segmentation is one among the possible reasons for incomplete pass-through, which
allows imperfectly competitive firms to price differently to different export mar-
ket. To find out why exchange-rate pass-through is incomplete, Dornbusch (1987)
explains the adjustment of relative prices to exchange rate movements in an indus-
trial organization approach by using various models. The approach is to explain
price adjustment in terms of market concentration, product homogeneity and substi-
tutability, and relative market shares of domestic and foreign firms. All the models
in this analysis predict that appreciation leads to a decline in the price of imports and
vice versa. While, in the case of homogenous goods, domestic firms fully match the
decline in price, the extent of decline in the relative price of differentiated imported
brands depends on competition and on the relative number of home to foreign firms.
For instance, as Halpern and Koren (2007) find import prices are higher for products
of firms with greater market power. In contrast, Feenstra et al. (1993) find that pass-
through tends to be highest for market with firms facing less competition and not
experiencing a similar change in costs. However, Krugman (1987) explains incom-
plete pass-through in terms of supply dynamics resulting from the costs of rapidly
adjusting the marketing and distribution infrastructure, and the demand dynamics
resulting from the need of firms to invest in reputation.

Choice of currency in invoicing prices of commodities also plays a major role
in exchange-rate pass-through.4 Firms generally set the prices by examining the
nature of fluctuations of prices in both home and destination market currencies. If
the variance of export prices in firm’s own currency is comparatively less than in local
currency, then the firm opts for producer currency pricing and vice versa. Campa and
Goldberg (2002) explain incomplete pass-through in terms of vital but limited role of
macroeconomic variables among industries, while Campa and Minguez (2006) and
Zorzi et al. (2007) explain in terms of the degree of openness. Lopez-Villavicencio
andMignon (2017) do not find convincing evidence that global factors cause a struc-
tural change in the degree of exchange-rate pass-through. Trade openness is found
to increase ERPT in some sectors, though not universal. However, regionalization
is found to reduce the pass-through in a more generalized way. Further, inflation is
found to play an important role in determining the nature of pass-through (see, Taylor
2000; Choudhuri and Hakura 2001; Zorzi et al. 2007).

4Goldberg and Knetter (1997), Bacchetta and van Wincoop (2002), Engel (2005), and Campa et al.
(2005) emphasize the importance of currency invoicing of the prices of traded commodities.
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For India, there are some recent studies as well looking into exchange-rate pass-
through to general price level and inflation, with evidence being divided on the extent
and trend in ERPT during post-reforms.5 Dholakia and Saradhi (2000) and Dash and
Narasimhan (2011) show pass-through to import prices near complete or more than
complete even in the short run. In contrast, using the profit maximization framework,
Mallick andMarques (2006) show incomplete pass-through during 1980–2001, with
pass-through coefficient across sectors varying between the two decades. Except
for some including crude, food and oils imports, ERPT is found to be incomplete.
Mallick andMarques (2008) find pass-through of changes in exchange rate and tariff
rate to vary across products. ERPT into import prices is significant in 12 industries,
whereas tariff pass-through is significant only in six industries,with full pass-through.
However, ERPT is incomplete only in four industries, TRPT being incomplete in 36
industries, implying firms exporting to India maintaining their market share with
regard to tariff changes as against exchange rate changes.

The above review shows that the empirical literature on the subject for emerging
economies, in particular India, is rare. Studies on exchange-rate pass-through to
import prices are even fewer. In the context of trade and exchange rate reforms in India
and depreciation/appreciation of the Indian currency during the period that followed,
a study of exchange-rate pass-through to sectoral import prices becomes necessary.
Even though the studies by Mallick and Marques (2006, 2008) are exhaustive, they
are not based on amacroeconomic framework. In that sense, the results thus arrived at
in the earlier studymight not be appropriate. The present study derives its justification
from such deficiencies in the existing literature. The rationale for another study on
ERPT to import prices is further based on the link between changes in import prices
and inflation in an open economy. With evidence on increasing import dependence
to maintain international competitiveness by Indian firms,6 international materials
and energy prices driving inflation in India,7 inflationary trends in the recent past
and RBI’s stated policy of inflation targeting through monetary management since
2016, a study on exchange rate through to domestic prices, in general, and import
prices, in particular, becomes necessary. As Bacchetta and vanWincoop (2002) show
higher pass-through to import prices than to consumer prices, it is more important
to understand the extent of pass-through to import prices over domestic prices.

The main objective of this paper is to estimate and analyse the responsiveness
of India’s import prices to exchange rate movements. The exercise is also to find
out the differences in the degree of the exchange-rate pass-through at the aggregate
level as well as across some selected non-oil sectors. In specific, the present study
analyses ERPT to import prices of disaggregated product groups including chem-
icals, machinery and transport equipment, crude materials, manufactures classified
by materials and food products. Following Mallick and Marques (2006) finding that
exchange-rate pass-through to be in the opposite direction for fuel and food product

5See, for instance, Ghosh and Ranjan (2007), Khundrakpam (2008) and Patra et al. (2018).
6See Ghosh and Sinha Roy (2018).
7See Sharma et al. (2011). Balakrishnan and Parameswaran (2019) using structuralist models show
that oil prices is one among the many factors driving inflation in India.
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imports, the latter is included in this analysis as the sectors are undergoing wide-
ranging reforms. However, pass-through to fuel prices is kept outside the purview of
this analysis.

The paper is organized as follows. Apart from this section including a review
of existing literature, Sect. 2 delineates some stylized facts on exchange-rate pass-
through in the context of trade and exchange rate reforms in India. The following two
sections provide with empirical model specification and data used, and estimation
results on exchange-rate pass-through. Section 5 concludes summarizing the major
findings of the study along with their implications for policy.

2 Some Snapshots on India’s Trade and Exchange Rate
Reforms

Trade reforms, though in a piecemeal way, were initiated during the 1980s, whereas
exchange rate reforms towards amarket-determined exchange rate of the rupee started
in the early 1990s.8 This is, however, not to say that there were no exchange rate
reforms prior to the 1990s. The major trade policy changes in the post-1991 period
included removal of quantitative restrictions and replacement of such restrictions
by tariffs, substantial reduction in the tariff rates as also their dispersion and sim-
plification of procedures relating to trade. The WTO furthered this process of trade
liberalization in India. As a result, the level of protection to Indian industry declined
significantly with a decline in average import tariff across various product groups
between 1996 and 2017 (see Table 1). The coefficient of variation for total duty
rates, however, varied since then, despite significant rationalization of import duty
structures. A further step towards rationalizing the incentive structure for a neutral
trade regime involved the removal or restructuring of a large number of tax benefits
and exemptions. Besides these, the policies also aimed to reduce transactions cost in
trade through a number of measures bring about procedural simplifications. Trade
policy reforms in India, on the whole, aimed at reducing distortions in relative prices,
removing anti-export bias, improving competition thereby enhancing international
competitiveness.

There was a spurt in the growth of trade in the post-reforms period. From the
mid-1980s, India’s merchandise exports grew at a high rate.9 The annual average
growth rate of exports during 1990s inUSDollar termwas about 8.6%,while imports
experienced a slightly higher average growth rate of 9.6%. After 2001–02, as evident
from Fig. 1, import growth since 2001–02 was high, and it was higher than export
growth during the period. The growth rate ofmerchandise imports peaked at 42.7% in
2004–05.The share of India’s imports in global trade increased from0.9% in1984–85
to 1.5% in 2005–06. The high growth phase of India’s merchandise trade lasts till

8See Panagariya (2005), Sinha Roy (2005), Sengupta and Sinha Roy (2018) for the purpose.
9Sinha Roy (2005) provides similar evidence. However, the study does not attribute growth in
post-reform exports to trade liberalization alone.
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Table 1 Average import duty rates in India

1996 2000 2005 2010 2017

MFN applied rate (simple average)

Food and live animals 30.6 37.8 34.3 31.8 32.6

Beverages and tobacco 159.1 101.8 88.0 93.6 91.5

Crude materials, inedible, except fuels 25.1 24.3 16.9 11.0 12.1

Machinery and transport equipment 34.9 27.9 15.1 8.2 9.8

Manufactured goods (classified by material) 41.0 33.2 15.6 8.3 9.4

Miscellaneous manufactured articles 45.2 34.1 14.5 9.2 9.4

Effective applied rate (simple average)

Food and live animals 33.0 36.0 36.3 29.0 30.1

Beverages and tobacco 198.7 114.8 102.9 106.3 103.7

Crude materials, inedible, except fuels 24.5 23.8 15.1 6.9 7.3

Machinery and transport equipment 34.0 27.4 13.8 6.3 7.0

Manufactured goods (classified by material) 38.0 34.2 15.3 7.3 7.7

Miscellaneous manufactured articles 38.6 31.7 13.9 7.6 7.1

Source TRAINS, WITS, World Bank
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2008–09, from when the global economy slowed down with a sharp downturn in
2009–10. While slack in global growth moderated merchandise export growth after
2011–12 (Fig. 2), for import growth it could be crude oil prices, which declined from
US$112 per barrel in 2011–12 to US$46 per barrel in 2015–16 (Fig. 3).

Accompanying high growth, India’s merchandise imports underwent changes in
direction and composition. During the reforms period, India’s imports are being
sourced from a wider range of countries. Data from RBI sources show that the shares

-1

0

1

2

3

4

5

6

7

8

9

10

2000

2001

2002

2003

2004

2005

2006

2007

2008

2009

2010

2011

2012

2013

2014

2015

2016

2017

World India

Fig. 2 Real growth of GDP (%). India’s growth rates for the financial years are as per Central
Statistics Organisation database. Growth rates from 2005–06 are at 2011–12 base year, while for
2000–01 to 2004–05 are at 2004–05 base. World growth rates are based on data from World Eco-
nomic Outlook database of IMF

0

20

40

60

80

100

120

140

2000-01

2001-02

2002-03

2003-04

2004-05

2005-06

2006-07

2007-08

2008-09

2009-10

2010-11

2011-12

2012-13

2013-14

2014-15

2015-16

2016-17

2017-18

Fig. 3 Crude oil price (Indian basket) in US$ per barrel



290 P. K. Pyne and S. Sinha Roy

of India’s traditional trading partners like Germany, Japan, UK and Australia have
declined along with the emergence of new import partners from East Asia including
China. With regard to commodity composition of imports, the share of electronic
items in total imports recorded high increase since 2011–12. Apart from agriculture
and allied products imports, transport equipment, ores &minerals, and chemical and
related products also increased their respective shares in total imports as against that
for gems and jewellery and crude petroleum and products.

2.1 Exchange Rate: Policy Changes and Movements

In 1991, following India’s balance of payment crisis, a series of currency reformmea-
sures was undertaken in addition to other structural reform measures. A transition to
a market-determined exchange rate regime was felt necessary to effectively initiate
reform measures in order to change the incentive structure of different sectors of the
economy. Reserve Bank of India (RBI) undertook a downward adjustment of the
exchange rate of about 18% in two stages on 1 July 1991 and 3 July 1991. This sets
the stage formore fundamental changes in the exchange rate regime as recommended
by the High Level Committee on Balance of Payments. Such downward adjustments
in the currency were followed by the introduction of the Liberalized Exchange Rate
Management System (LERMS) in March 1992 and the adoption of, for the first
time, a dual exchange rate system in India. This dual exchange rate system implied a
depreciation of about 11% for transactions routed throughmarket. However, the dual
exchange rate imposed an implicit tax on export proceeds and remittances, which
hindered supplies of foreign exchange in the foreign exchangemarket. Consequently,
downward pressures had been building up and a regime change was overdue. Sub-
sequently, in March 1993, the dual exchange rate system gave way to a unified
exchange rate system, which along with removal of exchange restriction on imports
through the abolition of foreign exchange budgeting are the initial steps towards cur-
rent account convertibility. The final step towards current account convertibility was
taken in August 1994 by further liberalization of invisible transactions and exchange
control regulations up to a specified limit.

Since then, the exchange value of the Indian rupee is determined through demand
for and supply of foreign exchange in the market and is not administered. However,
the Reserve Bank of India continued to actively intervene trading in the foreign
exchange market with an aim of ‘containing volatility’ and thus influencing the
currency value. The Indian rupee exhibited a reasonable stability up to mid-1997,
when the currency experienced a mild attack of contagion emanating from East
Asian currency crisis. During 1998, exchange rate management of the RBI continued
its focus on smoothing excessive volatility in the exchange rate and maintaining
orderly market condition. The depreciating trend of Rupee–US Dollar exchange rate
till early 2000 got reversed in 2003–04 (Fig. 4). However, after sharp appreciation
in 2007–08, Rupee–US Dollar exchange rate started depreciating with increased
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volatility.10 Nonetheless, following depreciation in the rupee currency after the mid-
1980s, both NEER and REER depreciated frommid-1980s to early 1990s. However,
the nominal effective exchange rate appreciated during 1993–94 and thereafter again
in 1997–98 (see Table 2). Both NEER and REER moved synchronously with NEER
and REER depreciating, on the average, during the entire period.

Table 2 Depreciation (−ve)/appreciation (+ve) in India’s REER and NEER

Year REER NEER Year REER NEER

1994–95 4.3 −1.1 2006–07 −1.6 −4.5

1995–96 −5.9 −7.5 2007–08 8.4 7.3

1996–97 −1.4 −2.5 2008–09 −8.7 −10.9

1997–98 4.1 3.1 2009–10 4.2 −2.6

1998–99 −7.7 −3.2 2010–11 8.5 2.9

1999–00 3.2 2.2 2011–12 −2.1 −6.6

2000–01 4.3 1.2 2012–13 −4.3 −10.4

2001–02 0.8 −0.6 2013–14 −2.2 −7.7

2002–03 −2.7 −2.7 2014–15 5.5 2.4

2003–04 1.4 −2.2 2015–16 2.9 0.9

2004–05 0.5 0.2 2016–17 2.2 −0.1

2005–06 2.4 2.2 2017–18 4.5 3.1

Source Reserve Bank of India database

10Sengupta and Sinha Roy (2018) provide a brief account of RBI’s attempts at maintaining the
rupee exchange value.
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2.2 Movements in India’s Import Prices

In general, the 1990s is described as the era of price stability all over the world.
The opening up of Indian economy during the 1990s, along with high depreciation
and fluctuations in the global economy, increased macroeconomic uncertainties and
added pressure on prices to rise. During this period, import prices of all product
groups show increasing tendencies (Fig. 5), which became more prominent after
2008–09. Unit value index for ‘machinery and transport equipment’ was driving
the general unit value index to increase sharply, especially after 2008–09, despite a
significant reduction in import duty (see Table 1). Unit values for ‘food articles’ also
increased sharply. For all other non-oil imports, unit value index shows an upward
trend. Further, as Fig. 6 shows, the two series have moved together, but in opposite
directions, in most years during 1993–94 to 2017–18. This evidence on synchronous
turning points for NEER and import prices calls for a detailed econometric analysis.

3 Empirical Estimation

This section provides an econometric estimate of exchange-rate pass-through to
import prices in India. This estimation assumes importance in the context of the
observation made in the earlier section that India’s import prices moved together
with exchange rate. To recapitulate, import prices in domestic currency increased
during years of depreciation, while, in years of appreciation, import prices fell. It
can thus be hypothesized that changes in exchange rate are passed through to Indian
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import prices, but the extent to which the import prices have responded to such
changes need to be estimated.

To estimate the exchange-rate pass-through to prices in general and to trade prices
in particular, economists use various models andmethods. Earlier studies, in general,
applied a single equation to estimate exchange-rate pass-through to trade prices
for various economies. Most of these studies, as reviewed in Goldstein and Khan
(1985) and Goldberg and Knetter (1997), provide evidence on exchange-rate pass-
through either directly through bivariate estimation results or indirectly in terms of
supply price elasticity estimates. As argued earlier in the paper, there is a need for an
alternate empirical model based on a macroeconomic framework, which is detailed
out hereafter.

3.1 The Empirical Model

In this study, the econometric model is based on a simultaneous equation imperfect
substitute model as in Goldstein and Khan (1985). In the model, the quantity of
import demand depends on the price of imports in domestic currency and price of
domestic substitute commodities. The domestic demand for imports can also be an
important factor influencing import demand. Another influencing factor is the trade
openness of the economy. The import demand function can be specified as:

Md = f (Ps/Pm,Y ) (1)

whereMd is the quantity demanded for imports, Pm is the price of imports in domestic
currency, Ps is the price of domestic substitute commodities in terms of domestic
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currency and Y is the gross domestic product of the economy. Equation (1) can also
be written in log-linear form as:

lnMd = α0 + α1lnPm + α2lnPs + α3lnY + ε1 (2)

with α1 < 0 and α2, α3 > 0.
On the other hand, even if Indian imports account for a very small share of the

world trade, the export supply by the foreign exporters to India cannot be assumed
to be infinitely elastic. Assuming law of one price not to hold, export supply depends
on the price of exports in exporters’ currency as well as exporters’ domestic price.
The export supply equation can be specified as:

X∗
s = g

(
P∗
x , P∗) (3)

where X∗
s is the quantity of export supply by the foreign exporters, P

∗
x is the price of

the export items in foreign currency and P∗ is exporters’ domestic price. Producers’
currency pricing is assumed here as a most common case in international trade
practices. This is not necessary due to stability in producers’ currency, but it may be
optimal to do so. Moreover, India is not a major importer of most of these products.

Given exchange rate e defined in terms of rupee price of the foreign currency,
price of imports in domestic currency Pm = P∗

x · e. This is valid in case of free trade
and assuming zero transport cost. And in case of protected trade, if there is an ad
valorem tariff t on unit value of imports, the price of imports at the domestic market
will be Pm = P∗

x · e · (1 + t).
Therefore

P∗
x = Pm

e(1 + t)
(4)

In log-linear form, the export supply equation can be written as:

ln X∗
s = β0 + β1 ln P∗

x + β2 ln P∗ + ε2

withβ1 > 0 andβ2 < 0. The export supply equation can also bewritten in an alternative
form as

ln X∗
s = β0 + θ1 ln Pm + θ2 ln e + θ3 ln(1 + t) + β2 ln P∗ + ε2 (5)

where θ1, θ2 and θ3 are different components of β1 and in Eq. (6), θ1 > 0, θ2 < 0
and θ3 < 0.

In equilibrium, demand for imports by the importing nation and supply of exports
by the exporting nation matches, i.e.

Md = X∗
x = M(say) (6)
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From the equilibrium condition, the following reduced form equation can be
derived.

ln Pm = δ0 + δ1 ln e + δ2 ln(1 + t) + δ3 ln P∗ + δ4 ln Ps + δ5 ln Y + μ (7)

where δ0 =
(

α0−β0

β1−α1

)
, δ1 = −

(
θ2

β1−α1

)
, δ2 = −

(
θ3

β1−α1

)
, δ3 = −

(
β2

β1−α1

)
, δ4 =

(
α2

β1−α1

)
, δ5 =

(
α3

β1−α1

)
and μ =

(
ε1−ε2
β1−α1

)
.

The coefficient δ1 provides us the degree of pass-through to import prices
expressed in domestic currency. The sign of this coefficient is expected to be positive.
This can also be referred to as the elasticity of domestic currency import prices with
respect to exchange rate. Instead of the equilibrium model, a disequilibrium model
could have been estimated where import prices respond to excess demand.

For estimation purpose, Eq. (8) can be rewritten for ith sector in tth time period
as:

ln Pmit = δ0 + δ1 ln et + δ2 ln(1 + t) + δ3 ln P∗
i t + δ4 ln Psit + δ5 ln Yit + μ (8)

with δ1, δ2, δ3, δ4 > 0. The parameter of interest is δ1.

3.2 The Data and Method

For the purpose of estimation, the data requirements are immense. There is a need
for appropriate data, especially with regard to data on import and other prices. The
choice of sectors, as has been stated earlier, is restricted by data availability and com-
parability over time. The analysis covers such non-oil imports into India including
chemicals, machinery, transport equipment, manufactures classified by materials,
and food products apart from crude materials, which together account for about
70% of total imports.11 The study uses annual data for the time period 1993–94
to 2017–18. Such data limitations restrict the use of any time series method for
estimation purposes.

The import prices used in the estimation is the rupee price-basedunit value indexof
imports for the products under study (refer Appendix 1 for the list of products). Data
for that are taken from the ‘Handbook of Statistics on Indian Economy’ published by
ReserveBankof India. Thebase year of the data onunit value index is 1999–00=100.
The foreign price (P∗) of each commodity group is proxied by, though restrictive,
the producer price index in the USA. On account of paucity in data on price for
domestic substitute commodities, wholesale price index is used, which is availed
from the database of the Office of Economic Adviser, Department for Promotion of
Industry and Internal Trade.

11The share of non-oil imports peaked at 78% of total imports in 2015–16. The share was low at
63% in 2013–14. This wide variance is on fluctuations in crude oil prices (Indian basket).
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The type of exchange rate indexes is also important for estimation purposes, as is
evident fromPollard andCoughlin (2006). The exchange rate data used in the study is
nominal effective exchange rate (NEER) based on 36-country bilateral trade weights,
with 2004–05 as the base year. As NEER is measured in terms of foreign currency, its
increase implies appreciation and appreciation will have a negative influence on the
import prices in home currency terms. MFN applied tariff rates across products are
collected from TRAINS database and used as an important control in the regression
estimates.

Gross domestic product (GDP) of the economy is generally used to specify
demand for imports. As the study is at a disaggregated level, we alternately use
the sectoral gross value added and value of output for these products in place of
GDP. The data on value of output for these products are collected from the Annual
Survey of Industry (ASI) database of the Central Statistics Organisation, despite
some ambiguities with respect to concordance among product groups of different
classification. ASI database provides data according to the National Industrial Clas-
sification (NIC). A concordance table between products under study andNIC product
groups across difference revision used in this study is presented in Appendix 2.

Panel data technique is used in empirical estimation of ERPT by various stud-
ies including Gagnon and Knetter (1995), Feenstra et al. (1996), and Goldberg and
Knetter (1999). Such method is used by Mallick and Marques (2006, 2008) for
India’s import prices and Sinha Roy and Pyne (2014) for India’s export prices. This
method is at variance with time series estimation of pass-through coefficients often
used as in, among others, Athukorala and Menon (1994). With observed endogene-
ity among macroeconomic variables, McCarthy (1999) and some recent literature
estimate ERPT in the VAR framework. The VAR framework along with the vector
error correction model (VECM) used by Campa et al. (2005) accounts for non-
stationarity of marcoeconomic variables.12 However, given the data frequency used
and the period covered in this study, time series methods including VAR and VECM
are inappropriate as it is difficult to obtain significant t-ratios or F-statistics from
regressions.

A pooled regression estimate is carried out instead.13 A pooled estimator ignores
the longitudinal or panel aspect of a dataset and treats the observations as cross
section. Assuming different distributional patterns across time and cross sections,
dummyvariableswith respect to time and/or cross section can be used as other control
variables with interest variables to examine the impact on the dependent variable in

12In this study, import price estimation is carried out using the reduced form equation from the
import sub-system of a larger macroeconomic model. In this import sub-system, import volume
and prices are endogenous while other variables are exogenous, even if they are endogenous in
the macroeconomic model. In contrast to this structural simultaneous equation system approach
based on a sound theoretical basis, as outlined in Sect. 3.1, the use of VAR as an alternate empirical
strategy would require the use of a larger macroeconomic system. A VAR framework runs the risk
of being ‘atheoretical’, as is evident in literature. Qin (2011) looks in detail at the atheoretical nature
of VARmodels as against structural models. In that sense, in addition to other issues including time
series properties of variables in small samples, the use of VARmodels is avoided in this econometric
exercise.
13For a brief exposition on the application of pooled estimation, see Asteriou and Hall (2016).
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a regression. One other important aspect in regression with such datasets is that it
eliminates the possibility of correlation in error terms among different observations.

In the estimation specification that follows, the variable ‘y’ has ith cross section at
tth time period and there is the vector of independent variable ‘x’. Each explanatory
variable is assumed to change over time, at least for some cross-sectional groups.

yit = β0 + β1Dt + β2xit + ai + uit (9)

The variable Dt is the dummy variable to control time-specific effects while ai
(unobserved effect) controls for the cross-sectional-specific fixed effects. β2 is the
parameter to estimate.

4 Estimation Results

This section provides an econometric estimate of exchange-rate pass-through to
import prices in India. The degree of exchange-rate pass-through to import prices
across sectors is estimated using the model presented in Sect. 3.1. Estimations have
been carried out using the pooled estimation method with and without fixed effects
across products. Themodel suits the datawell and the estimation results thus obtained
are robust. Results for aggregate imports, both with and without fixed effects, are
shown in Table 3, while the disaggregated results are presented in Table 4.

The results presented show that the sign of the coefficients of exchange rate in
both the models is as expected and significant.14 In Table 3, columns 1 and 2 show
the results without product fixed effects, while columns 3–5 show results with fixed
effect. The coefficient of nominal effective exchange rate is high and significant at
1% level in all the model specifications. The result suggests that India’s exchange-
rate pass-through to import prices is close to complete. Tariff pass-through to import
prices is mostly incomplete, and close to complete in a couple of cases (specifications
3 and 4 are important in this regard). Non-inclusion of tariff as a control biases the
pass-through coefficient as is observed in column (2) of Table 3. Producers’ prices
are also positive and significant in determining import prices, while domestic price
is not significant.

As an indicator representing domestic demand, GDP is used. GDP is found to be
positive and significant in all the model specifications. Sectoral GVA and value of
output of the product or product groups are used in alternate model specifications.
To eliminate ambiguity with respect to concordance of product groups over different
classifications,NIC2008 is used to arrive at the valueof output (2008–09 to2016–17).
These variables also turn out to be significant in determining India’s aggregate import
prices. However, use of such alternatemeasures ofGDPbiases the ERPT coefficients,

14In the model estimated, ln(NEER) is a time-variant and sector-invariant variable. This variable
may have an endogenous correlation with the error term in the equation. In such a case, instrumental
variable method of estimation is appropriate.
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Table 3 Estimation of exchange-rate pass-through to aggregate import prices

ln(UVI-import) (1) (2) (3) (4) (5)

ln(NEER) −0.51*** −1.17*** −0.92*** −1.09*** −1.19***

(0.07) (0.19) (0.20) (0.18) (0.15)

ln(PPI) 0.45*** 0.67*** 0.77*** 0.77*** 0.72***

(0.08) (0.10) (0.10) (0.10) (0.12)

ln(WPI) 0.01 0.00 −0.05 −0.04 0.01

(0.02) (0.05) (0.05) (0.06) (0.05)

ln(Tariff) 0.16*** 0.98*** 0.96*** 0.53**

(0.06) (0.27) (0.27) (0.29)

ln(GDP) 0.28*** 0.13*** 0.25***

(0.03) (0.04) (0.05)

ln(GVA: sectoral) 0.21***

(0.05)

ln(output: product) 0.15***

(0.04)

Observations 557 557 557 557 389

Sector fixed effect No No Yes Yes Yes

Adjusted R2 0.996 0.714 0.721 0.719 0.779

Standard errors in parentheses, *p < 0.10, **p < 0.05, ***p < 0.01

with their values surpassing unity. On the other hand, it is also important to note that
the inclusion of sector-specific dummies improves the extent of pass-through.

However, the extent of exchange-rate pass-through to import prices, as is evident
in Table 4, shows significant variations in the degree of pass-through to import
prices across sectors. Estimation results for the alternate model specifications are
presented in Appendix 3 as robustness checks for these estimates. For all the sectors,
the sign of the coefficient is mostly as expected. However, there are variations in
the level of significance of the pass-through coefficients across sectors. For food
and food products, import prices are significantly responsive to exchange rate and
import tariffs. Both exchange rate and tariff changes are found to have been more
than proportionately passed on to import prices. The ERPT result for this sector is
in contrast to that of Mallick and Marques (2006, 2008).

For chemical and manufacturing goods classified by materials, exchange-rate
pass-though is incomplete, while for machinery and transport equipment exchange-
rate pass-though is complete. The results tend to hold good even in alternate specifi-
cations. For the heterogeneous sector ‘manufacturing goods classified by materials’,
the extent pass-through to import prices is found to vary widely across sub-sectors,
being complete and significant for textiles to being incomplete and insignificant for
iron and steel (see Appendix 4). For crude materials, also a heterogeneous product
group, the pass-through coefficient is found to be low and insignificant. Like all other
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Table 4 Estimation of exchange-rate pass-through to import prices at the product level

(1) (2) (3) (4) (5)

Food
products

Crude
materials

Chemical
products

Manufactured
goods by
materials

Machinery
and transport

ln(NEER) −1.57*** −0.22 −0.58** −0.53** −1.26**

(0.39) (0.36) (0.23) (0.22) (0.57)

ln(PPI) 1.97*** 1.04*** 0.49*** 0.41*** −2.17***

(0.48) (0.14) (0.10) (0.12) (0.60)

ln(WPI) 0.02 −0.24*** 0.01 0.32** −0.51

(0.22) (0.08) (0.12) (0.14) (0.48)

ln(Tariff) 4.22*** −0.11 −0.20 0.01 −0.65

(1.28) (0.64) (0.36) (0.29) (0.98)

ln(GDP) −0.00 0.40*** 0.18** 0.08 0.69***

(0.18) (0.10) (0.07) (0.07) (0.17)

Observations 80 115 110 84 103

Sector fixed
effect

Yes Yes Yes Yes Yes

Adjusted R2 0.876 0.888 0.921 0.862 0.680

Standard errors in parentheses, *p < 0.10, **p < 0.05, ***p < 0.01

sectors, except food products, the tariff pass-through is also found to be insignificant
for crude materials. This result tends to show that as India’s production and imports
have become raw material import-intensive,15 exchange rate changes are necessarily
not passed on to importers’ price, especially when exchange rate is found to have
depreciated on the average.

The observed variations in the degree of pass-through across sectors can be largely
on account of sector-specific factors including market concentration and competi-
tion, the degree of (non) homogeneity of products, among others. The regression
estimations have only controlled for these factors in terms of product-specific fixed
effects. Moreover, trade openness is only factored in using tariff rates. Even though
Mallick and Marques (2006, 2008) show that variations in sectoral pass-through on
account of the sector’s import orientation as well as effective rate of protection, the
above results in this study often do not conform to such a pattern. The source coun-
tries of these imports are treated in aggregate, source country-specific fixed effects
could have provided nuanced pass-through results. The varying nature of exchange-
rate pass-through to import prices across sectors can also be explained in terms of
exporting countries interest in maintaining their share in India’s market, if India
is a large importing country in case of certain products. If source country specific
fixed effects are accounted for, a better explanation of variations in pass-through
coefficients could have been provided.

On the whole, the evidence shows incomplete exchange pass-through to Indian
import prices. The results show, in contrast to Mallick and Marques (2008), that
exchange rate is a more effective policy instrument than tariff in maintaining import

15Ghosh and Sinha Roy (2018).
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market share across sectors. The pass-through coefficient is found to be high in some
sectors, and near complete in some others. For instance, as exchange rate depreciation
leads to proportionately higher food prices and import prices of machinery. These
results contribute to the existing understanding of exchange rate changes being passed
on to import prices and inflation in general. High or near-complete pass-through
leads unit costs to rise in certain sectors and contributes to building up of inflationary
pressure in the economy. This effect, despite exchange-rate pass-through to fuel
prices not holding good, has implications for targeting inflation.

5 Conclusions

This paper has investigated the degree of exchange-rate pass-through to prices of
imports across sectors in India during reforms. For the purpose of analysis, certain
non-oil imports including chemicals, machinery, transport equipment, manufacture
classified bymaterials, crudematerials and food processing into India are considered,
which account for about 70% of the country’s total imports. It is observed that, during
post-reforms, import prices havemoved synchronouslywith exchange rate indicating
the possibility of exchange-rate pass-through to import prices.An econometricmodel
based on simultaneous equation imperfect substitutes model is made use of as an
empirical strategy, which is distinctly different from econometric models being used
for estimation purposes in the literature. Pooled regression technique is used as the
econometric method on a time-comparable dataset carefully compiled from different
sources. The model has suited the data well and the results are thus robust.

The econometric results show significant exchange-rate pass-through to import
prices in India. It can be observed that significant exchange-rate pass-through to
import prices occurs when all the sectors are taken into account, but pass-through
to import prices is incomplete. However, the degree of exchange-rate pass-through
is found to vary across import sectors. In the case of chemicals and manufacturing
classified by materials, the degree of exchange-rate pass-through to import prices
is incomplete, while for ‘food & food products’ and ‘machinery & transport equip-
ment’ exchange-rate pass-through are more than proportionate. The pass-through
coefficient is low and insignificant in the case of ‘crude materials other than fuel’.
As pass-through coefficient is varying across sectors, factors such as market concen-
tration of the exporting country and product characteristics might be of importance
in this analysis. Estimations are controlled for the possible effect import tariff on
import prices which is found as positive and significant determinant of aggregate
import prices but insignificant in the case of most sectors. The above results, how-
ever, do not account for the nature of pass-through during the post-financial crises
period. This may be an important gap in the analysis. Nonetheless, these results have
important implications for policy especially in the context of rising import intensity
in production and consumption as well as the policy to keep inflation within bounds.
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Appendix 1

See Table 5.

Table 5 List of products/product groups under study

Product/product groups Product/product groups

1 Food and live animals 6 Manufactured goods classified chiefly
by material

Dairy products Paper, paperboard and articles thereof

Cereals and cereal preparations Textile yarn

Fruits and nuts Iron and steel

Spices Copper

2 Beverages and tobacco Aluminium

Beverages 7 Machinery and transport equipment

3 Crude materials, inedible, except fuels Power generating machinery and
equipment

Crude rubber including synthetic and
reclaimed

Machinery specialized for particular
industries

Textile fibres and their wastes Metal working machinery

Crude fertilizers General industrial machinery and
equipment

Minerals Office machines and automatic data

Ores and concentrates of base metals Electrical machinery

4 Animal and vegetable oil Transport equipment

5 Chemicals and related products 8 Miscellaneous manufactured articles

Organic chemicals Professional, scientific and controlling
instruments

Inorganic chemicals Photographic apparatus, etc

Dyeing, tanning and colouring materials

Medicinal and pharmaceutical products

Fertilisers, manufactured

Artificial resin and plastic material and
cellulose ester
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Appendix 2

See Table 6.

Table 6 Concordance between products under NIC products

S. No. Product NIC-1987
(1993–94 to
1997–98)

NIC-1998 and
2004 (1998–99 to
2007–08)

NIC-2008
(2008–09 to
2016–17)

1 Food and live
animals

15 10

Dairy products 152 105

Cereals and cereal
preparations

153 106

Fruits and nuts 1513 103

Spices 01 01

2 Beverages and
tobacco

(220–227) (155 + 16) 11 + 12

Beverages 155 11

3 Crude materials,
inedible, except
fuels

(10 + 11 + 13) (05 + 06 + 07)

Crude rubber
including synthetic
and reclaimed

25 22

Textile fibres and
their wastes

(230–243) 171 1311

Crude fertilizers 2412 2012

Minerals 26 23

Ores and
concentrates of base
metals

13 7

4 Animal and
vegetable oil

(210 + 211 +
212)

1514 104

5 Chemicals and
related products

24 20

Organic chemicals 242 202

Inorganic chemicals 241 201

Dyeing, tanning and
colouring materials

2422 2022

Medicinal and
pharmaceutical
products

2423 210

(continued)
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Table 6 (continued)

S. No. Product NIC-1987
(1993–94 to
1997–98)

NIC-1998 and
2004 (1998–99 to
2007–08)

NIC-2008
(2008–09 to
2016–17)

Fertilisers,
manufactured

241 201

Artificial resin and
plastic material and
cellulose ester

2520 222

6 Manufactured goods classified chiefly
by material

26 23

Paper, paperboard
and articles thereof

21 17

Textile yarn 171 131

Iron and steel 271 241

Copper 131 072

Aluminium 120 072

7 Machinery and
transport
equipment

29 28

Power generating
machinery and
equipment

2813 2513

Machinery
specialized for
particular industries

29 332

Metal working
machinery

289 259

General industrial
machinery and
equipment

291 281

Office machines and
automatic data

33 26

Electrical machinery 31 27

Transport equipment (34 + 35) 29 + 30

8 Miscellaneous
manufactured
articles

36 32

Professional,
scientific and
controlling
instruments

73 72

Photographic
apparatus, etc

9309 742

The bold indicates aggregate product group, while the ones without bold are product sub-groups
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Appendix 3

See Tables 7, 8, 9, 10 and 11.

Table 7 Estimation results
for ‘Food and live animals’

(1) (2) (3)

ln(NEER) −1.57*** −1.56*** −1.51***

(0.39) (0.38) (0.38)

ln(PPI-US) 1.97*** 2.07*** 1.88***

(0.48) (0.46) (0.43)

ln(WPI) 0.02 0.08 −0.59**

(0.22) (0.21) (0.28)

ln(Tariff) 4.22*** 4.27*** 4.20***

(1.28) (1.29) (1.28)

ln(GDP) −0.00

(0.18)

ln(GVA-sectoral) −0.06

(0.14)

ln(output: product) 0.31**

(0.14)

Observations 80 80 76

Sector fixed effect Yes Yes Yes

Adjusted R2 0.876 0.877 0.873

Standard errors in parentheses, *p < 0.10, **p < 0.05, ***p < 0.01

Table 8 Estimation results
for ‘Crude materials,
inedible, except fuels’

(1) (2) (3)

ln(NEER) −0.22 −0.32 −0.94***

(0.36) (0.34) (0.23)

ln(PPI-US) 1.04*** 1.03*** 0.83***

(0.14) (0.14) (0.17)

ln(WPI) −0.24*** −0.25*** −0.34***

(0.08) (0.08) (0.08)

ln(Tariff) −0.11 0.26 −1.20**

(0.64) (0.70) (0.56)

ln(GDP) 0.40***

(0.10)

ln(GVA-sectoral) 0.43***

(continued)
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Table 8 (continued) (1) (2) (3)

(0.11)

ln(output: product) 0.29***

(0.10)

Observations 115 115 69

Sector fixed effect Yes Yes Yes

Adjusted R2 0.888 0.888 0.919

Standard errors in parentheses, *p < 0.10, **p < 0.05, ***p < 0.01

Table 9 Estimation results
for ‘Chemicals and related
products’

(1) (2) (3)

ln(NEER) −0.58** −0.63*** −0.88***

(0.23) (0.22) (0.22)

ln(PPI-US) 0.49*** 0.47*** 0.50***

(0.10) (0.10) (0.11)

ln(WPI) 0.01 0.01 −0.14

(0.12) (0.12) (0.20)

ln(Tariff) −0.20 −0.06 −0.87**

(0.36) (0.41) (0.35)

ln(GDP) 0.18**

(0.07)

ln(GVA-sectoral) 0.20**

(0.08)

ln(output: product) 0.10***

(0.03)

Observations 110 110 93

Product fixed effect Yes Yes Yes

Adjusted R2 0.921 0.920 0.913

Standard errors in parentheses, *p < 0.10, **p < 0.05, ***p < 0.01
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Table 10 Estimation results
for ‘Manufactured goods
classified by material’

(1) (2) (3)

ln(NEER) −0.53** −0.53** −0.30

(0.22) (0.21) (0.32)

ln(PPI-US) 0.41*** 0.41*** 0.53*

(0.12) (0.12) (0.29)

ln(WPI) 0.32** 0.31** 0.95***

(0.14) (0.14) (0.23)

ln(Tariff) 0.01 0.08 −0.32

(0.29) (0.32) (0.38)

ln(GDP) 0.08

(0.07)

ln(GVA-sectoral) 0.09

(0.07)

ln(output: product) −0.15

(0.13)

Observations 84 84 46

Product fixed effect Yes Yes Yes

Adjusted R2 0.862 0.863 0.866

Standard errors in parentheses, *p < 0.10, **p < 0.05, ***p < 0.01

Table 11 Estimation results
for ‘Machinery and transport
equipment’

(1) (2) (3)

ln(NEER) −1.26** −1.27** −2.53***

(0.57) (0.55) (0.57)

ln(PPI-US) −2.17*** −2.19*** −0.98

(0.60) (0.59) (0.98)

ln(WPI) −0.51 −0.54 −0.18

(0.48) (0.48) (0.77)

ln(Tariff) −0.65 0.34 −2.45

(0.98) (1.10) (1.70)

ln(GDP) 0.69***

(0.17)

ln(GVA-sectoral) 0.81***

(0.19)

ln(output: product) 0.01

(0.19)

Observations 103 103 86

Adjusted R2 0.680 0.687 0.595

Standard errors in parentheses, *p < 0.10, **p < 0.05, ***p < 0.01
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Table 12 Estimation results for textiles and iron and steel

Variables (1) (2) (3) (4)

Textiles Textiles Iron and steel Iron and steel

ln(NEER) −1.46*** −1.09*** −0.22 −0.22

(0.36) (0.37) (0.21) (0.23)

ln(PPI) 1.26*** 1.26*** 0.40** 0.33

(0.28) (0.27) (0.14) (0.20)

ln(WPI) 0.06 0.00 0.66 0.70

(0.18) (0.16) (0.37) (0.41)

ln(tariff) 0.80* −0.18

(0.42) (0.34)

ln(GDP) 0.00 0.18 −0.11 −0.13

(0.06) (0.10) (0.16) (0.20)

Constant 5.22* −2.65 2.23 3.60

(2.88) (4.63) (1.87) (3.93)

Observations 25 25 15 15

Adjusted R2 0.95 0.96 0.85 0.83

Robust standard errors in parentheses, ***p < 0.01, **p < 0.05, *p < 0.1

Appendix 4

See Table 12.
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Pricing of Energy Goods in India: How Is
It Done?

Amrita Ganguly and Ranajoy Bhattacharyya

Abstract The retail price of petrol, diesel, liquid petroleum gas (LPG) and other
energy products in India is a complex mixture of crude prices, taxes and subsidies
by the central as well as state governments. In this paper, we discuss the break-up
of these components of pricing. The discussion is set in the background of interna-
tional pricingmechanisms and recommendations of international agencies such as the
International Institute of Sustainable Development and the International Monetary
Fund. Themain point that emerges from the discussion is that since these products are
necessities with very low elasticity of demand, incidence of taxes and/or subsidies on
these products are almost 100% making them ideal tools for the international cartels
(seeking profits) and local governments (seeking revenues) to maximize their pecu-
niary benefits from the manipulation of such prices. The complex formula leading
to the retail price is a corollary of these interests.

Keywords Petroleum pricing · Energy subsidy · Electricity cross-subsidy · Diesel
subsidy · LPG subsidy · Petrol subsidy

1 Introduction

India has historically subsidized energywith the objective of protecting its consumers
from international price volatility and providing energy access for its citizens, espe-
cially the poor. However, energy subsidies place a heavy burden on government
exchequer, while often failing to reach their targeted beneficiaries. Energy subsidies
also have significant ecological ramifications due to overuse of fossil fuels. Increases
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in emissions due to overuse of petroleum products and inefficient consumption of
cheap fuel are genuine and urgent concerns. The petroleum sector is one of the
most heavily subsidized energy sources in India. India’s fuel subsidies reached an
estimated INR 1.4 trillion in the financial year ending March 2014,1 representing
about 1.9% of total GDP.2 The pricing of petroleum products has changed over time,
alternating between free market and regulated regimes. Until 2010, the central gov-
ernment controlled the prices of petrol, diesel, kerosene and liquid petroleum gas
(LPG). In June 2010, the Indian government deregulated the price of petrol, and in
October 2014, price of diesel was deregulated, taking advantage of the falling crude
oil prices. All this has meant that the actual retail price of energy goods is somewhat
of a mystery to the users and even to all but the industry insiders.

This paper is intended to provide information on the break-up of prices of energy
goods in India. We consider only four of the several energy goods in use today in
India: petrol, diesel, LPG and electricity. Since the first three goods are derivatives of
crude petroleum, the international crude oil market and its price variations are also
briefly discussed. The rest of the paper is arranged as follows: the next section briefly
studies some of the ways in which international crude oil prices are decided upon.
Sections 3 and 4 analyse the price break-up of petroleum products and electricity in
India.

2 International Crude Oil Pricing

Until the late 1950s, the international oil industry outside the USA, Canada, the
erstwhile USSR and China was characterized by the dominant position of large
multinational oil companies known as the Seven Sisters or the majors. In 1950, these
majors controlled 85% of the crude oil production in the world outside Canada, USA,
Soviet Russia and China (Danielsen 1982). The host governments did not participate
in production or pricing of crude oil and acted only as competing sellers of licences
or oil concessions. In return, host governments received a stream of income through
royalties and income taxes based onposted prices.Being afiscal parameter, the posted
price did not respond to the usual market forces of supply and demand and thus did
not play any allocation function. The multinational oil companies were comfortable
with the system of posted prices because it maintained their oligopolistic position,
and until the late 1960s, OPEC countries were tooweak to change the existing pricing
system.

By the late 1950s, this dominance of the vertically integrated companies was
challenged by the arrival of independent oil companies who were able to invest
in upstream operations and obtain access to crude oil outside the Seven Sisters’
control. Several factors like the US decision to impose mandatory import quotas

1http://www.thenational.ae/business/economy/energy-subsidies-prove-drain-on-indian-economy.
2https://www.imf.org/external/country/ind/rr/2013/050613a.pdf.
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which increased competition for outlets outside the USA were an additional factor
that placed downward pressure on oil prices. The formation of the Organization
of the Petroleum Exporting Countries (OPEC) in 1960 was an attempt by member
countries to prevent the decline in the posted price, and thus for most of the 1960s,
OPEC acted as a trade union whose main objective was to prevent the income of its
member countries from declining.

The OPEC-administered pricing system emerged around 1965–1973. The oil
industry witnessed a major transformation in the early 1970s when some OPEC
governments stopped granting new concessions and started to claim equity partici-
pation in their existing concessions, with some of themopting for full nationalization.
Equity participation gave OPEC governments a share of the oil produced which they
had to sell to third-party buyers. It led to the introduction of new pricing concepts to
deal with this reality (Mabro 1984). As owners of crude oil, governments had to set
a price for third-party buyers. The concept of official selling price (OSP) or govern-
ment selling price (GSP) entered at this point and is still currently used by some oil
exporters. However, for reasons of convenience, lack of marketing experience and
inability to integrate downwards into refining and marketing in oil-importing coun-
tries, most of the governments’ share was sold back to the companies that held the
concession and produced the crude oil. These sales were made compulsory as part
of equity participation agreements and used to be transacted at buyback prices. The
administered oil pricing regime that emerged in 1974–75 after the short-lived episode
of the buyback system was radical in many aspects, as it represented a complete shift
in the power of setting the oil price frommultinational companies to OPEC. The new
system was centred on the concept of reference or marker price with Saudi Arabia’s
Arabian Light being the chosen marker crude. In this administered pricing system,
individual members retained the OSPs for their crudes, but these were now set in
relation to the reference price. The differential relative to the marker price used to be
adjusted periodically depending on a variety of factors such as the relative supply and
demand for each crude variety and the relative price of petroleum products among
other things.

In the late 1970s, national oil companies in OPEC started to increase the number
of their non-concessionaire customers. The appearance of independent oil compa-
nies, Japanese and independent refineries, state oil companies, trading houses and
oil traders permitted such a development. The pace accelerated during and in the
aftermath of the 1979 Iranian crisis. The new regime in Iran cancelled any pre-
vious agreements with the oil majors in marketing Iranian oil—they became mere
purchasers aswith any other oil companies. Facedwith this virtual disruption of tradi-
tional supply channels, multinational oil companies were forced to enter the market.
This had a profound effect on oil markets as de-integration and the emergence of
new players expanded the external market where buyers and sellers engaged in arm’s
length transactions. The crude market became more competitive and the majority of
oil used to move through short-term contracts or the spot market.

The decline in oil demand in the mid-1980s caused by a worldwide economic
recession and the growth in non-OPEC crude oil production responding to higher
oil prices and taking advantage of new technologies represented major challenges to
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OPEC’s administered pricing system and were ultimately responsible for its demise.
New discoveries in non-OPEC countries meant that significant amounts of oil began
to reach the international market from outside OPEC. This increase in supply also
meant an increase in the number and diversity of crude oil producers who were
setting their prices in line with market conditions and hence proved to be more
competitive. The new suppliers who ended up having more crude oil than required
by contract buyers secured the sale of all their production by undercutting OPEC
prices in the spot market. Buyers who became more diverse were attracted to these
offers of competitive prices. With the continued decline in demand for its oil, OPEC
saw its own market share in the world’s oil production fall from 51% in 1973 to 28%
in 1985. It became clear by the mid-1980s that the OPEC-administered oil pricing
system was unlikely to hold for long and OPEC’s or more precisely Saudi Arabia’s,
attempts to defend the marker price would only result in loss of market share as
other producers could offer to sell their oil at a discount to the administered price
of Arabian Light. OPEC abandoned the administered pricing system and transferred
the pricing power of crude oil to the so-called market.

The collapse of the OPEC-administered pricing system in 1986–1988 ushered in
a new era in oil pricing in which the power to set oil prices shifted from OPEC to
the so-called market. First adopted by the Mexican national oil company PEMEX in
1986, the market-related pricing system received wide acceptance among most oil-
exporting countries, and by 1988, it became and still is the main method for pricing
crude oil in international trade. The oil market was ready for such a transition. The
end of the concession system and the waves of nationalizations, which disrupted
oil supplies to multinational oil companies, established the basis of arm’s length
deals and exchange outside the vertically and horizontally integrated multinational
companies. The emergence ofmany suppliers outside OPEC andmore buyers further
increased the prevalence of such arm’s length deals. This led to the development of a
complex structure of interlinked oil markets which consists of spot and also physical
forwards, futures, options and other derivative markets referred to as paper markets.
Technological innovations that made electronic trading possible revolutionized these
markets by allowing 24-h trading from any place in the world.

Given the large variety of crude oils, the price of a particular crude oil is usually
set at a discount or at a premium to a marker or reference price. These references
prices are often referred to as benchmarks. The formula used in pricing oil in long-
term contracts is straightforward. Specifically, for crude oil of variety x, the formula
pricing can be written as

Px = P R ± D

where Px is the price of crude x; PR is the benchmark crude price; and D is the
value of the price differential. The differential is often agreed at the time when the
deal is concluded and could be set by an oil-exporting country or assessed by price
reporting agencies. It is important to note that formula pricing may apply to all types
of contractual arrangements, be they spot, forward or long term. For instance, a spot
transaction in the crude oil market is—pricing wise—an agreement on a spot value
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of the differential between the physical oil traded and the price of an agreed oil
benchmark, which fixes the absolute price level for such trade, normally around the
time of delivery or the loading date.

Differences in crude oil quality are not the only determinant of crude oil price
differentials however. The movements in differentials also reflect movements in the
gross products’ worth (GPW) obtained from refining the reference crude R and the
crude x.3 Thus, price differentials between the different varieties of crude oil are not
constant and change continuously according to the relative demand and supply of
the various crudes which in turn depend on the relative prices of petroleum products.
For instance, at the beginning of 2008, the differentials between Arab Super Light
and Arab Heavy widened sharply to reach more than US$15 per barrel; fuel oil, a
product of heavy crude, was in surplus while the demand for diesel, a product of
lighter crudes, was high. In the first months of 2009, the price differential between
heavy and light crude oil narrowed to very low levels as the implementation of OPEC
cuts reduced the supply of heavy crude and increased the relative value of heavy sour
crudes.

The ‘equivalence to the buyer’ principle, which means that in practice prices of
crudes have equivalent prices at destination, adds another dimension to the pricing
formulae. The location in which prices should be compared is not the point of origin
but must be closer to the destination where the buyer receives the cargo. Since the
freight costs vary depending on the export destination, some formulae also take into
account the relative freight costs between destinations. Specifically, they allow for
the difference between the freight costs involved in moving the reference crude from
its location to a certain destination (e.g. Brent from Sullom Voe to Rotterdam) and
the costs involved in moving crude x from the oil country’s terminal to that certain
destination (e.g. Arabian Light from Ras Tanura to Rotterdam). In such cases, the
sale contract is close to a cost, insurance and freight (CIF) contract. This is in contrast
to a free on board (FOB) contract which refers to a situation in which the seller fulfils
his obligations to deliver when the goods have passed over the ship’s rail. The buyer
bears all the risks of loss of or damage to the goods from that point as well as all
other costs such as freight and insurance.

A major advantage of formula pricing is that the price of an oil shipment can
be linked to the price at the time of delivery which reflects the market conditions
prevailing. When there is a lag between the date at which a cargo is bought and the
date of arrival at its destination, there is a big price risk. Transacting parties usually
share this risk through the pricing formula.

At the heart of formulae, pricing is the identification of the price of key ‘physical’
benchmarks, such as West Texas Intermediate (WTI), the ASCI price, Dated Brent
(also called Dated North Sea Light, North Sea Dated, Dated BFOE) and Dubai (see
Fig. 1). The prices of these benchmark crudes, often referred to as ‘spot’ market
prices, are central to the oil pricing system. The prices of these benchmarks are
used by oil companies and traders to price cargoes under long-term contracts or in

3Individual crudes have a particular yield of products with a gross product worth (GPW). GPW
depends both on the refining process and the prices at which these products are sold.
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Fig. 1 Price differential between WTI and ASCI ($/Barrel) (ASCI Price = 0). Source Argus

spot market transactions, by futures exchanges for the settlement of their financial
contracts; by banks and companies for the settlement of derivative instruments such
as swap contracts; and by governments for taxation purposes.

Given the central role that benchmarking plays in the current oil pricing system,
it is important to highlight some of the main features of the most widely used bench-
marks. These are summarized in Table 1. First, unlike the futuresmarket where prices

Table 1 Some basic features of benchmark crudes

First-quarter 2010
averages by Argus

ASCI WTI CMA +WTI
P-Plus

Forties BFOE Dubai Oman

Production (MBPD) 736 300–400 562 1220 70–80 710

Volume spot traded
(MBPD)

579 939 514 635 86 246

Number of spot trades
per cal month

260 330 18 98 3.5 10

Number of spot trades
per day

13 16 <1 5 <1 <1

Number of different
spot buyers per cal
month

26 27 7 10 3 5

Number of different
spot sellers per cal
month

24 36 6 9 3 6

Largest 3 buyers % of
total spot volume (%)

43 38 63 72 100 50

Largest 3 sellers % of
total spot volume (%)

38 51 76 56 100 80

Source Argus
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are observable in real time, the reported prices of physical benchmarks are identified
or assessed prices. These assessments are carried out by oil pricing reporting agen-
cies, the two most important of which are Platts and Argus. Assessments are needed
in opaque markets such as oil where physical transactions concluded between parties
cannot be directly observed by market participants. After all, parties are under no
obligation to report their deals. Assessments are also needed in illiquidmarketswhere
not enough representative deals or where no transactions take place. Oil reporting
agencies assess their prices based on information on concluded deals which they
observe, or bids and offers, and failing that on market talk, other private and pub-
lic information gathered by reporters, and information from financial markets. It is
important to note that PRAs do not use in all markets a hierarchy of information
cascading down from deals to bids and offers, which would imply that deals are
the best price discovery and bids/offers are a poorer alternative. The methodology
may vary from market to market in accordance with the published methodology for
that market. In some markets, bid/offer information takes precedence over deals in
identifying the published price—e.g. if the deal is either not representative of the
market as defined in the methodology, or was done earlier or later in the day to the
prevailing depth of market. In other markets, price identification relies on observed
deals. For instance, Argus’ main benchmark ASCI is entirely deal based. Most, how-
ever, accept that a done deal does represent the highest form of proof of value, unless
there is a supervening issue with the trade’s conduct. If assessments are intended
to represent an end-of-day price, analogous to a futures settlement however, a fully
evidenced bid/offer spread at a later point when markets have clearly moved in value
is an acceptable proxy in the absence of a trade.

Finally, in the last two decades or so, many financial layers (paper markets) have
emerged around these benchmarks. These include the forward market (in Brent),
swaps, futures and options. Some of the instruments such as futures and options are
traded on regulated exchanges such as Intercontinental Exchange (ICE) and Chicago
Mercantile Exchange (CME) Group, while other instruments, such as swaps and for-
ward contracts, are traded bilaterally OTC. Nevertheless, these financial layers are
highly interlinked through the process of arbitrage and the development of instru-
ments that link the various markets together such as the Exchange of Futures for
Swaps (EFS) which allow traders to roll positions from futures to swaps and vice
versa. Over the years, these markets have grown in terms of size, liquidity, sophisti-
cation and have attracted a diverse set of players, both physical and financial. These
markets have become central for market participants wishing to hedge their risk and
to bet (or speculate) on oil price movements. The final price trend appearing out of
these is reported in Fig. 2. Note that though the different prices are close, they remain
distinct throughout the period.

Since India imports 85%of her crude fromOPEC countries, we here consider only
the OPEC crude oil price. Introduced on 16 June 2005, the OPEC Reference Basket
is currently made up of the following: Saharan Blend (Algeria), Girassol (Angola),
Oriente (Ecuador), Minas (Indonesia), Iran Heavy (Islamic Republic of Iran), Basra
Light (Iraq), Kuwait Export (Kuwait), Es Sider (Libya), BonnyLight (Nigeria), Qatar
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Fig. 2 Crude oil pricemovement, 2015–2016 (http://www.opec.org/opec_web/static_files_project/
media/downloads/publications/MOMR%20February%202016.pdf). Source OPEC Secretariat
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Marine (Qatar), Arab Light (Saudi Arabia), Murban (UAE) andMerey (Venezuela).4

International crude price fluctuations are presented in the following figure (Fig. 3).
During of period of study, crude oil prices fell from US$69.04 (2007) per barrel

to US$52 per barrel (2015), a decrease of 25%. However, there have been great
fluctuations (standard deviation is 22). The difference between the peak rates of
US$109.45 to the barrel (2012) to US$52 to the barrel (2015) is a decline of 52%.

4http://www.opec.org/opec_web/en/data_graphs/40.htm.

http://www.opec.org/opec_web/static_files_project/media/downloads/publications/MOMR%20February%202016.pdf
http://www.ft.com/cms/s/0/517b2aa4-0acd-11e5-9df4-00144feabdc0.html#axzz3sCckeV74
http://www.opec.org/opec_web/en/data_graphs/40.htm
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3 Pricing of Petroleum Products in India

The pricing of petroleum products in India can be clearly classified into the
(i) administered pricing mechanism (APM) era and (ii) the free market pricing era.

3.1 APM and Regulated Market—Salient Features

The earlier system of pricing of petroleum products was based upon the recom-
mendations of Oil Price Committee 1976 and as amended by the Oil Cost Review
Committee in 1984. Under APM regime the pricing of the petroleum products was
based on ‘retention’ concept by which refiners as well as marketing & distribution
companies were allowed to retain out of the sales proceeds- Cost of crude, Refining
cost and Reasonable return on investment.

The basic objectives for the introduction of government-controlled price mecha-
nism included optimization of the utilization of refining and marketing infrastructure
by treating the facilities of all the oil companies as common industry infrastructure,
the access of whichwould be available to all the oil companies by hospitality arrange-
ments, thus avoidingwasteful duplication of investment. All products should bemade
available at uniform price ex- all refiners so as to minimize cross haulage of products
and associated energy costs. It ensured continuous availability of products/crude
to refiners by recognizing import needs wherever there are deficits in indigenous
production and returns to the refiners were reasonable. Stable prices were ensured
by insulating domestic market from the volatility of prices in international market.
Socio-economic objectives of the government were achieved by ensuring availability
of certain products at subsidized rates for weaker sections of the society and priority
sector sin the industry through cross subsidization of products.

The basic principles on which the edifice of APM was built are summarized as
follows. Raw materials were made available at a predetermined fixed price at the
manufacturing point (delivery cost of crude) on a sustained and continuous basis to
the refiners. Finished products were also made available at the marketing companies
at predetermined prices (ex-refinery prices). Refining/conversion/marketing costs
were reimbursed and post-tax 12% assured return on net worth, and compensation
for investments in fixed assets was ensured. Rewards and penalties were built into
the system to encourage efficiency.

From 1 April 2002, the APM was dismantled and India moved towards the free
market pricing regime.
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3.2 Free Market Pricing

With the ushering in the age of liberalization, the petroleum sector has undergone
some very fundamental changes and desperately felt the need to be opened up to
the global market. In the APM regime, right from crude procurement stringent con-
trols was present till the final distribution of finished products. To be fair to the
policy-makers, the current controls did succeed in achieving the macro-economic
objectives of the government for more than two decades. However, the experts and
the policy-makers felt that APM might no longer sustain the growth of oil industry
in the changing environment of liberalized economy as the energy security of the
country would be under serious threat if a robust industry along with competitive
playing field had not been created. The factors that were fundamentally instrumental
behind the gradual transformation of Indian oil sector from regulated to deregulated
regime through a nebulous phase of ‘pseudo-deregulation’ have been discussed here.
Inefficient running of the refineries due to an assured return of the capital employed,
there was no incentive for minimizing cost and improving productivity. Cross sub-
sidization has led to distortion in demand and prices; heavy subsidization of some
of the products has resulted in excessive wastage and adulteration of petro-fuels.
Gradual increase in the import of crude oil was due to the stagnation of domestic
crude production and slowing down of exploration and production activities due to
dearth of adequate investment. Increasing rate of crude import produced hazardous
effect on macro-economic stabilization, especially on exchange rate and inflation.

The concept of APM has outlived utility as it had created large oligopolies with
no guarantee that the assets are being put to the most optimal use. The cost-plus
formula became inoperative with the new private sector entrants in the country over
whom the government has no effective control. Capital generation in the upstream
and downstream sector had been affected by the artificially low crude prices paid to
the exploration and production companies. Key differences between APM and non
APM regime are illustrated in Table 2.

3.3 Rangarajan Committee Suggestions

The Government on 26 October 2005 had set up a committee to look into the var-
ious aspects of pricing and taxation of petroleum products with a view to stabiliz-
ing/rationalizing their prices, keeping in view the financial position of the oil com-
panies, conserving petroleum products and establishing a transparent mechanism for
autonomous adjustment of prices by the oil companies. Based on the deliberations in
the meetings, three areas were identified by the committee for detailed study in order
to meet the objectives set out in the terms of reference. These areas included alter-
native models for pricing of petroleum products; taxes and duties on crude oil and
petroleum products; and subsidies on Public Distribution System (PDS) kerosene
and domestic LPG.
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Table 2 Key differences between APM and non-APM regime

APM regime Non-APM regime

Administration of oil pricing mechanism
through oil pool account

Decontrol of all oil products except diesel,
LPG, petrol and ATF initially

Planning and recommending crude and
product import

Market-based price determination of
decontrolled products. Rationalization of
import duties on crude and petroleum
products. Payment of higher percentage of
price of imported crude to local crude
producers

Planning and recommending indigenous and
imported crude oil distribution to different
refineries

Abolishment of cost-plus formula and assured
return to the oil companies

Fixing the market price and retention price of
various products

Decanalization of imports/exports of all
products except crude, aviation turbine fuel,
motor spirit and high-speed diesel

Fixing profit margins to be earned by
exploration and production, refining and
marketing companies

Sourcing of crude permitted for private/joint
sector refineries under user licenses

Some important recommendations made in this report including shifting to a
trade parity pricing formula for determining refinery gate as well as retail prices.
Government was to keep herself at arms’ length from price determination and to
allow flexibility to oil companies to fix the retail price under the proposed formula.
Effective protectionwas reduced by lowering the customs duty on petrol and diesel to
7.5%. This set of recommendations should be implemented as an integrated package
as selective implementation would create more distortions.

The second set of recommendations relates to pricing of domestic LPG and PDS
kerosene, such as restricting subsidized kerosene to BPL families only; increasing
the price of domestic LPG by INR 75/cylinder; discontinuing the practice of asking
ONGC/GAIL/OIL to provide upstream assistance, but instead collecting their contri-
bution by raising the Oil Industry Development Board (OIDB) cess from the present
level of INR 1800/MT to INR 4800/MT and Government meeting the balance cost
of subsidy from the budget. The ‘PDS Kerosene and Domestic LPG Scheme 2002’
had to be suitably amended for this purpose. Similarly, this set of recommendations
too should also be implemented as an integrated package as partial implementation
will not yield sustainable results.

The third set of recommendations relates to restructuring excise duties from the
present mix of specific and ad valorem to a pure specific levy and calibrating the
levies at INR 5.00/l of diesel and INR 14.75/l of petrol.

Based on all these regulatory changes, the prices of LPG, petrol and diesel are
determined in India as discussed in the following subsections.
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Table 3 Price build-up of LPG (as of 2014–15) (INR/14.2 kg cylinder)

Price head Delhi Kolkata Mumbai Chennai

Current ex-storage point price (ESPP) 340.56 340.56 340.56 340.56

Increase over last year 50 50 50 50

Basic price 340.56 340.56 340.56 340.56

State surcharge 0 0 25.45 0

Freight up to bottling plant 1.42 2.27 0 0

Price adjustment factor (PAF)a 21.43 22.27 21.88 10.16

Assessable value 363.41 365.10 387.89 350.72

Excise duty 0 0 0 0

Octroi at bottling plant 0 0 0 0

Price at bottling plant 363.41 365.10 387.89 350.72

State subsidy 0 0 0 0

Freight/local delivery charges 10 10 10 10

Octroi/transit tax 0 0.17 0 0

Price including octroy 373.410 375.27 397.89 360.72

Sales tax (ST) 0 0 11.94 0

Surcharge on ST 0 0 0 0

Billable rate (or Sub total) 373.41 375.27 409.83 360.72

Price to dealer 373.41 375.27 409.83 360.72

Distributor commission 40.71 40.71 40.71 40.71

Price after distributor commission 414.12 415.98 450.54 401.43

VAT (at applicable rates in respective states) 0 0 1.22 0

Retail selling price (RSP) of 14.2 kg cylinder 414.12 415.98 451.76 401.43

RSP rounded off 414 416 451.5 401

aPAF is included to adjust prices closer to international prices

(a) Pricing of LPG

LPG prices vary in India from state to state, based on the taxation structure of
each state government. For the purpose of this study, LPG price build-up in Delhi,
Kolkata, Mumbai and Chennai (as of 2014) has been illustrated. However for the
sake of analysis, the price of Delhi has been considered (Table 3).

3.4 Pricing of Petrol and Diesel

In case of petrol, the price build-up for Delhi has been illustrated in Table 4. In case
of diesel, the price build-up for Delhi has been illustrated in Table 5.
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Table 4 Price build-up of petrol (as of 2014–15)

No. Elements Unit Figure

1 Cost and freight price of gasoline (petrol) BS III equivalent $/bbl 61.91

2 Average exchange rate Rs/$ 66.08

3 Refinery transfer price (RTP) on landed cost basis for BS-IV petrol
(price paid by the oil marketing companies to refineries)

Rs/l 26.28

4 Price charged to dealers (excluding excise duty and VAT) Rs/l 29.27

5 Add: Specific excise duty @ Rs 17.46/l Rs/l 17.46

6 Add: Dealer commission Rs/l 2.27

7 Add: VAT (including VAT on dealer commission) applicable for Delhi
@ 25%

Rs/l 12.25

8 Retail selling price at Delhi (rounded off) Rs/l 61.25

Source http://www.hpretail.in/documents/pdf/pb/pricebuildup_Petrol.pdf

Table 5 Price build-up of diesel (as of 2014–15)

No. Elements Unit Figure

1 Cost and freight price of gasoil (diesel) BS III equivalent $/bbl 60.30

2 Average exchange rate Rs/$ 66.08

3 Refinery transfer price (RTP) on landed cost basis for BS-IV diesel
(price paid by the oil marketing companies to refineries)

Rs/l 25.75

4 Price charged to dealers (excluding excise duty and VAT) Rs/l 26.63

5 Add: Specific excise duty @ Rs 10.26/l Rs/l 10.26

6 Add: Dealer commission Rs/l 1.43

7 Add: VAT (including VAT on dealer commission) applicable for Delhi
@ 16.6% and air ambience charges @ Rs 0.25/l

Rs/l 6.65

8 Retail selling price at Delhi (rounded off) Rs/l 44.97

Source http://www.hpretail.in/documents/pdf/pb/pricebuildup_Diesel.pdf

3.5 Subsidies on the Three Fossil Fuels

The non-subsidized and subsidized prices of the three fuels, i.e. LPG, petrol and
diesel, have been analysed for the last 10 years. From these two price sets, the
subsidy trend of these fuels has been computed. The subsidy on petrolwas completely
removed in 2010 while the subsidy on diesel was removed in 2013. LPG subsidy has
reduced from as high as 76–26% in these 10 years. A comparison of subsidized price
and non-subsidized price of these fuels over the last 10 years has been presented in
Table 6.

http://www.hpretail.in/documents/pdf/pb/pricebuildup_Petrol.pdf
http://www.hpretail.in/documents/pdf/pb/pricebuildup_Diesel.pdf
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4 Electricity Pricing

A major catalyst for growth in developing countries is electricity or more specifi-
cally the availability and accessibility of reliable electricity. Any country’s growth
is driven by the availability of reliable and cheap electricity. It also allows industries
to take advantage of new and innovative productivity-enhancing technologies, the
bulk of which are reliant on electricity. This in turn improves efficiency of industries
and improves their cost competitiveness. In the developed world, industrial users
generally pay lower prices for electricity compared to other users (IEA 2012). These
lower prices indicate the lower cost of supplying power to industrial users which is
an outcome of their more stable power demand patterns and their ability to use elec-
tricity at higher voltages without the power utility incurring extra cost of stepping
down the voltage. However, in developing countries including India the existence of
cross-subsidies reduces electricity prices for domestic and agricultural users at the
expense of industrial users.

Cross-subsidies in electricity tariff can be defined as ‘a mechanismwhereby some
consumer groups are charged a higher tariff as compared to the cost of supplying
power to them. The additional revenue generated from them is used to tide over
the revenue shortfall from other consumer groups, who are charged lesser tariff
as compared to the cost of supplying power to them’. In India, cross-subsidies are
targeted at consumer groupswho either do not have enough paying capacity or need to
be supported for undertaking economic activities such as agriculture, which in some
way benefit the larger sections of society. In case of cross-subsidies, subsidization is
inbuilt in the electricity tariff, unlike any external support which is provided in the
case of direct fossil fuel subsidy. Cross-subsidy is a matter of tariff design, which can
be adjusted depending on the intended level of cross subsidization. There are many
detrimental effects of cross-subsidies. It leads to wastage of economic resources. In
India, lower electricity tariffs in the agriculture sector lead to indiscriminate pumping
of groundwater by farmers, which wastes not only power but also water. On the
other hand, higher power tariffs (than the cost of power supply) charged to industries
increase their cost of production rendering them uncompetitive in today’s globalized
world. Cross-subsidies also lead to revenue loss for state utilities as industries scale
up their ‘captive power generation’ to avoid grid power.

The industrial sector contributes to about a third of India’s GDP and constitutes
a critical pillar of the Indian economy and society, and will continue to be so in the
foreseeable future. As discussed above, electricity prices are one of the major factors
determining the profitability of industries as well as the cost competitiveness of both
domestic goods and export goods. Rise in electricity tariffs in India in the past few
years has been of key concern to most industrial consumers. Since 2007, electricity
prices increased from an average of INR 4.16/kWh to an average of INR 7.64/kWh
in 2015—almost 47% change in 8 years. Typically countries where electricity prices
have been very low have emerged as preferred export hubs. In 2011–12, in Asia,
such low-cost exporters included Bangladesh with average electricity tariff of USD
0.063/kWh followed by Vietnam (USD 0.063/kWh), India (USD 0.064/kWh), Thai-
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land (USD 0.07/kWh) and Indonesia (USD 0.08/kWh).5 Compared to the industrial
consumers, agricultural consumers in India paid a tariff of INR 0.77/kWh in 2007
and INR 1.83/kWh in 2015. On an average, Indian industries pay about 12% higher
cost while agricultural consumers pay about 55% lower than the average cost of
supply of power.6 As a result of the high cost of electricity, firms may reduce their
electricity usage, which has implications for the types of technologies they are able
to use and ultimately, their growth.

There are several factors which drive electricity tariffs in India depending on the
mechanism of interaction between selling and buying power. The Indian electricity
market predominantly follows a wholesale decentralized model. In this model, the
generation, transmission and distribution companies are unbundled.Multiple genera-
tors, including Independent power producers andpublic sector generation companies,
are allowed to participate in the supply of electricity. This ensures supply security
and removes monopoly on the prices. The generators are allowed to openly compete,
which enables system operators to schedule and dispatch the power based on the
different contracted prices and also the distribution companies to procure power at
competitive prices. However, in this model, the choice available to all the retailers
and consumers to procure power in the open market besides their distribution com-
panies is restricted. To ensure more choices to consumers, the Electricity Act, 2003,
provides for open access for private generators and bulk consumers. Open access is
available for consumers above 1 MW of requirement. Open access is a mechanism
that allows generators to sell power to the highest bidderswhile consumers can source
their needs from the most economic seller. There is also a power exchange available
in the country, which allows the consumers to bypass distribution companies and
procure power at the spot market. Power exchange has been introduced to offer a
nationwide voluntary access, e-trading, no counter-party risk, robust platforms and
delivery-based contracts. However, due to volatility/uncertainty in prices and require-
ment of higher liquidity; the percentage of power traded in the exchange is very low
in the country. The above discussion summarizes broadly a market model followed
in the country. The power can either be directly sold by the generation companies
to the distribution companies or through an intermediary, i.e. an independent body
who can purchase power in bulk. However, there can be some change in orientation
of the above model from state to state depending on state-specific regulations.

The electricity tariff-settingmechanism in India is formulated byCentral Electric-
ity Regulatory Commission (CERC) for generating companies owned or controlled
by the Central Government or for generating companies who enter into or otherwise
have a composite scheme for generation and sale of electricity in more than one state.
The State Electricity Regulatory Commissions (SERCs) determines tariff for gener-
ation, supply transmission and wheeling of electricity within the individual states.
The Tariff Policy, 2006, is the main basis for pricing of electricity while the National
Electricity Policy, 2005, lays down that the amount of cross-subsidy surcharge and

5http://talkenergy.files.wordpress.com/2011/02/asean-electricity-tariff-2011.pdf.
6Except the northeastern states (with the exception of Assam) where industrial power tariff is also
significantly subsidized.

http://talkenergy.files.wordpress.com/2011/02/asean-electricity-tariff-2011.pdf
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the additional surcharge to be levied from consumers. The extent of subsidy for dif-
ferent categories of consumers can be decided by the state government keeping in
view various relevant aspects.

The electricity tariff in India essentially has three components. Firstly, there is a
fixed charge payable every month by each beneficiary to the generator for making
capacity available for use. The fixed charge is not the same for each beneficiary. It
varies with the share of a beneficiary in a generators’ capacity. The fixed charge,
payable by each beneficiary, will also vary with the level of availability achieved by
a generator. Secondly the energy charge (defined as per the prevailing operational
cost norms) is payable per kWh of energy supplied as per a pre-committed sched-
ule of supply drawn upon a daily basis. Thirdly, there is a charge for Unscheduled
Interchange (UI) charge for the supply and consumption of energy in variation from
the pre-committed daily schedule. This charge varies inversely with the system fre-
quency prevailing at the time of supply/consumption. Hence, it reflects the marginal
value of energy at the time of supply.

5 Concluding Comments

It should be mentioned that there was a secular decline in subsidies in all kinds of
fuels like LPG, petrol and diesel over the last decade in India. The only difference
was the pace of reduction of subsidies and whether subsidies were reduced to zero or
not. The pacewas highest for petrol, followed by diesel. In both these cases, subsidies
were reduced to zero. The pace was slowest for LPG and subsidies until now has
only been reduced by about 50%. The nature of removal of subsidies was completely
different for electricity. Here, the agricultural sector was cross-subsidized by the
industries. Thus, the question of removal of subsidies does not arise here. Rather the
question was whether cross-subsidies were reduced and if so to what extent.

Since these three types of fuels together account for about 6% of India’s GDP
and since fuel subsidies were removed at a time when the cost of crude was on the
decline, it is expected that the overall impact of fuel subsidy removal on the macro-
economic parameters will be marginal. Also, the effect of the decline in subsidy was
thwarted to a large extent by the falling crude price. For this reason, it is important
to distinguish clearly between the three following cases: (i) change in crude price
only, (ii) change in subsidies only and (iii) the two together. For the years 2008–09,
2012–13, 2013–14 and 2014–15, both subsidies and crude oil prices fell while for
the rest of the years, subsidies fell and crude oil prices rose.

Duties on fuel have been a big source of revenue for both the centre and states.
Taking advantage of the inelastic nature of their demand, energy products, especially
petroleum, have been leveraged by the government as a cash cow in financing India’s
budget deficit with scant regard for consumers.



328 A. Ganguly and R. Bhattacharyya

References

Abouleinein, S., El-Laithy, H., & Kheir-El-Din, H. (2009). The impact of phasing out subsidies of
petroleum energy products in Egypt. Egyptian Center for Economic Studies, Working Paper No.
145.

Argus Media Website. Various reports. Retrieved from http://www.argusmedia.com/. Accessed on
July 15, 2015.

Census of India’s. (2011). Provisional population totals of rural-urban distribution in the country,
released by Union Home Secretary R.K. Singh. Retrieved from http://censusindia.gov.in/2011-
prov-results/paper2/data_files/india/Rural_Urban_2011.pdf. Accessed on December 02, 2014.

Danielsen, A. (1982). The Evolution of OPEC. New York: Harcourt Brace Jovanovich.
Essama-Nssah, B., Delfin, S. G., Kearney, M., Korman, V., Robinson, S., & Thierfelder, K. (2008).

Economy wide and distributional impact of an oil price shock on the South African economy, The
world bank and institute of development studies. Retrieved from http://siteresources.worldbank.
org/INTPSIA/Resources/490023-1171551075650/3457768-1241469484668/AFRI_485-530_
ch12.pdf.

Financial Times. Retrieved from http://www.ft.com/cms/s/0/517b2aa4-0acd-11e5-9df4-
00144feabdc0.html#axzz3sCckeV74. Accessed on July 05, 2014.

Grave, K., Hazrat, M., Boeve, S., von Blücher, F., Bourgault, C., Breitschopf, et al. (2015). Elec-
tricity costs of energy intensive industries—An international comparison, for the German min-
istry of economic affairs and energy. Retrieved from http://www.ecofys.com/files/files/ecofys-
fraunhoferisi-2015-electricity-costs-of-energy-intensive-industries.pdf. Accessed on December
02, 2014.

Handbook of Statistics on Indian Economy. RBI. Retrieved from https://www.rbi.org.in/scripts/
annualPublications.aspx?head=Handbook+of+Statistics+on+Indian+Economy. Accessed on
December 22, 2015.

Handbook on Direct Benefit Transfer for LPG Consumer (DBTL). Ministry of petroleum and
natural gas, government of India. Retrieved from http://petroleum.nic.in/dbt/DBTL_Handbook.
pdf. Accessed on December 02, 2014.

Hindustan Petroleum Corporation Limited Website. Retrieved from http://www.hpretail.in/
documents/pdf/pb/pricebuildup_Diesel.pdf and http://www.hpretail.in/documents/pdf/pb/
pricebuildup_Petrol.pdf. Accessed on December 02, 2014.

IEA. World energy outlook 2011. Retrieved from http://www.worldenergyoutlook.org/weo2011/.
Accessed on November 25, 2013.

IEA. World energy outlook 2012. Retrieved from http://www.worldenergyoutlook.org/weo2012/.
Accessed on June 20, 2014.

Indexmundi Statistics. Retrieved from http://www.indexmundi.com/. Accessed onMarch 22, 2016.
India in Figures. (2015).Government of India, ministry of statistics and programme implementation.
Central Statistics Office, Research & Publication Unit, New Delhi. Retrieved from http://mospi.
nic.in/Mospi_New/upload/India_in_figures-2015.pdf. Accessed on December 20, 2015.

IndianExpressArticles. Retrieved fromhttp://indianexpress.com/article/business/commodities/fm-
time-to-remove-lpg-subsidy-for-people-like-us/. Accessed on December 02, 2015.

Indiastat Website. Various documents and reports. Retrieved from www.indiastat.com. Accessed
on July 18, 2015.

Inter-governmental Panel onClimateChange.Various documents and reports. Retrieved fromwww.
ipcc.ch. Accessed on July 18, 2014.

Labour Bureau. Government of India. Retrieved from http://labourbureau.nic.in/indtab.html.
Accessed on December 22, 2015.

Mabro, R. (1984). On oil price concepts, oxford institute for energy studies, WPM
3. Retrived from https://www.oxfordenergy.org/wpcms/wp-content/uploads/2010/11/WPM3-
OnOilPriceConcepts-RMabro-1984.pdf . Accessed on July 18, 2014.

Ministry of Power. Government of India. Retrieved from http://powermin.nic.in/upload/
loksabhatable/pdf/LS19032015_Eng.pdf. Accessed on July 18, 2014.

http://www.argusmedia.com/
http://censusindia.gov.in/2011-prov-results/paper2/data_files/india/Rural_Urban_2011.pdf
http://siteresources.worldbank.org/INTPSIA/Resources/490023-1171551075650/3457768-1241469484668/AFRI_485-530_ch12.pdf
http://www.ft.com/cms/s/0/517b2aa4-0acd-11e5-9df4-00144feabdc0.html#axzz3sCckeV74
http://www.ecofys.com/files/files/ecofys-fraunhoferisi-2015-electricity-costs-of-energy-intensive-industries.pdf
https://www.rbi.org.in/scripts/annualPublications.aspx%3fhead%3dHandbook%2bof%2bStatistics%2bon%2bIndian%2bEconomy
http://petroleum.nic.in/dbt/DBTL_Handbook.pdf
http://www.hpretail.in/documents/pdf/pb/pricebuildup_Diesel.pdf
http://www.hpretail.in/documents/pdf/pb/pricebuildup_Petrol.pdf
http://www.worldenergyoutlook.org/weo2011/
http://www.worldenergyoutlook.org/weo2012/
http://www.indexmundi.com/
http://mospi.nic.in/Mospi_New/upload/India_in_figures-2015.pdf
http://indianexpress.com/article/business/commodities/fm-time-to-remove-lpg-subsidy-for-people-like-us/
http://www.indiastat.com
http://www.ipcc.ch
http://labourbureau.nic.in/indtab.html
https://www.oxfordenergy.org/wpcms/wp-content/uploads/2010/11/WPM3-OnOilPriceConcepts-RMabro-1984.pdf
http://powermin.nic.in/upload/loksabhatable/pdf/LS19032015_Eng.pdf


Pricing of Energy Goods in India: How Is It Done? 329

Moneycontrol Website. Retrieved from http://m.moneycontrol.com/news/economy/need-to-
dealdiscom-losses-onstate-level-expert_1506161.html. Accessed on July 18, 2014.

Moorthy, V., & Kolhar, S. (2011). Rising food inflation and India’s monetary policy. Indian Growth
and Development Review, 4(1), 73–94.

NSS 66th Round. Report No. 537: Employment and unemployment situation in India, 2009–10.
Retrieved from http://mospi.nic.in/mospi_new/upload/nss_report_552.pdf. Accessed on Decem-
ber 02, 2014.

OPEC Website-various Reports. Retrieved from http://www.opec.org/opec_web/static_files_
project/media/downloads/publications/MOMR%20February%202016.pdfand http://www.opec.
org/opec_web/en/data_graphs/40.htm. Accessed on July 05, 2015.

Soni, A. (2014). Global oil markets and India’s vulnerability to oil shocks, the energy and resources
institute TERI-NFA working paper series No. 18. Retrieved from http://www.teriin.org/projects/
nfa/pdf/working-paper-No18-Oil-volatility.pdf. Accessed on July 18, 2014.

Sriring, O. (2011). Thailand may remove oil subsidy as fund runs out. Retrieved
from Reuter’s website http://in.reuters.com/article/2011/03/04/thailand-economy-subsidy-
idINSGE72302F20110304. Accessed on October 23, 2012.

Swain, A., & Charnoz, O. (2012). In pursuit of energy efficiency in India’s agriculture:
Fighting ‘free power’ or working with it? AgenceFrançaise de Développement, working
paper 126. Retrieved from http://www.afd.fr/webdav/shared/PUBLICATIONS/RECHERCHE/
Scientifiques/Documents-de-travail/126-document-travail-VA.pdf. Accessed on July 18,2014.

Talkenergy Website of WordPress.com. Retrieved from https://talkenergy.files.wordpress.com/
2011/02/asean-electricity-tariff-2011.pdf. Accessed on July 18, 2014.

The Final Report of the Expert Group on Low Carbon Strategies for Inclusive Growth. Planning
Commission, Government of India, April 2014. Retrieved from http://planningcommission.nic.
in/reports/genrep/rep_carbon2005.pdf. Accessed on July 18, 2014.

The National Newspaper Article. Retrieved from http://www.thenational.ae/business/economy/
energy-subsidies-prove-drain-on-indian-economy. Accessed on July 20, 2015.

US Environment Protection Agency. Various documents and reports. Retrieved from http://www.
epa.gov. Accessed on July 18, 2014.

United Nations Conference on Trade &Development, Various reports accessed at http://unctad.org/
en/Pages/Statistics.aspx. Accessed on July 18, 2015.

World Economic Outlook 2007 published by IMF. Retrieved from https://www.imf.org/external/
pubs/ft/weo/2007/02/pdf/c4.pdf. Accessed on December 02, 2014.

http://m.moneycontrol.com/news/economy/need-to-dealdiscom-losses-onstate-level-expert_1506161.html
http://mospi.nic.in/mospi_new/upload/nss_report_552.pdf
http://www.opec.org/opec_web/static_files_project/media/downloads/publications/MOMR%20February%202016.pdfand
http://www.opec.org/opec_web/en/data_graphs/40.htm
http://www.teriin.org/projects/nfa/pdf/working-paper-No18-Oil-volatility.pdf
http://in.reuters.com/article/2011/03/04/thailand-economy-subsidy-idINSGE72302F20110304
http://www.afd.fr/webdav/shared/PUBLICATIONS/RECHERCHE/Scientifiques/Documents-de-travail/126-document-travail-VA.pdf
https://talkenergy.files.wordpress.com/2011/02/asean-electricity-tariff-2011.pdf
http://planningcommission.nic.in/reports/genrep/rep_carbon2005.pdf
http://www.thenational.ae/business/economy/energy-subsidies-prove-drain-on-indian-economy
http://www.epa.gov
http://unctad.org/en/Pages/Statistics.aspx
https://www.imf.org/external/pubs/ft/weo/2007/02/pdf/c4.pdf


International Joint Ventures
in Developing Countries: The
Implications of Policy Uncertainty
and Information Asymmetry

Tarun Kabiraj and Arijit Mukherjee

Abstract An important way through which many developing countries get foreign
investments and foreign technologies is international joint ventures (IJVs). The lit-
erature paid significant attention to analyze the rationale and consequences of IJVs.
This chapter reviews the literature on IJVs in developing countries and discusses the
implications of government policy and information asymmetry.

1 Introduction

Joint venture (JV) as a form of business is observed worldwide. Under JV, two or
more legally independent firms agree on a project to share jointly business risk,
returns, and control, but the parent firms retain their identities. When in a JV at least
one partner has its parent organization headquartered outside the JV’s country of
operation, it is called international joint venture (IJV).

Our particular interest in this chapter lies in the IJVs formed by the multina-
tional corporations and the firms from developing countries. Since the 1980s, many
developing countries started to liberalize their economies to attract foreign direct
investments and technologies. Since then, the formation of IJVs between domestic
companies and foreign multinational corporations became popular, as IJVs provide
flexible mechanisms that allow the domestic and foreign companies to formmutually
gainful business entities. Asmany developing countries have been growing at a faster
rate than the industrialized countries and the trend is likely to continue, the interest
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of the foreign multinationals in these economies is increasing and direct investment
flows have been accelerating. For example, as mentioned in Beamish (1988), IJVs
grew by 59% between 1981 and 1983. Korbin (1988) showed that in some less devel-
oped countries, nearly 80% of total foreign capital entered through JVs. In China, out
of one hundred seventy-five thousand foreign investment projects approved during
1979 and 1993, about 75% took the form of a joint venture between a domestic firm
and a foreign multinational.1 In India, in the immediate post-liberalization period,
most of the foreign investments have come through JVs (Gupta and Chawla 1995).
Although after 1995 the trend of JV formation slowed down a little bit as the foreign
firms find some other modes of entry, such as fully owned subsidiaries and mergers,
more attractive, the spree is still going on. A comprehensive study on IJVs for a
period 1990–2000 can be found in Moskalev and Swensen (2007).

The importance of IJVs as a business form and its growing trend have encouraged
many researchers to look at the rationale for IJVs and on their implications. In this
chapter,we consider someanalytical issues related to IJVs and focus on two important
factors, viz. policy uncertainty and information asymmetry. In particular, we argue
that policy uncertainty and incomplete information on either side of the firms can be
important factors for the formation of IJVs. At the initial phase of liberalization and
opening up, there exist many uncertainties about the stability and commitment of the
policies of the developing countries, and similarly the behaviors and the strategies
of the JV partners may be unknown to each other.

The remainder of the chapter is organized as follows: Section 2 focuses on the
effects of policy uncertainties, and Sect. 3 shows the implications of information
asymmetry. Section 4 provides some potential areas for future research.

2 Policy Uncertainties

One dominant character of many developing countries is policy uncertainty, which
makes many foreign firms cautious about their investments in developing countries.
We discuss in this section how a suitably designed JV helps to reduce the risk of
policy uncertainty or policy moral hazard.

Marjit (1990) shows that a public–private JV helps to overcome the threat of
expropriation. Assume that a foreign firm wants to invest in a developing country.
This project lives for infinite periods, and the domestic government charges an opti-
mal lump-sum tax per period, T *. Therefore, the discounted lifetime earning of the
government from the tax revenue is T ∗

(1−δ)
, where δ ∈ (0, 1) is the discount fac-

tor. Assume that the foreign firm’s optimal amount of invest is I0. Further, assume
that the salvage value of investment is greater than the earning from tax revenue,
i.e., I 0 > T ∗

(1−δ)
, which gives the domestic government the incentive to expropriate

foreign investment. If there are no other costs of expropriation, such as loss of repu-

1See Almanac of China’s Foreign Relations and Trade (1994).
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tation, the foreign firm anticipates that the domestic government will expropriate its
investment. This prevents the foreign firm from investing in the domestic market.

Now, consider a JV between the domestic government and the foreign firm where
the domestic government shares (1− θ) fraction of the project’s investment. Hence,
in the public–private JV, the foreign firm invests θ fraction of the investment, i.e.,
θ I0. If the government expropriates foreign investment, its gain from expropriation
following the JV is θ I0. Thus, one can choose θ suitably to satisfy θ I 0 < T ∗

(1−δ)
,

which will encourage the foreign firm to invest in the country.
It is important to note that the government cannot reverse the inequality

I 0 > T ∗
(1−δ)

by charging more as tax revenue because T * is the maximum amount that
the government can charge. The government will set T ∗ in a way so that the foreign
firm gets its reservation payoff only. In particular, T ∗ = R(I 0)− I 0(1−δ)−π̄ (1−δ),
where R(I 0) is the project’s gross payoff, π̄ is the reservation payoff of the foreign
firm, and I0 is the optimal amount of investment. Hence, a higher tax than T * will
induce the foreign firm not to invest in the country. Thus, a higher tax than T * cannot
be a solution to the problem.

The public–private JV provides an answer to the problem, although it does not
give the foreign firm the incentive to bring its technology embodied in the investment.
If the foreign firm brings its technology embodied in the investment, the discounted
payoff of the domestic government after expropriation will be R(I 0)

(1−δ)
, and the host

government will have the incentive to expropriate foreign investment under the JV.
Hence, the JV with no transfer of technology acts as an insurance for the foreign
firm.

Proposition 1 (Marjit 1990) A suitably formed public-private JV can reduce the
expropriation threat and attract foreign investment. However, foreign firm will not
bring its technology embodied in the investment.

Abdalla (1992) considers joint production by a foreign firm and a domestic firm
and shows the implications of the expropriation threat on the choice of inputs in
the JV. For example, consider that firms 1 and 2 form a JV providing e1 and e2
non-contractible inputs, respectively. Therefore, firm i’s (i = 1, 2) problem is to
determine the optimal amount of input supply to maximize its profit, i.e.,

Max
ei

αi Ri (e1, e2) − ci (ei ), i = 1, 2 (1)

where ci(ei) is the cost of providing input ei by firm i and αi shows the share of the
ith firm in the JV with

∑2
1 αi = 1. In this framework, Abdalla (1992) shows that the

threat of expropriation induces the foreign firm to underinvest in the input it supplies,
which leads to the following result.

Proposition 2 (Abdalla 1992) The firm that faces the expropriation threat underin-
vests in the input it supplies and provides higher lump-sum payment to the domestic
firm compared to the situation with no expropriation threat.
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Although the threat of expropriation might be remote in today’s world, there
might exist other types of policy uncertainties, such as uncertainties in tax and tariff
policies.

Broll andMarjit (1995) provide a rationale for a public–private JVwhen a domes-
tic government finds it difficult to commit to the tax policy. Assume that a foreign
firm invests I and gets a gross profit R(I ), R′ > 0, R′′ < 0. The government charges
a tax on R(I ) at a rate t < 1. Consider that I t is the optimal amount of investment in
the non-cooperative regime; i.e., I t maximizes (1 − t)R(I ) − I .

In the case of a public–private JV, assume that the government shares (1−θ2) and
(1− θ1) fraction of investment and gross profit, respectively. Hence, the foreign firm
invests θ2 fraction of investment and gets θ1 fraction of the gross profit. Consider
θ1 = θ2

(1−t) . Since t < 1, the foreign firm’s investment share is less than its share in

the gross profit. Further, θ1 = θ2
(1−t) shows that the foreign firm’s loss in gross profit

due to tax is balanced by its gain from lower investment share. Hence, it helps to
eliminate the distortionary effect of taxation and induces the foreign firm to invest
more than I t . The foreign firm will actually invest up to I0 that maximizes R(I )− I .

Now, consider a situation where the tax rate follows a distribution t ∈ [ta, 1] with
a density f (t), where ta is the announced tax rate but the foreign firm apprehends that
the domestic government may raise its tax in future. They show that if the foreign
firm is risk-neutral, a public–private JV with θ1 = θ2

(1−t̄) will be preferable to a
non-cooperative situation, where t̄ is the expected tax rate.

Proposition 3 (Broll and Marjit 1995) A public-private JV Pareto dominates the
non-cooperative situation whether or not the government can commit to the tax rate.

Das (1998, 1999) explains how the foreign firms can alter theirmode of entrywhen
they expect policy reversal. Das (1998) considers a situation where the project needs
two inputs—one of them is specific to the foreign firm and cannot be contracted at
arm’s length, but the other input can be produced by a domestic firmmore efficiently
than the foreign firm. Without any other problem, there is no reason to form a JV
between the foreign firm and the domestic firm. The foreign firm can open its fully
owned subsidiary in the host country and make a contract with the domestic firm for
the local input.

Now, assume that the government imposes a production tax and the tax rate is
determined after the entry decision of the foreign firm, implying that the foreign firm
faces policy uncertainty when taking the investment decision. In this situation, the
foreign firm has the incentive to form a JV with the domestic firm.

Proposition 4 (Das 1998) JV between a foreign firm and a domestic firm is a bet-
ter option than the foreign firm’s fully owned subsidiary in the presence of policy
uncertainty.

An increase in the equity share of the domestic firm reduces the incentive for
rent extraction by the domestic government and creates the incentive for making a
favorable policy toward the venture. Thus, equity participation by the domestic firm
helps to reduce the effect of policy moral hazard. Although equity sharing by the



International Joint Ventures in Developing Countries … 335

domestic firm adversely affects the foreign firm’s input choice, the gain from the
reduction of policy moral hazard makes the IJV as a better option than the foreign
firm’s fully owned subsidiary.

Das (1999) focuses on the role played by risk aversion when a foreign firm has
the option to license technology, forming JV and opening a fully owned subsidiary.
He considers a scenario where the foreign firm has the basic technology to produce
a good, and it is deciding to either open a production facility in the domestic country
(i.e., JV or fully owned subsidiary) or license the technology to a domestic firm. Pro-
duction requires a country-specific knowledge-based input (e.g., managerial input)
that cannot be traded at arm’s length, and the domestic firm can provide this input
more efficiently than the foreign firm. Further, assume that the domestic firm is more
risk-averse than the foreign firm. While the domestic firm’s participation makes the
projectmore cost-efficient, the domestic firm needsmore compensation due to higher
risk aversion. Hence, the foreign firm prefers a JV, provided the project is not too
risky. For a highly risky project, the domestic firm needs a larger compensation and
the participation of the domestic firm will not be profitable. However, for a less risky
project, the domestic firm does not need larger compensation but it makes the project
more cost-efficient. Hence, for a less risky project, the JV becomes an attractive
mode of operation. Technology licensing by the foreign firm is dominated by either
JV or fully owned subsidiary of the foreign firm.

Now, consider that there is also the possibility of government policy intervention
after the entry decision of the foreign firm. The policy moral hazard provides further
incentive for the domestic firm’s participation in the project. It turns out that if the
project has very low risk, the foreign firm prefers no equity holding in the project
and licenses its technology to the domestic firm. Licensing with an up-front fixed fee
implies that, after the initial payment made by the domestic firm, it will retain the
entire profit from the project, thus creating no incentive for government intervention.
Hence, if the project has low risk, licensing with an up-front fixed fee is the optimal
entry strategy for the foreign firm because it reduces the policy moral hazard to
a minimum as well as it does not ask for a larger compensation to the domestic
firm. Fully owned subsidiary is preferred when the project has high risk, but a JV is
preferred for moderate risk.

Proposition 5 (Das 1999) Assume that a foreign firm is less risk averse than a
domestic firm.

(a) With no policy moral hazard, JV (fully owned subsidiary of the foreign firm) is
the best option if the market-size adjusted risk is high. Either a JV or a fully
owned subsidiary dominates technology licensing.

(b) With policy moral hazard, technology licensing may be the best option. Tech-
nology licensing fully owned subsidiary is the best choice if the market-size
adjusted risk is too low too high. A JV is preferred for moderate market-size
adjusted risk.

Al-Saadon and Das (1996) and Mukherjee (2000) also show that policy uncer-
tainties affect a foreign firm’s entry decision, and examine whether a committed or
a non-committed domestic policy creates higher domestic welfare.



336 T. Kabiraj and A. Mukherjee

Consider a JV between a foreign firm and a domestic firm. The domestic gov-
ernment imposes a tax per unit of output. Assume that the firms get only dividend
incomes and the profits are distributed to the partners. The technology of the project
is given. If the government cannot commit to the tax rate before the equity sharing
decision of the firms, i.e., there is policy moral hazard, it induces the domestic firm
to hold a larger equity share compared to the situation with no policy moral hazard,
i.e., when the government can commit to the tax rate. A higher domestic participa-
tion reduces the rent-seeking motive of the domestic government, which, in turn,
increases the project’s profit. Hence, the policy moral hazard increases the domestic
firm’s participation in the project, the distortion due to the production tax reduces,
and the tax revenue falls compared to the situation where the domestic government
can commit to the tax rate before the equity sharing decision of the firms. As a result,
the welfare of the domestic country may be higher under policy moral hazard than a
committed government regime.

Proposition 6 (Al-Saadon and Das 1996) Suppose a foreign firm and a domestic
firm forms a JV. If there is no possibility of lump-sum transfer and the technology of
the project is given, the domestic welfare is higher under a non-committed domestic
tax policy compared to a committed domestic tax policy.

Al-Saadon and Das (1996) do not consider the possibility of lump-sum payment
as well as the possibility of technology choice by the foreign firm. Mukherjee (2000)
relaxes these assumptions. The impossibility of lump-sum payment reduces the for-
eign firm’s available strategies by eliminating the possibility of technology licensing.

Assume that the foreign firm has the basic technology to produce the good, and
it has three options: (1) license its technology to a domestic firm, (2) open its fully
owned subsidiary in the domestic country, and (3) form a JV with a domestic firm
where the foreign and the domestic firms share equity. Consider that the domestic
government imposes a production tax. Further, assume for simplicity that the goods
are sold entirely outside the domestic country.2 If the domestic government can
commit to a tax rate before the decision of the foreign firm, the foreign firm has no
incentive for licensing or JV. However, if there is policy moral hazard, the domestic
government does not commit to its tax rate before the decision of the foreign firm,
which creates the incentive for a larger domestic participation in the project. Since
the motive for tax revenue comes from rent-seeking by the domestic government,
domestic firm’s participation in the project unambiguously reduces the incentive for
rent-seeking by the domestic government. Thus, it reduces the distortion created by
the production tax and increases the project’s profit. If the foreign firmholds no equity
share in the project, it fully eliminates the rent-seeking incentive of the domestic
government and helps to increase the project’s profit. The extra profit generated
can be shared by the firms according to their bargaining power. If the bargaining
power of the foreign firm is sufficiently high, it takes a larger portion of the benefit,
thus creating a lower domestic welfare under policy moral hazard compared to a
committed government policy. However, with a sufficiently lower bargaining power

2The basic result will not change if one assumes that all the goods are sold in the domestic country.
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of the foreign firm, the larger portion of the benefit from a lower tax rate remains
in the domestic country, which outweighs the loss from tax revenue. Therefore, a
sufficiently higher bargaining power of the domestic firm creates a higher domestic
welfare under policy moral hazard compared to a committed tax policy.

Often, the foreign firms face important decisions about the quality of the tech-
nologies to be brought in the domestic country because the transfer of technologies
needs the foreign firms to bear sufficient costs as resource costs or R&D costs (see,
e.g., Teece 1977, 1981; Lee and Shy 1992). As discussed above, if the foreign firm
has sufficiently higher bargaining power, it gets a higher profit under policy moral
hazard compared to a committed tax policy. In this situation, the foreign firm has the
incentive to bring a relatively better technology under policy moral hazard compared
to a committed tax policy. This efficiency gain creates another incentive for no com-
mitment by the domestic government. It turns out that the range of bargaining power
of the foreign firm over which a committed tax policy creates a higher domestic wel-
fare compared to a non-committed tax policy reduces with foreign firm’s endogenous
technology choice.

Proposition 7 (Mukherjee 2000) If a foreign firm does not have any restriction on
profit extraction, the domestic welfare is higher (lower) under a committed domestic
tax policy compared to a non-committed domestic tax policy provided the bargaining
power of the foreign firm is sufficiently high (low). If the foreign firm also has the
technology as a choice variable, it reduces the range of bargaining power of the
foreign firm over which the domestic welfare is higher under a committed domestic
tax policy compared to a non-committed domestic tax policy.

Considering a two-period game, Marjit et al. (2004) explain how uncertainties in
the reform process may encourage the formation of an IJV even if the JV gives future
benefits that are distinct from current benefits. Consider that there is a foreign firm
and a domestic firm in period one. The domestic firm can either license its technology
or form a JV with the domestic firm. However, there is an element of uncertainty
in the continuation of the domestic government policy in the sense that domestic
government may not allow any new JV in the second period. Strong opposition from
various quarters or a newly elected government may be the reason for this type of
policy uncertainty. In this scenario, an IJV between the foreign firm and the domestic
firm may occur at the beginning of the first period even if the JV provides no benefit
in period one.

It is assumed that, at the beginning of period two, the foreign firm may innovate a
better technology and there is a domestic entrant in themarket. Thus, at the beginning
of period two, there are two buyers of the new foreign technology. If the foreign firm
has the only option of licensing its new technology to the domestic firm in period
two, the existence of asymmetric information about the new foreign technology and
the threat of imitation from the domestic licensee may not allow the foreign firm to
extract the entire surplus generated from technology licensing. However, if there is
an IJV, it may reduce the threat of imitation from the domestic JV partner and allows
the domestic JV partner to outbid the other domestic firm’s maximum offer for the
technology.
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More formally, assume that the foreign firm and the domestic incumbent (whowas
in the domestic market at the beginning) makes a JV in period one and α shows the
domestic firm’s equity share in the JV. Consider that the market is characterized by
price competition and the domestic entrant can produce the product with a marginal
cost of production that is equal to that of the existing JV. In the case of a policy
reversal, the foreign firm can either license its technology to the domestic entrant (the
domestic firm who enters in the second period) or give the technology to the existing
JV.Assume that the foreign firmknows that its new technologywill generate a surplus
V2 in the domestic market, while the domestic firms believe that the return from the
new foreign technology will be either V1 < V2 or V2 with probability p and (1− p),
respectively. Further, consider that the domestic entrant can imitate the new foreign
technology after getting it by incurring a cost I whereas the possibility of JV reduces
the threat of imitation from the domestic JV partner. The more vertically integrated
structure or some ownership advantage of the foreign firm in the JV may reduce the
imitation possibility of the domestic JV partner by allowing better monitoring by the
foreign firm.Hence, if the foreign firm licenses its technology to the domestic entrant,
it gets theminimum of (V1+ I ) and V2.3 A binding imitation threat implies that (V1+
I ) < V2. Therefore, the foreign firm cannot extract the entire surplus V2 generated
from its technology. However, if the foreign firm brings its new technology to its
existing JV, itwill able to extractmore than (V1+I ) as the JVhas reduced the imitation
threat (or, increased the imitation cost). This possibility gives the foreign firm the
incentive to give the technology to the existing JV. Therefore, the domestic incumbent
firm faces the trade-off of sacrificing period one profit by sharing equity with the
foreign firm and gaining in period two by attracting the new foreign technology to
the JV. Hence, to the domestic incumbent firm, the JV acts as a hedge against the
risk of not getting the surplus left to the licensee, in the case of a policy reversal.

If the domestic entrant, however, comes with a relatively inefficient technology
compared to the domestic incumbent firm’s (or, the JV’s) technology, the JV in the
first period may not occur if the domestic incumbent firm can outbid the domestic
entrant under the policy reversal.

Proposition 8 (Marjit et al. 2004)Even if a domestic firm does not get any immediate
benefit from a JV with a foreign firm, it may be interested to form an IJV if the IJV
gives the domestic firm an expected future benefit.

Foreign firms often increase their equity stakes in the JVs over time and buy out
the JVs completely. This is often referred as JV instability. Mukherjee and Sengupta
(2001) discuss this issue in a two-periodmodel. There is a foreign firm, called incum-
bent, in period one. The incumbent has the technology to produce a good, and it needs
to form a JV if it wants to enter the domestic country, since the domestic regulation
does not allow fully owned foreign subsidiary. Hence, the foreign firm forms a JV
with a domestic firm and the firms share the profit of the JV firm according to their
shares in the JV. The domestic government liberalizes its policy in the next period
and allows fully owned foreign subsidiaries. However, the firms do not have any idea

3For the details of this solution, one may see Gallini and Wright (1990).
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about future liberalization in period one. This liberalized policy of the domestic gov-
ernment encourages the foreign incumbent firm and other n foreign firms4 to open
respective fully owned subsidiaries. However, the entry decision of the incumbent
foreign firm is different from that of the other foreign entrants since it has already
established its JV in the domestic country. The decision of the incumbent foreign
firm depends on several factors such as its shares in the existing JV, the controlling
structure in the JV and the objective of the management of the incumbent foreign
firm, sunk investment, and competition in the market characterized by the number of
other foreign entrants. Assume that the firms behave like Cournot oligopolists with
the samemarginal cost of production, and production requires investment in capacity
that is reversible.

If the managements of the firms maximize profits of the respective subsidiaries,
i.e., if the firms act like ‘holding companies’ as defined in Kwoka (1992), the incum-
bent foreign firm will open its fully owned subsidiary following the liberalization
if:

πi (n + 2) + (1 − s)π j (n + 2) > (1 − s)π j (n + 1) (2)

where πi , π j and s are the profit of the incumbent foreign firm’s fully owned sub-
sidiary, profit of the JV firm, and the equity share of the domestic firm in the JV.
If condition (2) is satisfied, i.e., if the initial equity shareholding of the incumbent
foreign firm in the JV is not sufficiently high, the incumbent foreign firm’s threat
of entry is credible. Hence, it may create the incentive for share redistribution in
the JV toward the incumbent foreign firm. However, the domestic partner of the JV
will have an incentive for such redistribution if it makes the domestic firm better-off
compared to no-redistribution, i.e., if

sπ j (n + 1) > sπ j (n + 2) (3)

where s equates the two sides of the condition (2).
If the total profits of two firms in a Cournot oligopoly is lower than the profit of

a single firm when the number of firms in the industry is reduced by one, follow-
ing Salant et al. (1983), the domestic partner will not adjust shares in the JV if the
domestic firm has sufficiently high equity stake in the JV. In this situation, the loss
from a lower share in the JV dominates the gain from less product market compe-
tition. However, if the domestic partner’s equity share in the JV is not very high,
it encourages the domestic firm to reduce its equity stake up to s that prevents the
entry of the incumbent foreign firm. Since the managers of these firms are interested
to maximize the profits of their subsidiaries only, the controlling structure of the JV
does not play any role here.

The controlling structure may be important if the management of the incumbent
foreign firm maximizes its total profit, i.e., the sum of the profits of its fully owned

4It may be that the patent of the incumbent foreign firm has expired or R&D by other foreign firms
allows them to produce the good.
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subsidiary and its profit from the JVfirm,while choosing the output of its fully owned
subsidiary. If the JV is controlled by the domestic firm, whether the threat of entry
from the foreign incumbent firm is more or less compared to the case of a ‘holding
company’ depends on the product market competition.

If the foreign partner controls the JV, it takes the output decision in the JV and in its
fully owned subsidiary, if it opens the fully owned subsidiary. Therefore, it is optimal
for the foreign incumbent to produce the colluding output of its two subsidiaries.
Hence, the foreign partner may want to buy out the existing JV completely.

If the investment in capacity is sunk, it creates an asymmetry among the firms
and allows the JV to behave more aggressively in the product market compared to
other firms in the post-entry game. As a result, the threat of entry from the foreign
incumbent is less credible compared to reversible investment. Hence, even if the
foreign partner controls the JV and the management of the foreign incumbent firm’s
fully owned subsidiary takes into account the foreign incumbent firm’s equity share
in the JV, unlike reversible investment, the foreign incumbent may not want to close
the JV.

Proposition 9 (Mukherjee and Sengupta 2001) Suppose there is an existing IJV in
a domestic country.

(a) Assume that investments are reversible.

(i) There will be complete buyout of the JV by the foreign partner when the
foreign partner controls the JV and the manager of the foreign firm’s own
subsidiary takes into account the foreign firm’s equity interest in the JV.

(ii) If the domestic partner controls the JV, the entry threat from the foreign
JV partner may be less when the management of the own subsidiary of the
foreign JV partner takes into account the foreign partner’s equity interest
in the JV compared to the case of a ‘holding company,’ provided there is a
large number of foreign entrants.

(b) Assume that the investments are irreversible.

(i) Even if the JV is controlled by the foreign firm and the own subsidiary
of the foreign JV partner takes into account of the foreign firm’s equity
interest in the JV, the JV will not face any threat of entry form the foreign
JV partner if it has sufficiently large equity stake in the JV.

(ii) If the domestic partner controls the JV, the entry threat from the foreign
JV partner is less when the fully owned subsidiary of the foreign partner
maximizes total profit compared to the situation where it maximizes the
firm profit, if there is a large number of foreign entrants.

There are some other papers explaining JV instability. Banerjee and Mukherjee
(2010) extend Mukherjee and Sengupta (2001) and show how the differences in
the marginal costs of the firms affect share adjustment in the JV. They also provide
a rationale for the co-existence of an IJV and the fully owned subsidiary of the
foreign JV partner in the same market. Other papers show JV instability due to
sequential economic liberalization, innovation and imitation (Sinha 2001a, b), private
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information about themarket demand (Sinha 2008), demand uncertainty (de Hek and
Mukherjee 2011), synergy and learning (Kabiraj 1999; Kabiraj and Sengupta 2018),
product market competition (Marjit and Roy Chowdhury 2004), cultural differences
between the JV partners (Kabiraj et al. 2005), and technology adoption (Kabiraj and
Roy Chowdhury 2008).

Zhao (1997) provides a rationale for a JV based on a political-economy reason. He
considers amarketwith a technologically advanced foreignfirmanda technologically
backward domestic firm. The domestic firm has significant power to influence the
decisions of the domestic policymakers. In particular, Zhao (1997) considers that the
domestic firm can lobby for a quota on the output of the foreign firm and there is a
cost of lobbying. This threat of lobbying by the domestic firm may encourage the
foreign firm to form an IJV with the domestic firm where the JV competes with the
fully owned subsidiaries of the domestic firm and the foreign firm.

Consider a simultaneous move game where the domestic firm and the foreign
firm form a JV (fixing their share in the JV and the JV output through Nash bar-
gaining) and the domestic firm decides the lobbying amount and the output of its
own subsidiary. Such a JV formation does not necessarily imply less lobbying by
the domestic firm. The presence of the JV reduces the market share of the domestic
firm’s own subsidiary, but the domestic firm gets the benefit of cost efficiency in the
JV, since the JV firm uses the foreign firm’s better technology. If the foreign firm’s
equilibrium output under no JV is large compared to the domestic firm’s gain from
cost efficiency in the JV, the domestic firm will lobby more in the presence of the
JV. The domestic firm does it to make up for its loss of output under JV. Only if
the foreign firm’s equilibrium output under no JV is small compared to the domestic
firm’s gain from cost efficiency in the JV, the domestic firm will lobby less under the
JV.

For sufficiently large cost efficiency of the foreign firm, the domestic firm can
be compensated for the loss of market share of its own subsidiary. In this situation,
less lobbying from the domestic firm helps the foreign firm’s own subsidiary to get
a large market share and makes the foreign firm also better-off. Thus, the benefit
from lower lobbying can outweigh the loss from higher competition following a JV
formation.

The above argument is based on the assumption that the decision on JV formation,
lobbying effort by the domestic firm, and the output of the domestic firm’s own
subsidiary are taken simultaneously. Realizing the threat of domestic firm’s lobbying,
the foreign firm can form a JV prior to lobbying and the domestic firm’s output
decision. This possibility will give the foreign firm the benefit of a first mover. Since
the JV is formed prior to the domestic firm’s lobbying, it reduces domestic lobbying
by reducing the market share of the domestic firm’s own subsidiary. Thus, it creates
the incentive for such a JV formation.

Proposition 10 (Zhao 1997) If the domestic firm has significant power to influence
the trade policies, an international JV may benefit the firms.

Singh and Bardhan (1991) show how rivalry among the firms as well as the
decision structure in the JV may affect the policies of the domestic countries. They
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consider a JV between a foreign firm and a domestic firm and focus on two situations:
one, where the JV produces an intermediate good and, the other, where the JV
produces a final good.

First, consider the case where the JV produces an intermediate good with a con-
stant marginal cost. The foreign partner of the JV buys this intermediate product and
produces a final good with it. Consider a fixed coefficient technology in the pro-
duction of the final good. The foreign JV partner competes with another firm in the
rest of the world. The final products of the firms are imperfect substitutes. First, the
domestic government determines the foreign equity participation in the JV and price
of the indigenous input, say labor, with which the intermediate good is produced.
Second, the price of the intermediate good is determined. Finally, the firms take the
decisions on outputs or prices of the final goods.

The profit of the foreign JV partner, called firm A, is

πA = (PA − t) f A(PA, PB) + λ(t − c) f A(PA,PB) (4)

where PA, PB are the respective prices of the final output of firmA and its competitor
in the product market, called firm B. The terms λ, t, and c stand for firm A’s share in
the JV, price of the intermediate good, and the cost of the indigenous input required
to produce the intermediate good.

The welfare of the domestic country is

W = (1 − λ)(t − c) f A + φcl (5)

where l is the level of employment in the JV and φ is the weight given to wages and
employment relative to the domestic firm’s share of profits in the JV.

If firm A can set the price of the intermediate good, it follows from (4) that it will
set t = c as firm A is interested to maximize its global profit. In this situation, it
does not matter from the point of view of the domestic country’s welfare that how
much share is owned by the foreign partner. Hence, the domestic government can
maximize the welfare of the country by choosing the price of the indigenous input
only. The domestic government tries to maximize the second term in (5), and the
nature of competition prevailing in the final goods market may affect the domestic
government’s decision. Competition is severe under price competition compared to
quantity competition. Hence, for the same amount of increase in price of the indige-
nous input, firm A’s output and, therefore, JV employment suffer more under price
competition compared to quantity competition. It induces the domestic government
to charge a lower price for the indigenous input (i.e., lower c) under price competition
compared to quantity competition in the product market.

If the domestic partner of the JVor the JVfirmchooses the price of the intermediate
product, it will set the price of the intermediate good to maximize the profit of the
JV. However, the foreign partner of the JV gets its share according to its equity
participation in the JV. Hence, it follows from (5) that the domestic government will
opt for complete indigenization (i.e., λ = 0). Without any moral hazard problem on
the part of the foreign JV partner, the welfare of the domestic country is a strictly
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monotonic function of the domestic firm’s equity share, as shown in (5). Further, for
a sufficiently a low weight on the wages and employment, the domestic government
has no incentive to distort production in the JV and, the domestic government prefers
lowest possible price for the indigenous input. Even if there is a sufficiently higher
weight on the wage and employment, the domestic government chooses an interior
solution for the input price.5

Proposition 11 (Singh and Bardhan 1991) Suppose the JV in the domestic country
produces an intermediate input, the foreign JV-partner consumes this input and the
foreign partner of the JV competes with another firm in the world final goods market.

(i) If the domestic firm or the JV firm sets the price of the intermediate product,
the domestic government prefers the minimum possible JV share of the foreign
partner. The domestic government prefers minimum possible price of the indige-
nous input required to produce the intermediate good, provided the weight on
the wage and employment in the JV is sufficiently low.

(ii) If the foreign partner chooses the price of the intermediate product, the distri-
bution of equity share will have no effect on the domestic welfare. The domestic
government’s decision on the indigenous input price will depend on the nature
of competition in the final goods market, and it prefers a lower price under price
competition compared to quantity competition in the final goods market.

Now, consider the situation where the JV produces a final good. For simplicity,
they assume that the JV sells its product in the rest of the world. However, the JV uses
two substitutable intermediate inputs, supplied by the foreign JV partner (firmA) and
a rival foreign firm (firmB), and a domestic input (say, labor). Suppose the JV firm, as
an ‘autonomous subsidiary,’ takes the decision on input utilization in the JV. If firms
A and B compete in prices, a higher share of the foreign partner in the JV reduces
the prices of the input supplied by firm A. If the inputs act as strategic complements,
it will also reduce the price of the inputs of firm B. However, if the firms compete
in quantities, a higher share of the foreign partner in the JV increases the usage of
the inputs of firm A, and if the inputs act as strategic substitutes, it reduces the usage
of the inputs of firm B.6 While a higher share of the foreign firm in the JV reduces
the welfare of the domestic country by reducing the domestic firm’s share of profit
in the JV, it helps to increase the domestic welfare by affecting input supply. This
may encourage the domestic government to allow some foreign shareholding. If the
foreign JV partner takes the decision on the use of input in the JV, it is better for the
domestic government not to allow foreign shareholding or complete indigenization.
In this situation, the foreign JV partner chooses the inputs in a way that maximizes
its global profit. Therefore, the foreign JV partner has the incentive to increase the
price of the inputs as transfer pricing without affecting the input choice. However,
this will increase the price of the substitute inputs. Further, the incentive for a higher
transfer price increases with a higher foreign shareholding as the loss from higher

5The domestic government chooses the minimum possible value of c for φ < 1
2 , but it chooses an

interior value for c when φ > 1
2 .

6See Bulow et al. (1985) for the definitions of ‘strategic complements’ and ‘strategic substitutes.’
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input prices is lower with more foreign shareholding in the JV. Thus, it reduces the
domestic welfare and encourages complete indigenization.

Proposition 12 (Singh and Bardhan 1991) Suppose the JV produces the final good
which is sold in the rest of the world and the JV uses substitutable inputs of the foreign
JV-partner and another foreign firm. If the foreign JV-partner takes the decision on
the use of inputs in the JV, the domestic government prefers complete indigenization.
If the JV firm, as an ‘autonomous subsidiary’, takes the decision on the use of inputs in
the JV, the domestic government is likely to allow some share-holding by the foreign
firm in the JV.

3 Information Asymmetry

Often JVs help to eliminate or reduce the problems due to information asymmetry
creating moral hazard or adverse selection.

Chan and Hoy (1991) consider a situation where two firms—a domestic firm and
a foreign firm—produce a product jointly, and each of them provides an input to the
production process. The quality of the inputs is non-contractible. Thus, it creates a
double-sided moral hazard problem and each firm maximizes an objective function
similar to the expression in (1). The optimal shares, which will lie between 0 and 1,
will depend on the importance of the inputs in the production process. Since providing
higher qualities are costly and no firm gets full return from its inputs, each firm has
the incentive to lower the quality level of its input from the joint-profit maximizing
quality level. Hence, the optimal amounts of inputs, outputs, and profits will be less
than the joint-profit maximizing levels.

If the inputs of the foreign firm are verifiable up to a certain level, a minimum
standard requirement can be imposed on the foreign firm’s inputs. This helps to
reduce the moral hazard problem on the part of the foreign firm and may encourage
the domestic firm to have a fully owned subsidiary that purchases the foreign firm’s
input through an arm’s length contract. Hence, if the minimum verifiable quality
level of the foreign firm is not very low, the fully owned subsidiary of the domestic
firm with an arm’s length contract for the foreign firm’s input creates higher surplus
than the JV.

If the foreign firm provides multiple inputs and some of its inputs can be verified
up to a level, there could be arm’s length contracts for the verifiable inputs. However,
the presence of non-verifiable inputs may create the incentive for forming a JV.

Proposition 13 (Chan and Hoy 1991) If there is a double-sided moral hazard prob-
lem, JVs can be optimal. With the verifiability of minimum quality standards for
some inputs, the optimal arrangement may be the combination of minimum standard
requirements and equity sharing. The higher possibility of verification may increase
the incentive for fully owned subsidiaries.
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Often the JV contracts consist of buyback provisions, which specify a fixed divi-
sion of outputs prior to production. Choi and Maldoom (1992) show that buybacks
act as a commitment device to reduce opportunism of the JV partners and generate
higher surplus than the market allocated contract.

Consider a problem like the one mentioned above. Two firms provide two non-
contractible inputs. Assume that a portion s of the total output is sold in the domestic
market and the rest is sold in the world market. The firms share total revenues from
both markets by a sharing rule. In the case of a buyback contract, the firms determine
the shares of the revenues as well as the portion s of the outputs. These values are
determined bymaximizing the aggregate profit of the JV.Hence, the buyback contract
helps to commit to output sharing before production. While determining the shares
of the revenue and the output, the firms consider the corresponding input choice
conditional on the sharing rule.

Under a market allocated contract, the share of the revenue is determined before
production but the outputs are divided optimally after production. Since the division
of outputs is not fixed before production, the output adjustment helps to reduce the
negative effect of shirking. Given an input choice, the loss from shirking to a firm
is less when the outputs adjust after production compared to the buyback contract.
Hence, when deciding the share of the revenue, themarket allocated contract imposes
an extra incentive constraint due to the possibility of output adjustment and creates
higher incentive to shirk under the market allocated contract compared to buyback.

Proposition 14 (Choi and Maldoom 1992) Under a buyback contract, sharing of
outputs are fixed prior to production. Thus, it acts as a commitment and helps to
increase profit compared to a situation with no fixation of output sharing prior to
production.

Roy Chowdhury (1997) shows that the moral hazard problem can affect technol-
ogy transfer in a JV. Consider that a foreign firm, called firm 1, and a domestic firm,
called 2, produce a product jointly. If the project is successful, the gross profit is
2R which the firms divide equally. This return is assumed to be constant and does
not depend on the effort levels of the firms. The payoff is zero in the case of a fail-
ure of the product. In the production process, each firm provides non-contractible

efforts and each of them faces the costs of effort as ci (ei ) = hi e2i
2 , i = 1, 2, where

ei shows the effort level of the ith firm and hi shows the efficiency of the ith firm in
providing the effort level with hi > 0. If hi > h j ; i, j = 1, 2; i �= j , the firm j is
more technologically efficient than firm i. Assume that the project’s probability of
success depends on the joint effort levels of the firms and is given by φ(e1 + e2). At
the beginning, the firms simultaneously decide on the technology levels (hi ) from
an interval [hi , hi ], and after that, they simultaneously provide the effort levels (ei ).
The support levels for the technologies however differ between the firms. The foreign
firm is assumed to be technologically efficient with h1 < h2.

Given the technology levels determined in stage one, the firms choose the effort
levels in away that their technology-adjusted effort levels are equal, i.e., e1h1 = e2h2.
When determining their technologies in stage one, the firms internalize this fact.
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Since the domestic firm is technologically inefficient, it provides less effort in
stage two. It encourages the foreign firm to increase its effort level and to provide its
efficient technology in stage one.

A sufficiently high return from the project encourages the foreign firm to provide
sufficiently high efforts, which, in turn, induces the domestic firm to provide little
effort and to provide its inefficient technology.

Proposition 15 (Roy Chowdhury 1997) Suppose a technologically efficient foreign
firm and a technologically inefficient domestic firm engage in a production process.
With the possibility of endogenous technology choice, the domestic firm may provide
the inferior technology whereas the foreign firm provides the superior technology.

The above discussion focused on the double-sided moral hazard problem but did
not pay much attention on the managerial control. Lee and Shy (1992) address this
issue.

Consider an IJV where the foreign firm provides the technology and a better
technology helps to produce a higher-quality product. The transfer of technology
however imposes a cost, c f , on the foreign firm, and the cost depends on the quality
of the technology and the output of the JV. The domestic firm does not contribute any
input in the JV. The foreign firm’s share in the JV is fixed ex ante by the domestic
government, and the output decision of the JV depends on the managerial control.
Consider that majority shareholder in the JV takes the output decision. Further,
consider that the cost of production in the JV, cJV, depends on the quality of the
transferred technology. A better technology that produces a higher-quality product
creates a higher cost of production. Assume that the JV serves only the domestic
market and there is a continuum of consumers indexed according to their preferences
δ ∈ [δ, δ], δ > 0. For simplicity, each consumer buys one unit of the good. Hence,
the total output of the JV firm is given by the number of people consuming the good.
If a consumer buys the good, its utility is δu(x) − p, where x and p are the quality
and price of the product, respectively. Otherwise, the utility of the consumer is 0.

The profit of the foreign firm and the domestic firm are, respectively,

(1 − ᾱ)π JV − c f and ᾱπ JV (9)

where the profit of the JV is π JV = (p − cJV)Q and the output of the JV is Q.
First, consider that the domestic firm controls the JV. In this situation, the foreign

firm first chooses its technology and then the domestic firm decides the output. If the
foreign shareholding increases, it increases the foreign firm’s profit for a given output
of the JV. Hence, it increases the quality of the transferred technology. However, the
effect on the output is ambiguous. The higher-quality good implies a higher price
due to a higher cost of production. However, a higher quality increases the utility of
the consumers and encourages more people in the market. The trade-off between a
higher utility of the consumers and a higher price due to a higher cost of production
determines the market size and the output of the JV.

If the foreign firm controls the JV, it chooses the quality of the technology as well
as the output of the JV when maximizing its profit. Since the cost of technology
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transfer depends on the output of the JV, the choice of technology depends on the
foreign firm’smarginal gain from technology. If themarginal profit of the foreign firm
does not fall with a higher quality, a higher shareholding by the foreign firm increases
the quality of the transferred technology. However, no relationship between the cost
of technology transfer and the output of the JV implies that a higher shareholding by
the foreign firm always increases the quality of the transferred technology.

Like the quality of the technology, the effect on the domestic welfare is also
ambiguous with respect to the change in foreign shareholding. A higher price due
to a higher-quality good makes exit of the consumers with lower willingness to pay.
However, the consumers purchasing the product gain from a higher-quality good.
Whether the market size, which is equal to the JV’s output, will increase or decrease
following an increase in the foreign firm’s share will depend on the managerial
control and the marginal profit of the foreign firm with respect to quality. A higher
shareholding by the foreign firm has two effects on the domestic profits. First, it
reduces the profit of the domestic firm due to low shares. Secondly, a higher foreign
shareholding tends to increase the quality of the transferred technology and helps to
increase the profit of the JV and that of the domestic firm. These opposite effects
determine the effect on the domestic welfare.

Proposition 16 (Lee and Shy 1992) The quality of the foreign technology that is
transferred to the domestic project and the domestic welfare depend on the manage-
rial control as well as on the cost of technology transfer.

Although Lee and Shy (1992) show the implications of managerial control, they
ignore the possibility of arm’s length contract such as technology licensing. Marjit
and Mukherjee (2001) take up this issue and consider technology licensing and
international JV under asymmetric information about the foreign technology and the
threat of imitation from the domestic licensee.

Assume that there is a foreign firm, which has technologies to produce a product
but cannot open its fully owned subsidiaries in the domestic country due to gov-
ernment regulations. There is a firm in the domestic country, which can produce
the product with a technology that is inferior to the foreign firm’s technologies. For
simplicity, assume that the foreign firm has two technologies to produce the good
and both the technologies are superior to the domestic firm’s technology. However,
only the foreign firm knows which one is the better technology, and there is no way
to verify the qualities of the technologies before technology transfer. One possibil-
ity is to disclose all the relevant information to the domestic firm. However, due to
the threat of imitation from the domestic firm, the foreign firm has no incentive to
disclose information about the technology to the domestic firm before technology
licensing.

The foreign firm can either license its technology or form a JV with the domestic
firm. Suppose the project’s profits from using the domestic firm’s technology and
the foreign firm’s technologies are π0, π1 and π2, respectively, with π0 < π1 < π2.
Further, assume that the foreign firm has to incur a higher cost for transferring a
better technology. Consider v1 and v2 as the costs for transferring the foreign firm’s
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relatively inferior and superior technologies, respectively, with v1 < v2. However,
transferring the better technologyof the foreignfirm is efficient, i.e.,π2−v2 > π1−v1.

If the foreign firm licenses its technology, it can charge an up-front fixed fee π1

and an output-based royalty I, where I is the cost incurred by the domestic firm
while imitating. This royalty will be paid, provided the output of the project exceeds
certain amount. If the foreign firm charges a royalty higher than the cost of imitation,
it is better for the domestic firm to imitate the licensed technology and to avoid the
royalty payment by producing with the imitated technology. Hence, the no-imitation
constraint requires that the royalty payment should not exceed the imitation cost.
Therefore, the maximum amount that the foreign firm can receive from technology
licensing is min.{π1 + I, π2}. Assume that π1 + I < π2. Therefore, under licens-
ing, the foreign firm cannot extract the entire surplus generated from its superior
technology. Hence, the foreign firmwill be interested to transfer the inferior technol-
ogy if the royalty payment is less than its cost saving from transferring the inferior
technology, i.e., I < v2 − v1. Thus, the threat of imitation along with asymmetric
information creates a restriction on rent extraction by the foreign firm and the foreign
firm transfers its inferior technology under technology licensing against an up-front
fixed fee π1.

Now, consider a JV between the firms. Assume that, under JV, the firms get the
dividend income only according to their shares in investment. If the foreign firmholds
sufficiently higher equity share in the JV, it provides the foreign firm the incentive to
transfer its better technology in the JV. The threat of imitation from the domestic firm
remains even under JV. However, to get the benefit from imitation, now the domestic
firm needs to operate its own subsidiary. Thus, the equity share under the JV gives
the foreign firm an ownership advantage.

If the foreignfirmcontrols the JV, the domestic firm’s fully owned subsidiary needs
to compete with the JV. The possibility of competition may not make imitation and
opening a fully owned subsidiary by the domestic firm an attractive option for the
domestic firm, thus eliminating the threat of imitation by the domestic firm.

If the domestic firm controls the JV, it can operate its fully owned subsidiary and
can produce zero output in the JV after imitation. However, a high cost of opening
a new subsidiary may not make imitation and opening a fully owned subsidiary by
the domestic firm economically viable. Thus, the JV may eliminate the threat of
imitation even if the domestic firm controls the JV.

A related problem may arise where the foreign firm has only one technology
instead of multiple technologies, and the quality of the technology is known to the
foreign firm only. Here, the foreign firm with a better technology faces the challenge
to distinguish itself from the foreign firmwith an inferior technology. In this situation,
the foreign firm with the superior technology signals its type by choosing a licensing
contract accordingly. It will charge π1 + I for its technology where I is a lump-sum
royalty based on the output of the project. To distinguish itself from the foreign firm
with the inferior technology, the foreign firm with the superior technology cannot
ask more than π1 as an up-front fee. However, if the firms form a JV, the ownership
advantage may make it easier to separate a foreign firm with the superior technology
from a foreign firm with the inferior technology as well as to eliminate the threat of
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imitation. The argument is similar to the one provided above. However, to make the
JV preferable than licensing, an up-front fixed fee and/or output-based royalty may
be needed along with equity sharing.7

Proposition 17 (Marjit and Mukherjee 2001) If a foreign firm has private informa-
tion about its technologies and faces imitation threat from the domestic licensee, a
JV between the firms, which attracts a better foreign technology, may be preferable
to technology licensing.

Marjit and Mukherjee (1998) focus on a different type of information problem.
They consider that the foreign technology seller does not behave opportunistically
but the foreign firm and the domestic firm have different perceptions about a foreign
technology. Assume that there is a domestic monopolist who can produce with its
technology and can get π0. There is a foreign firm that wants to enter the domestic
market but cannot open its fully owned subsidiary due to domestic regulation. The
foreign firm has a better technology than the domestic firm. The foreign firm expects
that its technology will yield a profit π2, while the domestic firm expects that the
technology will yield π1 < π2. The technology is new, and hence, the domestic firm
may worry about the local conditions that might influence the return from the foreign
technology. Consider that the (Nash) bargaining process determines the price of the
technology.

If the foreign firm wants to license its technology against an up-front fixed fee,
the domestic firm wants to pay according to its perceived return from the technology
and the price of the technology depends on π1.

The foreign firm however wants to get a price depending on its own perception
about the return, i.e.,π2. One possibilitymight be to defer payment for the technology
and to make the payment contingent on the outcome according to a prespecified
bargaining rule. While this does not change the expected return for the domestic
firm, it changes the foreign firm’s expected payoff as it expects a higher return
from the technology. However, under this agreement, the domestic firm gets a larger
share than the amount it expects. Hence, the foreign firm is interested to make an
arrangement that gives the domestic firm the amount that it gets under the licensing
agreement.

Consider a JV between the firms. The firms take financial stake in the project and
get dividends. Since there is a difference in perception ex ante investment, the foreign
firmmay invest in a way so that it guarantees the domestic firm’s expected payoff that
it will get under the licensing contract.8 The marginal loss to the domestic firm due
to foreign investment is π1, but the marginal gain to the foreign firm from investment
is π2 > π1. This potential gain from investment sharing makes the situation Pareto
superior compared to the earlier cases. However, the foreign firm believes that ex post

7Related empirical findings can be found in Killing (1983), Mansfield (1994), Saqib (1995) and
Bhandari (1996).
8The assumption is that the domestic regulation allows the foreign firm to hold this amount of equity
stake in the project. Otherwise, the foreign firm has to invest up to the maximum allowed foreign
equity participation. In this situation, the foreign firm can charge a lump-sum fee in the JV.
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investment, the domestic firm gets a dividend income corresponding to π2. Hence,
under the JV, there are some gains not captured by the foreign firm.

The domestic firm acting as an agent of the foreign firm may be another possible
agreement. The foreign firm may charge a lump-sum amount that is payable ex post
investment so that the domestic firm gets the amount that it gets under the licens-
ing contract. However, this type of arrangement may induce opportunistic behavior
(maybe like imitation as mentioned previously) on the part of the domestic firm,
which in turn asks the foreign firm to sacrifice some profit. On the other hand, the JV
may help to eliminate or to reduce the opportunistic behavior of the domestic firm.

The opportunity cost of investment is often higher for the domestic firm of a
developing country compared to a foreign firm from a developed country. A highly
protected capital market may be the reason for this. This makes the investible funds
more costly to the domestic firms compared to the foreign firms, thus creating another
motivation for IJV. In this respect, one may refer to Harvey (1995), which discusses
that the negative relationship between the opportunity costs of the investible funds
for the domestic and the foreign firms is a major factor behind the equity investment
by the foreign firms in many developing countries. If the difference between the
opportunity costs of investment to the domestic firm and the foreign firm reflects the
risk premium, the portfolio diversificationmight explain equity investment across the
borders. Due to severe restriction on capital market, if there exist some pure profits
than only risk premium, the JV will be a preferred arrangement. This avenue would
be closed once the domestic firms are allowed to raise capital from the international
market.

Proposition 18 (Marjit and Mukherjee 1998) If a foreign firm perceives a higher
return from its technology compared to a domestic firm and the opportunity cost of
investment to the foreign firm is less compared to the domestic firm, an IJV may be
preferred to technology licensing.

Marjit et al. (1995) show that the difference in risk perception between the domes-
tic government and a foreign firm may create a public–private IJV. Assume that the
gross profit from an investment I is R(I ), which is increasing and concave in I. The
foreign firm assumes that there are some country-specific risks and it reduces the
success of the project. Consider that the foreign firm believes that β is the probability
of success due to the existence of a country-specific risk. Hence, the foreign firm’s
optimal investment under its fully owned subsidiary is given by βR′(Iβ) = 1. This
amount of investment however is less than the amount if there is no country-specific
risk, i.e., for β = 1.

Assume that there is a difference in perception between the domestic govern-
ment and the foreign firm about the country-specific risk. The domestic government
believes that the foreign firm’s belief about the country-specific risk is overestimated.
However, the domestic government has no way to convince the foreign firm about
it. To the domestic government, the return from the project is R(I ) − I . This cre-
ates a potential gain from collaboration. The domestic government can choose a
JV consisting of the foreign firm’s investment sharing as τ1 and the foreign firm’s
profit-sharing as α1. In fact, the investment and profit-sharing rule satisfying
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τ1 = α1β (10)

can generate the equilibrium investment level that maximizes R(I ) − I .
The condition (10) shows that, in the public–private IJV, the invest sharing and

the profit-sharing are not the same. The foreign firm’s share in investment is less than
its share in profit. By this mechanism, the domestic government shares the country-
specific risks perceived by the foreign firm, and it helps to insure the foreign firm
against its perceived country-specific risk, thus providing the rationale for a JV.9

Proposition 19 (Marjit et al. 1995) If a foreign firm faces some country specific
risks, a JV between the domestic government and the foreign firm can achieve the
first-best investment level.

When considering international trade and foreign investment, exchange rate risk is
another important concern. Firms participate in futures and forwardmarkets to hedge
against the exchange rate fluctuations. However, many less developed countries do
not have efficient futures and forward markets, and an IJV between a foreign firm
and a domestic firm helps to share the risk from exchange rate fluctuations. Broll and
Marjit (2005) explain this.

Consider a situation where a foreign firm can invest I initially and gets a return R
afterward with R > I . The values of R and I are measured in terms of the domestic
currency. Suppose the spot exchange rate at the time of investment is e0(= 1, say)
and the uncertain spot exchange rate at the time of return is ẽ1. Therefore, the net
income of the foreign firm in its own currency is ỹ = Rẽ1 − I . Assume that the
foreign firm is risk-averse with a von Neumann–Morgenstern utility function and
maximizes the expected utility of its own currency income. With a mean-variance
preference, the foreign firm’s expected utility is E(ỹ) − η

2 var(ỹ), where η > 0 is the
constant degree of absolute risk aversion. Hence, the critical expected exchange rate
that makes the foreign firm indifferent between investment and no-investment is

μc
1 = I

R
+ η

2
var(ẽ1)R (11)

whereμc
1 = E(ẽ1). Therefore, the foreignfirmwill not invest if its expected exchange

rate is lower than the critical level shown in (11). Assume this is the case. Further,
assume that Rμ1 > I .

Now, consider that the foreign firm invests α fraction of the total investment and
gets the share of the profit accordingly. The domestic firm invests rest of the amount
and gets the share of profit accordingly. Hence, the net income of the foreign firm
is ỹ = α(Rẽ1 − I ) and the income of the domestic firm is (1 − α)(R − I ) > 0.
Given a sharing rule, the critical expected exchange rate that makes the foreign firm
indifferent between investment and no-investment is

9It is worth noting that a particular tax–subsidy scheme can replicate the result obtained from the
public–private IJV.
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μJV
1 = I

R
+ η

2
α var(ẽ1)R. (12)

It follows from (11) and (12) that μJV
1 < μc

1. Hence, the JV helps to increase
investment. Since the domestic firm is not facing any risk, it creates the possibility
of risk sharing between the firms.

In the framework considered here, it is always optimal for the foreign firm to sell
the firm to the domestic firm against a lump-sum amount. This will share the risk to
the maximum amount. However, the foreign exchange constraint in the developing
countries often does not provide such benefits. Further, the difference in the oppor-
tunity cost of raising currencies between the foreign and the domestic markets can
make the buyout possibility sub-optimal.

Proposition 20 (Broll and Marjit 2005) If there is no efficient risk sharing arrange-
ment, an IJV may be preferred to the foreign firm’s fully owned subsidiary under
exchange rate uncertainty.

4 Conclusion

In this survey, we discuss some analytical issues to show the implications of policy
uncertainties and information asymmetry on JV formation. There are other important
issues such as transfer pricing and productmarket competition, which provide further
insights. However, those issues are beyond the scope of this survey.

There are some issues, which did not get much attention in the literature. For
example, the implications of the intellectual property rights on JV formation might
be an important issue to consider. Formation and breakdown of JV are other dynamic
phenomena, which did not get sufficient attention from the researchers. Although this
survey discusses few papers related to share adjustment in the JVs, this area deserves
a thorough coverage. Thirdly, the JV literature did not pay much attention on JVs in
intermediate goods.10 Finally,while considering JV in a developing country, financial
institutions might play an important role, which, in turn, may have consequences on
the capital structure of the JV.
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Household Self-Employment Eliminates
Child Labour

Bibhas Saha

Abstract This paper shows that if a minimal proportion of poor households is
empowered with self-employment opportunities, child labour will not arise in equi-
librium. The economywill have a unique ‘good’ equilibrium generating a sufficiently
high wage to support full child schooling.

Keywords Self-employment · Child labour · Empowerment

JEL Classification Nos: J20 · D13 · O17

1 Introduction

In a seminal paper, Basu and Van (1998) (henceforth BV) offered an explanation of
child labour, in which a downward sloping household labour supply curve intersects
a standard labour demand curve several times generating multiple equilibria. One
of these is low-wage equilibrium where children will have to work along with their
parents to meet the family’s subsistence consumption. Despite several other explana-
tions, such as negative externality (Baland and Robinson 2000), parental selfishness
and external bargaining (Gupta 2000) and credit constraints (Ranjan 2001; Jafarey
and Lahiri 2002), the BV model has remained an inspiration for empirical investiga-
tions in this literature [see for instance, Bhalotra and Heady (2003) and Basu et al.
(2010)].

An implicit assumption crucial to the multiple equilibria of BV is that there is no
lower bound on the parent’s income. Certain policies work by putting such lower
bounds, such asminimumwage legislation (Basu 2000) or a ban on child labour (Basu
and Van 1998). However, it is well known that enforcement of a ban or minimum
wage is not easy and they might cause unemployment (Basu 2000).

In this paper, we study intervention in the form of providing self-employment op-
portunities. The intervention is self-enforcing and easy to implement, but
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surprisingly it has not received sufficient attention in the child labour literature.
We show that if only a fraction of the poor households are endowed with such op-
portunity, the child labour equilibrium will be eliminated.

The idea is that self-employment puts a natural lower bound on income allowing
parents to switch to self-employment at low wages and protect their children’s ed-
ucation. Their withdrawal from wage employment moves the labour supply curve
inward creating excess demand (at lowwages) and in turn eliminating the child labour
equilibrium. The fraction of the households switching to self-employment should be
just enough to cause the necessary displacement of the labour supply curve, crucial
for this outcome.

This insight adds a twist to the recommendation of the microfinance literature for
the extensive spread of self-employment (Morduch 1999). We argue that it suffices
to help only a critical proportion of the households be self-employed, as the labour
market will then correct itself.

The literature on child labour is largely concentrated on wage workers or farming
households [see Bhalotra and Heady (2003) and Basu et al. (2010)]. There is also
significant interest in the effect of economic liberalization or trade reform on child
labour (Swaminathan 1998). However, the evidence of parental occupations on the
child’s likelihood of being out of school is somewhat limited. From a socio-economic
point of view, self-employed households running small shops or informal businesses
are considered to be better off than the wage worker households. This is so because
self-employment provides a minimum assured income, which also justifies microfi-
nance. If so, then the possibility of multiple equilibria in the labour market as argued
by Basu and Van (1998) diminishes. This paper investigates this possibility.

Having said that, there is also an issue that the self-employed households may
have a perverse incentive to employ their own children, cutting short their education.
This particular aspect is being explored in Pal and Saha (2019), where they find that
if own children could be employed, then they will be used more when the market
wage rises (as a substitute for the market labour), and less when the market wage
falls. In equilibrium, the child labour patterns would be different between the wage
worker households and self-employed households. The existing literature has not
studied how self-employment affects child labour. This paper looks at one of the two
above-mentioned implications of self-employment. In their preliminary empirical
analysis, Pal and Saha (2019) do find statistically significant and positive relationship
between parental self-employment status and child’s work hours. This is similar to
the findings on the child labour impact of microfinance, such as Hazarika and Sarangi
(2008) for rural Malawi and Islam and Choe (2013) for rural Bangladesh. But we
need to be aware that these results vary across countries; for example, Karlan and
Zinman (2009) found the opposite relationship in Manila.1 Clearly, the theoretical
connections between parental self-employment and child labour are intriguing, and
there is a need for more empirical investigations.

1There is also a literature on the effect of the minimum wage increase in child labour; see Menon
and van derMeulen Rodgers (2018) for India. Minimumwage increase helps to reduce child’s work
within the household sector, but has no impact on his/her outside work.
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The rest of the paper is organized as follows. Section2 presents the main model
and the results, followed by some concluding remarks in Sect. 3.

2 The Model

We consider the same set-up as in BV with N households, each of which consists
of one parent and one child, each having 1 unit of labour to supply. One unit of
child labour is equivalent to γ (< 1) unit of adult labour.2 Households are identical
except in one respect: α proportion of them have self-employment (SE) opportunity,
and (1 − α) proportion is entirely dependent on wage employment (WE). In both
households, the child’s time is divided between outsidework e and schooling (1 − e).
The child wage is denoted as ω. The WE parents inelastically supply their labour
to earn w each. The SE parents, on the other hand, split their time between wage
employment (l) and self-employment (1 − l). The income from self-employment
is given by R(x) with R′(x) > 0 and R′′(x) < 0, where x = 1 − l. Thus, the total
income of an SE parent is y(w) = wl + R(x) = wl + R(1 − l).

An important assumption is that the self-employed parents do not engage any other
labour input either from home or outside. If other labour inputs were permitted, they
could use their own children, and the model would have different implications. This
case is being studied in Pal and Saha (2019).3

A set of competitive firms employ both child and adult labour as substitutes (the
substitution axiom of BV) and their aggregate labour demand (expressed in adult
unit) is given by LD = LD(w, ω) which is declining in both (w, ω). For both types
of labour to be used, the relation ω = γw must hold (the ridge-line equilibrium
condition of BV).

Parents must meet a subsistence consumption c before they value education (the
luxury axiom of BV). Thus, for both groups the objective function is same:

U = (c − c)(1 − e) if c ≥ s (1)

= (c − c) if c < c,

where c is parent’s consumption, and βc is child’s consumption ( β < 1).

2The assumption of one child is merely for simplicity. Unless one wishes to introduce other types
of activities such as babysitting by an elder sibling, or issues like gender discrimination between
children, adding more children to the model is unnecessary; the result will be unaltered.
3In their study based on the Indian Human Development Survey data of 2004–05, the authors find
that 46% households (from a sample of 33,814 households) were self-employed, and from these
households 11% children (aged 10–14) worked, while from other households 7% children worked.
The difference in the proportions of child labour is statistically significant.



360 B. Saha

Fig. 1 Multiple equilibria

The budget constraint for the WE and the SE parents, respectively, is

w + eγw ≥ c(1 + β), (2)

wl + R(1 − l) + eγw ≥ c(1 + β). (3)

Parents maximize (1) with respect to (e, c) or (e, c, l) (depending on being WE
or SE) subject to their respective constraint (2) or (3).

The wage-employed household. A typical WE household’s optimal child labour
supply is given by

eW = 0 for w >
σ

1 − γ
,

= 1

2
+ σ − w

2γw
, for w ∈ [ σ

1 + γ
,

σ

1 − γ
], (4)

= 1 for w <
σ

1 + γ
,

where σ = c(1 + β). If the adult wage exceeds (falls below) a high (low) wage level,
child studies (works) full-time. At moderate wages, he works part-time, and it is easy
to check that e′

W (w) < 0. The household’s combined labour supply (in adult unit) is
zW = 1 + γ eW (w), which is also downward sloping at all w ∈ ( σ

1+γ
, σ
1−γ

).
Now consider a special case, where all households are wage-employed. The econ-

omy’s aggregate labour supply curve (expressed in adult labour unit) is LS(w) =
N [1 + γ eW (w)]. Suppose LD(w) (≡ L(w, γw)) intersects LS(w) at three places as
shown in Fig. 1. Two stable equilibria4 occur at points G and B called ‘good’ and
‘bad’ equilibria, respectively. At G, the wage is high and no child works. At B, the
wage is low and no child goes to school; they work instead. This is the BV model.
Note that for both equilibria to coexist, labour supply must exceed labour demand
between wU and wB .

4The unstable equilibrium U is discarded.
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The self-employed household. We show that with a self-employment option,
the excess labour supply between wU and wB can be eliminated. Consider an SE
household’s labour supply decision (l, eS), given by (5)–(6):

− R′(1 − l) + w = 0, (5)

σ + γw − y(l(w), w) − 2γwe = 0. (6)

The adult labour supply for wage employment l(w) given by (5) is increasing in
w (i.e. l ′(w) = − 1

R′′(.) > 0), and for simplification assume R′(1) = 0 allowing us to
set l(0) = 0.

We can now write y(l(w),w) ≡ y(w) = wl(w) + R(1 − l(w)). By differentiat-
ing y(.) with respect to w, we obtain

y′(w) = [l + wl ′(w)
︸ ︷︷ ︸

] − R′(1 − l)l ′(w)
︸ ︷︷ ︸

> 0 > 0

As both terms are positive, as such the sign of y′(w) is ambiguous. However, intuitive
reasoning would help us conclude that y(w) would be monotonically increasing as
demonstrated in Fig. 2, or at least be flat at R(1).

To understand why y(w) would be non-decreasing, we first note that l(w) max-
imizes the parent’s total income y(l(w), w) = wl + R(1 − l(w)) with respect to
l. Hence, his total income must be at least w or R(1) because he can work full-
time either outside or at self-employment and guarantee himself of w or R(1),
whichever is maximum. So given any w, say w0, if he finds splitting his time be-
tween self-employment (say, 1 − l unit of time) and outside (l unit of time) a better
option than being fully self-employed or being fully wage-employed, it must be that
y(l(w0), w0) > max[R(1), w0].

Now, starting from w0 if w rises further, the parent can at least maintain the
same allocation of time and earn more from wage employment. If indeed l(w) is
continuous and strictly increasing, then extra earning from wage employment will

Fig. 2 Shape of y(w)
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more than compensate for the loss in self-employment. Therefore, y(w) must be
increasing or will be just a flat line R(1) at all w. In Fig. 2, we demonstrate the
increasing case.

Observation 1 (i) The self-employed parent’s income will have the following lower
bound: y(l(w),w) ≥ max[w, R(1)]. (ii) The self-employed parent’s total income
must be either increasing in w or at least be non-decreasing in w.

Asecond implication of the self-employment option is that if R(1)—theminimum
he can earn under any circumstances—is large enough to support the subsistence
consumptionσ , the childwill not have to be sent towork.Of course, self-employment
technology needs to be sufficiently productive. To consider a non-trivial case, assume
σ > R(1) so that providing schooling still depends on the equilibrium wage.

Now, consider Eq. (6). There are two critical wages. Set e = 0 and let w̄ implicitly
solve σ + γw − y(w) = 0. At any wage above w̄, child labour supply is zero. If the
parent’s total income covers the subsistence consumption and the foregone child
income (γw), the child is kept at school full-time. On the other hand, if e = 1 and
w implicitly solves σ − γw − y(w) = 0, then we can say that at all wage below w,
the child will work full-time. Here, the combined income of the child and the parent
hardly covers the subsistence consumption. More formally, the child labour supply
of an SE household is

eS = 0 for w > w̄

= 1

2
+ σ − y(l(w), w)

2γw
for w ∈ [w, w̄] (7)

= 1 for w < w.

Child labour is non-increasing in w. In particular at w ∈ [w, w̄],
∂eS
∂w

= 1

2γw2

[

−∂y(.)

∂l
l ′(w)w − {σ − R(1 − l)}

]

= −σ − R(1)

2γw2
< 0. (8)

This is due to our assumption that σ > R(1) and the fact that y(.) is maximized
by l. The combined labour supply curve of the SE household is zS = l(w) + γ eS .
At w ∈ [w, w̄], z′

S(w) = l ′(w) + e′
S(w) which is ambiguous in sign. But at w > w̄

and w < w, clearly z′
S(w) = l ′(w) > 0. Then at all w that are close to, but still

less than, w̄ the curve must bend backward to turn upward sloping again. Figure3a
shows the household supply curve being backward bending. Figure3b shows that if
all households were SE, then we can have a unique market equilibrium where the
adult wage is sufficiently high to support full child schooling.

For Fig. 3b to be valid, we must have that the SE households supply less labour
than the WE households. The following observation confirms this.

Observation 2 (i) An SE child switches to full schooling earlier and drops out of
school later than a WE child. (ii ) The total labour supply of an SE household is less,
or no greater, than that of a WE household.
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(a) (b)

Fig. 3 Equilibrium with only self-employed parents

Part (i) of the above observation requires proving that w̄ < σ
1−γ

and w < σ
1+γ

[refer to Eq. (4)]. To see this let us consider Eq. (7). At w = w̄, we have σ + γ w̄ −
y(w̄) = 0, or σ + γ w̄ + w̄ − w̄ − y(w̄) = 0, which yields

σ − [y(w̄) − w̄] = w̄(1 − γ ),

or w̄ = σ − [y(w̄) − w̄]
1 − γ

≤ σ

1 − γ
.

This is because y(w) must be no less than w or R(1) whichever is maximum. Simi-
larly, consider w at which we have σ − γw − y(w) = 0, obtain

σ − [y(w) − w] = w(1 + γ ),

or w = σ − [y(w) − w]
1 + γ

≤ σ

1 + γ
.

For part (ii) of the observation, compare Eq. (4) with Eq. (7) for w ∈ [ σ
1+γ

, w̄].
Since w ≤ y(w), we have eW ≥ eS . The SE parent’s labour supply is l(w) ≤ 1.
Hence, the SE household’s labour supply never exceeds that of the WE household.
In particular, zS < zW at w ≤ σ

1−γ
.

Elimination of the bad equilibrium. Now, consider the aggregate labour supply
withmixedhouseholds: LS(w;α) = N [αzS(w) + (1 − α)zW (w)]. InFig. 1,wehave
α = 0, and by construction, there are three equilibria; in Fig. 2b, we have α = 1, and
by construction, there is only one equilibrium. Then for LS(w;α), we may have one
or three equilibria depending on themagnitude ofα. LS(.) is a declining function ofα.

Let us consider all w ∈ [0, σ
1−γ

] and define an excess labour demand function

φ(w;α) = LD(w) − LS(w;α). By construction, forα = 0 there exists an interval of
w such thatφ(w) < 0 over the entire interval, and forα = 1 at allw (≤ σ

1−γ
),φ(w) >
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Fig. 4 Elimination of the
bad equilibrium

0. Since φ(.) is a continuous and increasing function of α, by the intermediate value
theorem there must exist a critical α, say α̂, such that φ(w; α̂) = 0 at some w and
strictly positive at all other w ≤ σ

1−γ
.

Figure4 shows this critical α at which the labour supply curve swings back suffi-
ciently to be just tangent to the labour demand curve at some wage between wU and
wB where previously there was an excess supply. The result is that there is only one
equilibrium which not only supports full schooling for all children but also improves
the equilibrium wage to w∗, as the new equilibrium point G ′ is to the north-west of
the old equilibrium point G.

Proposition 1 If the self-employment opportunity R(.) is made available to the α̂

fraction (or more) households, then the economy will have only the good equilibrium
with child labour eliminated.

3 Concluding Remarks

The policy implication of the result of this paper is dramatic. To eliminate child
labour, all households neednot be targeted for intervention.Allweneed is to intervene
up to a critical proportion. A related question is how productive self-employment
should be to have the required impact. Our model suggests that if R(1) ≥ wB (i.e.
the bad equilibrium wage), SE parents will withdraw from the market, which in
turn would push the wage upward. From the literature on microfinance, it is seen
that extensive provision of small loans can have a significant impact on household
welfare including child schooling (see Morduch 1999) and access to microfinance
makes self-employment sustainable (see Crepon et al. 2014). We argue that from the
child labour perspective, a minimal intervention might just be sufficient.
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There is also a caveat in order. A number of studies, such as Islam and Choe
(2013) for Malawi and Hazarika and Sarangi (2008) for Bangladesh, and also the
ongoing work of Pal and Saha (2019) for India have shown that children from the
self-employed households are also more likely to work as child labour (and receive
less education) primarily because of a substitution between home labour and outside
labour triggered by an outside wage increase. This substitution has not been allowed
in the present paper, which is clearly a limitation; but in reality, that possibility has
to be taken into account. Therefore, our model has more relevance to those contexts
where the self-employment activity is not scalable, i.e. it cannot be expandedbyhiring
additional labour, especially child labour. For example, a child is unsuitable to man a
family-run shop, or cook in a family-run eatery. Ourmodel is also applicable towhere
the microfinance intervention augments mainly the human capital of the beneficiary
and the business is predominantly his/her skill based. It is in these contexts, credit
interventions will likely have a positive effect of the kind that we established.

Acknowledgements I would like to thank an anonymous referee for helpful comments that led to
improvements in the presentation of themodel and discussion of empirical relevance. The remaining
errors are mine.
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Handloom in West Bengal: Decline
or Dynamism?

Rajesh Bhattacharya and Sarmishtha Sen

Abstract In India, the relative importance of the handloom sector, one of the largest
employers following agriculture, has been declining for the last few decades. The
All India Handloom Census data for the year 2009–10, however, showed a rather
modest decline in the number of weavers in West Bengal, in contrast to a 33%
decline at the national level between 1995–96 and 2009–10. Data from the same
Handloom Censuses also point to considerable occupational diversification among
weaver households in West Bengal. Based on analysis of the same data, we find
that recent history of handloom in West Bengal is not only of exit, but also of entry
of labourers into the sector along with acquisition of skills by new entrants. Inter-
and intra-sectoral labour mobilities call into question the dominant view of ‘skills’
in this sector, ‘skills’ being the singular lens through which the handloom sector
has traditionally been viewed. We argue for a more labour-focused rather than a
‘tradition’-centred approach to the handloom sector.

Keywords Handloom ·West Bengal · Income diversification · Unorganized sector

1 Introduction

The handloom sector in India—with labour-intensive production using traditional
technologies in tiny, often unregistered units —has long been the largest source
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of employment after agriculture (Government of India 2015).1 Increased domestic
and international demand for these products in the post-1991 period signified the
market potential of these products (Roy 1998b; Mukund and Syamasundari 2001).
But available evidence also points to meagre earnings for weavers and allied workers
in the handloom sector as well as the increasing vulnerability of the craft producers,
including handloom workers, in recent decades (Srinivasulu 1996; Liebl and Roy
2003; CCI 2015).

Handloom, the largest component of the craft-based sector, with traditional tech-
nology and institutions and having roots in the pre-colonial artisanal tradition, saw
a sharp decline between the second and third Handloom Censuses, conducted in
1995–96 and 2009–10, respectively. Handloom sector employed 43.3 lakh work-
ers on about 23.77 lakh handlooms in 2009–10, down from 65.5 lakh workers and
34.87 looms in 1995–96 (Government of India 2014b). Competition from power-
looms, outdated skills of the artisans and inability to adapt to the changing market
environment are some of the commonly cited reasons for this decline (Mukund and
Syamasundari 2001; Subrahmanya 2011).2

In independent India, policy-making on handlooms has often oscillated between
two positions—a ‘protectionist’ stance that sought to preserve and nurture the sector
for its traditional skills or employment-generating potential or both, and a ‘trans-
formist’ stance that viewed the presence of handloom sector on a large scale as
an anomaly and argued for its modernization, including transformation into pow-
erlooms (Mamidipudi 2016). The received wisdom is that most of the textile poli-
cies in India—in a bid to protect handloom production from the vagaries of market
forces—have helped accumulate inefficiency in the entire structure of production
and distribution. Starting with the textile policy of 1985, there was a distinct shift
in policy emphasis from protection and employment creation to output growth and
export promotion. But the post-liberalization period has also seen the largest decline
in handlooms, either because of transition from handloom to powerloom or exit from
handloom (NCAER 2010).

However, the simple story of secular decline in handloom and inexorable rise of
powerloom in the post-liberalization phase is not uniform across regions and even
over time.3 For example, the total volume of cloth production in the powerloom sector

1The number of handloom and all handicrafts workers in 2014 were 4.33 million and 6.89 mil-
lion, respectively, in 2009–10 (Government of India 2014b). In the Indian context, hand
loom means any loom, other than power loom and includes any hybrid loom on which at
least one process for weaving requires manual intervention or human energy for production.
See https://economictimes.indiatimes.com/industry/cons-products/garments-/-textiles/no-change-
in-definition-of-handloom-textile-ministry/articleshow/28600164.cms.
2The export market for India’s handloom products has not been stable. India’s exports of handloom
products increased sharply from Rs. 1252.80 crores in 2009–10 to Rs. 28,111.97 crores in 2012–13
after which it has come down to Rs. 2392.21 crores in 2016–17 (Government of India 2014b,
2017b).
3Even though the number of looms and workers in the handloom sector declined between 1995–96
and 2009–10, cloth production increased from 3120 to 6930 million square metres over the same
period. The number of man days worked, the proportion of full-time weavers and the proportion of
weavers who derive more than 60% of income from weaving increased and the proportion of idle

https://economictimes.indiatimes.com/industry/cons-products/garments-/-textiles/no-change-in-definition-of-handloom-textile-ministry/articleshow/28600164.cms


Handloom in West Bengal: Decline or Dynamism? 369

as well as its share in total cloth production has fallen since 2012–13 (Government
of India 2017b), while the same in the handloom sector has registered a rise over
the same period. West Bengal and north-eastern states of India show an increase
in the number of weaver households between the 1995 and 2010 (NCAER 2004,
2010). There has been very little growth of powerlooms in handloom-major states
like Orissa and West Bengal till recent times. The Handloom Census of 2009–10
also brings out some of these differences sharply.

West Bengal, the focus of this essay, stands out among Indian states with the
highest number of looms and highest number of weaver households according to
the third handloom census. The persistence of the handloom industry in West Ben-
gal seems puzzling given the dominant narrative of a steady and secular decline of
this sector over a long period of time in India. This calls for a closer look at the
handloom sector inWest Bengal—particularly with respect to the condition of hand-
loom weavers. Specifically, we need to ask whether the nearly constant size of the
handloom sector in West Bengal hides significant changes in the composition of the
weavers brought about by simultaneous entry and exit of weavers, as observed, for
example, in the handloom industry of Andhra Pradesh (Mukund and Syamasundari
2001; Annapurna et al. 2012). Further, do the intensity of engagement of weavers in
handloom production and their degree of dependence on the sector remain constant
over the same period, during which the overall size appears to remain unchanged?
We seek to examine these aspects with the help of aggregate data on the handloom
sector obtained from the All India Handloom Censuses of 1995–96 and 2009–10.

Following this introductory section, we search the literature for insights on the
interrelation between survival of handloom as a livelihood and weavers’ ability to
cope up with market shocks and stresses based on skill development (Sect. 2). In
the subsequent two sections (Sects. 3 and 4), we present findings on selected aspects
of the handloom sector in West Bengal, based on the second and third Handloom
Censuses, and compare them with those for other handloom-major states in India.
Section 5 discusses those findings on handloom in West Bengal in the context of its
overall economic structure. Section 6 concludes by revisiting the idea of handloom
in dominant discourses and argues for a fresh approach in research.

2 Existing Literature and Scope of Present Study

Significant, even if diminishing, presence of handloom has belied all past predictions
of steady and inevitable decline of this craft with the growth of the modern sector
aided by incessant technological progress. The narrative of the destruction of hand-
icraft industry, especially handlooms, during the colonial period was subsequently

looms decreased over the same period (Government of India 2014b). The total cloth production on
handlooms increased to 7638 million m2 in 2015–16 accounting for 15.3% of India’s total cloth
production. Around 95% of world’s hand-woven fabric comes from India.
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revised as a story of resilience exhibited by the handloom producers4 (Mukund
1992). This strand of literature, while questioning the uniformity of decline suppos-
edly experienced under deindustrialization,5 privileged structural reorganization and
adaptation by innovation, rather than increased self-exploitation by Indian weavers,
as responsible for continued survival of handlooms (Roy 2009).

This revised understanding of the history of handloom in India radically changed
the way in which handloom is viewed. Handloom has been often represented as an
archaic system of traditional production with a conservative workforce reluctant to
introduce technological change and to learn. In contrast, in the new understanding,
the underlying system of handloom production is portrayed as more resilient, having
at its disposal a skilled workforce capable of responding to market competition by
offering a far diverse product basket—in comparison with those offered by mills—
due to their vastly differentiated techniques of production (Chaudhury 2014;Mukund
1992; Srinivasulu 1996).6 In recent decades, handloom has exhibited adaptation of a
different nature by embracing production of items from outside respective regional
specialties. Market demand rather than supply conditions dictate production in this
scenario—‘…what were regionally specific products are now being produced in a
number of distant centres across regions’ (Niranjana and Vinayan 2001). Two factors
could be identified from this literature as crucial to the sustenance of the sector: (i)
the ability to cope with the shocks and stresses, aided by a dynamic repository of
skills capable of adjusting continuously and (ii) an enabling institutional structure.

Responsibility for creating a favourable institutional mechanism was with policy-
makers in the immediate post-independence years, while in the post-reforms period,
market actors were expected to play a greater role in imparting dynamism to the
sector. The spirit of optimism emanating from limited success of protective hand-
loom policies7 of the immediate post-independence period gave way to doubts on
the effectiveness of, and thus, rationale for continuing such interventions in later
years, expressed particularly in the 1985 Textile Policy. This policy was marked by
an underlying acceptance of an inevitable death of the sector. Volume of output,
productivity/efficiency and profitability of the producing units became the issues
of utmost concern. It relied particularly on the mechanized segments for growth
of domestic textile production. Characterization of handloom as outdated and per-

4This aspect of colonial history of India, known as the ‘deindustrialization thesis’, concentrated
on the distress of artisans resulting mainly from trade-related policy discriminations and internal
measures of repressions by the colonial government in India.
5The revisionist history argued that (i) it is the eastern part of the country, especially undivided
Bengal and Odisha, that heavily bore the brunt of this downfall, (ii) the shift of operations to
karkhana system and to the employment of full time handloom workers led to perceptible rise in
productivity and income in other parts of the country and (iii) hand-spinning, rather than hand-
weaving was affected most.
6Some have argued, however, that the technological changes are not absent in the handloom sector
but, ‘remain scarce in relation to the scale of the industry’ (Liebel and Roy 2003), and also that this
dynamism in the handloom includes transition from handloom to powerloom (Roy 1998a; Liebel
and Roy 2003).
7Policy measures attempted to raise production efficiency, through interventions related to produc-
tion and distribution networks and some organizational reforms (e.g. cooperativization).
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petually in a state of decline in successive textile policies of later years resulted
in starvation of resources pumped into the sector. Allocation of paltry budgetary
resources to KVIC or to the programme of cooperativization reinforced the tendency
towards the sector’s fall (Das 2001).

Hope for amarket-driven revival of Indian handloom, however, came under doubt,
as stories of suffering and out-migration by the handloom artisans accumulated in the
post-reforms period. Differences in the experience at individual and industry levels
called for more micro-level analyses to capture heterogeneity of the sector. Need for
empirical elaboration of this heterogeneity was acknowledged by scholars—‘there
is no such thing as “the” weaver, but rather a diversity of conditions that characterize
weavers and weaving’ (Niranjana and Vinayan 2001). Thus, recent scholarship has
shifted the focus of studies on handloom to the handloom weavers and the reality
they lived in. What figures most in contemporary analyses is the understanding of
(i) handloom weavers as innovators and (ii) inward as well as outward movements
of weavers as part of their household strategies for achieving sustainable livelihood.

Whether or not the process of skill generation and innovations can expand or at the
least preserve themarket for handloom products would depend on thematch between
the set of skills required for market success on the one side and the aspirations of
the emerging class of weavers and expected benefits from such skilling on the other.
According to the currently dominant view on the sustainability of the craft in India,
handloom should be understood as an ‘ensemble of knowledge, skills, technology
and social relations’ and the weaver as a socio-technologist (Annapurna et al. 2012).

The changing composition of weavers’ population, their socio-economic locus,
position in the production–distribution network—all of which influences this pro-
cess of skilling and the craft producers’ capability to earn a living—are relatively
understudied. In this paper, we seek to attempt a macro-level exploration of such
changes in composition and intensity of engagement of weavers based on available
secondary data. The present study addresses the following two research objectives.

(1) What are the changes in the composition of the weaving community and in the
nature of their engagement with the handloom in West Bengal, compared to
other handloom-major states?

(2) What are the trends in handloom production in West Bengal, compared to other
handloom-major states?

Specifically, we attempt to understand the changes in the socio-economic profile of
the weavers and in the extent and nature of their involvement with handloom work
at present. We also try to examine the trends in production—type of products, raw
materials, etc.—to form an idea of the vibrancy in the handloom sector in West Ben-
gal. This work departs from other such studies mainly in two respects: (i) handloom
work is viewed from the perspective of the producers, who may have approached the
work as a livelihood option rather than a continuation of tradition and (ii) the analysis
of handloom sector is located in the story of broader structural transformation of the
West Bengal economy.

In this essay, we have used mainly two rounds of Handloom Censuses conducted
in India: All India Joint Census of Handlooms and Powerlooms, 1995–96 and the
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Third All India Handloom Census 2009–10.8 In addition, we have also used the first
Handloom Census, 1987–88 for changes in the overall size of the sector in selected
Indian states. The census reports provide data on (i) socio-economic characteristics
of the handloomworker households and individual weavers, (ii) the extent of engage-
ment of handloom workers in the sector and (iii) aggregate data on production and
productivity. We undertook a comparative analysis—by placing the changes in West
Bengal against those in other handloom-major states over the time period between
the two Censuses.

3 Profile of Handloom Weavers in West Bengal

The specificities of the handloom sector in West Bengal (WB hereafter) is best
appreciated in a comparative account of the handloom workers’ socio-economic
profiles and various aspects of production across major handloom producing Indian
states and the average picture at all-India (AI) level. We compare WB with Andhra
Pradesh (AP), Odisha (OD), Tamil Nadu (TN) and Uttar Pradesh (UP) as these are
states with relatively large presence of handloom households.9

3.1 Composition of the Weaving Community

The handloom sector in West Bengal exhibited a pattern that is markedly different
from that of its comparators. Table 1 shows the changes in a number of looms, across
the first three Handloom Censuses (1987–88, 1995–96 and 2009–10), in selected
states of India with predominantly commercial production.West Bengal not only had
the highest number of handlooms in India in 2010, but also exhibited little decline
between 1988 and 2010; in fact, the number of looms increased between 1988 and
1996. For other selected states and India as a whole, the decline in number of looms
is substantial and linear over the same period. The number of handloom weaver
households in WB has gone up from 2.2 lakh in 1995 to 2.4 lakh in 2010, while the
AI total has gone down from 25.3 lakhs to 22.7 lakhs over the same period—WB’s

8We did not use the National Sample Survey reports on the unorganized manufacturing sector for
this purpose since the sample of handloom units producing fabric would be very small at the state
level.
9The percentage shares of these five states—WB,TN,AP,UP andOD—in total number of handloom
weaver households in the country are 10.75, 7.2, 5.85, 3.72 and 1.47, respectively. Seven north-
eastern states, despite accounting for more than 55% of these households are excluded from this
analysis because a very significant proportionof looms in these states are operatednon-commercially
as a ‘part of the culture across all social groups’ and primarily to meet domestic fabric requirements.
Weaving and other handloom activities in the selected states, on the other side, are guided primarily
by commercial considerations. Alternatively, we can use the proportion of all adult handloom
workers and full-time weavers as criteria of selection. The selection of states remains the same
under the alternative criterion.
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Table 1 Number of looms in selected states of India: 1988–2010

States/AI Looms owned (#) Percentage change

1988 1995 2010 1988–1996 1996–2010

AP 219,715 (5.81) 202,100 (5.8) 124,714 (5.25) −8.02 −38.29

OD 119,005 (3.15) 92,869 (2.66) 43,652 (1.84) −21.96 −53.00

TN 428,545 (11.34) 413,174 (11.85) 154,509 (6.5) −3.59 −62.60

UP 260,714 (6.9) 189,570 (5.44) 80,295 (3.38) −27.29 −57.64

WB 338,499 (8.96) 350,654 (10.06) 307,829 (12.95) 3.59 −12.21

AI 3,778,583 (100) 3,486,308 (100) 2,377,331 (100) −7.73 −31.81

Note Figures in parenthesis are the percentage shares of the state in total looms in the country
Source NCAER (2010)

Table 2 Handloom worker households by social groups (in percentage): selected states of India,
1995 and 2010

States/AI 1995 2010

SC ST OBC Others SC ST OBC Others

AP 1.59 0.38 93.61 4.42 0.96 0.53 90.86 7.64

OR 28.11 3.35 63.5 5.04 13.55 3.16 82.28 1.01

TN 4.64 1.28 91.24 2.84 2.35 1.48 77.97 18.21

UP 16.15 3.35 76.39 4.11 9.93 1.22 78.68 10.16

WB 23.37 1.5 37.04 38.07 25.22 0.78 11.41 62.59

AI 10.76 25.5 42.65 21.1 9.81 22.11 40.92 27.16

Source NCAER (2004, 2010)

share of handloom weaver households in the country thus increasing from 8.7 to
10.57% (NCAER 2010).

Handloom continues to be predominantly a rural activity even in 2010.10 How-
ever, the caste composition of handloom workers has been undergoing changes all
over India for quite some time (Mukund 1992; Das 2001; Khasnabis and Nag 2001).
Table 2 shows that handloomworker households (i.e. weaver households plus house-
holds with members engaged in allied work in handloom) were predominantly from
the OBC castes in all the selected states in 1995. In WB, handloom worker house-
holds belonging to OBC caste groups constituted a significant percentage (37.04) of
the total, but Scheduled Castes and Other Castes were significant too, accounting for
23.37 and 38.07%, respectively, in 1995. However, in 2010, while in other states,
handloom continued to be dominated by OBC castes, in West Bengal, Other Castes
accounted for 62.59% of handloomworker households, with the share of OBC castes
sharply falling to 11.41% and that of SC castes marginally increasing to 25.22%.
While the increase in the share of Other Castes is an all-India trend and is also evident

10For India as a whole, 87.5% of handloomweaver households were rural in 2010. The figure drops
to 70.1% if we exclude the seven north-eastern states.
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in all the selected states, except OD, in no other state has the change been so dramatic
as inWB. Therefore, arguably, WB has seen the entry of members from traditionally
non-weaving castes in the handloom sector on a significant scale between 1995 and
2010.

The third Handloom Census of 2010 was the first to gather data on religion of
handloom worker households—therefore, a comparison across census years is not
possible. One field-based study—in nine districts ofWBwith highest concentrations
of handloom, around the same time as the 1995–96 census—reported that handloom
weaving was predominantly undertaken by Hindu households (Das 2001). However,
census data for 2010 revealed that more than a third of handloom worker households
in West Bengal were Muslim households. In this respect, WB was second only to
UP, where Muslims formed the traditional skill base of the industry (Table 3). Thus,
the increased engagement of Muslim handloom worker households in West Bengal
can be inferred to be a recent phenomenon.

A third trend is the feminization of handloom weaving on a significant scale in
West Bengal. This trend of greater participation of women in handloom work is
observable at the all-India level as well as in all the selected states—as (a) increasing
share in full-time employment, (b) declining share in part-time employment and (c)
increasing share in total employment (except for UP) of women in handloom work
(see Table 4). But this trend is most pronounced in WB, with only TN coming close.
Women traditionally did play a significant role in preparatory and alliedworks related
to handloom weaving, but the current trend seems to suggest a deeper engagement
of women with handloom production.

Thus, there appears to be a more significant churn in the social composition—in
terms of gender, caste and religion—of the handloom worker households in West
Bengal between 1995 and 2010, compared to other handloom-major states, even as
the overall size of the sector did not change in WB as drastically as in other states.

There is no clear evidence that households persist in the handloom sector in
WB only out of economic distress. From Table 5, we can see that the proportion of
handloomworker householdswithAntyodayaAnnaYojana (AAY) or BelowPoverty
Level (BPL) ration cards in WB was lower than AI average and lowest among all
selected states, except UP. Similarly, proportion of handloom worker households

Table 3 Handloom worker
households by religion:
selected states of India, 2010

States/AI Religion

Hindus Muslims Others

AP 94.75 4.11 1.1

OR 97.64 0.05 2.3

TN 97.29 0.85 1.9

UP 14.5 85.37 0.1

WB 63.27 36.6 0.1

AI 77.62 15.04 7.3

Source NCAER (2010)
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Table 4 Female employment (as per cent of total employment) in handloom weaving in selected
states of India, 1995 and 2010

States/AI 1995 2010

Full time Part time Total Full time Part time Total

AP 23 55.36 28.94 27.56 48.22 29.07

OR 8.67 32.83 14.04 13.88 25.78 15.41

TN 24.18 77.54 28.69 37.49 67.02 40.29

UP 17.98 51.98 23.38 20.13 42.18 21.79

WB 22.07 59.78 28.5 41.78 46.53 42.5

AI 37.67 87.02 63.25 65.57 93.42 75.74

Source NCAER (2004, 2010)

Table 5 Handloom worker households by type of ration card and average income of weaver
households, selected states of India, 2010

States/AI Handloom worker households Handloom weaver
households

AAY BPL APL No ration card Average annual earnings
(Rs.)

AP 3.8 87.93 1.31 6.96 30,054

OD 6.98 45.02 26.9 21.1 30,313

TN 1.97 91.65 5.02 1.37 24,707

UP 5.64 13.88 72.86 7.62 23,218

WB 8.87 32.3 54.1 4.73 26,934

AI 9.73 36.89 34.47 18.91 37,704

Source NCAER (2010)

with Above Poverty Level (APL) ration card in WB was higher than the all-India
average and higher than all selected states, except UP (NCAER 2010). Handloom
weaver households in West Bengal on average earned less annually than weaver
households in AP and OD, but more than their counterparts in TN and UP.

Thus, there is no clear evidence that weaver households are particularly worse off
in WB compared to other handloom-major states with commercial production. We
argue that the pronounced changes in social composition of handloomworkers inWB
may reflect (a) mobility of labour across sectors as well as (b) income diversification
strategies of handloom worker households.
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3.2 Intensity of Engagement of Households in Handloom
and Household Income from Handloom

It is possible from the third HandloomCensus of 2010 to form an idea of the intensity
of engagement of weavers and allied workers in handloom production and posses-
sion of looms by weaver households. Table 6 shows that there was a sharp fall in idle
looms between 1995 and 2010 at AI level and in all the selected states—except inWB
where idle looms increased by 28.9%. On the other hand, active looms too declined
significantly in all the selected states over the same period, but the decline inWBwas
smaller compared to AI average and other selected states. Table 6 also shows that
percentage of loom-possessing weaver households decreased sharply in all selected
states between 1995 and 2010, with the sharpest falls registered in AP andWB. Thus,
loomlessness among weaver households in WB has been increasing. This could be
due to labour mobility across sector—e.g. due to the entry of weavers from tradition-
ally non-weaving communities as well as due to employment of loomless weavers
on household looms, while members of loom-owning households themselves move
to non-handloom occupations or to trading operations within the handloom sector.

The average number of person daysworkedby aweaver in a yearwas lowest inWB
in 2010 among the selected handloom-major states in 2010 (Table 7). The average
number of person days of handloomwork (weaving aswell as alliedwork) per house-
hold was also lowest in WB. Table 7 also shows that the proportion of adult weavers
engaged part-time in handloom inWB is highest among the selected handloom-major
states with commercial production. This implies that unlike other states, WB does
not exhibit clear exit from handloom, but calibrated and partial engagement with the
sector, possibly as a result of household diversification of income and reallocation
of household labour, including feminization of handloom work. Income diversifica-

Table 6 Change in looms by status during 1995–2010 and possession of looms by weaver house-
holds, 1995 and 2010: selected states of India

States/AI Active Idle Percentage
change in looms
during 1995–2010

Percentage of
handloom
weaver
households
possessing
looms

1995 2010 1995 2010 Active Idle 1995 2010

AP 183,093 117,745 19,007 6969 −35.69 −63.33 94.02 56.64

OD 78,667 38,637 14,202 5015 −50.89 −64.69 98.22 94.24

TN 360,474 149,442 52,700 5067 −58.54 −90.39 87.24 64.38

UP 157,666 76,174 31,904 4121 −51.69 −87.08 92.24 68.60

WB 319,807 268,068 30,847 39,761 −16.18 28.9 96.00 71.33

AI 3,137,138 2,146,432 349,170 230,899 −31.58 −33.87 95.19 81.66

Source NCAER (2004, 2010)
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Table 7 Intensity of engagement in handloom work and share of income from handloom in house-
hold income: selected states of India

States/AI Average number of
person days worked
per weaver per year

Average days of
handloom work per
household

Adult weavers
(18 years and above
years) with
part-time
engagement in
handloom (per cent
of total)

Share of
handloom
income in
total
household
income (in
per cent)

2010 2010 2010 1996 2010

AP 274 462 7.3 82.89 61.73

OD 249 595 12.9 70.94 75.22

TN 259 427 9.5 80.49 79.42

UP 263 506 7.5 80.73 85.13

WB 241 377 15.2 72.18 42.05

AI 183 264 36.5 38.96 30.18

Source NCAER (2004, 2010)

tion of handloom households in WB is clear from the last two columns of Table 7.
Share of handloom income to total household income in WB has sharply fallen from
72.18% in 1995 to 42.05% in 2010. While the figure for WB was comparable to
other selected states in 1995, it is lower than other selected states by a wide margin
in 2010.

4 Decline or Dynamism: Handloom Production in West
Bengal

The evidence presented in the preceding section points to the possibilities of (a)
significant changes in the social composition of the handloom weavers, due to entry
and exit of labour in the handloom sector, (b) income diversification of handloom
households leading to a reduced share of handloom income in total income and
consequently and (c) a decline in intensity of engagement of weavers in handloom
work as evident from the number of idle looms and number of person days worker
by a weaver in a year on average. What do these trends imply for volume and quality
of products?

Table 8 shows that WB does not seem to lag behind selected handloom-major
states in terms of reported average daily production per weaver of major fabric
produced by the household in 2010. Proportion of households with average daily
production of less than 2 m of major fabric per weaver is lowest in WB compared to
other handloom-major States. WB has the highest proportion of households produc-
ing 2–4 m of fabric per day per weaver among the selected households and has the
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Table 8 Some aspects of handloom weaving in selected states of India, 2010

States/AI Proportion of households (in per cent) by average
production of major fabric per weaver per day

Proportion of households (in
per cent) using cotton by
Yarn count

<1 m 1–2 m 2–3 m 3–4 m 4 m and
above

1–40 41–80 Above 80

AP 51.44 22.32 12.62 9.59 4.03 20.21 58.41 21.38

OD 22.82 25.88 26.79 7.67 16.83 66.21 23.02 10.77

TN 35.36 22.60 19.16 11.28 11.61 41.34 31.02 27.64

UP 50.68 7.58 1.90 2.36 37.13 91.92 6.32 1.76

WB 17.40 14.54 30.42 22.73 14.91 26.6 13.56 59.84

A0I 45.92 32.29 10.59 4.73 6.48 41.16 30.59 28.24

Note Length in metres
Source NCAER (2010)

third highest proportion of households with production above 4 m per weaver per
day, ahead of TN and AP, but behind UP and OD.

The last three columns give distribution by yarn count of households using cotton
yarn in 2010. In WB, a little more than a quarter of households using cotton used
yarn up to 40 counts for production, whereas almost 60% of weaver households used
yarn of higher counts (above 80). Other states appear to specialize in yarn count up
to 40 (OD and UP) or in yarn count of 41–80 (AP) or have significant household
concentration in yarn counts of both 1–40 and 41–80, without any pronounced spe-
cialization in a single range of yarn count (TN). Among the selected states, TN has
the second highest proportion of households producing with yarn count above 80,
second to, but much below the figure for WB.

This is a significant development, since only 12.35% of household units in West
Bengal used yarn of over 80 counts in 1996 (NCAER 2004); these figures were
comparable to other handloom-major states in 1996. Since the usage of higher count
cotton implies finer fabric, it is possible that weaver households have tried to survive,
in the face of competition, by moving on to the production of finer cloth that the
mill and powerlooms could not imitate easily—a competitive strategy highlighted
by Roy (1998b) and Das (2001) among others. Thus, occupational diversification
of handloom weaver households and increased labour mobility in the handloom
sector in WB does not mean that average daily production per weaver and quality
of handloom products is lower other selected states with much smaller handloom
sector. Thus, persistence of handloom on a large scale in WB cannot be attributed
to survivalist objectives of weavers, but appear to be driven by competitive spirit as
well. It is possible that those specializing in lower counts are producing for the local
markets and driven mainly by survivalist objectives, but it is equally true that a larger
proportion of households specializing in higher yarn count are producing a different
set of products for distant markets.



Handloom in West Bengal: Decline or Dynamism? 379

How do the weavers look at the future of handlooms? Table 9 shows the distri-
bution of households by their perception of ‘threat’ from mills and powerlooms and
their perception of children willing or not to continue with handloom production, as
reported in 2010. Among the handloom-major states with commercial production of
handloom,WB had the lowest proportion of households (16.17%) who perceived the
‘threat’ from mills and powerlooms to be high and a remarkably high proportion of
households (62.92%) who said there was either no ‘threat’ or they were unaware of
any ‘threat’ frommills and powerlooms. In this respect,West Bengal is strikingly dif-
ferent from other selected states. It could be due to the low penetration of powerlooms
in West Bengal, but it could also be due to their specialization in higher yarn count
and finer variety product, which enables them to compete with powerlooms. From
Table 9, we can also form an idea of whether households believed their children will
continue with handloom work or not. Except OD, all other selected handloom-major
states showed a lower share of households who believed their children will continue
with handloom work compared to the national average—OD which had a sharp
decline in handloom sector over the period 1988 to 2010 had the highest proportion
of households (70.33%) who believed their children will continue with handloom
work. WB, however, had the second lowest proportion of households (21.24%) who
believed their children will not continue with handloom work, second to OD and
much lower than other selected states. Almost 40% of households in WB did not
know whether their children will continue with handloom work and a strikingly high
percentage of households (23.2%) found the survey question inapplicable.

These findings regarding household perceptions resonate well with other findings
related to the handloom sector in WB presented before. The facts that (a) WB has
a relatively high percentage of looms that are idle, (b) there is evidence of decline
in intensity of engagement of weavers in handloom activity and (c) handloom’s
contribution to total household income is declining over time paint a picture of decline
of the sector in WB. On the other hand, increasing specialization in higher yarn
count, lower perception of threat frommills and powerlooms and significant changes
in social composition of handloom households—by caste, religion and gender—
involving both labour mobility across sectors as well as occupational diversification
and reallocation of household labour, point to dynamic aspects of handloom sector
in WB. In such a scenario, perceptions about the future of handloom are likely to be
less clear-cut than in those states where there are unmistakable signs of either decline
or dynamism. The evidence in WB, as we have seen, is mixed.

5 Handloom in the Context of Economic Trends in West
Bengal

We argue that for a nuanced understanding of the state of handloom sector in West
Bengal, it must be studied in the overall economic context of West Bengal. While
growth rates of gross state domestic product and per capita gross state domestic
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product have been lower inWest Bengal compared to other states in recent times, they
are not unsatisfactory in absolute terms. It is the nature of economic growth in West
Bengal that is problematic—since it is driven by the unorganized sector. Agriculture’s
share is declining in both state domestic product as well as total workforce of the
state. But this structural transformation is not accompanied by rising agricultural
incomes. While the service sector has expanded its share in state domestic product,
it has not absorbed the workers released from agriculture, which have mainly sought
employment in the manufacturing sector. Manufacturing sector in West Bengal has,
thus, increased its share of workers, while at the same time, its share of output has
gone down. Overall, therefore, there is a decline in manufacturing output per worker,
while the opposite is true for services (Chowdhury 2016).

Both services and manufacturing in West Bengal are dominated by unorganized
sector enterprises. The organized sector in West Bengal has shrunk relative to other
states in India and by absolute number of workers as well. Labour productivity
in both organized and unorganized sectors is lower in West Bengal compared to
India. From Table 10, we can see that, for unorganized manufacturing enterprises
in WB, the annual gross value-added per worker was Rs. 3354 per month, while
the corresponding figure for all unorganized enterprises, both in manufacturing and
services, was Rs. 5275 per month, in 2015–16. The figures for WB are much below
the national averages of Rs. 6198 and Rs. 8645 per month.

The average size of unorganized non-agricultural enterprises—as evident from
annual gross value-added per enterprise in WB—is also very low. For all enterprises
in unorganizedmanufacturing and services sector, themonthly gross value-added per
enterprise was less than Rs. 8000, while for unorganizedmanufacturing enterprises it
was Rs. 5587 per enterprise, in 2015–16. The corresponding figures at all-India level
were Rs. 15,159 and Rs. 11,359 per enterprise per month in the same year—WB’s
unorganized sector enterprises were on average less than half the size of the average
firm at the national level. WB’s economy is thus dominated by vast numbers of tiny,
uneconomic enterprises with low levels of labour productivity and low incomes.

Table 10 Unorganized non-agricultural enterprises (excluding construction) in 2015–16: West
Bengal and All-India

Sectors West
Bengal’s
share of
total
enterprises
(%)

West
Bengal’s
share of
total
workers
(%)

Annual GVA per
enterprise (Rs.)

Annual GVA per
worker (Rs.)

West
Bengal

India West
Bengal

India

Manufacturing 21.25 19.3 67,055 136,317 40,258 74,379

Trading 9.81 8.46 137,340 194,877 94,712 115,885

Other services 11.75 9.09 109,914 210,860 80,775 119,947

All 13.99 12.18 96,686 181,908 63,299 103,744

Source Government of India (2017a)
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The tiny size and low productivity of these unorganized sector firms in WB point to
subsistence-level income for the workers engaged in them.

In terms of per capita income, West Bengal has steadily fallen behind other states
in India. Comparison of West Bengal with other states in terms of average monthly
per capita consumption expenditure throws up a similar picture. West Bengal’s per-
formance in agriculture is unimpressive compared to other states, particularly since
2002–03. Average monthly income per agricultural household in West Bengal was
Rs. 2079 in 2002–03 when the all-India figure was Rs. 2115. In 2012–13, the figures
were Rs. 3940 for West Bengal and Rs. 6426 for the whole of India (Government of
India 2014a). In West Bengal, small and marginal farms make up 95.92% of agricul-
tural landholdings by number (third highest among larger states in India in 2010–11,
behind Bihar andKerala) and 80.72% of agricultural landholdings by area (highest in
India). The uneconomic size of landholdings and lack of growth of organized sector
employment have depressed per capita income in West Bengal and fuelled explosive
growth of the unorganized sector. Table 11 shows that wages in both unorganized
manufacturing and unorganized services inWest Bengal are among the lowest among
all states.

The story of handloom in West Bengal, is, therefore, a part of the overall story of
economic transformation inWest Bengal—where large units have givenway to small
units, the organized sector to the unorganized sector. This shows up in productivity,

Table 11 Annual wage rates in major Indian States, 2015

States Annual wage rate in unorganized sector (2015 Rupees)

Manufacturing Services Organized manufacturing

Andhra Pradesh 59,319.6 87,016.3 152,125.1

Assam 44,950.8 53,267.5 82,833.1

Bihar 56,640.1 64,853.3 75,517.8

Delhi 98,961.2 100,399.0 148,287.4

Gujarat 87,748.3 76,366.0 144,954.4

Haryana 74,105.2 125,297.7 139,763.6

Himachal Pradesh 77,022.6 78,322.9 142,090.9

Karnataka 87,200.8 99,083.2 158,743.6

Kerala 112,357.0 124,101.7 141,810.7

Madhya Pradesh 53,772.8 67,695.2 139,900.1

Maharashtra 91,083.2 99,048.0 177,206.9

Orissa 54,836.5 63,771.9 175,238.2

Punjab 73,818.8 70,069.7 115,693.0

Rajasthan 83,958.6 80,308.0 139,168.3

Tamil Nadu 79,195.3 85,861.6 119,742.8

West Bengal 58,738.6 56,960.2 138,379.2

Source Azim Premji University (2018)
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income and wage figures across all sectors of the income. The story of decline or
dynamism of any sector, including handloom, cannot be understood unless it is
placed in the overall economic context of West Bengal. This brings us to the crucial
question—is the handloom sector in West Bengal a repository of artisanal skills or
is it a livelihood sector like other unorganized manufacturing sectors that appear to
be expanding in West Bengal?

6 Conclusion

The foregoing analysis highlighted some distinct trends in the handloom sector in
WB when compared to other handloom-major states with commercial production in
India. First, there is a significant change in the composition of handloom workers,
by caste and religion, reflecting entry of new members from traditional non-weaving
communities. There is also evidence of greater engagement of women in household
handloom work pointing to a feminization of handloom work. Second, there appears
to be a trend towards a calibrated and a more partial engagement of workers in
handloom work—as evident in lower average number of days worked per year per
weaver compared to other states as well as a sharp fall in the share of handloom
income in total household income in WB. Third, handloom sector in WB does not
appear to be particularly worse off in terms of average output per weaver per day,
quality of fabric as captured by cotton yarn count and even earnings, compared to
other states where the handloom sector has been in rapid decline between 1995
and 2010. Thus, the anomalous persistence of handloom in WB on a large scale
between 1995 and 2010, against the backdrop of rapid decline at AI level, does
not point to the survival of a craft under deteriorating conditions. A comparison of
household perceptions of the future of handloom in selected states seems to suggest
that handloom households in WB are more agnostic of their future than in other
states.

In recent times, there is anecdotal evidence and journalistic accounts of sharp
decline of the handloom sector in WB, as a result of penetration of powerlooms.11

It is true that WB had historically lagged behind all the handloom-major states,
barring OD, in development of powerlooms.12 This is certainly one of the factors
behind survival of handloom on a large scale in WB between 1995 and 2010 and
the recent expansion of powerlooms might be responsible for the reported plight of
handloom weavers in journalistic accounts. But one should not conclude from this
that expansion of powerloom will necessarily lead to a terminal decline of handloom
in WB, as has been observed in other states of India. The evidence presented in the
preceding sections shows a picture of labour mobility across sectors in search of

11(1) https://www.livemint.com/Leisure/aCt3UOff9OSLrvV4SOyejJ/How-the-Phulia-Tangail-
went-from-boom-to-bust.html.

(2) https://thewire.in/culture/threadbare-in-santipur.
12https://www.pdexcil.org/files/138/NoPowerLooms.pdf.

https://www.livemint.com/Leisure/aCt3UOff9OSLrvV4SOyejJ/How-the-Phulia-Tangail-went-from-boom-to-bust.html
https://thewire.in/culture/threadbare-in-santipur
https://www.pdexcil.org/files/138/NoPowerLooms.pdf
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income (such as new entrants in weaving), reallocation of household labour (greater
engagement of women in handloom worker), income diversification by households
(falling share of handloom income in household income), while maintaining output
and quality in WB at comparable or higher levels than other states. What appears to
be happening in WB is adoption of multiple strategies by households in search of
maintaining, stabilizing and possibly, even increasing their incomes. In this sense,
the handloom sector looks increasingly like the unorganized sector in general, where
households tend to havemultiple and shifting occupations across itsmembers in order
to avoid market risks that specialization brings. This is the new source of resilience
of the handloom workers.

The resilience of handloom has been understood in terms of its embeddedness in
a socio-technical system.

Weavers are not individual units of production; they are linked together in a production
network that forms a socio-technical system. During times of external crisis, a small core
of the system remains stable, as strongly embedded weavers continue to weave, while the
peripheries expand and contract with the to-and-fro movement of individual entrepreneurial
weavers who jump in and out when the carrying capacity of the system increases or depletes.
What then emerges is an image of a system that grows or shrinks in response to opportunity
or threat in the environment, constantly striving towards its own sustainability. (Annapurna
et al. 2012: 47).

At first blush, the aspects of change and mobility our analysis highlights in the
preceding sections can lend themselves to an analysis in terms of socio-technology.
However, we are cautious in treading that path. It has been noted that the peasant
economy has been changing for several decades now—calling for a different theoret-
ical understanding of what the peasant and the rural society means today (Chatterjee
2008). There is no reason why we should not similarly revisit our understanding
of rural craftsmen. While a section of the skilled weavers and master weavers will
indeed keep handloom alive and well, producing fabrics that will have steady and
possibly expanding demand in domestic and international markets, for a large num-
ber of weavers, the competition from powerlooms will present a threat of loss of
livelihood.

For many current handloom weavers, the skill of weaving was not handed down
within the family, but was acquired outside the family—within or outside the com-
munity—as workers made occupational movements from agriculture or even some
non-agricultural occupations to handloom. This seems to be happening now and this
has also happened in the past (Bhattachaya and Sen 2018). Handloom was an occu-
pational choice in the past and it continues to be so in the present. It is not simply
what one was born into—as some romanticized accounts of handloom seem to sug-
gest. The handloom sector shrunk and grew in the past and can do so in the future
as a result of labour mobility and skill acquisition. Caste, religion and gender are no
longer barriers to such movements, and the requisite skills are much more widely
held and diffused than what traditionalist views of handloom production may make
us believe. It is increasingly difficult to think of it as a ‘system’, let alone identify any
‘core’ of that system. The highly skilled handloom weavers, who face a relatively
stable market demand for their products, can hardly be understood as the ‘core’ of a
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‘system’, even as they impart continuity to the craft skills and act as its repository.
What these skilled and master weavers anchor is a sector that expands or shrinks
as markets change, essentially due to easy mobility of labour across sectors with
very different skill requirements—artisanal as well as non-artisanal. In this paper,
we point to the necessity of a more labour-focused approach in place of currently
dominant tradition-focused understanding of the sector.
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Total Factor Productivity Growth
of Elementary Education in India and Its
Determinants: Evidence
from a Non-parametric Data
Envelopment Approach

Arpita Ghose

Abstract The major departure of this paper from the available literature is the
approach to estimating total factor productivity growth (TFPG) for elementary edu-
cation in India, by constructing two frontiers (i) for general category states (GCS)
and (ii) for special category states and union territories (SCS&UT), over the period
2005–06 to 2014–15; as these two groups are not homogeneous and operate under
different fiscal and economic conditions. Hence, maximum educational output pro-
ducible from an input bundle by a school within a particular groupmay not be as high
as what could be produced if the school could choose to locate in the other groups.
TFPG is measured by Malmquist Productivity Index (MPI) using non-parametric
data envelopment analysis for primary and upper primary levels of education and
for GCS and SCS&UT in a two-output, four-input framework under variable returns
to scale, considering both quantities and qualities of outputs and inputs. The out-
puts are net enrolment ratio and percentage of students passed with 60% and above
in the examination, representing output quality. The inputs used are: (i) number of
schools per lakh population, (ii) teacher–pupil ratio in the school, (iii) classroom–s-
tudent ratio in the school, (iv) percentage of teachers with qualification graduate and
above in the schools, indicating quality of the teacher input. The generated value
of MPI is decomposed into technical change, efficiency change and scale efficiency
change. The decomposition results suggest that on average productivity change is
mainly facilitated by technical change and efficiency change. After obtaining MPI, a
second-stage panel regression is resorted to find out its determinants, considering the
effect of favourable and poor infrastructure, social and policy indicators and also the
macro-indicators to seewhether TFPGhas been facilitated by existence of favourable
infrastructure, or, existence of poor infrastructure inhibits TFPG, whether inclusion
of the backward classes into the system, the provision of more public facilities can
increase TFPG and whether favourable macro-indicators, i.e. favourable general
economic environment of the state matters in explaining TFPG. The factors influ-
encing the MPI are explained separately for four groups GCS-primary, GCS–upper
primary; SCS&UT–primary, SCS&UT–upper primary. Results of panel regression
suggest that infrastructural variables, policy variables, school-specific variables and
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also the state-level macro-aggregates are important in explaining MPI, and the inter-
action effect between different explanatory variables is also evident. Some policy
suggestions for improving TFPG are highlighted.

1 Introduction

The most distinctive feature of our economic system is the growth of human capital.
Without it there would be only hard manual work and poverty (Schultz 1961). The
importance of education and human capital has also been brought out inmany studies
of endogenous growth literature (Lucas 1988; Romer 1990 among others). Countries
with a high amount of human capital would be expected to have a higher level
of steady-state income. Mankiw-Romer-Weil (1992) presented a simple extension
to the Solow model by incorporating human capital as a separate input and the
production technology in thismodelwhichhas come tobeknownas the humancapital
augmented Solow model. The human capital augmented Solow model predicts that,
other things being equal, a country should have a higher level of per capita income
if it has a high amount of human capital. It is the education and the creation of
human capital was responsible for both the differences in labour productivity and
the differences in overall levels of technology (Barro 1991).

The development of human capital in an economy is basically dependent on
development of education sector. In India’s National Development Programme, a
substantial emphasis was given to the education sector. This emphasis can be seen
from the amount of government fund allotted to education sector in the budget of
the India government and also from the national education policy (NEP) undertaken
by the government and revised it from time to time. During the period 2011–12 to
2014–15, the expenditure on education as a percentage of total expenditure by gen-
eral government (Centre& States) is around 11%; the percentage of total expenditure
devoted to total services is highest for education; around 46–47% among all the other
services and the expenditure on education as percentage of GDP is more or less 3%
of GDP. (Budget Documents of Union and State Government, RBI). Regarding NEP,
it can be said that the first NPEwas promulgated in 1968 by the government of Prime
Minister Indira Gandhi, and the second by Prime Minister Rajiv Gandhi in 1986. In
1986, NPE emerged as a result of a participatory process and in-depth review of
the Indian educational system. This policy was aimed at providing comprehensive
framework to guide the development of education and impart a sense of urgency to the
goal of universalizing elementary education. The NPE accorded priority to universal
access to elementary education, universal participation and universal achievement
of at least minimum level of learning prescribed for the elementary stage of educa-
tion. Since then, state policies have closely followed national policies and the states
have undertaken their own action. Universal access to elementary education is thus
viewed as a composite programme of (i) universal access to elementary education for
children up to the age of 14; (ii) universal participation until they complete the ele-
mentary stage through formal or informal programme and (iii) universal achievement
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of at least the minimum level learning prescribed for the elementary stage of educa-
tion. The NEP (2016) focused on addressing the issue of gender discrimination, the
creation of educational tribunals and common curriculum for science, mathematics
and English and has mainly given emphasis on: (i) preschool education, (ii) cur-
riculum renewal and examination reforms, (iii) setting a standard norm for learning
outcome in school education and to be applied for government and private school,
(iv) protection of rights of the child and adolescent education and employability, (v)
development of skill in education and employability, (vi) use of ICT in education,
teacher development and management, teacher development and management, (vii)
self-development through comprehensive education, i.e. physical education, yoga,
games and sports, NCC, NSS, art education andmaking Balsansad covering local art,
craft, literature and skill and other co-scholastic activities an integral part of the cur-
riculum and daily routine in the school, (ix) open and distance learning programme
among others. Recently in 2019, the Committee for Draft National Education Pol-
icy Chaired by Dr. K. Kasturirangan submitted the report. The report proposes an
education policy, which seeks to address the challenges of: (i) access, (ii) equity,
(iii) quality, (iv) affordability and (v) accountability faced by the current education
system. It provides for reforms at all levels of education from school to higher edu-
cation. It seeks to increase the focus on early childhood care, reform the current
examination system, strengthen teacher training and restructure the education regu-
latory framework. It also seeks to set up a National Education Commission, increase
public investment in education and strengthen the use of technology and increased
focus on vocational and adult education, among others. The draft policy of Kasturi-
rangan committee recommends extending the ambit of the RTE Act to include early
childhood education and secondary school education; this would extend the cover-
age of the Act to all children between the ages of three and 18 years. Further, in the
national development programme, emphasis was given not only to the eradication of
illiteracy and upgradation of literacy skills but also the upgradation of the quality of
life through the improvement in occupational skills.

For the development of different levels of education crucial is the development of
elementary level of education. Different programmes were launched by the Govern-
ment of India to improve the overall performance of elementary education system in
India. Elementary education has been of priority in terms of sub-sector allocations.
A number of schemes like (i) District Primary Education Programme have been
launched by the Central Government tomeet the needs of the educationally disadvan-
taged groups. A comprehensive programme called the Sarva ShikshaAbhijaan (SSA)
was launched in November 2000 in partnership with the States. The programme
aims to improve the performance of the school system through a community-based
approach and to impart quality elementary education to all children in the age group
of 6–14 years. It seeks to bridge gender and social disparities at the elementary level.
It subsumes all existing programmes, within its overall framework, with the district
as the unit level of implementation. National Programme for Education of Girls at the
Elementary Level (NPEGEL) has been launched in 2003–04 for providing additional
components for education of girls at the Elementary Level under SSA.
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Performance of theEducationSector as represented by literacy rate during the Five
Year Plan is quite satisfactory. Literacy rates in India have risen dramatically from
18.3% in 1951 to 74% according to provisional census data of 2011. However, vast
disparities are present among the States in Gross Enrolment Ratio at primary/upper
primary Level, sates in the North-East performing better than the other States. Ten
states and union territories, including Kerala, Lakshadweep, Mizoram, Tripura, Goa,
Daman and Diu, Puducherry, Chandigarh, National Capital Territory of Delhi and
the Andaman and Nicobar Islands, have attained literacy rate of above 85%. Kerala
has the highest literacy rate at 93.91% followed by Lakshadweep at 92.28%. Bihar is
at the bottom of the ladder with literacy rate of 63.82 followed by Arunachal Pradesh
at 66.95. Literacy rate of Rajasthan rise to 67% from 60% (Census Data 2011).

Given this vast development of the education sector, naturally, a related question
arises what is the extent of Total Factor Productivity Growth (TFPG) in Education
Sector? For any country, which wants to perform in their education sector, needs
to enhance its cost-competitiveness by fostering TFPG. It measures the amount of
increase in total output, which is not accounted for the increase in total inputs and
thus measures shift in output due to the shift in the production over time, holding all
inputs constant.

For attainment of equalization of education facilities across different States of
India, an analysis of TFPG at the State level is needed. A related question is what
are the factors responsible for the variation of TFPG across different states of India
in the elementary education level? Such type of analysis will help us to identify the
states that are below the average productivity score and to formulate policies for
enhancing productivity of less productive states, so that equalization of educational
efficiency across different States of India can be ensured.

The perusal of the literature on TFPG of the education sector reveals that there is
a dearth in the literature dealing with the analysis of TFPG of elementary education
sector around the globe. The present paper contributes to the literature in this direction
taking data from Indian states for the period 2005–06 to 2014–15.

The rest of the paper unfolds as follows. Section 2 presents the literature review
and contribution of the paper to the literature. Section 3 gives a short description
of TFPG and of the factors used to explain the variation of TFPG of elementary
education in India and also describes the data sources. Section 4 presents results
of estimation. Summary of the results and some policy suggestions to improve the
productivity score of India’s elementary education are presented in the concluding
Sect. 5.

2 The Literature Review and the Contribution of the Paper

In the literature, total factor productivity growth is estimated by assuming the exis-
tence of some kind of production relationship between input and output. There are
three major approaches of estimating TFPG: (i) growth accounting approach, (ii)
parametric approach, i.e. by estimating parametric production functions or cost func-
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tion and (iii) non-parametric data envelopment approaches (DEA).Thefirst approach,
the growth accounting, is a procedure to measure the contribution of different factors
to economic growth and to indirectly compute the rate of technological progress,
measured as the residual in an economy. Growth accounting decomposes the growth
rate of an economy’s total output into which is due to an increase in contributing
amount of factor used usually the increase in the capital and labour and that which
cannot be accounted for by the observable changes in factor utilization. The unex-
plained part of growth in GDP is taken to represent increase in production, getting
more outputwith the same amount of inputs or ameasure of broadly defined technical
progress. In the second approach, i.e. the parametric approach, one possibility is to
explicitly specify a production function. The value of this function at the input level
under consideration denotes the maximum producible quantity. The more common
practice is to estimate the parameters of the specified function empirically from a
sample of input–output data. The least square procedure permits observed points to
lie above the fitted line and fails to construct a frontier. At the same time, specifying
a one-sided distribution of the disturbance term leads to a deterministic frontier and
any deviation from this frontier is interpreted as inefficiency. The other alternative
is to fit a stochastic frontier production function. In stochastic frontier model, one
includes a composite error, which is a sum of one-sided disturbance term represent-
ing the shortfalls of the actually produced output from the frontier due to random
factors. Both the deterministic as well as stochastic frontier model can be used to
estimate total factor productivity growth using the econometrically estimated values
parameters of the model. For the econometric procedure, one must select a particular
functional form, (e.g. Cobb Douglas), out of a number of alternatives. At any input
bundle x0, the value obtained by f (x0) will depend on the functional form chosen.
Further, the parameter estimates are also sensitive to the choice of the probability
distribution specified for the disturbance term. The misspecification in either the
functional form or in the disturbance term will affect the estimation process and may
lead to wrong conclusions. In the third approach, i.e. non-parametric DEA, the major
advantage is that one need not assume an explicit formof the production and construct
a benchmark technology from the observed input bundle of the decision-making unit
(DMU) by making only a minimum number of fairly general assumption.

At the international level measurement of TFPG was done by Johnes (2008)
and Bradley et al. (2010). Johnes (2008) has used the distance function to com-
pute Malmquist Productivity Indexes for 112 English Higher Education Institutions
(HEIs) over the period 1996–97 to 2004–05. His study showed that the 1% annual
average increase in productivity of the HEIs. Two measures of inputs and five mea-
sures of outputs are considered in this study. The inputs are staff (combination of
full-time and part-time academic staff), admin (expenditure on various factors includ-
ing staff, student facilities and grant), expenditure on library and learning resource
centres, etc., UG students and PG students. The outputs are: UG output, PG output
andResearch (income received in various research grants). UsingDEA,Bradley et al.
(2010) revealed that the productivity change was 12% over the period 1999–2003 for
the data of 200 further education providers. Parteka and Wolszczak-Derlacz (2013)
examined the patterns of productivity change in a large set of 266 public higher edu-
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cation institutions (HEIs) in 7 European countries across the time period 2001–2005.
They adopt consistent bootstrap estimation procedures to obtain confidence intervals
forMalmquist indices ofHEI productivity and their components and are able to assess
the statistical significance of changes in HEI productivity, efficiency and technology.
Estimated results suggest that, assessed vise-a-visa a common ‘European’ frontier,
HEI productivity rose on average by 4% annually. Statistically significant changes in
productivity were registered in 90% of observations on the institutions in the sample,
but statistically significant annual improvements in overall productivity took place in
only 56% of cases. There are considerable national differences, with German, Italian
and Swiss HEIs performing better in terms of productivity change than HEIs from
the other countries examined. Arjomandi et al. (2015) analysed efficiency and pro-
ductivity changes using the Hicks–Moorsteen total factor productivity index, in the
context of higher education institutions in Malaysia. It is assumed that the produc-
tion technology exhibits variable returns to scale, which is more plausible than the
constant returns to scale assumption because universities usually operate at subop-
timal scales. Three major groupings of Malaysian public universities are used in the
case study: research, comprehensive and focused universities. The results show that
technical efficiency has improved after the 2007National Higher Education Strategic
Plan within all the three university groupings. The other studies that applied DEA
in measuring the productivity in education sector around the globe are Bessent et al.
(1982, 1984), among others.

But in the Indian context, research work on measuring productivity in education
sector is not quite sufficient. There are some studies relating to efficiency of elemen-
tary education in the Indian context. Tyagi (2009) assessed the technical efficiency
and efficiency differences among 348 elementary schools of Uttar Pradesh state
in India by using DEA. Sengupta and Pal (2010) explained the efficiency primary
education sector in India using DISE statistics. They identified five basic aspects
of education: deprivation aspects, social aspects, policy aspects, traditional perfor-
mance indicators and Farrell’s non-parametric efficiency scores. The country has
been divided into five zones: Northern, North-eastern, Eastern, Western and South-
ern districts, respectively. Using the formula of Human Poverty Index (HPI) sug-
gested by Anand and Sen (1996), they derived Grand Poverty Index comprising of
various poverty indicators of education system in India and tried to relate these with
the efficiency score in DEA. Dutta (2012) assesses the technical efficiency and effi-
ciency differences in elementary education system across Indian states by usingDEA
and regression model. It considers different educational outcome variables such as
enrolment rate in primary schools and upper primary schools, and completion rate
in primary schools and upper primary schools only for the year 2007–2008. Results
show that Delhi, Kerala, Tamil Nadu and Nagaland with relatively high achievement
values in education sector are also operating at the efficient frontier. On the other
hand, Bihar, Madhya Pradesh, Odisha and Uttar Pradesh have low outcomes, but
the problem with these states is that given their current input levels, there is limited
scope for improving their outcomes and catching up with the better-off states. The
study also makes an attempt to identify the determinants of efficiency by using sim-
ple regression model. Ghose (2017) estimated technical-efficiency scores (TE) for
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primary and upper-primary level of education in India separately by constructing two
separate frontiers for two groups of states (i) General Category States(GCS) and (ii)
Special Category States (SCS) and the union territories (UT) using non-parametric
Data-Envelopment-Analysis (assuming variable-returns-to-scale), obtains technol-
ogy closeness ratio (TCR) measuring the proximity of the group frontiers to the
Meta-frontier (representing the frontiers comprising of all states). Estimation is car-
ried out for 2005–06 to 2008–09. A second-stage panel regression explains the deter-
minants of TE of both primary and upper primary level separately for GCS and SCS.

The perusal of the literature suggests that there is a dearth of studies dealing
with TFPG of the education sector in general in the case of India. The present study
addresses this issue and measures TFPG of elementary education in India using
non-parametric DEA. The major advantage of non-parametric DEA is that one need
not assume an explicit form of the production. The problem with the parametric
approach is that misspecification in either the functional form or in the disturbance
term will affect may lead to biased estimator. The other reason for choosing DEA is
that Charnes et al. (CCR) (1978, 1981) introduced the method of DEA to address the
problem of efficiencymeasurement for decision-making units (DMUs) withmultiple
inputs and multiple outputs in the absence of market prices. They coined the phrase
decision-making units to include nonmarket agencies like schools, hospitals and
courts, which produce identifiable and measurable outputs from measurable inputs
but generally lack market prices of outputs (and often of some inputs as well). Since
no prices are available, what we would need in this situation is to use vectors of
‘shadow’ prices of inputs and outputs, which are calculated using some programming
method. As the paper attempts to estimate TFPG of elementary education for which
no price data are available for some of the inputs and outputs, DEA method is
adopted to construct the frontier. The contributions of the paper to the literature
are the following.

First of all, the TFPG in different states of India is estimated by using Malmquist
Productivity Index (MPI) introduced by Caves et al. (CCD) (1982), applying non-
parametric DEA to measure MPI. While estimating TFPG, the present paper departs
from the assumption that not all the states of India operate under same fiscal envi-
ronment. Some of the states, namely Special Category States (SCS) like Arunachal
Pradesh, Assam, Himachal Pradesh, Jammu and Kashmir, Manipur, Meghalaya,
Mizoram andNagaland, are givenmore benefits by the central government. Themain
reason behind this categorization is the development of that particular state where
there are many problems due to hilly terrains, international borders, etc., as there
cannot be good industrial development. These states have also geographical disad-
vantages in their effort for infrastructural development. The states in the North–East
are also late starters in development. The finances of the state are also less. Thus, the
central government comes into picture. Public expenditure plays a significant role
in the Gross State Domestic Product of the states. 90% of the central assistance is
treated as grant and remaining 10% is considered as loan unlike other states which
get 30% grant and 70% loan. Themost important prescription for SCS is interest-free
loan with rationalization of public expenditure based on growth-enhancing sectoral
allocation of resources. For SCS unlike other states, there is no hard budget constraint
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as the central transfer is high. Through the enactment of Fiscal Responsibility and
Budget Management, FRBM, these states are also availing themselves of the benefit
of debt swapping and debt relief schemes which facilitate reduction of the average
annual rate of interest. The union territories (UT) also get more grants as compared
to General Category States (GCS). Thus, this paper does not assume a common
frontier for all the states and the union territories. Rather, this paper constructs two
group frontiers: the first one comprising of the states only with GCS and the second
one comprising of SCS and UT. This is because maximum educational output pro-
ducible from an input bundle by a school within a particular group of state may not
be as high as what could be produced if the school could choose to locate in other
groups. Secondly, the present paper intends to compare the performance of TFPG
of primary and secondary level of education. As estimation of productivity score
for more than one year always gives more information, it measures TFPG of both
primary as well as upper primary level of education for ten successive years from
2005–06 to 2014–15, under the assumption of variable returns to scale. Thirdly,
the present paper decomposes the productivity change into technical change, effi-
ciency change and scale efficiency change following the method as suggested by
Ray and Desli (1997). Finally, while finding out the determinants of total factor pro-
ductivity index, it takes into account (i) some factors from poor infrastructure to see
whether poor infrastructure inhibit the achievement of productivity, (ii) some social
indicator to investigate whether inclusion of the backward classes into the education
system increases productivity, (iii) some policy variable to test whether provision of
more public facilities increases productivity and also (iv) some state-level macro-
aggregates like per capita net state domestic product, income inequality, number of
persons below the poverty line and population density of the state to see to what
extent the general environment of the state matters in explaining productivity. Also,
rather than using a composite index, the present paper attempts to find out the indi-
vidual effect of the different explanatory variables. Because for policy purposes, it
is necessary to know the individual effect of different explanatory variables in order
to boost up TFPG. The major disadvantage of using composite indicator as done by
some of the earlier studies is that some of the individual variables may significantly
affect TFPG, while the others are not and the use of the composite indicator can-
not differentiate between these two. Relevantly, it can be mentioned here that the
extensive Monte Carlo Simulation reveals that a DEA-based procedure in the first
stage followed by Ordinary Least Squares (OLS) analysis in the second stage yields
consistent estimators of the impact of contextual variables if the contextual variables,
affecting productivity, are independent of the input variables (although they may be
correlated with each other). Additionally, two-stage DEA-based methods with OLS
in the second stage significantly outperform the parametric methods (Banker and
Natarajan 2008). The present paper also adopts the two-stage process. After estimat-
ing the TFPG in the first stage, it uses panel regression framework to determine the
factors determining TFPG.
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3 Methodology and Data Sources

3.1 Estimation of Total Factor Productivity Growth (TFPG)

TFPG is estimated by applying non-parametric Data Envelopment Analysis (DEA)
which basically rests on assumed production relationship between input and outputs.
Like other production systems, education also has the production function showing
the relationship between school or student inputs and a measure of school output.

Educational achievement can be viewed as a production process, where inputs
of resources are applied to the relatively ‘unfinished’ child, and an output-pupil
achievement results. The objective is to generate the maximum achievement using a
given amount of school resources.

Following Ray (2004), educational production function can be defined as

A = H. f (Xa, . . . , Xm),

where A = some measure of school output—for example, enrolment ratio and or
marks obtained in standardized examination system. The second output represents
the quality of output.

Xa, …, Xm = variables measuring the school resources. These variables can be
treated as inputs to the production process. The variables herewould typically include
the amount and quality of teaching services, the physical infrastructure or facilities of
the school related to teaching and learning, (i) like teacher–pupil ratio in the class, (ii)
classroom–student ratio in the school, (iii) qualification of the teacher and the like.
Note here that ordering of the variables is not important. The technical relationship
between input and output is by ‘f ’ function.

In this context, let us note that the extent to which these inputs can produce output
will depend on the availability of the other accompanying variables like (i) I1, …, In,
the variables representing favourable infrastructure that can promote productivity, (ii)
PI1,…,PIp, the variable representing poor infrastructure thatmay reduce productivity
level, (iii) PO1, …, POq, the variable representing policy variables that can promote
productivity level, (iv) S1, …, Sr , the social indicator variable. These variables are
school characteristics and represent the composition of the school body. The effect
of these variables on productivity is not expected prior and in fact is a testable
proposition, (v) E1, …, Eq, the variables representing environmental influences on
learning outside the school. These variables take care of the general environment of
learning that the student faces outside the school. The combined influence of these
variables (i)–(v) will determine the position of the ‘f ’ function and can be treated as
shift factor. This shift factor can be represented by the term H. Here also note that
the ordering of the determinant variables does not matter.

The point to be noted is the variables under (i)–(v) are not the inputs in the produc-
tion process. Although they are different variables from the inputs, they determine
the outcome value of the educational output, given the inputs. Hence, these variables
may be treated as the determinants of TFPG.
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In 1-output-1 input case, the rate of productivity growth is measured by the dif-
ference in growth rates of output and input quantities, respectively. When multiple
inputs are involved, the rate of multi-factor productivity growth (MFPG) can be
measured by the difference in growth rate of output and that of total input where
growth rate of total input can be computed by the growth rates of individual inputs
weighted by the partial output elasticity. In parametric analysis, the specification
of some explicit functional form of a production, cost or profit function is needed.
In non-parametric analysis, the exact technological relationship is unspecified. The
relevant assumptions made in the paper are: (i) both inputs and output are freely
disposable and the production possibility set is convex. (ii) All input–output combi-
nations, actually observed, are by definition feasible. (iii) Variable returns to scale
prevails.

Consider, for simplicity, a single-input–single-output sector consists of n decision-
making units (DMU). xtk and ytk represent the input and output quantities of DMU k
at time t. The average productivity of this firm at time t is

APtk = ytk
x tk

(1)

Thus, a productivity index for this DMU at time t + 1, with period t treated as
the base, will be

∏

k(t+1)

= APt+1
k

APtk
=

yt+1
k

x t+1
k

ytk
x tk

(2)

which does not in any way depend on the assumptions about returns to scale. In order
to identify the sources of productivity change, however, a benchmark technology is
needed, where returns to scale assumption becomes important.

According toVarian (1984), the free disposal convexhull of observed input–output
vectors provides an inner approximation to the true underlying production possibility
set, if the above-mentioned assumptions (i) and (ii) hold good.
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Consider a sector consisting of four DMU: a, b, c, and d. Following the figure,
a0, b0, c0 and d0 show the observed input–output levels of the respective DMU in
period 0. Similarly, points a1 through d1 show their input–output levels in period 1.
DMU ‘a’ uses input ox0 to produce output a0x0 in period 0 and input ox1 to produce
output a1x1 in period 1. Thus, the productivity index for DMU ‘a’ in period 1 is

∏

a1

=
a1x1
ox1
a0x0
ox0

(3)

By convexity, all the points in the convex hull of the points a0, b0, c0 and d0 (i.e. the
convex combinations of these points) represent feasible input–output combinations
in period 0.

The free disposal convex hull is the set of points bounded by the horizontal
axis and the broken line e0b0c0d0—extension. Under VRS, all points in this region
represent feasible input–output combinations in period 0, although under constant
returns to scale (CRS) all radial expansion and (non-negative) contraction of fea-
sible input–output bundles are also feasible, thus the CRS production possibility
set in period 0 is the cone formed by the horizontal axis and the ray or0 through
the point c0.

The VRS frontier in period 1 is the broken line e1b1c1d1—extension and the CRS
frontier is the ray or1 through the point c1. Define the production possibility set as
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St = {(x, y): y can be produced from x ∈ period t} (4)

The output distance function1 is

Dt (x, y) = min θ :
(
x,

1

θ
y

)
∈ St (5)

In period 0, the maximum producible output from input ox0 is t0x0 under the VRS
assumption. Thus, the distance functions are

D0
V (x0, y0) = a0x0

t0x0
and Do

V (x1, y1) = a1x1
t1x1

, in period 0
The productivity index for DMU ‘a’ is

∏

a0

=
a1x1
ox1
a0x0
ox0

=
a1x1
p1x1

.
p1x1
ox1

a0x0
p0x0

.
p0x0
ox0

= D0
c (x1, y1)

D0
c (x0, y0)

(6)

Analogously,

∏

a1

=
a1x1
ox1
a0x0
ox0

= D1
c (x1, y1)

D1
c (x0, y0)

(7)

According to Färe et al. (1994) for any reference technology, the distance functions
can be calculated. But the problem is that the productivity index is given by the ratio
of the CRS distance functions even if the technology was not characterized by CRS.
With explicit assumption of VRS, comparing CRS and VRS frontiers in period 0, we
get both t0 and t1 are points on the production frontier, (both are technically efficient),
and the average productivity at t0 is higher than that of t1. The point of the highest
average productivity along the VRS frontier in period 0 is c0, whereas along the CRS
frontier, that remains constant. The point of the highest average productivity along
the VRS frontier is called the most productive scale size (MPSS). At theMPSS, CRS
and VRS frontiers coincide (Banker et al. 1984). Notably, the average productivity at
the MPSS of the VRS frontier (point c0) is equal to the constant average productivity
at any point on the CRS frontier (say, p0 or p1). The scale efficiency at any point on
the frontier is measured by the ratio of the average productivity at that point to the
average productivity at the MPSS.

Thus,

SE0(x0, y0) = AP(t0)

AP(c0)
= t0x0

p0x0
= D0

c (x0, y0)

D0
v (x0, y0)

(8)

Also,

1Let the production possibility set: T= {(x, y): x can produce y}. Let (x, y) be any input–output
bundle, (not necessarily feasible), then the output-oriented distance function is. D(x, y) = min θ :(
x, 1

θ
y
) ∈ T . Thus, (x, y) ∈ T implies D(x, y) ≤1.
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SE0(x1, y1) = AP(t1)

AP(c0)
= D0

c (x1, y1)

D0
v (x1, y1)

(9)

Now Eq. (6) can be written as

∏

a0

=
D0

v (x1, y1) · D0
c (x1,y1)

D0
v (x1,y1)

D0
v (x0, y0) · D0

c (x0,y0)
D0

v (x0,y0)

= D0
v (x1, y1)

D0
v (x0, y0)

· SE
0(x1, y1)

SE0(x0, y0)
(10)

In a perfectly analogous manner,

∏

a1

= D1
v (x1, y1)

D1
v (x0, y0)

· SE
1(x1, y1)

SE1(x0, y0)
(11)

Now, the MPI can be decomposed, as done by Ray and Desli (1997), in the
following manner. The expression is,

∏

a
=

(
∏

a0

·
∏

a1

) 1
2

=
[
D0
v (x1, y1)

D0
v (x0, y0)

· SE
0(x1, y1)

SE0(x0, y0)
× D1

v (x1, y1)

D1
v (x0, y0)

· SE1(x1, y1)

SE1(x0, y0)

] 1
2

=
[
D0
v (x1, y1)

D0
v (x0, y0)

· D1
v (x1, y1)

D1
v (x0, y0)

] 1
2

×
[
SE0(x1, y1)

SE0(x0, y0)
· SE1(x1, y1)

SE1(x0, y0)

] 1
2

= D1
v (x1, y1)

D0
v (x0, y0)

×
[
D0
v (x0, y0)

D1
v (x0, y0)

· D0
v (x1, y1)

D1
v (x1, y1)

] 1
2

×
[
SE0(x1, y1)

SE0(x0, y0)
· SE1(x1, y1)

SE1(x0, y0)

] 1
2

= peffch. techch.sch (12)

where,
peffch = D1

v (x1,y1)
D0

v (x0,y0)
measures pure technical efficiency change,

sch =
[
SE0(x1,y1)
SE0(x0,y0)

.
SE1(x1,y1)
SE1(x0,y0)

] 1
2
measures change in scale efficiency, and

techch =
[
D0

v (x0,y0)
D1

v (x0,y0)
· D0

v (x1,y1)
D1

v (x1,y1)

] 1
2
measures technical change,2 which is the geometric

mean of the shift in the production function at x0 and x1.
FGNZ 1994 showed a similar decomposition. But there exists some inconsistency

in their method of analysis. The technical change factor, according to FGNZ 1994, is
the geometric mean of the shift in the pseudo production function3 and not of actual
production function (Ray and Desli 1997).

2The terminologies peffch, techchandsch are borrowed from FGNZ 1994.
3Let 1-input 1-output technology be represented by the production function y = f (x).
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3.2 Non-parametric Methodology

The decomposition of MPI into technical change, technical efficiency change and
scale efficiency change can be applied in practical sense if the reference technol-
ogy set is constructed from sample data in the following way—let, ytj and xtj
represent the output and input vectors, respectively, of firm j (j = 1, 2, 3, …,
N) in period t. Following Varian (1984), an inner approximation to the under-
lying production possibility set in period t will be St = [(x, y) : ∑N

j=1 λ j x tj ≤
x;∑N

j=1 λ j ytj ≥ y;∑
λ j = 1; λ j ≥ 0 ( j = 1, 2, 3 . . . , N )].

To be noted here that, by assumption, any observed input–output bundle(
x j
t , y

j
t

)
is feasible in period t. By the convexity assumption, any input–output

pair (x̄, ȳ) satisfying x̄ = ∑N
j=1 λ j x tj , ȳ = ∑N

j=1 λ j ytj ,
∑N

j=1 λ j = 1, λ j ≥
0, ( j = 1, 2, 3 . . . , N ) is also feasible, and by the free disposability assumption,
any x ≥ x̄ corresponds ȳ.

Hence, x can also produce y if y ≤ ȳ.
The output-oriented distance function under VRS is obtained as Dt

v

(
xik, y

i
k

) = 1
�∗ ,

where �∗ = max� subject to
∑N

j=1 λ j y
j
t ≥ �ytk;

∑N
j=1 λ j x

j
t ≤ xtk;

∑N
j=1 λ j =

1; λ j ≥ 0, ( j = 1, 2, 3 . . . N ) The own-period distance functions can be found
for t = k, while t �= k will define the cross-period distance functions.

The present paper considers two outputs, viz. (i) net enrolment ratio and (ii)
percentage of students passed with 60% in the examination. This variable measures
achievement of quality output. The inputs used are: (i) number of schools per lakh
population, (ii) teacher–pupil ratio in the school, (iii) classroom–student ratio in
the school, (iv) percentage of teachers with qualification graduate and above in the
schools. This variable measures quality of the teacher input.

The included General Category States are Andhra Pradesh (AP), Bihar (BI),
Chhattisgarh, Goa, Gujarat (GU), Haryana (HA), Jharkhand, Karnataka (KA), Ker-
ala (KE), Madhya Pradesh, Maharashtra (MH), Orissa (OR), Punjab (PU), Rajasthan
(RA), Tamil Nadu (TN), Uttar Pradesh (UP) and West Bengal (WB). The included
Special Category andUnionTerritories areAndaman andNicobar Islands,Arunachal
Pradesh,Assam,Chandigarh,Dadra&NagarHaveli, Daman&Diu,Delhi,Himachal
Pradesh, Jammu & Kashmir, Lakshadweep, Manipur, Meghalaya, Mizoram, Naga-
land, Puducherry, Sikkim, Tripura and Uttarakhand. The period of analysis is
2005–06 to 2014–15.

After obtaining productivity score, a second-stage panel regression is resorted to
find out the important factors responsible for enhancing growth prospects.

Average productivity of x = f (x)
x . Let it be maximized at x = x∗ where, f ′(x) = f (x)

x . Taking
f ′(x∗) = w, the pseudo production function be defined as R(x) = wx which exhibits CRS and is a
ray through the origin.

GCS_p.
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3.3 The Determinants of Productivity Score

The factors used to explain the variation of productivity score are the following:

(a) Unfavourable or Poor Infrastructure: to investigate whether poor infrastruc-
ture negatively affects productivity score considering the effects of the following
variables, namely (i) proportions of schoolswithout building (SWB), (ii) propor-
tions of schools having no pucca building (NPB), (iii) proportion of classrooms
in ‘bad’ condition in the schools (CBC), (iv) proportion of single teacher in
school (SNTS), (v) proportion of para teachers in the school (PTS), propor-
tion of schools with no drinking water (NDW). The variable para teachers are
included because due to lack of sufficient number of full-time teachers many
schools employ a significant number of para teachers and the basic question is
whether the para teachers play any significant role in promoting TFPG?

(b) Favourable Infrastructure: to see whether the existence of favourable infras-
tructure positively affects TFPG comprising of the variables, namely (i) per-
centage of schools with common toilet (CT) and (ii) percentage of schools with
girls toilet (GT).

(c) Social Indicators: to determinewhethermore inclusion of the backward classes
into the system increases TFPG taking into account the effects of the following
variables, namely (i) proportion of SC teacher to total teacher in the schools
(SCT), (ii) proportion of ST teacher to total teacher (STT), (iii) proportion of
SC enrolment (SCEN), (iv) proportion of ST enrolment (STEN), (v) proportion
of female teachers to male teachers (FT) and (vi) proportion of girls enrolment
to boys (GEN).

(d) Policy Variables: to investigate whether provision of more public facilities
increase productivity score including the effects of the following variables like
(i) proportion of students getting free textbooks in the schools (FTB), (ii) propor-
tion of girls getting free textbooks to boys (GFTB), (iii) proportion of girls get-
ting free stationary to boys (GFST), (iv) proportion of schools received School
Development Grant (SDG) and (v) proportion of schools received Teaching
Learning Material Grant (TLMG).

(e) Macro-indicators: to find out whether general economic environment of the
state has something to do with its TFPG considering the impacts of inequality
in distribution of income, i.e. Gini coefficient (GINI), the number of persons
belonging to below poverty line (BPL), density of population (POPDEN) and
the per capita net state development product of the districts (PCNSDP).

In the second-stage panel regression generated productivity score will be taken
as a dependent variable and the above indicators as explanatory variables. Since the
basic interest is to find out the impact of the individual explanatory variables, the
panel regression with composite index for each of the used broad indicators like poor
infrastructure and social indicators has not been tried out. It is possible that some of
the individual variables may be significant while the others are not and the use of a
composite index cannot differentiate between these possibilities.
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3.4 Data Sources

This study considers secondary data from collected from ‘DISE Statistics (Elemen-
tary Education; State Report Cards)’, for the successive years: 2005–06 to 2014–15.
This information is based on District Information System for Education (DISE) dis-
trict raw data which was developed by the National University of Educational Plan-
ning and Administration (NUEPA). The data for the net per capita state domestic
product has been collected from Ministry of Statistics and Programme Implementa-
tion (MOSPI), Government of India, while Gini coefficient data are collected from
the Planning Commission and the Office of the Registrar General and Census Com-
missioner. The data for number of persons belonging to below poverty line has been
taken from the statistics released by Ministry of Food and Consumer Affairs, Gov-
ernment of India. The data for per capita net state domestic product is collected from
National Accounts Statistics.

4 Empirical Findings

4.1 Results of Estimation on Total Factor Productivity
Growth

Themean value of the productivity index as generated for all the years taken together
both for GCS and SCS&UT categories of the states separately and for primary and
upper primary level is presented in Table 1. The results suggest that for GCS, MPI is
higher for primary level education as compared to upper primary level. For SCS&UT,
MPI is higher for upper primary level, as compared to primary. Tables 2, 3, 4 and
5 report the generated values of productivity index for each of the sample period
2005–06 to 2014–15 for CGS and SCS and for primary and upper primary level
separately. Tables 2, 3, 4 and 5 also report the yearwise mean of MPI and the grand
mean of MPI for all the years taken together for each of the cases GCS primary and
upper primary, SCS&UT primary and upper primary, respectively.

Table 1 Average level of
MPI of elementary education
in India

Level Categories

GCS SCS&UT

Primary 1.186 1.086

Upper primary 1.2299 1.2585
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4.2 Decomposition of the Productivity Score

The generated value ofMPI is decomposed into technical change, technical efficiency
change and scale change following the method as discussed above.

The yearwise average values of each of the changes taking into account all
GCS, SCS&UT separately and for primary and upper primary level are presented in
Tables 6, 7, 8 and 9.

The results of the decomposition suggest that on average productivity changes are
mainly driven by technical changes and efficiency changes. The same result holds
for primary and upper primary and for GCS and SCS&UT.

Table 6 Yearwise decomposition of total factor productivity change into efficiency change, tech-
nical change and scale change: GCS primary (Average of all states)

Year Efficiency change Technical change Scale change Total factor
productivity change

2006–07 0.7948 1.1881 0.8647 0.9442

2007–08 1.0536 0.9075 1.0082 0.9556

2008–09 0.7445 1.2351 0.7709 0.8642

2009–10 4.1778 0.7729 2.0929 3.0623

2010–11 0.9661 0.9952 0.9561 0.9617

2011–12 0.9942 1.0508 1.0095 1.0413

2012–13 1.0482 0.9722 1.0061 1.0268

2013–14 0.9571 1.0838 0.9655 1.0498

2014–15 0.9932 1.0339 1.0035 1.0250

Table 7 Yearwise decomposition of total factor productivity change into efficiency change, tech-
nical change and scale change: GCS upper primary (Average of all states)

Year Efficiency change Technical change Scale change Total factor
productivity change

2006–07 0.8560 1.1871 0.9516 1.0026

2007–08 1.0449 1.0201 1.0348 1.0637

2008–09 1.1401 1.5548 1.0475 1.7429

2009–10 1.0294 0.6429 1.0131 0.6534

2010–11 1.0147 0.8343 1.0016 0.8395

2011–12 1.0001 1.0256 0.9902 1.0255

2012–13 1.0325 1.0984 0.9512 1.1406

2013–14 0.9151 1.1331 0.9651 1.0414

2014–15 0.9519 1.1167 0.9778 1.0626
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Table 8 Yearwise decomposition of total factor productivity change into efficiency change, tech-
nical change and scale change: SCS&UT primary (Average of all states)

Year Efficiency change Technical change Scale change Total factor
productivity change

2006–07 0.9145 1.0259 0.9173 0.9478

2007–08 1.2371 0.8537 1.1792 0.9982

2008–09 0.8269 1.0774 0.9290 0.9018

2009–10 1.3404 1.0931 1.0222 1.5299

2010–11 1.1652 1.0617 1.0063 1.2741

2011–12 0.9899 1.0302 0.9903 1.0183

2012–13 1.0533 0.8691 1.0487 0.9077

2013–14 0.9884 0.9223 1.0119 0.9115

2014–15 0.9669 1.1785 0.9784 1.1411

Table 9 Yearwise decomposition of total factor productivity change into efficiency change, tech-
nical change and scale change: SCS&UT upper primary (Average of all states)

Year Efficiency change Technical change Scale change Total factor
productivity change

2006–07 0.8842 1.4163 0.9104 1.1468

2007–08 1.5228 0.5952 1.3279 0.9322

2008–09 0.7720 3.1492 0.7906 3.0177

2009–10 1.5877 0.3577 1.5475 0.5771

2010–11 1.2968 0.6780 1.2758 0.7914

2011–12 1.0058 0.9983 1.0041 1.0057

2012–13 0.9616 1.1220 0.9131 1.0731

2013–14 1.0358 0.9211 1.0092 0.9441

2014–15 0.9891 1.3163 0.9899 1.3239

4.3 Analysis of the Determinants of Total Factor Productivity
Growth

To test for appropriateness of the assumption of fixed effect vis. a vis. the random
effect model, Haussmann’s specification test is performed for each of the regressions
which strongly rejects the assumption of fixed effectmodel in favour of random effect
model. The results of estimation are presented in Tables 10, 11, 12 and 13. The tables
also report Haussmann test results for each of the cases.

The four panels consist ofMPI for each of the 17GCS states for primary and upper
primary levels and also for 18 SCS&UT states for primary and upper primary levels,
over the period 2005–06 to 2014–2015. Different regressions are tried out and not all
the explanatory variables are significant. The best-fitted model is reported containing



Total Factor Productivity Growth of Elementary Education … 409

Table 10 Significant
variables influencing MPI of
GCS primary

Variables Coefficients P-value Goodness of fit of
model

CBC −0.0515 0.0000 Adjusted R-square
0.7428SNTS −0.1316 0.0222

PTS 0.0085 0.0000

NDW −0.0198 0.0000

GFST 0.0024 0.0000

TLMG 0.0012 0.0090

SWB*SNTS −0.0566 0.0249

Redundant fixed effects tests

Statistic Prob.

Cross-section F 0.491079 0.9484

Table 11 Significant
variables influencing MPI of
GCS upper primary

Variables Coefficients p-value Goodness of fit of model

SWS −0.0191 0.0000 Adjusted R-square
0.3426CBC −0.0128 0.0473

SDG 0.0132 0.0062

PCNSDP 0.0012 0.0075

Redundant fixed effects tests

Statistic Prob.

Cross-section F 0.394094 0.9823

Table 12 Significant
variables influencing MPI of
SCS&UT primary

Variables Coefficients p-value Goodness of fit of
model

GFST 0.0006 0.0070 Adjusted R-square
0.4225NDW −0.0558 0.0112

SWB*SNTS −0.0039 0.0000

Redundant fixed effects tests

Statistic Prob.

Cross-section F 1.360164 0.1633

only the significant explanatory variables. While doing the regression, one needs to
check the possibility of the possible correlation among the explanatory variables. The
correlation matrix of the significant explanatory variables is reported for each of the
panel regression. The correlationmatrix of the significant explanatory variables GCS
primary, GCS upper primary, SCS&UT primary, SCS&UT upper primary is reported
in Tables 14, 15, 16 and 17, respectively. As can be seen from the reported figures, the
correlation between the significant explanatory variables is either not significant or
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Table 13 Significant variables influencing MPI of SCS&UT upper primary

Variables Coefficients p-value Goodness of fit of model

SDG 0.0062 0.0003 Adjusted R-square
0.3710SWB −0.0017 0.0002

SWB*SNTS −0.00043 0.0003

Redundant fixed effects tests

Statistic Prob.

Cross-section F 0.723219 0.7758

Table 14 Correlation matrix of the significant variables influencing MPI of GCS primary

TLMG GFST PTS CBC SNTC SWB NDW

TLMG Pearson
correlation

1 0.326** −0.108 0.137 0.024 0.133 0.226**

Sig.
(2-tailed)

0.000 0.161 0.075 0.751 0.084 0.003

GFST Pearson
correlation

0.326** 1 −0.068 0.367** −0.048 0.514** 0.406**

Sig.
(2-tailed)

0.000 0.381 0.000 0.537 0.000 0.000

PTS Pearson
correlation

−0.108 −0.068 1 −0.021 0.035 0.268** 0.222**

Sig.
(2-tailed)

0.161 0.381 0.789 0.646 0.000 0.004

CBC Pearson
correlation

0.137 0.367** −0.021 1 0.004 0.419** 0.365**

Sig.
(2-tailed)

0.075 0.000 0.789 0.959 0.000 0.000

SNTC Pearson
correlation

0.024 −0.048 0.035 0.004 1 0.015 0.198**

Sig.
(2-tailed)

0.751 0.537 0.646 0.959 0.849 0.010

SWB Pearson
correlation

0.133 0.514** 0.268** 0.419** 0.015 1 0.582**

Sig.
(2-tailed)

0.084 0.000 0.000 0.000 0.849 0.000

NDW Pearson
correlation

0.226** 0.406** 0.222** 0.365** 0.198** 0.582** 1

Sig.
(2-tailed)

0.003 0.000 0.004 0.000 0.010 0.000

**Correlation is significant at the 0.01 level (2-tailed)
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Table 15 Correlation matrix of the significant variables influencing MPI of GCS upper primary

SWB CBC SDG PCNSDP

SWB Pearson correlation 1 −0.020 −0.208** −0.051

Sig. (2-tailed) 0.797 0.007 0.510

CBC Pearson correlation −0.020 1 0.420** −0.003

Sig. (2-tailed) 0.797 0.000 0.965

SDG Pearson correlation −0.208** 0.420** 1 −0.069

Sig. (2-tailed) 0.007 0.000 0.369

PCNSDP Pearson correlation −0.051 −0.003 −0.069 1

Sig. (2-tailed) 0.510 0.965 0.369

**Correlation is significant at the 0.01 level (2-tailed)

Table 16 Correlation matrix of the significant variables influencing MPI of SCS&UT primary

GFST NDW SWB SNTS

GFST Pearson correlation 1 0.071 0.351** −0.008

Sig. (2-tailed) 0.341 0.000 0.915

NDW Pearson correlation 0.071 1 0.120 0.376**

Sig. (2-tailed) 0.341 0.108 0.000

SWB Pearson correlation 0.351** 0.120 1 0.182*

Sig. (2-tailed) 0.000 0.108 0.014

SNTS Pearson correlation −0.008 0.376** 0.182* 1

Sig. (2-tailed) 0.915 0.000 0.014

*Correlation is significant at the 0.05 level (2-tailed)
**Correlation is significant at the 0.01 level (2-tailed)

Table 17 Correlationmatrix of the significant variables influencingMPIofSCS&UTupper primary

SDG SWB SNTS

SDG Pearson correlation 1 −0.095 −0.044

Sig. (2-tailed) 0.203 0.560

SWB Pearson correlation −0.095 1 0.127

Sig. (2-tailed) 0.203 0.089

SNTS Pearson correlation −0.044 0.127 1

Sig. (2-tailed) 0.560 0.089
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if significant is not very strong. However, in this context, it is worthwhile to mention
one important result; the extensiveMonte Carlo Simulation reveals that a DEA-based
procedure in the first stage followed by regression analysis in the second-stage yield
consistent estimators of the impact of contextual variables if the contextual variables,
affecting productivity, are independent of the input variables (although they may be
correlated with each other). Additionally, two-stage DEA-based methods with OLS
in the second stage significantly outperform the parametric methods (Banker and
Natarajan 2008).

Results of panel regression suggest that infrastructural variables, policy variables,
school-specific variables and also the state-level macro-aggregates are important in
explaining MPI.

The estimated results for GCS primary level suggest that MPI is positively influ-
enced by the policy variables like proportion of schools receiving teaching learning
material grant (TLMG), ratio of girls getting free stationary to boys (GFST), the
number of para teachers in schools (PTS) and negatively influenced by the poor
infrastructural variable like proportion of classroom in bad condition (CBC), pro-
portion of single-teacher school (SNTS), proportion of school without no drinking
water (NDW) and the combined effect of proportion of schools without building
(SWB), and proportion of single-teacher school (SNTS). The result that the TFPG
negatively depends on the combined influence of proportion of school without build-
ing and the proportion of single-teacher school basically implies that the effect of a
change in the proportion of single-teacher school on TFPG will depend on the mag-
nitude of the proportion of school without building. Similarly, the effect of a change
in the proportion of school without building on TFPG will depend on the magnitude
of the proportion of single-teacher school.

The results of estimation for GCS upper primary level suggest that MPI is posi-
tively influenced by the policy variables like proportion of schools receiving school
development grant (SDG), the macro-indicator like per capita net state domestic
product (PCNSDP), and negatively influenced by the poor infrastructural variables
like proportion of classroom in bad condition (CBC) and the proportion of schools
without building (SWB).

The estimated results for SCS&UT primary level suggest that MPI is positively
influenced by the policy variables like proportion of girls getting free stationary to
boys (GFST) and negatively influenced by the poor infrastructural variables; like
proportion of school without no drinking water (NDW) and the combined effect
of proportion of schools without building (SWB) and proportion of single-teacher
school (SNTS).

The results of estimation for SCS&UT upper primary level suggest that MPI is
positively influenced by the policy variables like proportion of schools receiving
school development grant (SDG). MPI is negatively influenced by the poor infras-
tructural variables like proportion of schools without building (SWB) and by the
combined influence of proportion of schools without building (SWB) and propor-
tion of single-teacher school (SNTS). The effect of joint interaction variables for
SCS&UT primary and upper primary level can similarly be interpreted as in the case
of GCS primary.



Total Factor Productivity Growth of Elementary Education … 413

5 Conclusions

The main thrust of the paper is to find out the extent of total factor productivity
growth (TFPG) of elementary education in India during 2005–06 to 2014–15. TFPG
is estimated separately for primary and upper primary level of education. The major
departure of this paper from the existing literature is its approach in estimating TFPG
by constructing two frontiers (i) General Category States (GCS) and (ii) Special Cat-
egory States (SCS) and Union Territories (UT) as these groups are not homogeneous
and operate under different fiscal and social environment. TFPG is measured by
MPI and is generated by using non-parametric data envelopment analysis (DEA).
The obtained results support that for GCS, MPI is higher for primary level of educa-
tion as compared to upper primary level. But for SCS&UT, MPI is higher for upper
primary level as compared to primary. TFPG is decomposed into technical change,
efficiency change and scale efficiency change. The decomposition results suggest
that TFPG has mainly been facilitated by technical change and efficiency.

After generatingMPI score, a second-stage panel regression is resorted to, for find-
ing out determinants ofMPI using random effect panel model as supported byHauss-
mann’s specification test. The results of panel regression suggest that poor infras-
tructural variables, school-specific variable, policy variables and macro-aggregate
significantly affect MPI. The poor infrastructural variables which negatively and sig-
nificantly affect TFPG are: (i) proportion of classrooms in bad condition (for GCS
primary and upper primary level), (ii) proportion of schools without building (for
GCS upper primary and SCS&UT upper primary level), (iii) proportion of schools
without drinking water (for GCS primary and SCS&UT primary level). Apart from
the individual effect of these poor infrastructural variables, there is some interaction
effect of the proportion of schools without building and the proportion of single-
teacher school (GCS primary, SCS&UT primary and upper primary) implying that
sensitivity of TFPG with respect to proportion of single-teacher school depends on
the magnitude of the proportion of schools without building. The policy variables
which positively and significantly affect TFPGare: (i) proportion of schools receiving
teaching learning material grant (for GCS upper primary and SCS&UT upper pri-
mary level), (ii) girls getting free stationary to boys (for GCS primary and SCS&UT
upper primary level), (iii) proportion of school receiving school development grant
(for GCS upper primary and SCS&UT upper primary level). TFPG also depends on
the school-specific variables like the proportion of para teachers in total number of
teachers (for GCS primary level) and also on the macroeconomic aggregate like per
capita net state domestic product (for GCS primary level).

The results of the analysis support the role of the government in promoting TFPG.
For example, the government can increase TFPG by providing school development
grant, teaching learning material grants to schools. The incentive by the government
to the girl students by providing more freer stationary as compared to boys will also
promote productivity. For developing country like India, since government operates
under many financial constraints, it is not always possible for the government to
provide adequate infrastructure to schools. As a result, many schools have to oper-
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ate with extremely poor infrastructure like: some schools operate without building;
some schools have poor condition of classrooms; some schools run only with a single
classroom; some schools have just a single teacher and the like. The analyses of the
present paper suggest that there is a negative relationship between TFPG and the
poor infrastructural variables as mentioned above. Thus, in order to promote TFPG,
there is also a need to improve the infrastructural facilities of the school like con-
dition of classrooms, providing school building, providing drinking water facilities.
There is also a need to provide more number of permanent teachers to school, as
some of the schools operate with the basis of single teacher and there is a negative
relationship between single-teacher school and TFPG. Further, there is also negative
joint interaction effect of proportion of single-teacher school and the proportion of
school without building on TFPG. The TFPG also depends on the school-specific
variables like number of para teachers. The need to employ more number of perma-
nent teachers can also be justified by the fact that in the absence of sufficient number
of teachers, the schools have to employ para teachers and the para teachers positively
and significantly promote TFPG. The result that the TFPG negatively depends on the
combined influence of proportion of school without building and the proportion of
single-teacher school basically implies that the effect of a change in the proportion
of single-teacher school on TFPG will depend on the magnitude of the proportion of
school without building. This result in turn implies that increase in either the number
of teachers or increase in number of school buildings separately and independently
will not be sufficient for increase in TFPG. The effect of an increase in number of
reduction in the proportion of single-teacher school on TFPG will properly be felt
if the government simultaneously give more attention for the preparation of school
building as well.

Since TFPG of GCS primary level depends positively on per capita net state
domestic product, any suitable policy by the government which can promote per
capita net state domestic product will in turn enhance TFPG of GCS primary level.
The estimated results suggest that the factors influencing TFPG varies between GCS
and SCS&UT and this result is true both for primary and upper primary level of
education which in turn strengthen the argument for creating two separate frontiers
for the two groups of states.

There are some limitations of this study. The quality of the delivery of teaching
services will also depend on teacher’s absenteeism, which has been a major issue
nowadays. Teacher’s absenteeism basically led to efficiency and productivity dif-
ference between private and public school. In order to get the figures on Teacher’s
absenteeism, one needs to have primary survey data. Further, it is true that perfor-
mance of the student will also depend on opportunity cost of going to school, which
will basically depend on the socio-economic condition of the household. Since this
study is based on state-level secondary data, general condition of learning that the
student face outside the school is captured by general economics condition of the
state, i.e. per capita state net domestic product of the state and inequality in the dis-
tribution of income prevailing in the state and the number of population lying below
the poverty line. For collection of household’s socio-economic data like household
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income and parent’s education, it is necessary to collect primary survey data, which
may be one future direction of research.
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Gulf War Syndrome: The Plight of War
Veterans

Kajal Lahiri and Hua Lin

Abstract The 2001 National Survey of Veterans, conducted ten years after the end
of the Gulf War, provides invaluable information on the longtime chronic health
effects of the war. Using the semi-parametric generalized additive model to control
for different age distributions in our study subpopulations, we find that it is not
the Gulf War deployment or combat per se, but the exposure to toxic chemicals
that is the root cause of the myriad of health problems faced by many Gulf War
veterans. The simultaneous presence of multiple ailments for these veterans, known
as Gulf War syndrome, is also confirmed. Our study provides important additional
evidence on the complexity in identifying the genuine health problems faced by the
Gulf War veterans that came from widely varying socioeconomic backgrounds. The
methodology developed in this paper can be used to identify the presence of, not one
but, multiple morbidities due to the simultaneous presence of a number of health
problems in other war veterans.

Keywords Gulf War veterans · Generalized additive model · Chemical exposure

JEL Classification I12 · I18 · C49

1 Introduction

The past twenty-five years havewitnessed a compelling story of suffering by veterans
who served in the 1990–1991 Persian Gulf War.

1
The conditions affecting Gulf War

veterans, like many wars around the globe, appear to be complex, involving diverse

1For instance, the labor force participation rate for the disabled Gulf War veterans is only around
77.8% in 2009. See Bureau of Labor Statistics (2009).
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debilitating symptoms associated with multiple organs and physiological systems.
The traditional scientific consensus in the years immediately following the war was
that psychiatric illness, combat experience, or other deployment-related stressors
are the likely reasons for the Gulf War ailments. However, many observers were
unconvinced that wartime stress could adequately explain the symptoms of the Gulf
War veterans. This is because the war only had four days of ground combat and most
of the veteranswere never in the combat area. TheUSDepartment ofVeteransAffairs
(VA) has been under increasing pressure from the veteran groups to de-emphasize the
view that stress and traumawere chief drivers ofGulfWar illness. TheUSgovernment
passed a law in 1998 to conduct an extensive research on Gulf War symptoms. In
accordance with this law, Congress and the VA established the Research Advisory
Committee onGulfWarVeterans’ Illnesses in 2002. One of the prominent findings of
this federal panel is a conclusion, based on recent epidemiologic studies, that there is a
“probable link” between toxic chemical exposure such as sarin gas and themysterious
ailments that continues to inflict the surviving Gulf War veterans. This conclusion
departs from the past official consensus that stress is the possible explanation for Gulf
War illnesses. The proponents of the stress theory maintain that it is too early to rule
out any specific cause since it is difficult to determine which troops were exposed
to what chemicals. Despite recent advances in their understanding of the long-term
effect of some of these chemicals, the federal panel concluded that their finding is
inconclusive due to the lack of objective government data on Gulf War veterans.
They recommended that government should give priority to research studies capable
of “making full use of existing federal data resources related to Gulf War veterans’
health and military service,” and that there is an “urgent need” for additional studies
to “reevaluate the association of combinations of neurotoxic exposures with chronic
illness inGulfWar veterans.”Due to the obvious relevance of theGulfWar experience
to recent Iraq and Afghanistan wars, future deployments, and homeland security, the
report also recommended that the VA invest at least $60 million over the next few
years for additional GulfWar illness research. Because of the limitations in the scope
of previous research and the lack of effective follow-up study on long-term chronic
health problem for Gulf War veterans, the etiologic basis and clinical significance of
Gulf War veterans remain unclear.

The 2001 National Survey of Veterans (NSV 2001), the latest comprehensive
national survey of veterans, deserves special attention. It provides rich information
on Gulf War veterans’ health and socioeconomic status, 10 years after the war. Since
most studies on GulfWar veterans are based on data collected in the 1990s, this 2001
veteran’s data will extend previous research to reveal the longtime potential effects
of GulfWar. Quite surprisingly, a preliminary analysis of theNSV 2001 data revealed
that the Gulf War veterans are systematically better in self-reported health status and
in terms of the incidence of typical Gulf War-related ailments than the non-Gulf
War veterans are. However, the age distribution and the socioeconomic status of
the two groups are quite different. Thus, unless the effects of these confounders are
appropriately and adequately controlled for, the true health effects of the Gulf War
deployment cannot be delineated.
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The analysis presented here utilizes a semi-parametric estimation approach to
unravel the complexity of Gulf War veterans’ health problems using a very compre-
hensive nationally representative data on all veterans. We study if the veterans who
were deployed in the Gulf War have significantly more health problems than other
veterans, and whether chemical exposure can be a reason for the typical Gulf War
symptoms.

Our study contributes to the existing literature in two ways: We provide epidemi-
ological evidence on the prevalence and nature of Gulf War illnesses. Methodologi-
cally, we use generalized additive model (GAM) to control for the age heterogeneity
in our national sample of all veterans that would otherwise confound the true effect
of chemical exposure on the Gulf War veterans.

2 Study Motivation and the Data

2.1 The National Survey of Veterans

NSV 2001 is the fifth in a series of comprehensive nationwide surveys designed
to investigate the demographic profile of US veterans and to help the Department
of Veterans Affairs (VA) to plan its future programs and services for veterans. Data
collection began on February 12, 2001, and ended on November 12, 2001.2 A total of
19,961 interviews enter our analysis, consisting of 2267 GulfWar veterans (11.36%)
and 17,694 non-Gulf War veterans (88.64%).

2.2 Early Surprise: Preliminary Results from the Survey Data

The main objective of our study is to evaluate the health status of Gulf War veterans
and compare themwith non-GulfWar veterans. Table 1 provides percent distribution
of self-reported health status reported by veterans from our data. Surprisingly, more
Gulf War veterans evaluated their health status as “excellent” (15.70% vs. 12.13%),
“very good” (28.28 vs. 22.32), and “good” (31.27 vs. 28.72) than non-Gulf War vet-
erans. Much lower percent of Gulf War veterans report poor health compared with
other veterans. The p-value for χ2 test is less than 0.0001, indicating a very signif-
icant difference between these two groups. Furthermore, for the typical Gulf War
syndromes (viz. gastrointestinal, depression, fatigue, chronic pain, ENT, and con-
centration problems), Fig. 1 indicates that the percentage of Gulf War veterans who
have multisymptoms is almost the same as non-Gulf War veterans (39.35 vs. 38.32).
For typical Gulf War symptoms, especially depression, fatigue, and concentration

2The next NSV was released on 2010, which did not collect all the information collected in NSV
2001 for the purpose of this study. Also, many of the serious sufferers of the 1990–1991 Gulf War
would have died by 2010, creating a serious attrition problem.
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Table 1 Distribution of
general health status by
veterans*

Self-evaluated
health status

Gulf War veterans
(n = 2267)

Non-Gulf War
veterans (n =
17,694)

Excellent 15.70 12.13

Very good 28.28 22.32

Good 31.27 28.72

Fair 18.31 20.19

Poor 6.18 12.72

*The hypothesis of independence of deployment status and per-
ceived health status is rejected at 5% level of significance, χ2 =
215.0868 (p < 0.0001)

Fig. 1 US Gulf War
veterans reporting typical
symptoms (%)
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problems, Gulf War veterans are significantly less likely to develop these ailments
(Table 2). The better health status of Gulf War veterans is further confirmed by
the comparison of common medical problems such as cancer, high blood pressure,
diabetes, stroke, heart disease, and arthritis. In addition, Table 3 shows that Gulf
War veterans have smaller possibility to have all of these common medical prob-
lems, including PTSD, one of the main contributing factors for Gulf War illnesses
supported by some researchers.

As a first look, these results from the 2001 survey contradict the previous findings
on the relative health status of Gulf War veterans and raise an essential question:
“Are Gulf War veterans truly more ill compared with other veterans?” The question
merits a deeper look into the data.
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Table 2 Gulf War veterans
reporting typical Gulf War
syndromes (%)

Gulf War
veterans

Non-Gulf
veterans

p-value

Fatigue 39.13 45.24 <0.0001

Depression 23.95 26.40 0.0125

Difficulty
concentrating

14.16 16.92 0.0009

Gastrointestinal
problem

19.14 17.33 0.0323

ENT problem 20.56 15.51 <0.0001

Chronic pain 25.89 21.62 <0.0001

Table 3 Prevalence rate (%)
of US Gulf War veterans
reporting common medical
problems

Gulf War
veterans

Non-Gulf
veterans

p-value

Diabetes 3.75 14.98 <0.0001

Kidney
problem

8.43 14.41 <0.0001

Stroke 0.79 4.33 <0.0001

Heart disease 7.41 21.36 <0.0001

Cancer 2.78 9.67 <0.0001

High blood
pressure

18.00 42.11 <0.0001

Lung problem 7.85 12.63 <0.0001

Arthritis 23.82 34.71 <0.0001

Liver 2.16 2.45 0.2058

PTSD 6.79 7.31 0.3605

2.3 Characteristics of 2001 NSV Data

The survey of Gulf War veterans within 10 years of deployment gives us an opportu-
nity to study their health when they are alive and suffering. Unlike previous research
on the Gulf War veterans, NSV 2001 is a comprehensive survey and is aimed at pro-
viding an overall look at all veterans’ health problems in their socioeconomic context.
However, it is not specially designed for studying Gulf War illnesses. Therefore, for
finding the true effects of Gulf War deployment using this survey, we have to control
for potential confounders like the age distributions of the respective subpopulations.
Previous studies on GulfWar veterans were based on data concentrating on GulfWar
veterans and considered possible confounding effects during data collection design.
For example, Kang et al. (2000, 2002), Steele (2000), and Cherry et al. (2001) chose
the veterans who served in non-Gulf locations during the same period time of Gulf
War as comparison group. The demographic characters of the two comparison groups
are, as a result, similar or matched. The NSV 2001 includes veterans from all peri-
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ods. One advantage of this comprehensive data set is that we have information on
the health status of many non-Gulf War veterans who were exposed to chemicals
and also on many Gulf War veterans who were not exposed to chemicals. On the
other hand, the non-Gulf War veterans presumably fought longer wars and have had
longer time to adjust to them. Thus, their circumstances are different from those of
GulfWar veterans. In our comparison, we use a number of observable characteristics
to control for these heterogeneities. We also report regressions with only Gulf War
veterans.

Table 4 provides sociodemographic characteristics of NSV 2001 sample of vet-
erans. Compared to non-Gulf veterans, the Gulf War veterans are much younger
(40.8 vs. 61.6 years). This is not surprising, given the general design for the survey;
Gulf War was the final war period surveyed in NSV 2001. Figures 2 and 3 provide
direct comparison of the age distributions of Gulf War and non-Gulf War veterans,
respectively. We see that less than 10%Gulf War veterans are older than 55, whereas
the majority of the non-Gulf War veterans are over age 50. As a result, finding from

Table 4 Distribution of sociodemographic characteristics in 2001 national survey of veterans

Characteristics Gulf War veterans (n =
2267)

Non-Gulf War veterans (n
= 17,694)

p-value

Age (mean age in years in
2001)

40.8 61.6 <0.0001

Gender <0.0001

Male 83.15 94.94

Female 16.85 5.06

Education level <0.0001

Less than HS 1.76 13.90

HS diploma 22.45 29.24

Post-HS training 44.55 32.02

BA degree or higher 31.14 24.60

Financial income <0.0001

$0 to $10,000 3.79 8.53

$10,001 to $20,000 7.72 18.14

$20,001 to $30,000 12.53 17.66

$30,001 to $40,000 15.88 13.33

$40,001 to $50,000 15.00 10.87

Over $50,000 45.08 31.46

Race <0.0001

White 72.08 83.69

Black 16.63 7.86

Other 11.29 8.45

Chemical exposure 34.10 21.67 <0.0001
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NSV 2001might be affected by the “age effect” that arises from the fact that younger
veterans tend to be healthier and less likely to develop illnesses than older veterans
do.

The education level and the economic status of the Gulf War veterans are also
much higher than that of the non-Gulf veterans. The percentage of whites compared
to other races is also significantly smaller for Gulf veterans (72.08% vs. 83.69%).
We also find that relatively more number of females is Gulf veterans compared
to other veterans (16.85% vs. 5.06%). It is clear that unless we control for these
confounders, the effect of chemical exposure on the Gulf War veterans cannot be
properly ascertained.

3 The Logistic Model

With a binary dependent variable (health problem= 1, otherwise 0), the most widely
used method to control for potential confounders is the logistic model with multiple
covariates:

log[(p(X)/(1 − p(X)] = β0 + β1X1 + · · · + βp X p,

where p(X) = Prob(Y = 1|X)

The assumption behind this model is that logit p(X) is a linear function of a set
of covariates X1, X2, . . . X p. The parameters of the linear function are then esti-
mated by maximum likelihood method. In our analysis, the logit of probability of
developing specific illness is modeled as a linear function of Gulf War dummy and
other explanatory variables like age, education, race, and others. Two likely factors
proposed by various researchers—chemical exposure and PTSD—are also included
in the explanatory variables.

In order to better capture the age effect in our data, we added an interaction
variable—age times Gulf War veterans (age*Gulf)—in our regression. The other
cross-variable used on the right-hand side of logistic regression is Gulf War dummy
times chemical exposure (Gulf*chem) to capture the effect of the specific types of
chemicals that the Gulf veterans were exposed as compared with other veterans. Rel-
atively more number of Gulf veterans report having exposed to chemicals than other
veterans (34.10 vs. 21.67%). The logistic regression results are shown in Tables 5a,
6a, 7a, 8a, 9a, and 10a.

We evaluate six typical Gulf War illnesses: chronic pain, gastrointestinal, depres-
sion, fatigue, concentration, and ENT problems. Despite specifying age and other
potential confounders on the explanatory side of the model, logistic model estimates
provide almost the same conclusion as the preliminary analysis of the data. Gulf War
veterans show lower possibility to develop four of the six typical symptoms: chronic
pain (OR= 0.283), gastrointestinal problem (OR= 0.291), depression problem (OR
= 0.633), and concentration problem (OR = 0.474). For fatigue and ENT, the odds
ratios were not statistically different from one. One interesting finding is that the
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Table 5 a Logistic model for chronic pain problem. b Logistic model and GAM for chronic pain
problem (age: 28–60)

a

Odds ratio p-value

Male 0.594 <0.0001

Gulf 0.283 <0.0001

Chemi_exposure 1.952 <0.0001

White 0.785 <0.0001

Edu ≥ HS 0.817 0.0002

Income ≥ 10 K 0.614 <0.0001

PTSD 4.905 <0.0001

Gulf*chemi 1.055 0.6327

Age*Gulf 1.035 <0.0001

Age 1.003 0.0231

b

Logistic odds ratio Logistic p-value GAM odds ratio GAM p-value

Male 0.576 <0.0001 0.589 <0.0001

Gulf 1.276 0.0036 1.278 0.0033

Chemi_exposure 1.778 <0.0001 1.843 <0.0001

White 0.799 <0.0001 0.805 0.0002

Edu ≥ HS 0.747 0.0040 0.748 0.0042

Income ≥ 10 K 0.483 <0.0001 0.486 <0.0001

PTSD 4.610 <0.0001 4.689 <0.0001

Gulf*chemi 1.211 0.1080 1.173 0.1815

Age 1.223 <0.0001 1.013 0.0004

Age square 0.998 <0.0001 – –

*χ2 test for nonparametric age effect in GAM is 61.1960 (p < 0.0001)

interaction variable age*Gulf has odds ratios significantly over one for chronic pain,
and gastrointestinal and concentration problems suggesting that with comparable age
as other veterans, the Gulf veterans have a higher probability of getting these health
problems. Veterans who have relatively better socioeconomic status (income and
education) and are white have less likelihood of suffering from all these symptoms,
possibly because they can receive better treatment and management of their health
problems. The variable Gulf*chemi is significant for depression and fatigue, but
not for other ailments. The variable chemi_exposure is very significant for all symp-
toms, and the odds ratios are always in excess of 1.5. However, since the Gulf dummy
comes out to be significantly negative for all symptoms except ENT (for which it was
statistically insignificant), the question still remains if we are adequately controlling
for the differential age distributions between these two groups.
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Table 6 a Logistic model for gastrointestinal problem. b Logistic model and GAM for gastroin-
testinal problem (age: 28–60)

a

Odds ratio p-value

Male 0.723 <0.0001

Gulf 0.291 <0.0001

Chemi_exposure 1.638 <0.0001

White 0.983 0.7411

Edu ≥ HS 0.761 <0.0001

Income ≥ 10 K 0.803 0.0009

PTSD 3.369 <0.0001

Gulf*chemi 1.110 0.3901

Age*Gulf 1.036 <0.0001

Age 1.011 <0.0001

b

Logistic odds ratio Logistic p-value GAM odds ratio GAM p-value

Male 0.730 0.0007 0.742 0.0014

Gulf 1.392 0.0004 1.393 0.0003

Chemi_exposure 1.539 <0.0001 1.574 <0.0001

White 0.922 0.1992 0.926 0.2232

Edu ≥ HS 0.882 0.2576 0.881 0.2547

Income ≥ 10 K 0.656 <0.0001 0.659 <0.0001

PTSD 3.134 <0.0001 3.169 <0.0001

Gulf*chemi 1.217 0.1290 1.191 0.1771

Age 1.289 <0.0001 1.021 <0.0001

Age square 0.997 <0.0001 – –

*χ2 test for nonparametric age effect in GAM is 45.1556 (p < 0.0001)

4 The Generalized Additive Model (GAM)

4.1 Limitations of Logistic Model for Controlling Age Effect

The logistic model is limited in controlling age effects since it assumes a rather
simple relationship between the transformations of the response variable and inde-
pendent variables. If the independent variable is related to the response variable in
a complicated nonlinear fashion, then the linearity assumption is not reasonable and
the logistic model can yield misleading coefficients for all explanatory variables.
Based on the generalized additive model (that we will explain shortly), Figs. 4, 5, 6,
7, 8, and 9 show plots of the partial effects of age on the possibility of developing the
six typical Gulf War symptoms with a 95% confidence interval. Except for the ENT
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Table 7 a Logistic model for depression problem. b Logistic model and GAM for depression
problem (age: 28–60)

a

Odds ratio p-value

Male 0.867 0.0432

Gulf 0.633 0.0833

Chemi_exposure 1.466 <0.0001

White 0.662 <0.0001

Edu ≥ HS 0.693 <0.0001

Income ≥ 10 K 0.459 <0.0001

PTSD 8.127 <0.0001

Gulf*chemi 1.393 0.0043

Age*Gulf 1.002 0.6919

Age 0.997 0.0195

b

Logistic odds ratio Logistic p-value GAM odds ratio GAM p-value

Male 0.789 0.0048 0.786 0.0041

Gulf 0.713 <0.0001 0.708 <0.0001

Chemi_exposure 1.575 <0.0001 1.568 <0.0001

White 0.656 <0.0001 0.656 <0.0001

Edu ≥ HS 0.723 0.0011 0.723 0.0011

Income ≥ 10 K 0.344 <0.0001 0.344 <0.0001

PTSD 8.510 <0.0001 8.480 <0.0001

Gulf*chemi 1.262 0.0571 1.273 0.0476

Age 1.119 0.0005 1.000 0.9389

Age square 0.999 0.0005 – –

*χ2 test for nonparametric age effect in GAM is 28.1370 (p < 0.0001)

case, none of the effects looks linear. This highly nonlinear relationship between age
and response variable is the key to understand why our logistic model provides little
control for the age heterogeneity in the two samples (see Fig. 10 for the presence of
having more than three symptoms).

4.2 Methodology for Generalized Additive Model

One approach to model an unknown nonlinear relation between dependent and inde-
pendent variables is nonparametric regression. Nonparametric regression relaxes the
usual assumptionof linearity and enables one to explore the datamoreflexibly, uncov-
ering structure in the data that might otherwise be missed. However, many forms of
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Table 8 a Logistic model for fatigue problem. b Logistic model and GAM for fatigue problem
(age: 28–60)

a

Odds ratio p-value

Male 0.689 <0.0001

Gulf 0.826 0.3966

Chemi_exposure 1.644 <0.0001

White 0.830 <0.0001

Edu ≥ HS 0.735 <0.0001

Income ≥ 10 K 0.464 <0.0001

PTSD 4.645 <0.0001

Gulf*chemi 1.267 0.0206

Age*Gulf 1.003 0.6247

Age 1.015 <0.0001

b

Logistic odds ratio Logistic p-value GAM odds ratio GAM p-value

Male 0.702 <0.0001 0.702 <0.0001

Gulf 0.940 0.3828 0.937 0.3576

Chemi_exposure 1.745 <0.0001 1.748 <0.0001

White 0.796 <0.0001 0.796 <0.0001

Edu ≥ HS 0.656 <0.0001 0.657 <0.0001

Income ≥ 10 K 0.395 <0.0001 0.395 <0.0001

PTSD 5.723 <0.0001 5.721 <0.0001

Gulf*chemi 1.175 0.1389 1.174 0.1393

Age 1.151 <0.0001 1.013 <0.0001

Age square 0.999 <0.0001 – –

*χ2 test for nonparametric age effect in GAM is 28.1370 (p < 0.0001)

nonparametric regression do not perform well when the number of independent vari-
ables in the model is large. The sparseness of data in this setting causes the variances
of the estimates to be unacceptably large. The problem of rapidly increasing vari-
ance for increasing dimensionality is referred to as the “curse of dimensionality.”
Interpretability is another problem with nonparametric regression based on kernel
and smoothing spline estimates. The information these estimates contain about the
relationship between the dependent and the independent variables is often difficult
to comprehend.

To overcome these difficulties, Stone (1985) proposed additive models. These
models estimate an additive approximation to the multivariate regression function.
The benefits of an additive approximation are at least twofold. First, since each of
the individual additive terms is estimated using a univariate smoother, the curse of
dimensionality is avoided, at the cost of not being able to approximate universally.
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Table 9 a Logistic model for concentration problem. b Logistic model and GAM for concentration
problem (age: 28–60)

a

Odds ratio p-value

Male 0.859 0.0803

Gulf 0.474 0.0250

Chemi_exposure 1.789 <0.0001

White 0.625 <0.0001

Edu ≥ HS 0.565 <0.0001

Income ≥ 10 K 0.435 <0.0001

PTSD 10.244 <0.0001

Gulf*chemi 1.034 0.8152

Age*Gulf 1.013 0.0935

Age 1.002 0.1916

b

Logistic odds ratio Logistic p-value GAM odds ratio GAM p-value

Male 0.784 0.0176 0.783 0.0170

Gulf 0.870 0.1993 0.861 0.1654

Chemi_exposure 1.796 <0.0001 1.807 <0.0001

White 0.637 <0.0001 0.638 <0.0001

Edu ≥ HS 0.619 <0.0001 0.620 <0.0001

Income ≥ 10 K 0.354 <0.0001 0.355 <0.0001

PTSD 11.086 <0.0001 11.092 <0.0001

Gulf*chemi 0.985 0.9210 0.989 0.9398

Age 1.225 <0.0001 1.013 0.0044

Age square 0.998 <0.0001 – –

*χ2 test for nonparametric age effect in GAM is 34.9559 (p < 0.0001)

Second, estimates of the individual terms explain how the dependent variable changes
with the corresponding independent variables.

To extend the additive model to a wide range of distribution families, Hastie
and Tibshirani (1990) proposed generalized additive models. These models enable
the mean of the dependent variable to depend on an additive predictor through a
nonlinear link function. Themodels permit the response probability distribution to be
any member of the exponential family of distributions. Many widely used statistical
models belong to this general class; they include additive models for Gaussian data,
nonparametric logistic models for binary data, and nonparametric log-linear models
for Poisson data.

For response random variable Y and a set of predictors X1, X2, …, Xp, instead of
defining
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Table 10 a Logistic model for ENT problem. b Logistic model and GAM for ENT problem (age:
28–60)

a

Odds ratio p-value

Male 0.557 <0.0001

Gulf 1.290 0.3519

Chemi_exposure 1.744 <0.0001

White 1.074 0.1719

Edu ≥ HS 0.941 0.3213

Income ≥ 10 K 0.922 0.2495

PTSD 2.286 <0.0001

Gulf*chemi 1.036 0.7645

Age*Gulf 1.003 0.6126

Age 1.009 <0.0001

b

Logistic odds ratio Logistic p-value GAM odds ratio GAM p-value

Male 0.519 <0.0001 0.524 <0.0001

Gulf 1.400 0.0002 1.402 0.0002

Chemi_exposure 1.648 <0.0001 1.667 <0.0001

White 1.090 0.1884 1.092 0.1769

Edu ≥ HS 0.976 0.8342 0.975 0.8319

Income ≥ 10 K 0.994 0.9551 0.996 0.9688

PTSD 2.152 <0.0001 2.168 <0.0001

Gulf*chemi 1.123 0.3574 1.109 0.4092

Age 1.009 0.0178 1.009 0.0213

Age square

*χ2 test for nonparametric age effect in GAM is 2.9308 (p = 0.4024)

Y = β0 + β1X1 + · · · + βp X p + Error,

the additive model generalizes the linear model by modeling the conditional expec-
tation as

Y = S1(X1) + S2(X2) · · · + Sp(X p) + Error

where si(X), i= 1, 2,…, p are smooth functions. In order to be estimable, the smooth
functions si have to satisfy the standardized conditions, viz. Esj (Xj) = 0.

Since our analysis includes potentially a large number of explanatory variables,
we specified a semi-parametric generalized additive model with logit link:

g(p) = log[p(X)/(1 − p(X)] = β0 + β1X1 + · · · + βp−1X p−1 + S(age)
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Fig. 4 Partial effect of age on depression problem

Fig. 5 Partial effect of age on ENT problem
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Fig. 6 Partial effect of age on chronic pain problem

Fig. 7 Partial effect of age on fatigue problem
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Fig. 8 Partial effect of age on gastrointestinal problem

Fig. 9 Partial effect of age on concentration problem
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Fig. 10 Partial effect of age for having more than three symptoms

where X1 to X p−1 stand for other independent variables such as gender, education and
chemical exposure. Age is the main variable of interest we try to control with semi-
parametric specification S. There are many ways to estimate generalized additive
models. We estimate the parameters with the local scoring algorithm using a cubic
spline smoother, as suggested by Hastie and Tibshirani (1986).

Since age of a veteran is a very important characteristic that determines health
with a complicated nonlinear link, we restricted our sample to all veterans who are
between ages 28 and 60. Figures 2 and 3 indicate that between ages 28 and 60 the
most of the Gulf War veterans match with non-Gulf veterans. Also, between ages 28
and 60, the nonlinear relation between age and the incidence of the health problems
can reasonably be approximated by a quadratic function; see Figs. 4, 5, 6, 7, 8, and 9.
The confidence interval for the fitted line beyond age 60 is also very wide, implying
less precise approximation. Therefore, we have good reasons to restrict our sample
to all veterans who are between 28 and 60 years old. Another reason for restricting
veterans in our sample to be older than 28 is that a Gulf War veteran cannot possibly
be less than 28 years old when the survey was taken.
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4.3 Results from GAM Estimation

The last two columns of results from Tables 5b, 6b, 7b, 8b, 9b, and 10b provide
regression results from the GAM, with the sample restricted to ages 28–60. The
first two columns show the results from logistic regression with age, age2, and other
covariates. Not surprisingly, logistic regression and GAM provide almost the same
results due to the quadratic age specification in the former, as diagnosed by GAM.
This way, our GAM estimates can be given a very straightforward interpretation; see
Hastie and Tibshirani (1990). The nonparametric age specification is significant in
five of the six typical Gulf War symptoms, with p-value less than 0.05. As expected
from the corresponding graph, ENT is the only symptomwith insignificant nonlinear
age effect. For this problem, logistic model without age square specification provides
very similar results with that from GAM. This regression results further confirm the
value of GAM in controlling for the age confounder.

Most prominently and consistently, chemical exposure remains the chief driver
for all these medical problems, even after we control the effect of stress factor
PTSD. Especially for the Gulf veterans who have been exposed to the toxic exposure
(Gulf*chemi_exposure), the odds ratios are always significantly above 1 for five of
the six symptoms. Although PTSD is also a significant contributor to all the problems
we evaluated, it cannot explain the incidence of the individual medical problems we
are analyzing. Studies of veterans from different wars have consistently found that
patients with PTSD generally have more symptomatic complaints than those without
PTSD. Also, only a small fraction of veterans (6.79%) report PTSD in our sample.
The reason is that the war was short, requiring only four days of ground combat to
achieve a decisive victory. Casualty rates were very low, and the vast majority of vet-
erans was never in combat areas and did not witness any deaths during deployment.
VA have also reported that less than four percent of veterans examined in its GulfWar
registry have either a primary or a secondary diagnosis of PTSD. Similarly, a RAND
report commissioned by the Department of Defense to review the scientific evidence
concerning stress and Gulf War illnesses concluded that overall rates of PTSD are
low in Gulf War veterans. As noted, the chemical exposure remains significant even
after we control for the presence of PTSD problem in both logistic and GAM spec-
ifications. This consensus between the two model specifications demonstrates that
at least, deployment stress is not enough to explain the relative health status of Gulf
War veterans.

Remarkably, for chronic pain and gastrointestinal problems, the OR for the Gulf
dummy changes from significantly less than one to significantly greater than one in
GAM estimation implying that once age is properly accounted for, Gulf veterans
indeed have more incidence of these problems. For depression and fatigue problems,
OR for Gulf dummy increased significantly, but did not exceed the value of one.
However, for these ailments, the Gulf*chemi dummy is significantly more than one.
This variable together with chemi_exposure implies that chemical exposure in the
GulfWar increased the odds of being inflicted with these ailments. For concentration
problem, the Gulf dummy in GAM estimation again increased in OR, but did not
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exceed one. The Gulf*chemi variable is also not statistically significant. For this
medical problem, the only evidence of the Gulf War comes via the chemi_exposure
variable. For ENT, GAM and the logistic model with linear and quadratic age term
estimations, as expected, are very similar because our nonparametric estimation iden-
tified the age effect as close to being linear. For this medical problem (i.e., ENT),
Gulf dummy is always positive and highly significant. Thus, the preponderance of
the evidence is that once the effects of the cofounders, most notably that of age, are
appropriately taken care off, the Gulf War veterans, due to their exposure to chem-
icals, have significantly higher odds in developing these chronic medical problems
that did not fade away even 10 years after the exposure.

However, it is the occurrence of multiple symptoms that distinguishes Gulf War
veterans from other veterans. Table 11 indicates that Gulf War veterans are signifi-
cantly more likely to have more than three of the six typical symptoms all simulta-
neously; this is especially true for Gulf War veterans who had toxic exposure. This
finding supports the conclusion of the recent report released by the federal commit-
tee: “A similar proportion of Gulf and non-Gulf veterans reported a relatively low
level of symptoms—that is, symptoms in just one or two of the six defined symptom
groups.” However, more Gulf War veterans “reported having moderate-to-severe
symptoms in three or more of the symptom domains.”

Generally speaking, our results indicate that the pattern of symptoms in Gulf War
veterans is unique in terms of the occurrence of multiple symptoms. To be a GulfWar
veteran may not result in worse health with respect to only one medical condition.
The Gulf War veterans who were exposed to chemical exposure during the war are
most likely to be troubled by a multitude of symptoms. Therefore, after reevaluating
the data, we reach the conclusion that many Gulf War veterans are ill in a special
way in that they are inflicted by multiple problems, and the likely causal link to this
syndrome is the toxic chemical exposure.

Table 11 Logistic and GAM analysis for having more than three typical symptoms

Logistic odds
ratio

Logistic p-value GAM odds ratio
(28–60)

GAM p-value
(28–60)

Male 0.624 <0.0001 0.614 <0.0001

Gulf 0.235 <0.0001 1.202 0.0819

Chemi_exposure 2.131 <0.0001 2.097 <0.0001

White 0.750 <0.0001 0.755 <0.0001

Edu ≥ HS 0.691 <0.0001 0.615 <0.0001

Income ≥ 10 K 0.566 <0.0001 0.452 <0.0001

PTSD 7.954 <0.0001 8.232 <0.0001

Gulf*chemi 1.210 0.1505 1.269 0.0924

Age*Gulf 1.037 <0.0001 – –

Age 1.008 <0.0001 1.020 <0.0001

*χ2 test for nonparametric age effect in GAM is 69.5561 (p < 0.0001)
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This conclusion is further confirmed when we restrict our analysis to a sample of
only Gulf War veterans. We compare Gulf War veterans who had experienced toxic
exposure during the war with those who did not report chemical exposure. Table 12
indicates that veterans with chemical exposure suffer fromworse self-reported health
status, more service-connected disability, higher outpatient and inpatient hospital-
izations, and abnormally higher rate of the typical Gulf War symptoms. Moreover,
Table 13 and Fig. 11 show that a similar proportion of chemically exposed and
non-exposed Gulf War veterans reported a relatively low number of symptoms—for
instance, only onemedical problem out of the six defined symptom groups. However,
over 50% of exposure veterans reported symptoms in two or more of the symptom
domains, compared to less than 30% of the comparison group. Thus, the Gulf War
veterans experiencing chemical exposure have worse health status, in terms of fre-
quency, severity, duration, and the occurrence of multiple-symptom health problems.
In Table 14, we report an ordered probit regression of self-reported health status on

Table 12 General health
status of Gulf War veterans

Chemical
exposure

No chemical
exposure

p-value

Self-evaluated health status

Excellent 9.44 18.94 <0.0001

Very good 20.05 32.53

Good 32.99 30.39

Fair 26.52 14.06

Poor 10.61 3.88

Service-
connected
disability

60.03 39.89 <0.0001

Number of
outpatient
visits

8.49 4.92 <0.0001

Usage of
emergency
service

32.99 26.57 0.0069

Usage of
inpatient
service

8.15 6.36 0.2885

ENT problem 28.07 16.67 <0.0001

Chronic pain 37.77 19.75 <0.0001

Fatigue 52.78 32.06 <0.0001

Depression 35.06 18.21 <0.0001

Concentration
problem

21.99 10.11 <0.0001

Gastrointestinal
problem

27.81 14.66 <0.0001
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Table 13 Proportion of US
Gulf War veterans reporting
typical symptoms

Number of
symptoms

Chemical
exposure (%)

No chemical
exposure (%)

p-value

0 25.10 45.38 <0.0001

1 20.44 23.09

2 18.37 15.86

3 13.84 8.63

4 9.96 4.75

5 8.80 1.94

6 3.49 0.33

Fig. 11 Proportion of US
Gulf War veterans reporting
typical symptoms
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Table 14 Ordered probit model for self-reported health status (Gulf veterans only)

Marginal
effect for
health = poor

Marginal
effect for
health = fair

Marginal
effect for
health =
good

Marginal
effect for
health = very
good

p-value

Chemi_exposure 0.0535 0.1053 0.0467 −0.0885 0.0000

White −0.0344 −0.0676 −0.0300 0.0568 0.0000

Male −0.0124 −0.0243 −0.0108 0.0205 0.0458

Age 0.0020 0.0039 0.0017 −0.0033 0.0000

Edu ≥ HS −0.0264 −0.0520 −0.0230 0.0437 0.1400

Income ≥ 10 K −0.0627 −0.1234 −0.0547 0.1038 0.0000
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chemical exposure with controls for race, gender, education, age, and income. Based
on this regression, Fig. 12 depicts a significant left shift of the distribution of the
predicted probabilities of falling into different self-reported health groups for these
two Gulf veteran groups. This graph shows that for chemically exposed Gulf veter-
ans, the probabilities of reporting poor and fair health are higher, and those for very
good and excellent health, they are lower compared to Gulf veterans who were not
exposed to the chemicals. In Table 15, we report a logistic regression of having three
or more Gulf illness syndromes as a function of chemical exposure, gender, race,
education, income, and age. Again, the effect of chemi_exposure is found to be very
significant with an odds ratio in excess of 3. Based on this regression, Fig. 13 reveals
that a gulf veteran’s probability for having three or more health symptoms increases
substantially if they were exposed to chemicals. The vertical difference between the

No Chemical Exposure Chemical Exposure

Fig. 12 Effects of chemical exposure on predicted probabilities of self-reported health for Gulf
veterans

Table 15 Logistic regression
for having more than three
problems (Gulf veterans only)

Odds ratio p-value

Male 0.543 <0.0001

Chemi_exposure 3.066 <0.0001

White 0.705 0.0022

Edu ≥ HS 0.499 0.0518

Income ≥ 10 K 0.354 <0.0001

Age 1.034 <0.0001
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Fig. 13 Effect of chemical exposure on the probability of having more than three typical Gulf War
syndromes

two lines depicts the marginal effect of chemical exposure as a function of age; we
find that this difference also increases with age.

These regressions clearly show that our analysis of theNSV2001 data overwhelm-
ingly supports the conclusion of the federal panel that chemical exposure during the
Gulf War is the principal driver of the much-documented Gulf War illnesses.

5 Conclusions

About one-fourth of the 697,000 US servicemen and women in the first Gulf War
have shown symptoms related to Gulf War syndrome. Despite recent research break-
throughs on the effects of clinical exposure on Gulf War illnesses, the etiologic basis
and clinical significance of Gulf War veterans still remain unclear. Due to the lack
of objective long-term follow-up data, there has been no conclusive answer to the
fundamental question related to the pattern and nature of these mysterious and often
debilitating ailments. In their 2004 report, the Research Advisory Committee on
Gulf War Veterans’ Illnesses, appointed by Congress and the VA, recommended that
important social priority should be given to expansive studies capable of reevalu-
ating the possible reasons for the Gulf War illnesses. The 2001 National Survey of
Veterans, conducted 10 years after the Gulf War, provides invaluable information
for longtime chronic health effect of the war and deserves special investigation. Our
preliminary data analysis, contrary to previous evidence on the relative health for
Gulf War veterans, indicates better health for Gulf War veterans compared to other
veterans. Using this data and appropriate statistical methods, we assessed the health
of Gulf War veterans, compared their health to veterans who did not serve in Persian
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Gulf, and reevaluated the probable link between chemical exposure and Gulf War
illnesses.

Since NSV 2001 is a comprehensive data set where Gulf veterans represent only
a small part of it, we showed that age distribution of veterans in different subpopula-
tions is an extremely important confounding factor. The widely used logistic model
contributes little in controlling age effect due to its simplifying assumption.We show
that the marginal effect of age in our sample is highly nonlinear requiring a more
flexible specification of the effect of age on health.We used the semi-parametric gen-
eralized additive model and estimated it using local scoring algorithms. The results
are striking. After successfully controlling the effect of age with GAM specification,
we could unravel the true underlying causes of the special health problems of Gulf
War veterans. Gulf War deployment, by itself, is not the root cause of the myriad of
health problems faced by some of the Gulf War veterans. Only the Gulf War veter-
ans who were exposed to toxic chemicals are found to be strongly associated with
an abnormally high risk of the typical Gulf War illnesses. Moreover, an important
feature of the health problems of Gulf War veterans is the presence of symptoms for
a number of ailments.

We also reevaluated the two possible contributors to the ill health of Gulf War
veterans: deployment stress and chemical exposure. Since the war was short and
the overall rate of PTSD in Gulf War veterans is low, PTSD is less likely to be the
main factor causing health problems in Gulf War veterans. Instead, both logistic
regression and GAM specifications indicate a significant contribution of chemical
exposure even after we control the deployment stress factor. This finding suggests a
strong association between the higher prevalence of Gulf syndromes and the toxic
exposure specific to the Gulf War.

Our study provides important evidence on the complexity in identifying and rec-
ognizing health problems of veterans after deployment from a specific war. Method-
ologically, we addressed the potential confounding effect of different age distribu-
tions in study subsamples with a semi-parametric statistical approach that should
help future empirical research.
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Foetal Starvation, Economic Adversity
and Health a Difference-in-Difference
Approach

Zakir Husain, Diganta Mukherjee, Mousumi Dutta
and Susmita Mukhopadhyay

Abstract The foetal origin hypothesis argues that starvation during the foetal stage
increases the probability of the onset of non-communicable diseases in midlife. The
theory, however, fails to identify the mechanisms underlying the outcome. Nor does
it succeed in distinguishing between study and control groups. The predictive adap-
tive response theory addresses the former deficiency by hypothesising that nutrition
supply at the foetal stage signals the future nutrition supply and leads to adaptation
of the foetus to the future expected environment. Mismatch between expected and
actual environment will increase the likelihood of non-communicable diseases. The
study examines the long-term impact of foetal starvation on anthropometric indica-
tors among residents in the Sundarban region in India. We hypothesise that nutrition
deficiency in the foetal stage signals the future expected environment to the foetus.
This leads to the growth of a thrifty phenotype ensuring optimal performance of the
offspring in a nutrition-deficit environment. A primary survey, undertaken between
May 2014 and April 2015, was used to collect the data. In the first stage of the sur-
vey, Muslim women who had offspring in the period 1993–1997 were listed. In the
second phase, anthropometric measurements of their offspring were taken. Respon-
dents are placed within the study group if their mothers had kept the Ramadan
fast (provided it coincided with conception); remaining respondents were defined
as controls. Differences in mean anthropometric outcomes are tested using Monte
Carlo simulations. A Difference-in-difference method is also applied. Respondents
exposed to foetal starvation had better outcomes than those in the control group if
they remained in poverty or their economic status deteriorated. Results were reversed
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for children with a sustained high standard of living, or those whose economic condi-
tions improve. Findings are interpreted to provide support for the predictive adaptive
response theory. However, tests using larger samples are required before arriving at
a firm conclusion.

Keywords Foetal origin hypothesis · Predictive adaptive response ·
Anthropometric outcomes ·Monte Carlo simulations · Difference-in-difference ·
India

1 Background

In the late 1950s, epidemiologists believed that the placenta was a “perfect filter, pro-
tecting the foetus from harmful substances in the mother’s body and letting through
helpful ones” (Landro 2010). This belief was shaken by the Thalidomide episode in
the 1950s and 1960s1 and by the research of David Barker and his associates. The
latter proposed that the nine months in utero was one of the most critical periods
in a person’s life, shaping future health trajectories, endowments and capabilities.
Based on the finding that several chronic diseases associated with ageing may be
programmed before birth, Barker proposed that the old model of adult degenerative
disease, based on an interaction of genes and an adverse environment in adult life,
should be replaced by a new approach based on “programming by the environment
in foetal and infant life” (Barker 1990, p. 1111). This is called the foetal origin
hypothesis (FOH).

Barker viewed the effects of foetal under-nutrition on adult diseases as side
effects of foetal adjustments instigated to boost survival of the foetus. The permanent
changes in the structure and the functioning of the body resulting from foetal star-
vation becomes disadvantageous later in adult life. Hales and Barker later published
the “thrifty phenotype” hypothesis, proposing that adjustment of foetal growth rate
might set nutritional expectations and thereby condition the organism’s response to
nutrition later in life (Hales and Barker 2001). The idea was subsequently expanded
to argue that the mother provides signals about the future environment to the foetus
who adapts accordingly (Bateson 2001; Bateson et al. 2004; Gluckman et al. 2005a,
b, 2008; Gluckman and Hanson 2007). Bateson, for instance, argues that “… the
pregnant woman in poor nutritional condition may unwittingly signal to her unborn
baby that it is about to enter a harsh world.” (Bateson et al. 2004: 420). This leads to
the baby being bornwith adaptations that help it to cope in food-deficit environments.
This is referred to as predictive adaptive response (PAR).

One important adaptation to the nutritional shortage is that the foetus will use
most of the scarce energy for the most vital organs (particularly the brain) and their
metabolism so that they will be protected against lack of fuel (Godfrey and Barker

1Thalidomide was licensed in 1957 (except in the USA) and widely prescribed to pregnant women
for morning sickness, until 1961 when it was identified as the cause of an epidemic of severe birth
defects such as missing arms and legs (Haymann 1962; Smithells 1962).
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2001). This “brain sparing” may slow down cell division in organs undergoing their
critical growth period. Other foetal adaptations consist of increasedmaternal concen-
tration levels of the stress hormone CRH (corticotropin-releasing hormones). This
prepares the foetus for an expected preterm delivery—foetal growth is reduced and
tissue maturation accelerated (Hobel and Culhane 2003).

However, the signal received at the foetal stage may also fail to correctly antici-
pate the future environment. If individuals with a thrifty phenotype find themselves
growing up in conditions of relative affluence, there will be an environmental mis-
match. Changes that are adaptive under poor conditions, such as storing food as fat
and maintaining high blood glucose levels, now become maladaptive under good
conditions (Bateson et al. 2004; Gluckman et al. 2005a). In such cases, the costs of
such adaptations emerge in the form of increased risks of coronary heart disease and
its biological risk factors, such as hypertension and type II diabetes mellitus (Seckl
et al. 1997; Godfrey and Barker 2001; Seckl and Holmes 2007; Van Abeelen et al.
2012).

While there is a substantial body of the empirical literature on the FOH, most
of the works suffer from an identification problem. The lengthy time gap between
the nutrition shock/signal and the manifestation of the outcome of interest creates
an identification problem. Short of time travelling, it is not easy to obtain reliable
data for both these time periods. This creates an identification problem (Paneth and
Susser 1995).2

To solve this problem, early works either studied animals which mature rapidly
or relied on proxies of foetal starvation. Both methods are flawed. Wells points
out that human beings have longer periods of growth before attaining maturity the
random component in the “future” environment increases. It is doubtful, therefore,
whether signals received at either the foetal or other stages produce “a developmental
trajectory (that) … is genuinely predictive of the environment experienced as an
adult” (Wells 2006: 424). The use of birth weights, a commonly used proxy for
foetal starvation, has also been criticised. In developing countries, mothers are short
in general and produce stunted or underweight babies. Focus on simply the weight
or height at birth, however, ignores the thin-fat syndrome, as such babies may have
low skeletal muscle mass but high central adiposity (Yajnik 2004).

In response, economists have attempted to model starvation in terms of a national
or regional shock (generally famines) occurring over a single period and affecting
a single cohort. All persons in the cohort are assumed to be exposed to the in utero
shock, and their health outcomes compared to preceding or subsequent birth cohorts
(who are all assumed to be sheltered from any nutritional deprivation). Using the
nineteenth-century blight to French vineyards caused by the phylloxera insect as
a shock, a study found that prenatal exposure reduced the height of army recruits
aged 20 years by 0.5–0.9 cm (Banerjee et al. 2010). Studies on pandemic influenza
in Brazil (Nelson 2010) and Britain (Kelly 2009) also reported long-term health

2Douglas Miller refers to this as the science fiction problem in analysing the foetal origins hypoth-
esis—sans time travelling, we have to wait for a generation for the effects of a prenatal intervention
of interest to be observed in adulthood (cited in Almond and Currie 2011: 157).
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impacts on children born to women during the pandemic; an adverse labour outcome
was reported for American (Almond 2006) and Danish (Schwandt 2017) children.
Increased risk of diabetes and cardiovascular disease was observed for children born
during the Dutch famine at the time of German occupation (Ravelli et al. 1998) and
in the course of the Leningrad siege (Stanner et al. 1997), respectively.

Another method that has been used in recent studies is to use fasting during
the lunar month of Ramadan as a proxy for foetal shock (Almond and Mazumder
2011; Van Ewijk 2011). A study found that Muslim children exposed to Ramadan in
early pregnancy have significant health effects, with the likelihood of adult disability
increasing by over 20% among Iraqis and Ugandan Muslims; substantially larger
effects are observed for mental and learning disabilities (Almond and Mazumder
2011). The second study is based on the Indonesian Family Life Survey data. Using
a similar intent to treat approach, the study found that Ramadan fast during pregnancy
may increase risk of anaemia, coronary heart disease and type II diabetes in midlife,
irrespective of the stageof pregnancy inwhichRamadan tookplace (VanEwijk 2011).
Another study using the Indonesian Family Life Survey data reported a difference in
height (Kunto and Mandemakers 2019). A recent meta-analysis of 22 studies using
the Ramadan approach reported the need for further studies using a more carefully
design approach before coming to any conclusion (Glazier et al. 2018).

This approach, however, suffers from the identification problem because all preg-
nant Muslim women need not fast. The second problem with using Ramadan as a
proxy for foetal starvation is that the approach focuses on the signals received in one
month, ignoring the signals received by the foetus during the remaining eight months
of pregnancy. It is quite possible that the nutrition intake of the mother is high before
and after Ramadan. In that case, the question is whether the signal received by the
foetus during the month-long Ramadan is sufficiently strong enough to override the
signal received during the remaining 8-month period becomes important.

Finally, such studies tend to view the onset of adulthood disease as a cost of the
adaptation triggered by foetal starvation. Literature on FOH is marked by a failure to
consider the causal pathways through which the foetal origin hypothesis operates—
the mismatch of the thrifty phenotype to the adult environment. A close examination
of FOH reveals that four key predictions relating to environmental mismatch emerge
from the PAR theory:

(i) “For those born in good conditions, fitness is highest under good adult condi-
tions and progressively decreases as the adult environment deteriorates.

(ii) In good adult conditions, those individuals that developed under good condi-
tions have higher fitness than those that developed under poor conditions.

(iii) For those born in poor conditions, fitness is highest when the environment
matches that of development, that is poor, and progressively decreases as the
adult environment departs from this, i.e. as the conditions in the adult environ-
ment improve.

(iv) In poor adult conditions, those individuals that developed under poor conditions
havehigherfitness than those that developedunder good conditions” (27: 1638).
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Rather than examining these hypotheses linked to the causal pathways linked to
the impact of foetal starvation, studies have generally assumed that early signals
of nutrition deficient environment induce adaptations, irrespective of whether the
signals correctly predict the future environment, costly in the long term. Attempts
to test PAR have been rare, limited to animals and produced mixed evidence among
rodents (McCay and Crowell 1934; Mccay et al. 1935; Taborsky 2006).

In this study, we examine whether signals about the future environment received
in the form of nutritional supply at the foetus stage enable the respondent to utilise its
development plasticity and adapt accordingly. The distinctive features of the study
are as follows:

(1) The study uses data from a primary survey of Muslim youths aged 18–22 years,
along with their mothers. We have collected information on the current and
past standard of living, as well as on Ramadan fasting during conception. This
provides better proxies of the signals received at the foetal stage.

(2) Unlike studies that focus only on verification of the FOH, this study also takes
into consideration present conditions. This enables us to verify whether the
thrifty phenotype is optimal designed only if the signals accurately predict the
future environment. In brief, we are able to link the FOH with PAR and test the
latter.

(3) We are able to assess the impact of a short-term nutritional shock (the Ramadan
effect), overlapping the average nutritional supply during conception (proxied
by the past standard of living).

(4) Finally, most of the studies have been undertaken in developed societies, where
food shortage is generally not a problem.3 The present study examines the FOH
in a nutrition-deficit context, a situationmore relevant in Afro-Asian developing
countries.

2 Hypotheses and Method of Data Collection

2.1 Research Hypotheses

The basic premise of this study is that an organism’s phenotype is influenced by its
own environment. But past environmental effects on its parent(s) are also transmitted
to their developing offspring. The nutritional intake received by the mother during
her pregnancy is an example; it indicates the level of nutrition in the future expected
environment. Accordingly, such signals interact with the genetic make-up to prepare
the offspring to perform optimally in the expected environment. If there is amismatch
between actual and expected environment, however, performance may be adversely
affected.

3There are only a few studies of FOH in India (Stein et al. 1996, 1997; Fall et al. 1998; Kumaran
et al. 2000; Yajnik 2004). Instances of studies using the Ramadan approach in other developing
societies are (Kunto and Mandemakers 2018; Savitri et al. 2018).
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Three aspects of this hypothesis are tested in our study:

(1) The level of nutritional intake at the foetal stage signals a particular type of
future environment. Depending upon the signal, the offspring is prepared for
optimal survival in a nutrition-deficit or nutrition-rich environment. If the actual
environment matches the expected environment, the outcome will be better than
if there is a mismatch. This consists of testing the four propositions derived by
Monaghan (2008), stated earlier.

(2) Ramadan fasting provides a short-term intensive nutritional shock lasting for a
month. Given its short duration, can it override the signal provided by nutritional
intake during the eight months comprising the rest of the foetal stage?

(3) Finally, we examine whether foetal starvation genetically programs the off-
spring to face latter life economic adversity more efficiently than an offspring
anticipating a nutrition-plenty future.

2.2 Survey Site

The surveywas undertaken in the chronically poor and underdevelopedBasanti block
in the Sundarban areas. Basanti is an administrative division in Canning subdivision
of South 24 Parganas district in the Indian state of West Bengal. The headquarters
of this block is at Sonakhali. A brief profile of the district is given in Table 1.

About 65% of the population lies below the poverty line, while 37% do not have
two square meals per day. Basanti ranks as the worst block in South 24 Parganas
according to the Standard of Living Index calculated by the 2005 Rural Household
Survey (Government of West Bengal 2008). The main occupations in Basanti are
farming and pisciculture. About 42% of the workers are daily labourers, while 36%
are cultivators.

Table 1 Profile of Basanti block

Indicators 2001 2011

Households 50,751 70,818

Population 278,543 336,717

Urban population – 6625 (1.97%)

Percentage of literate population 56.98 68.32

Percentage of SC/ST population 47.84 41.49

Percentage of Muslim populationa 41.18 44.87

aIn 2011, the share of Muslim male and female population was 44.38 and 45.38%, respectively.
Corresponding percentages for 2001 were 41.18 and 40.63%, respectively
Source http://www.censusindia.gov.in/2011census/population_enumeration.html

http://www.censusindia.gov.in/2011census/population_enumeration.html
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2.3 Sampling Strategy

The study was based on a primary survey of Muslim youth aged between 18 and
22 years (born between 1993 and 1997). This age group was selected keeping in
mind two factors:

(a) Lowering the age below 18 years might have included respondents whose
anthropometric development is not fully complete; and

(b) Increasing the age above 22 years would mean that time gap between birth of
respondent and time of survey would also increase, increasing risk of recall
error.

Based on the birth date of the child, we calculated whether the foetal stage had
coincided with Ramadan.4 The mother was asked if she had fasted during the preg-
nancy. The mother’s memory was tested by asking her questions on incidents that
had occurred in the 1990s. Only those who passed the recall test were included in the
survey. Thus, we are able to clearly distinguish between children exposed to foetal
starvation and those who were not. In addition, information on the asset holding and
economic status of the family and occupation of parents (at the time of pregnancy
and current), along with education of parents, was collected.

The field survey was undertaken by a local NGO, Sundarban Unnayan Nike-
tan (SUN), under the supervision of the Investigators. The NGO identified Muslim
women with children born between our reference period (1993–1997) and adminis-
tered the first round of survey, in which birth dates of the children born in this period
were noted, recall tests performed to assess reliability of the respondent’s memory
and information collected on the educational level of the respondent and her hus-
band, past and current occupation of the couple and asset ownership. This part of the
survey was undertaken from July to October 2013.

In the second stage of the survey, undertaken between December 2013 and April
2014, camps were held in different localities within the survey region, and the fol-
lowing measurements of children listed in the first stage were taken:

(1) Body mass index (BMI), kilograms/metre2: BMI is a measure of one’s height in
relation to one’s weight and used to categorise a person as underweight, normal
weight, overweight or obese.

(2) Mid-upper arm circumference (MUAC), centimetre: the circumference of the
left upper arm, measured at the mid-point between the tip of the shoulder and
the tip of the elbow (olecranon process and the acromion).MUAC is used for the
assessment of nutritional status. It is a good predictor of mortality, and in many
studies, MUAC predicted death in children better than any other anthropometric
indicator.

4We used the Muslim calendar available in the webpage http://www.al-islam.com, cross-checking
the dates with http://www.islamicfinder.org/dateConversion.php. Birth dates were cross-checked
with official certificates and documents.

http://www.al-islam.com
http://www.islamicfinder.org/dateConversion.php
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(3) Skinfold thickness (in the bicep, tricep, subscapular and suprailiac regions),
millimetre: measures of subcutaneous fat at different regions of the human
body.

(4) Body density, grams/millilitre: measure of body fat, based on measurements of
subcutaneous fat in the bicep, tricep, subscapular and suprailiac regions.5

(5) Body fat, percentage: amount of body fat mass with regard to total body weight,
expressed as a percentage.Thiswasmeasuredusing thebio-electrical impedance
method.

The instruments used formeasuringwereGalaxy anthropometer, Harpenden skin-
fold calliper and Omron Karada HBF 375 Body Fat Monitor. Only those respondents
who did not have a meal in the two hours preceding the survey were measured as the
metabolic activity may interfere with readings of body fat monitor.

2.4 Sample Profile

A total of 684 women and 447 youths who were offspring of the women respondents
(of which 57.40% were males) were surveyed using questionnaires approved by
the Ethical Committee of Indian Statistical Institute, Kolkata. At the time of the
survey, informed consent of the respondent (both mother and child) was obtained.
After entering the data, inconsistent or incomplete entries were discarded, leaving
a sample of 424 respondents. Out of them, 262 were males and 162 females. The
percentage exposed to foetal starvation was 64.89 and 77.16 for males and females,
respectively.6 The sample profile is given in Table 2.

2.5 Statistical Methodology

Our study assumes that consumption is positively related to the standard of living
(SLI).7 Therefore, information on past SLI provides cues about the consumption
standard of the family and, more importantly, the mother. To test the first objective,
we divided the sample into four groups based on past (during pregnancy) and current

5Estimated using the formula given in Durnin and Womersley (Durnin and Womersley 1974).
6It implies that 120 and 75 male and females formed the treatment group; and 92 and 37 male and
female respondents formed the control group.
7Standard of living indices were constructed based on information elicited on asset ownership (radio
and cycle for past SLI; TV, motorbike and electricity for current SLI) quality of housing (whether
pucca and roof type) and ownership of land. Principal component analysis was used to construct
the index. The values of KMO and χ2 (for Bartlett’s test for Sphericity) were 0.63 and 191.84,
respectively, for the current SLI index. For the past SLI index, these values were 0.52 and 274.72,
respectively.

Respondents were divided into three groups based on values of SLI index—low, medium and
high. To sharpen the contrast, only individuals with high and low SLI were taken in the study.
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Table 2 Sample profile—by control/study group (percentages)

No exposure to foetal starvation Exposure to foetal starvation

Education of mother

Illiterate 39.29 60.71

Can read and write 20.83 79.17

Class 1–4 22.95 77.05

Class 5–8 30.65 69.35

Class 9–10 28.57 71.43

Others 0 100

Education of father

Illiterate 40.86 59.14

Can read and write 30.38 69.62

Class 1–4 38.98 61.02

Class 5–8 25 75

Class 9–10 19.4 80.6

Class 11–12 25 75

Graduate and above 33.33 66.67

Others 0 100

Past occupation of mother

Housewife/unemployed 31.31 68.69

Labourer 60 40

Artisans 4.76 95.24

Primary sector 50 50

Current occupation

Housewife/unemployed 31.22 68.78

Labourer 50 50

Artisans 19.23 80.77

Service (salaried) 66.67 33.33

Others 66.67 33.33

Respondent’s gender

Male 35.11 64.89

Female 22.84 77.16

Respondent’s occupation

Housewife/unemployed 30.15 69.85

Labourer 41.57 58.43

Agriculture (-related) 33.33 66.67

Pisciculture 75 25

Transport 12.5 87.5

(continued)
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Table 2 (continued)

No exposure to foetal starvation Exposure to foetal starvation

Handicrafts 20.22 79.78

Other trade 40.74 59.26

Salaried 66.67 33.33

Student 24 76

Others 11.11 88.89

Respondent’s education

Illiterate 31.25 68.75

Can read/write 33.33 66.67

Class 1–4 35.82 64.18

Class 5–8 27.66 72.34

Class 9–10 27.94 72.06

Class 11–12 31.37 68.63

Graduate 27.78 72.22

Other 100 0

Previous financial status

Poorest 42.40 52.22

Middle 13.60 13.31

Richest 44.00 34.47

Current financial status (5 quintiles)

Poorest 47.29 4.00

Middle 25.58 28.47

Richest 27.13 44.00

SLI—HH (SLI was high in both periods), HL (past SLI was high, while current
SLI is low), LL (SLI was low in both periods) and LH (individuals had low SLI in
the past, but this improved subsequently). High past SLI implies a high nutritional
intake during pregnancy. Based on this signal, the foetus anticipates a nutrition-plenty
environment. The reverse holds for respondents with low past SLI. Predictions are
correct for the two groups, HH and LL; LH and HL, on the other hand, represent
mismatches.

Monaghan’s four propositions, stated in the introduction, can be restated as:

(1) H11: Outcome of respondents with high past SLI worsens if SLI decreases (xHL

< xHH);
(2) H12: Outcome of respondents with low past SLI worsens if SLI increases (xLH

< xLL);
(3) H13: Outcome of respondents with high current SLI will be better if their past

SLI was also high (xLH < xHH); and,
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(4) H14: Outcome of respondents with low current SLI will be better if their past
SLI was also low (xHL < xLL).

when x is the outcome of interest described earlier.
To test whether such differences are statistically significant is not an easy task

given that the samples are small (andwill decrease as we progress to further tests) and
unequal. The reliability of the Student’s t-statistic has been questioned as it assumes
that sample sizes are equal, have equal variances and are normally distributed (Ruxton
2006). Although the use of theMann–WhitneyU-test has sometimes been suggested,
its inability to effectively substitute for the Student’s t has been demonstrated (Kasuya
2001; Neuhäuser 2002). In such a situation, a modification of the degrees of freedom
(Welch 1938, 1947) to increase the power of the t-test for unequal samples with
unequal variances has been found to be useful (Ruxton 2006), particularly as it
ensures better control of Type 1 error rates (Delacre et al. 2017). Resampling is
another technique that has been suggested (Edgington 1964, 1969). This consists
of taking repeated permutations of the original sample and estimating in how many
cases the hypothesis is proved. In this study, we have taken 1000 simulations of the
sample based on the Monte Carlo method. Welch’s t-test was performed for all the
permutations, and the proportion of times, our hypothesis was accepted, is reported.

The second set of hypotheses comprises of checkingwhether the short-term inten-
sive nutritional shock of Ramadan fasting overrides the signal provided by nutritional
intake during the eight months comprising the rest of the foetal stage.

To test this, we divided the sample into four groups based on their past and cur-
rent SLI. We examined the impact of a short-term nutritional shock, in the form of
Ramadan fasting, for respondents with high past SLI scores (HH and HL). Respon-
dents belonging to the LH and HL groups are not considered as Ramadan fasting
merely accentuates the low levels of nutritional intake of the mother. Our hypotheses
are:

(1) H21: For families whose economic status has deteriorated (HL), children
exposed to foetal starvation have better outcomes than those children not
exposed to any such nutritional shock

(
xHL
FS > xHL

NE

)
, and

(2) H22: For families whose economic status has remained about the same (HH),
children exposed to foetal starvation have worse outcomes than those children
not exposed to any such nutritional shock

(
xHH
FS < xHH

NE

)

when

FS indicates that the respondent has been exposed to foetal starvation, and
NE indicates that respondent has not been exposed to foetal starvation.

In the third step of our analysis, we test whether foetal starvation genetically
programs the offspring to face latter life economic adversity more effectively than an
offspring anticipating a nutrition-rich future. It is tested using the double-difference
method. The first differences are:

DFE = (xHH−xHL)FE for the study group
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DNE = (xHH− xHL)NE for the control group

It represents the decline in outcome due to deterioration in SLI. We then take the
second difference:

DIDM = Di
NE − Di

FE

Given that foetal starvation prepares respondents to face a nutrition deficient
environment, it should be the respondents exposed to foetal starvation who are better
able to face the adversity relative to respondents not exposed to foetal starvation.
Although the anthropometric outcome of both groups will fall, the decline will be
less for the control group vis-à-vis for the study group. The hypothesis is:

(1) H31: For families whose economic status has deteriorated (HL), the mean
decline in outcome for children exposed to foetal starvation is less than the
mean decline in outcome for those children not exposed to any such nutritional
shock, i.e. DIDM > 0.

Since this is a difference-in-difference, a regressionof the outcomes studied should
be regressed on an EXPOSURE dummy (=1 if exposed to Ramadan fasting in the
foetal stage,=0 otherwise), an indicator labelled TREATMENT (indicating whether
respondent belongs to HH or HL group) and the interaction of these two dummies.
The coefficient of the interaction is an estimate of the average treatment effect (ATE).
As control variables, we have used birth order, and dummies indicating whether
respondents were delivered prematurely, were breastfed and are currently engaged
in any manual work. Past and current economic status is taken care of in the TREAT-
MENTdummy.For households belonging to theHHgroup (highSLI in both periods),
TREATMENT takes a value of unity; in case of households whose economic status
has fallen (i.e. HL), TREATMENT equals 0.8

3 Findings and Discussion

3.1 Mismatch Between Actual and Expected Environment

Results are reported in Table 3. For male respondents, the percentage of indicators
confirming the hypotheses are 100 (HH > HL), 88 (HH > LH), 63 (LL > LH) and
75 (LL > HL). Welch’s test supported our hypothesis in only 23% of the simulations
for suprailiac skinfold thickness (males, HH vs. HL) and in 32 and 38% cases for
BMI and skinfold thickness at bicep region (male: LL vs. HL). On the other hand,
the proportion of simulations supporting our hypothesis was high for all skinfold
thicknesses (except bicep), body density and body fat per cent (Male: LL vs. LH).

8LH and LL households are not considered in these hypotheses.
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Among females, three of our hypotheses (HH > HL, HH > LH and LL > HL)
receive support from results of more than half the indicators—for seven, five and
six out of the eight indicators, respectively. In these three cases, a low proportion of
simulations support our hypothesis for biceps (HH vs. HL), mid-upper arm circum-
ference, skinfold thickness in bicep and body fat per cent (HH vs. LH) and skinfold
thickness in bicep and suprailiac regions (LL vs. HL). Therefore, there seems con-
siderable evidence to support the starting group of hypotheses (H11–H14), stating
that outcomes will be better if the signal received at the foetal stage matches with
the actual future environment, vis-à-vis when there is a mismatch.

Overall, when signals of nutrition deficiency at the foetal stage match with the
subsequent environment, male respondents were found to have higher MUAC, skin-
fold thickness at the triceps and subscapular region, body density and body fat;
among female respondents, a similar finding was observed for skinfold thickness in
the subscapular region, body density and body fat. In addition, BMI was also higher
in general. Further, mean values of such respondents were in the normal range. The
control group, in contrast, had lower values for these outcomes, bordering on the
low-normal boundary. It indicates that mismatch in signals of expected environment
and the ensuing environment may reduce body fat levels. This may have long-term
health consequences (Blackburn and Phillips 2001)—affecting the ability to store
energy (leading to fatigue), affect the functioning of the brain and cardiovascular
system, reduce thyroid levels, affect the absorption of calcium and weaken muscles.

3.2 Impact of Ramadan Fasting

The second question that we turn to is the impact of Ramadan fasting. Past SLI
provides information about consumption levels over the entire gestation period. But
are short-term nutritional shocks also important as indications of the future environ-
ment? In particular, do short-run nutritional shocks, like Ramadan fasting, override
the longer run signals provided by past SLI (and consumption) to the foetus?

Results are given in Table 4. Here, the evidence seems to be against the hypothesis.
This confirms studies of the impact of Ramadan fasting among Muslims in diverse
countries (Kavehmanesh and Abolghasemi 2004; Ziaee et al. 2010; Alwasel et al.
2013a, b; Savitri et al. 2014, 2018; Glazier et al. 2018). Results—whether percentage
difference, Welch’s t-test or t-tests after Monte Carlo simulations—supports our
hypothesis to some extent only for male respondents in the HH group. For this
group, t-tests confirm our hypothesis for skinfold thickness in tricep, subscapular
and suprailiac regions and percentage of body fat. After Monte Carlo simulations,
t-tests support our hypothesis for six out of eight indicators. The exceptions are
mid-upper arm circumference and bicep skinfold thickness.

The failure to find evidence in support of the impact of Ramadan fasting is in
contrast to the favourable results obtained for the impact of a sustained nutritional
deficit. The present study is not directly comparablewith existing studies of Ramadan
fasting that uses large-scale survey data and relate coincidence of Ramadan with ges-
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tation period (irrespective of whether mother had fasted or not) to onset of diseases
at midlife. The sample size is much larger in the case of the latter, the proxy for foetal
starvation is different and the phenomenon being studied is different. Nevertheless,
the results of this subsection question the advisability of relying on short-term nutri-
tional shocks in the form of Ramadan fasting as a proxy for foetal starvation, ignoring
long-term nutritional intakes. It is a finding that is in line with meta-reviews sug-
gesting that Ramadan fasting does not adversely affect birth weight and that there is
insufficient evidence regarding potential effects on other perinatal outcomes (Glazier
et al. 2018).

3.3 Facing Economic Adversity

In the third step of our analysis, we test whether persons exposed to foetal starvation
are able to adapt better to conditions of scarcity and economic hardship than those
who are not exposed to foetal starvation, using a double-difference approach. Results
are given in Table 5.

Among male respondents, ATE is statistically significant for BMI (10% level),
mid-upper arm circumference (10% level) and skinfold thickness in the subscapular
region (5% level). Among females, ATE is high for skinfold thickness in tricep region
(5% level). There seems some evidence indicating that exposure to foetal starvation
may better prepare respondents to face a decline in economic status.

Table 5 Average treatment effects for male and female respondents—by exposure

Anthropometric outcomes Male (nT = nC = 17) Female (nT = 15; nC = 5)

ATE t-ratio Prob. ATE t-ratio Prob.

BMI 4.04 1.77 0.08 0.90 0.41 0.69

Mid-upper arm circumference 3.53 1.90 0.06 −0.12 −0.06 0.95

Biceps: skinfold thickness 1.61 1.00 0.32 3.03 1.05 0.30

Triceps: skinfold thickness 3.95 1.54 0.13 10.41 2.00 0.05

Subscapular skinfold thickness 5.74 2.14 0.04 7.43 1.49 0.15

Suprailiac skinfold thickness 1.14 0.53 0.60 1.65 0.32 0.75

Body density 0.28 1.30 0.20 0.45 1.09 0.28

Percentage of body fat 2.02 0.72 0.48 1.34 −0.30 0.76

Note Figures in parentheses, besides male and female, are treatment and control group sizes
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4 Conclusion

To sumup, the FOHargues that exposure to foetal starvationmay increase disposition
to develop diabetes mellitus, hypertension, cardiac ailments, nephrological diseases,
etc. in midlife. The underlying mechanism is the growth of a “thrifty” phenotype
that prepares the organism to survive in nutrition-deficit environments, but results in
maladaptation if the organism is subsequently exposed to prosperous conditions. The
PAR theory extends this idea to suggest that the foetus receives signals of the expected
environment in which it will grow up. If the signals predict the future environment
correctly, then the organism is suited to its local environment and will have optimal
outcomes. If, however, signals are faulty andwrongly predict the future environment,
then outcomes will be adversely affected as the organism is maladjusted to its local
environment.

The present study attempts to contribute to the literature by testing for PAR in
a chronically underdeveloped locality. Our study finds some evidence in support of
PAR, particularly among male respondents. Mismatching of the predicted and actual
environment appears to affect body fat levels, reducing measures to values slightly
above the low levels. Thismay have serious long-term health consequences inmidlife
as the chances of suffering from non-communicable diseases will increase. However,
there is scope to extend the study by undertaking a study with a larger sample size,
which would enable controlling for more variables.

Even the limited evidence produced by this pilot study has important implications
for maternal and child health—an important component of Sustainable Development
Goals adopted by the United Nations in 2015. The current study shows that indi-
viduals exposed to foetal starvation may become programmed to function only in
nutrition-deficit conditions. Subsequent prosperity affects their anthropometric out-
comes adversely, which may increase the probability of developing lifestyle diseases
in midlife. A sharp rise in non-communicable diseases in developing societies has
been reported in various studies (World Health Organization 2018). It implies that,
unless we ensure proper nutrition to pregnant women, their offsprings are likely
to be programmed in such a manner that they will become susceptible to non-
communicable diseases and unfit to reap the benefits of growth and development.
This calls for concerted attempts to guarantee adequate nutrition during pregnancy
to ensure that growth leads to an inclusive society.

Designing such strategies, however, is not easy. Nutritional interventions designed
to increase birth weight have had only modest success (Kramer 1993; Rasmussen
1999). Even if one assumes that association between birth weight (BW) and car-
diovascular diseases (CVD) is causal, increasing birth weights will improve cardio-
vascular outcomes marginally (Joseph and Kramer 1997). Such findings imply that
“although studying factors in early life has offered some new ways of thinking about
the origins of CVD, increasing BW is likely to be much less effective in reduc-
ing mortality than modifying the traditional risk factors observed during adulthood”
(Rasmussen 2018: 87). Public health policies to increase birth weight has costs; they
may expose infants to the risk of being macrosomic at birth or developing cancer
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(Rasmussen 2018). Further, recent studies have argued that birthweight is only a poor
proxy for a process or processes that affect the foetus. Improving our understanding
of how and when genetic programming occurs, therefore, is an important precondi-
tion to design intervention strategies during pregnancy to reduce the development of
the chronic disease.
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Sustainable Development
and the Problem of Economic Inequality

Anup Kumar Sinha

Abstract Sustainable development is a complex concept, and most descriptions
of the process involve aggregate measures of wealth and capital stock, along with
some problems of aggregation and valuation of these stocks. Sustainable develop-
ment essentially seeks to reduce the inter-generational inequality by trying to ensure
that the current generation does not consume and exhaust too much resources such
that future generations have a difficult time leading a life that is at least as good as
that of the current generation. An important macroeconomic feature of any econ-
omy is the extent of inequality in income and wealth experienced by the current
generation. The intra-generational inequalities constrain sustainable development.
Few who have too much can afford to waste resources and still bequest adequate
amounts to their next generation. The many who have too few often struggle and
overuse resources, thereby creating environmental stress. The more the inequalities
the greater the environmental problems, making sustainable development that much
more difficult. Hence, the reduction of intra-generational inequalities is an integral
part of the process of sustainable development. This paper discusses some views
on inequalities and the alternative ways of addressing a key problem of sustainable
development.

Keywords Sustainable development · Inequality · Intra-generational inequality ·
Inter-generational inequality · Crude look at the whole · Radical ecology

1 Introduction

Sustainable development is a complex concept. It draws on a number of branches
of knowledge beginning with the physical and biological sciences, to ethics and
political economy, down to the details of economic policy formulations and the tricky
challenge of forecasting the future. In all these distinct aspects that converge to a
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knotty problem, the concept of economic inequality is fundamental in defining the
core issue of sustainable development. Arguably, the most widely used definition is
the one that is attributed to the Brundtland Commission Report titled Our Common
Future (1987) that described sustainable development as development that meets
the needs of the present without compromising the ability of future generations to
meet their own needs. It is obvious from this definition that sustainable development
has to do with inter-generational inequality. The current generation may not ‘eat up’
productive resources that leaves the future generations unable tomeet their needs and
live like we do. The current generation then has a decision problem to use resources
so that everyone living now may have a decent life, while leaving enough resources
for the future. Would inequality in the current generation have any bearing on this?
It would. The very rich may have a tendency to waste resources since they have
enough and more to spare. On the other hand, the very poor may have to depend on
natural resources like land and forests and rivers where overuse of these resources
could despoil nature and leave a less productive environment for future generations.
Since nature is shared by all living beings and the natural environment is commonly
owned, any sustainable solution has to be global. It is impossible to have sustainable
development in one part of the world and a terrible despoliation of the environment
in another part. This is yet another form of equality that sustainability entails.

In both cases, extreme wealth and extreme poverty reduce resources left for pos-
terity. Less economic inequality would save more resources and contribute to a more
sustainable future. It can also be easily appreciated that inequality is to be found
at two interrelated levels—at the level of individuals within a nation and inequality
across nations. This is not to claim that the problem is only about inequality. There
are issues in defining ‘needs’ of a particular generation. Similarly, there could be
differences in understanding what exactly are the needs to be sustained; incomes
or wealth, or utilities or nature itself which provides us with food and about every-
thing else that make up the world. However, tackling inequality becomes the core of
any strategy of development that attempts to address issues of sustaining economic
development over time and across generations.

In this paper, we first take a look at how sustainable development can be defined in
an operational form where decision-making would be possible. Next, we take a look
at using those definitions and indicate how dynamic decision-making may be quite
thorny and our attitude to inequality come into play. Finally, we discuss what kinds
of changes are necessary to make human society sustainable not only for people
inhabiting the planet, but also for all living beings.

2 Sustainable Development as Non-decreasing
Comprehensive Wealth

What is to be sustained such that inter-generational well-being is non-decreasing?
One widely accepted approach is to ensure that society’s stock of wealth is non-
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diminishing (Dasgupta 2001) so that at least an equivalent stream of income can
be generated from it. Capital is supposed to be substitutable so that if one kind of
machine or material could be substituted for another. Similarly, knowledge could be
replaced too, say from using oil to drive a car, to nuclear energy powered electric
batteries. Ecologists and scientists would be quick to point out that not all capital
is fungible as economists quite often presuppose (Neumeyer 1999). One can hardly
think of substituting fresh water, or clean air, or the fertility of the top soil, or the
cyanobacteria that form the base of oceanic food webs. Hence, one may think of a set
of substitutable economic and social capital (institutions, rules of functioning) and
a distinct non-substitutable set of natural capital. Sustainable development would
imply a non-decreasing stock of both the sets of capital.

Mere bequests of a stock of non-decreasing capital, including natural capital, is
clearly not enough. All these forms of capital could be maintained while having a
terribly unequal distribution of power and wealth where political or corporate elites
might keep wealth to themselves holding down a dominated and powerless populace.
In such a case of absence of freedom, the provision of basic needs for everybody of the
current generation would be unattained. Hence, the best way to view sustainability
froman anthropocentric perspective is to ensure a non-diminishingmeasure of human
well-being that includes not only income and wealth, but also basic capabilities such
as health, education, political voice, natural capital, and the freedom to choose one’s
lifestyle from an expanding set of functionings. Intra-generational equality is as
important as inter-generational equality for development to be made sustainable.

Sustainable development is distinguished from the usual considerations of eco-
nomic development in terms of ensuring that development is not just a one-off change
in the state of affairs of a society. Rather, it has to be seen as a process that can be repli-
cated over time and space for future generations of people who will inhabit the earth
(Sinha 2012, 2013; Martini 2012). Indeed, sustainable development is essentially
a critique of thinking about development as mere economic growth accompanied
by improvements in the average income and standard of living attained by a given
population. It is more about a fair distribution of resources and access to productive
resources, across generations, keeping within the bounds of the planetary natural
resource constraints.

Acceptable as it may seem at first glance, the social solution may be difficult to
arrive at, and even more difficult to implement. First of all, it entails a basic under-
standing of the role of Nature in the process of economic activities, and especially the
kinds of constraints this role might throw up. The second problem is agreeing about
what exactly is to be bequeathed to future generations. Would it be some subjective
notion of utility or satisfaction measured with the help of a social welfare function,
or some more tractable concept of well-being? The third issue is about how much
importance we attach to the well-being of future generations of yet unborn people
(Koopmans 1960). Does one treat them to be as important as we consider ourselves,
or does one discount their well-being only because they are born at a later date?
Finally, depending on how one resolves the first three questions, one has to agree
upon a time path of resource allocation and the resultant social well-being from those
resources accruing to successive generations.
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In solving the dynamic resource allocation problem, there are bound to be many
complications too. People living in a society normally prefer to consume things in
the present time as opposed to waiting for the future. This is referred to as time pref-
erence or impatience and is usually considered in economic theory to be a subjective
choice exercised by the individual. How would the social rate of time preference be
chosen? Is there a well-definedmethod of arriving at this number? The social planner
chooses some number that could be low implying that society (assumed to live for-
ever) would consider today’s consumption as important as tomorrow’s consumption
(consumption being taken as a rough and ready measure of social well-being). On
the other hand, a large amount of poverty and current levels of material deprivation
might compel a planner to treat the consumption in the here and now to be more
important than the future, especially the distant future. An implication of this would
mean having more to consume now. The opportunity of productive investment, on
the other hand, implies that if one sacrifices and saves for the future, the action will
be rewarded with a positive rate of return on investment, usually captured in the rate
of interest as the reward for waiting. This, in turn, would imply society would try to
consume a little less now and save for a future attracted by the rewards earned from
saving. Finally, the nature of the social well-being function with some reasonable
properties such as diminishing marginal gains would imply a smooth distribution of
income over time. This is referred to in economic theory as the ‘aversion’ to inequal-
ity. Ifmarginal gains are diminishing, then a tiny amount of consumption (again taken
as a rough indicator of social well-being) withdrawn from the future and re-allocated
to the present would imply that the loss (of future consumption) would be less than
the gain (in current consumption). The dynamic decision problem could exert pulls
in three different directions. Society’s choice would depend on the combination of
values chosen for the allocation of resources over time with the values of time pref-
erence and the aversion to inequality playing a critical role in determining dynamic
outcomes.

There are complicated ethical choices too, even when an individual allocates
personal resources over time, say the lifetime of the individual, and the terminal
bequests to be left for the next generation. When it comes to an entire society taking
a decision to ensure that development is sustainable in the sense of inter-generational
well-being is chosen in such a fashion that it is non-decreasing (Dasgupta 2001), the
complexity is compounded. How does society ethically choose a set of numbers for
planning its allocation of resources as a representative of a large set of individuals
each of whom has a particular ethical ranking of states of affairs (current and in
the future)? Obviously, the role of the public policy planner becomes complicated.
For instance, it would of great convenience for the planner, if she knew that an
overwhelmingly large number of persons (whom she is supposed to represent) had a
strong ethical preference for guaranteeing a non-diminishing level of well-being for
future generations, even if it entails making current sacrifices for the purpose. The
complexity of sustainable development does not stop there. Even if all these issues
could be resolved or a consensus arrived at, the pathway to sustainability would entail
some sacrifices to be made by the current generation of people living on the planet.
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What would be the quantum of this sacrifice and how would the cost of making the
sacrifice be shared across individuals and nations.

3 Creating Public Policies from Scientific and Economic
Knowledge

In the nineteenth and the twentieth centuries, science was understood to be exact
knowledge with its laws and precise predictions. Scientific knowledge has increased
enormously and has the ability to indicate the possibility of problems and disasters
like the effects of increasing pollution, or the effects of biodiversity loss. However,
with the rise of knowledge two things changed. The first is the ability to view reality
as a more complex systemwhere the sub-systems cannot be broken down as in linear
systems. The sub-systems interact with one another and affect the system as a whole.
The second aspect of rising knowledge is the ability to view future possibilities but
only as possibilities where objective probabilities cannot be assigned. Yet in many
cases (for instance, climate change), the future possibilities are understood with deep
uncertainty, where predictions about time frames, extent of damage or costs are all
subject to large degrees of error. Science, in this sense, provides fuzzy knowledge. On
the other hand, if society does not do anything to mitigate future problems, then the
costs can turn out to be unacceptably high, even endangering life on earth. Society has
to make an ethical choice, and if it needs to act, the action has to be, comprehensive,
decisive, and with shared global responsibility. Social responses cannot afford to
be hazy and divergent beyond a narrow band. In the past two centuries, it was just
the opposite. While science was precise, the social responses were subjective and
diverse. In the current era of what is now described as post-normal science, public
policy must be generated from a constant inter-action with scientific knowledge as it
emerges (however fuzzy it might be), and construct social choices that are feasible.

We are normally used to breaking up complex systems into more manageable
simpler sub-systems and studying them to understand the whole. However, in non-
linear complex systems it is difficult since the sub-systems are constantly interacting
with each other affecting the system itself. When contemplating about the future
of human society long term issues such as economic well being, health, political
systems, military and diplomatic issues, environment and climate; all are considered
important and all are interrelated. All these issues go beyond the individual or the
nation state into global or planetary dimensions. These are not decomposable into
isolated silos that can be studied by the specialist. This world problematique of the
twenty-first century needs a more comprehensive knowledge that is not in the ken of
any one branch of specialization. Hence, the importance of inter-disciplinarity which
starts with a crude look at the whole sometimes referred to as CLAW (Miller 2016).
This requires a different approach to understanding the planet and its inhabitants.
The geo-sphere is important in the sense that an understanding of it gives us the
way important minerals and resources such as water or air or soil are formed and
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what life support systems signify. The bio-sphere helps us understand the web of
life and its intricate interconnectedness, where human beings are just one species
out of innumerable ones. The bio-sphere affects the geo-sphere as the soil’s fertility
is maintained by bio-geo-chemical cycles like the carbon, phosphorus and nitro-
gen cycles. Geo-sphere can modify the bio-sphere by changing habitat conditions
or forcing migration as terrains and climate, along with the availability of food and
water alter. Finally, there is the anthropo-sphere which includes human society and
all activities around it. This is supposedly the most disruptive as we have changed
nature to a very large extent and our use (or as most now believe) overuse of natural
resources, and damage done to the environment has had irreversible effects, on both
the geo-sphere and the bio-sphere.

If we are to ensure that we can sustain life and human society on earth in the
complex system we need to preserve, we need to bestow a non-decreasing compre-
hensive wealth to future generations. The planning problem is theoretically solvable,
but in reality it will need a number of changes in how we do things and above all,
how we think about things. For instance, as described earlier we are not used to
thinking about history as the history of the planet where human beings are just one
critical cog in a giant machine. We think of history as a narrative of humans on earth
and consider our domination as limitless and glorious. We are not trained to think in
terms of complex systems.We break complexity into simpler parts. That strategy, we
argued, is likely to give us erroneous understanding of the whole. However, a crude
look at the whole of what sustainability entails gives us some actionable points as it
were for societies to engage in with debate and discussions that could inform public
policy.

The first concern is that we need to think about ways andmeans to reduce inequal-
ity over time but also in the here and now.Yet we know that eradication of poverty and
deprivation in the current generation will require growth and development. The nat-
ural way for this is to adopt the business as usual path that has led us into the morass
of environmental degradation. We do not know how, and what cost we can decouple
growth from high energy use and resource extractions. This is a big challenge that
will require disruptive changes. Population growth and demographic transitions is
the second area of concern as far as public policy is concerned. How do we tackle
the problem of too many people on the planet given technology and the institutions
that govern our lives? The earth’s carrying capacity has been stretched where sci-
entists believe we are using not only the renewable interest of the environmental
capital, and we are also diminishing the stock. However, can we change lifestyles so
that we consume less? Who should consume less? Which people are surplus? How-
ever, changing population growth patterns and rates is tricky since these decisions
are private while the adverse impact is one that hurts all. If economic development
reduces population growth rates, as has been observed for the societies that are now
materially affluent, then economic growth in the poor nations of the world today will
further despoil the environment and make development unsustainable. We yet do not
have an alternative model of development.

The third area of concern is that we need a social and institutional transformation
that will be more concerned with the well-being of all and can cope with conflict.
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New attitudes must also yield some national space to global forums that can make
sustainability concerns consistent across nations and making some form of com-
pliance mandatory. This leads us to the fourth area of concern. Social and institu-
tional changes would be impossible without an ideological change where myopic
self-centred interests are reconciled with a bigger planetary consciousness which
informs our decisions and the choices we make.

The final area of concern, which is arguably the easiest to address, is the need
for a new way of looking at technological innovations that reduce materiality of
production and help the transition to a low carbon economy, and a set of economic
policies that quickly identifies and addresses the internalization of external costs that
damage the natural environment. Improvements along this last area of concern are
already discernable. These concerns are not independent of each other.

4 Some Alternative Pathways to Reduce Inequality

The areas of concern we discussed above have different proponents who prioritize
importance of these areas differently. In a broad sense, these different approaches can
be traced to thosewhoput primacyof technology and thehumangenius, thosewhoput
emphasis on ethics and values that would trigger and facilitate the transformations
necessary, and finally the rational school that believes that humans will perforce
realize that the most wise thing to do is save the planet since without that their own
existence could be in jeopardy.

4.1 Technological Primacy

There is widespread belief, especially amongst social scientists who do not actually
design new technologies that scientific changes will help decouple growth from
higher energy intensity and higher use of material resources. The current problems
of environmental degradation, biodiversity loss and climate change are a necessary
phase that human society must perforce pass before a greener sustainable world is
built. Indeed, there have been a lot of technological changes that are greener and
more ecologically efficient. However, by the end of the century primary energy
use is predicted to grow threefold. If this turns out to be true, would it lead to a
lower use of material inputs in production? Over history from the hunter-gatherer
stage to agriculture to the modern industrial phase, this has never actually occurred.
Materiality of production andwaste creation has systematically increased, sometimes
dramatically rapidly as in the past two hundred years. History at least does not support
this expectation of a turnaround in the impact of technology. A purely technology
led solution may be ruled out. So much of the current world economic order is based
on growth where even the rich nations get enormously worried if growth declines.
The emerging economies are almost exclusively focussed on the robustness of their
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growth path and poor nations quite rightly so aspire to growout ofwidespread poverty
and deprivation.

4.2 Ethics and Values

A second area of the debate revolves round the primacy of values, justice, rights
and the natural world. Here, the argument is that human beings have to first build
their lives around a cultural identity with nature and other living beings, and this
must be reflected in the political and ethical systems of society, in the construction
of social order, in religious understandings and spiritual relationships. This will lead
to a transformation that will make the world more sustainable and less unequal. In
this view, there are non-technological limits to growth when growth impinges upon
the rights of others, including other living beings, whether now or in the future and
whether the problems arise nearby or in a far away geography. This culture, in short,
is expected to be universal and shared by all. It clearly calls for a revolution in
lifestyles and values that may be difficult to attain, especially in the short span of
a few decades. There are some problems with this approach which explains why it
might take more time than expected. Human beings have for centuries put material
comfort and well-being as far more important than the mental state they live in. A
materially poor life where the person experiencing the poverty is happy is indeed
rare. It might happen for a few people especially in religious settings of a hermitical
existence, but it is very difficult to think of the overwhelming majority of people to
be transformed in any short span of time. The second problem is that if this was to
be engineered through social policy or education, there would be a clash between
these attempts and a fundamental human value of freedom especially the individual’s
freedom to choose.

4.3 Rational Choice

A third approach in the debate about what is to be done is the reliance on rationality
resembling the enlightened human intellect. This is particularly strong in European
and Western thought where there is a deep belief that the rational side of human
thought would resolve the complications of values and ethics in the construction
of identity. However, rational thought has seen the development of universalistic
monolithic institutions of capitalismwhich dominate the economic and technological
structures. This has been referred to as the totalitarian aspect of enlightenment. There
is a hope that enlightened self-interest will make the human mind understand the
lock-in and help transcend that condition, driven by human agency and will power.
Science and scientific evidence play a role here. The warning is sounded based on
the new evidence that science has brought forth in the last two hundred years. It is
only recently we know why the dinosaurs became extinct, how old the earth is, about
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ice ages, about where the sun obtains its energy from and how chemistry works.
There was no knowledge about the biology of genes and epigenetic theories. There
was no theory of evolution and the big history of the planet was unknown. This
new knowledge rather than a faith in technology or values can be demonstrated to
convince the rational human mind that something has to change and change pretty
fast if a disaster has to be avoided.

This expectation is also doubtful. Whether this evidence will actually help tran-
scend the older beliefs about the world, ideologies, and above all selfish short term
material interests is questionable. The bigger challenge is how to integrate this knowl-
edge of science (however imprecise and probabilistic) into slow-moving societal
belief systems and trigger a faster than usual response in terms of changed actions
and preferences.

4.4 A Crude Look at the whole

It is important to begin with a crude look at the whole where science and culture
have to come together to find solutions and trigger changes. This can be done by
looking at earth system processes which is developing as a scientific, networked,
collective, social global subject that is attempting to order its understanding of the
world with all its complexities. The features of this new knowledge building attempts
include a highly developed comprehensive earth systems science using complex
computer simulation as an important tool for making projections of the geo-sphere
bio-sphere and anthropo-sphere and their interactions. A second key feature is a
giant earth observation system which provides empirical links between the earth’s
past and future. Finally, there is a globally networked system of communication,
negotiation and goal setting that is essential to manage the large number of processes
in a consistent manner. Together these features might contribute towards the building
of a global consciousness that might steer policy and action towards sustainability. If,
however, time is of the essence, then waiting for socially acceptable change may take
too long and some catastrophic event might set in even earlier than that. Therefore,
it might be necessary to provide active management or engineering to bring certain
changes that can trigger others. For instance, an emphasis on new technology and
the reduced use of energy in production and consumption, or the creation of new
institutions for managing the environment can easily be started through conscious
efforts without waiting for a global consensus. Such changes must obviously pay
attention to design, but the designs themselves must be deeply embedded in a value-
based analysiswhenweighing the consequences and adverse effects of these changes.

As far as changing the way we think about human societies and their relationship
to the planet, we need to create and develop what is being referred to as the Big His-
tory of the planet (Christian 2004; Harari 2015; Spier 2005). This big history project
puts together three time scales through which we normally view the earth and its
inhabitants and puts them together. The first is the very large geological–astronom-
ical scale of time followed by the biological time scale of life on earth and finally
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the human time scale when human beings evolved from the big apes. This would
help in a more nuanced understanding how human beings along with other forms
of life interact with the environment and how the environment itself evolves. The
construction of such views is not without their dangers. Societal visions of nature
and the natural have often clouded human interactions with the natural environment.
It requires capable science that is embedded in culture and deeply reflective. This is
enormously significant since projections of the past as well as the future are fuzzy and
imprecise while our knowledge of ecological systems is also incomplete. Any radical
changes in technologywill require fundamental social transformations too. There are
also large differences in the underlying assumptions about human behaviour that his-
torians, economists, sociologists and anthropologists make. Yet the hope is that with
the crude look at the whole humanity will overcome the fragmentary perceptions of
the world and be able to construct mental images where the whole is more than the
isolated parts of our knowledge.

4.5 Radical Ecology

There is another group of thinkers who have been arguing that private-property-based
market capitalismwould have to be replaced by a new set of institutions which would
reflect an alternative socio-economic order of things (Foster 2002, 2009). Proponents
of this radical ecology assert that the fundamental dynamic of capitalism is to accu-
mulate wealth and increase consumption. It works on the principle of self-interest,
and not social considerations. Hence, the time horizon of all self-interested decision-
making that is hardwired into the capitalist systemwould itself be an insurmountable
challenge. This is definitely true for households and individuals. As far as businesses
are concerned, they might have a planning horizon which is greater than the life span
of an individual and are usually guided by the current situation of competition and
demand in the market. In essence, any form of private property, self-interest-based
capitalism would usually place a higher value on the present than on the distant
future. It has a built-in tendency to create inequalities in outcomes as far as wealth
and income are concerned. High levels of inequality would generate tendencies to
waste by the rich and over exploitation of the environment by the very poor. Putting
it starkly, the philosophy of capitalism does not contain in its vocabulary the word
‘enough’.

Some form of planning would be necessary for reducing extreme inequalities
which trigger unsustainable use of resources. This planning need not imply large
government or big bureaucracy; rather, it would entail a large set of guidelines for
resource use and business processes. Further, it would be essential for local commu-
nities and businesses to adhere to these guidelines for which appropriate incentive
mechanismsmust be put in place. The capitalist systemof production and exchange is
a continuous reworking of society’s relationshipwith the biophysicalworld. This pro-
cess of continuous transformation degrades the natural environment through deple-
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tion of resources and creation of wastes—referred to as the metabolic rift. No system
that is essentially based on private property can reverse this damage done to nature.

4.6 Marx and Nature

The classical Marxist critique of capitalism was built around the inherent instability
of capitalist production systems and the consequent struggle between capitalists and
workers as twodistinct classes.Marx andEngels (Engels 1940;Marx 1959/1844; Par-
sons 1977) were well aware that capitalism necessarily despoils nature, but focussed
on the primary social conflict between two classes of people. Radical ecologists
(Jones 2011) point out that in the current stage of capitalist development, the pri-
mary contradiction lies in the relationship of capitalism’s logic of change and nature’s
own rules of the biophysical world. The radical ecologists therefore believe that it is
unlikely that capitalism can be reformed to deal with its relationship with the natural
world such that a more harmonious evolution could take place. This is particularly so
because congruence with nature requires a different type of property system which
would be governed by a complex and multi-layered system of usufruct rights, cus-
toms and obligations where nature would be looked at as shared common property.
This sharing would have to be understood not only as one amongst human beings
but amongst all other living beings too.

If one has to argue that capitalism cannot be reformed enough to define a sustain-
able relationship with nature, then new institutions and property relations would have
to be defined and created. Such radical social changes would not come about without
opposition from certain sections of business that stand to gain by utilizing nature for
private profit. Some Marxists (Gramsci 1971) have argued that the state and the cap-
italist class, even in the face of economic crisis, can control and mitigate opposition
from the working class. This is typically done, partly through coercion and use of
force, and partly through a more subtle creation of consent, for the prevalent order of
things. In the case of the contradiction of capitalism’s inherent logic of accumulation
with the degradation and depletion of nature, there is no way that consent can be
manufactured in nature. If the relationship with nature becomes essentially one of
coercion, then, as is becoming increasingly obvious to scientists, nature can be quite
cruel in its reaction and retaliation. Indeed, human beings living in society are not
fully aware of the kind of severity with which nature might hit back. The crux of this
argument is that there are no feedback and automatic corrective mechanisms in the
capital–nature relationship unlike the capital–labour contradiction.

4.7 Inequality as the First Priority to be Addressed

The first task when thinking about sustainability as a systemic problem that is hard to
break down into fragmented parts is the need to tackle inequality. A widely accepted
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solution for inequality is economic growth, but that might directly conflict with
sustainable development, at least the type of growth that informs the imagery of
development—energy-intensive material affluence. Economic growth also promotes
mobility and enlarges the ecological footprints of individuals as well as communities.
Economic growth alone, in the age of global mobility, does not necessarily reduce
inequality and make the world more sustainable on its own. There are a host of
other social policies required to redistribute the fruits of growth in a more equitable
fashion. Moreover, economic globalization has eroded the power of nation states to
handle these social policies in as effective a manner as before. It is also true that
the environmental setting in which economic growth is to take place (as at least a
necessary condition for reducing inequality) is already quite alarming. In the United
Nations Millennium Ecosystem Assessment (2005) was the first check on global
health of nature. It estimated that 60 % of the planets ecosystem services have been
degraded.These services are not only fundamentally important for humanwell-being,
but are critical for poor communities and a key feature of the planets capacity to adapt
to climate change. In the absence of concerted global action to fight inequality and
its associated ills, sustainable development will remain on a collision course with
business as usual and the pattern of growth that emerges from it.

In the absence of the transformations we have discussed, especially the reduction
of contemporaneous inequality, there could arise environmental crises sooner than
many scientists expect. In that event, two distinctly different social responses could
come about. In the past, there have been instances when big crises have united people
and nations by creating a common reason for action. Effective leadership has often
been able to engage a larger population to greater social trust and collective action like
the Great Depression did in the making of the welfare state. More recent events, such
as global health problems of, pandemics have fostered much greater cooperation and
action than ever before in fighting disease. However, crisis can lead to conservative
responses too. International migration has often been perceived as a threat to the local
populace and that has led to insularity and exclusion and often increased racism.

5 Conclusion

Wehave argued that inequality is germane to understanding sustainable development,
and its reduction is of paramount importance in creating a pathway to sustainability.
However, to be able to do that we require a more nuanced analysis of sustainability
as a complex system which cannot be usefully broken up into independent parts.
Unless it is understood that the planetary system is bigger than its constituent parts,
any effort to reduce inequality and move to a sustainable world will be well-nigh
impossible. We have argued that a nuanced understanding of the earth system has to
begin with a crude look at the whole and realize that interactions between the envi-
ronment, society and ecology are constantly taking place. To change and transform
the business as usualmodel of growth and development, wemust understand the links
between the geo-sphere, bio-sphere and the anthropo-sphere. Once we understand
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that (however imperfectly) we need a series of radical transformations that entail bet-
ter management of the environment, better understanding of science and technology
as well as a far better understanding of how to change social institutions and belief
systems. They need to change from being parochial and local to one where there is
consciousness of the large framework of planetary history. Social change based on
fuzzy predictions of science requires technological change, changes in value systems
and an open approach to observing and analysing scientific evidence and projections.
These three pathways of transformationwould serve to reduce inequality as an essen-
tial element of moving towards sustainability. The core of that challenge is to address
both inter-generational inequality and intra-generational inequality. Attempting both
simultaneously is a big challenge since the instruments of attaining them may con-
flict with one another. Economists know this as the trade-off between efficiency and
equity. In the arena of sustainable development, the trade-off is between justice now
and justice later. It is more complex and more planetary in its aspects than economics
as a discipline can handle by itself.

References

Christian, D. (2004). Maps of time. Sacramento: University of California Press.
Dasgupta, P. (2001).Human wellbeing and the natural environment. New Delhi: Oxford University
Press.

Engels, F. (1940). Dialectics of nature. Moscow: Progress Publishers.
Foster, B. J. (2002). Ecology against capitalism. New York: Monthly Review Press.
Foster, B. J. (2009). The ecological revolution: Making peace with the planet. New York: Monthly
Review Press.

Gramsci, A. (1971). Selections from the prison notebooks. New York: International Publishers.
Harari, Y. N. (2015). Sapiens: A brief history of humankind. Penguin Books.
Jones, A. W. (2011). Solving the ecological problems of capitalism: Capitalist and socialist possi-
bilities. Organization & Environment, 24(1), 54–73.

Koopmans, T. (1960). Stationary ordinal utility and impatience. Econometrica, 28, 287–309.
Martini, V. (2012). Economic theory and sustainable development: What can we preserve for future
generations? London: Routledge.

Marx, K. (1959/1844). Economic and philosophical manuscripts of 1844.Moscow: Progress Pub-
lishers.

Miller, J. H. (2016): A crude look at the whole: The science of complex systems in business, life
and society. Basic Books.

Neumayer, E. (1999). Weak versus Strong Sustainability: Exploring the limits of two opposing
paradigms. Northampton MA: Edward Elgar.

Parsons, H. L. (Ed.). (1977). Marx and Engels on ecology. Westport, CT: Greenwood Press.
Sinha, A. (2012). Sustainable development and governance: Complex processes and unpredictable
outcomes. Society and Management Review, 1(1).

Sinha, A. (2013). Sustainability: Ethics and the future. Journal of Human Values, 19(2), 113–126.
Spier, F. (2005). Big history and the future of humanity. New York: Wiley.
United Nations. (2005). Millenium ecosystem assessment.
WorldCommission on Environment andDevelopment. (1987).Our common future. Oxford: Oxford
University Press.



Informality and Disaster Vulnerability:
A Preliminary Exploration

Lopamudra Banerjee and Snehashish Bhattacharya

Abstract In this paper we argue that the vulnerability that arises from structural
conditions of production and employment in the informal economy may also exac-
erbate the conditions of disaster vulnerability if and when an extreme natural event
occurs. We further argue that given the heterogeneity within the informal spaces of
production and exchange, heterogeneity may also arise in disaster experiences of
people operating in these spaces. More specifically, the risk of experiencing expo-
sure to adverse disaster conditions is reduced for people that are advantaged in the
social relations of production and employment. We illustrate these arguments with
evidences from Indonesia, a country where the informal sector is a major presence in
the economy and natural disasters are frequent occurrences. We draw upon the third
and fourth waves of the Indonesian Family Life Survey datasets for our study. In the
light of our findings, we argue that ‘normal’ or everyday conditions of economic and
social lives of people engaged in informal work formatively affect, and may even
determine, their incidental vulnerability to disaster shocks.Wemaintain that extreme
natural events get actualized as disaster phenomena only in the presence of specific
social and structural phenomena. We posit, furthermore, that control over productive
resources as well as over labor processes may play a fundamentally important role
towards reducing people’s disaster vulnerability.
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1 Introduction

The working populations engaged in the informal economies are vulnerable in a dual
sense of the term. One form of vulnerability arises from what Bourdieu (1998) saw
as précarité in everyday life of informal labor; the other form haunts periodically and
incidentally, as people operating in this economy experience unexpected disruptions
in their normal economic activities. It is plausible that the endogenous structural
conditions of employment that make people vulnerable in their everyday economic
life would also shape their vulnerability to sudden occurrences of adverse exogenous
shocks. Our paper explores this idea.

We consider three propositions here. The first is in regard to how everyday vulner-
abilitymaymanifest in normal economic conditions of people with informal employ-
ment. It is well recognized in the literature that the nature and extent of vulnerability
are different from that experienced by people with formal and secured conditions
of employment (Kalleberg 2009). But, within the informal economy, there may be
further differences in people’s experiences. This heterogeneity may surface since the
informal economy, in itself, is a heterogeneous entity (Chakrabarti 2016). There are
multiple segments within this economy, each with its own operational structures,
economic opportunities, and earning possibilities. Accordingly, a heterogeneity in
living standards is likely for people in various strata of an informalworkforce.We pay
specific attention to people’s consumption expenditure and their asset conditions.We
make the rather unexceptional assumption that consumption is an important indicator
of a person’s ordinary material quality of life, and her asset conditions can signal her
relative prospects for economic mobility. Assets also indicate her relative ability to
deal with any unexpected disruptions in livelihood conditions. We posit: differences
will exist in the average level of consumption and asset ownership across various
strata of informal working population. The differences will not be just a matter of
individual characteristics of agents but are shaped by systemic factors.

Our second and third propositions in the paper are in regard to vulnerability that
is incidental to unexpected occurrences of adverse events. Our specific interest is
in covariate shocks; and, as shock-generating events, we consider natural extremes
like floods, droughts, or earthquakes for our study.While these events may be exoge-
nously generated and non-discriminative, if there is segmentationwithin the informal
economy, then, it is possible that the relative risk of experiencing “exposure” may be
different across different strata of the informal workforce. We posit: the relative risks
will be higher for people in certain stratum of an informal workforce that are also in
positions of greater vulnerability in everyday life given their livelihood conditions. In
an extension of our second proposition, we posit, third: the outcomes of “exposure”
to extreme events in people’s economic lives will also be different for different strata
of the informal working population. We assess the adverse outcomes as deviations in
consumption levels for the “exposed” people from the pre-shock to the post-shock
period.

We explore our propositions in terms of a household survey dataset from Indone-
sia, a country where informal workforce is a major presence in the economy and
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where covariate shocks like extreme events in nature are recurrent occurrences. We
base our study on the third (2000) and fourth (2007) waves of the Indonesian Family
Life Survey (henceforth, IFLS3 and IFLS4, respectively). We purposefully consider
a household (and not a labor market- or firm-level) panel survey, as the data allows
us to associate people’s initial employment conditions in informal sector with their
standards of living in their regular everyday lives and as well as when they experience
shock of exposure to natural extremes.

We structure our paper thus. In Sects. 2 and 3, we set the context of our study. In
Sect. 2, we elaborate on our notions of everyday and incidental forms of vulnerabil-
ity; and, in Sect. 3, we describe the segmentation within an informal economy and
postulate why vulnerability conditions may differ among people operating in these
various segments. The evidential support of our arguments is presented in next three
sections of this paper. In Sect. 4, we introduce our data. In Sect. 5, we concentrate
on our first proposition and examine the heterogeneity in consumption expenditures
and asset conditions across different segments of our studied informal economy. In
Sect. 6, we concentrate on our second and third propositions. We start by examining
if and how the relative risk of experiencing the shock of exposure to natural extremes
may vary across the strata of informal working population. Then, we examine if
post-shock deviations in consumption differ across these strata. We summarize our
conclusions in Sect. 7 of the paper.

2 Informal Work and Vulnerability

Broadly defined, an informal economy is an economic space where production and
sale of commodities are carried out by households (or individuals) that own unin-
corporated private enterprises, which operate on partnership and proprietary basis
and employ less than ten workers in total (NCEUS 2007). The distinctive feature of
such enterprises in this economy is that their owners themselves usually participate
in the labor process along with one or more family members. An extensive body of
evidences has now established that the economic life of people engaged in informal
work is marred by an importunate riskiness in their livelihood conditions.1 “Vulnera-
bility” is invoked in this literature as a catch-all term to capture this lived experience
of riskiness for people.2

We imagine two aspects of this vulnerability. The everyday form of vulnerabil-
ity indicates a situation of living and working without stability or safety net. The
situation is endogenously generated for people engaged in any form of informal
enterprise, given the relative insecurity of livelihood conditions, insufficient and
ever-fluctuating income from informal work, and the lack of welfare protection and
insurance against joblessness and income fluctuations. In the industrialized world
of the Global North, this form of vulnerability is associated with the absence of so-
called standard employment relations and the retreat of the welfare state (Kalleberg

1SeeCook andKabeer (2010) for a discussionon the issue in the specific context ofAsian economies.
2See, for example, the discussions in Chambers (2006).
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and Hewison 2013). The vulnerability conditions are further exacerbated as rights
and entitlements of informal workers are eroded away and they lose control over
the labor process (Cranford et al. 2003). In the less-industrialized Global South,
everyday forms of vulnerability are the normalized state of being which impedes
people from maintaining a minimum acceptable quality of life and constraints their
economic mobility.3 In some studies, the question of everyday forms of vulnerability
is linked to whether or not people are able to earn an above-poverty level of income
given their occupation and employment status (Webster et al. 2008). In other studies,
everyday vulnerability is described in terms of (lack of) economic opportunities. A
main thesis explored in these studies is that the people with unstable, insecure, and
uncertain conditions of livelihood are also poorer in terms of their prospects to attain
a higher level of consumption, asset formation, or income mobility than the people
with stable and secured conditions of employment (Agarwala 2013).

Together with this everyday form of vulnerability, the working population in an
informal economy also experiences vulnerability of another form periodically and
unwittingly. This vulnerability is incidental to the unexpected occurrences of exoge-
nous shocks that can throw into disarray the economic activities of many informal
firms at the same time and de-arrange income flows of many informal workers simul-
taneously and in a sudden manner. Extreme events in nature (for example floods,
droughts or earthquakes) are often cited as examples of such covariate shocks. The
riskiness in livelihood conditions that arise in periods of these covariate shocks may
be identified as incidental form of vulnerability.

While people with secured and stable conditions of employment may also, of
course, experience exposure to extreme events in nature, empirical evidences sug-
gest that people with more precarious conditions of livelihood are at greater risks of
experiencing, first, exposure to shock-generating events, and second, adverse out-
comes of exposure on consumption levels and other indicators of material wellbeing.
A number of reasons have been explored to explain this difference. In one strand of
the literature, people’s livelihood conditions have been associated with their relative
access to material and nonmaterial resources that enable them to fend off shock-
generating events. Wisner et al (2004), for example, note that vulnerability in times
of natural disasters is greater when people lack the wherewithal to prepare for and
cope with these adverse events, and, that the relative lack of resource access can be
traced back to the initial conditions of their employment. Similar arguments are also
presented in Cutter (2006), Hewitt (1997) and Tierney (2007). Other strands in the
literature have associated people’s occupation and employment status to their access
to social network and social capital (Adger 2006; Woolcock and Narayan 2000). It is
argued that the people with precarious employment in their everyday life also have
less durable network of access to information and power, which, in turn, constraints
their effort to deal adequately with unexpected fluctuations in livelihood conditions
in times of exigencies.

3The International Labour Organization (2006:1), for example, estimates that “in 2005, 84 percent
of workers in South Asia, 58 percent in South-East Asia, 47 percent in East Asia… did not earn
enough to lift themselves and their families above the US$2 a day per person poverty line.”
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While “vulnerability” is an inexact concept and does not render itself easily to
empirical analysis, it is not difficult to imagine that everyday vulnerability in employ-
ment would leave a mark on people’s normal consumption and asset conditions. It is
also conceivable that everyday vulnerability would mold people’s relative resiliency
in exceptional times of covariate shocks and forge the ways in which incidental form
of vulnerability manifests. We base our study in this paper on these premises.

3 Heterogeneity Within the Informal Economy

Neither the manifestations of everyday vulnerability in people’s normal conditions
of living nor the displays of incidental vulnerability in exceptional times of covariate
shocks may, however, be uniform across all agents operating within the informal
sector. The variations may arise since the informal economy is in itself a hetero-
geneous entity. Within the mainstream understanding, the informal economy has
been conceptualized as a complex structure segmented into “upper” and “lower”
tiers (Fields 2005). The “upper tier” comprises of owners of informal enterprises,
all of whom are, by definition, self-employed, and some of them may employ hired
wageworkers in their enterprises, while others do not. The “lower tier”, in contrast,
comprises of informal workers, who are all employees within the informal enter-
prises, and many of whom are hired against wages, while others are family workers
of enterprise owners and work under income-sharing arrangements. It is estimated
that 35–85% of non-agricultural employment in Asia consists of this “lower-tier”
informal workforce, while the corresponding numbers for Africa is 40–97%, and for
the Latin America-Caribbean region 30–75%.4

A fuller perspective on segmentation of an informal working population is avail-
able when we examine the social relations of production and employment within
informal enterprises. These relations can be derived from two basic criteria: own-
ership of the enterprise, particularly the means of production (Wright 1978), and
control over the labor power of others, i.e., control of the processes of production,
appropriation, and distribution of surplus (Resnick and Wolff 2006). The twin cri-
teria generate a fourfold stratification within the informal workforce. Based on the
first criterion, we may separate the owners of informal enterprises from the infor-
mal workers. This preliminary stratification corresponds well with the segmentation
of informal workforce into “upper” and “lower” tiers. Based on the second crite-
rion, we may further stratify the agents operating in the “upper” tier into a class
of self-employed informal petty producers (and traders) who do not employ any
hired wageworkers but may run their enterprises with one or more family members,
and a class of owners of informal establishments who do. In the absence of capital-
wage labor relations, the petty producers seem to operate in a noncapitalist space
of economic activities. The informal establishments, in contrast, are more akin to
capitalist micro-entrepreneurial enterprises (Bhattacharya 2017; Bhattacharya and
Kesar 2018). Differences in employment relations within an informal enterprise also

4See the discussions in Sudarshan and Unni (2003), Blunch et al (2001) and Fields (2005).
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allow us to separate out the informal workers in the “lower” tier further into two
strata—workers hired against wages in informal establishments, and, the unpaid
family workers who work under income-sharing arrangements in the enterprises.
Important differences exist between these two strata of informal workers given the
presence or absence of kinship relations with the owner–employer of enterprises and
given the nature of their (informal) employment contracts.

We can, thus, imagine four strata of working population active in the informal eco-
nomic space: owners of larger informal establishments employingwage labor (akin to
small-scale capitalist enterprises), self-employed owners of smaller informal enter-
prises without wage labor (akin to petty commodity production units), wageworkers
hired in establishments, and non-wage family workers. For notational simplicity,
we will identify the population members belonging to these strata, respectively, as:
employers, petty producers, hired workers, and family workers. Agents belonging
to different strata differ from each other in terms of their relative control over pro-
ductive resources, labor processes, surplus produced, and power to make economic
decisions within an enterprise. The stratification thus reflects the relative positions
of advantage or disadvantage of agents operating within the informal economy.

While people belonging to lower strata of informal workforce would be better-
off in terms of their earning possibilities and other livelihood conditions if they can
move to a higher stratum, economic mobility across the strata is not easy. There are
structural barriers to free mobility within the economy. These barriers give rise to
segmentation of informal working population. Presumably, heterogeneity in experi-
ences of everyday and incidental forms of vulnerability is also brought about by this
segmentation.

In the mainstream literature, the structural barriers to mobility within informal
economy are often described in terms of the differences in volume of initial endow-
ments of productive resources, including physical assets, financial capital, and human
capital (indicated by education levels) of agents (Fields 2005; Cox 1987). Several
works from across the world—e.g., from Côte d’Ivoire (Günther and Launov 2012),
India (Unni 2005), Cameroon (Nguimkeu 2014), Chile (Amuedo-Dorantes 2004),
and Egypt (Radchenko 2014), suggest similar results. It is also speculated that dif-
ferences in so-called entrepreneurial talent among agents bring about different out-
comes for people operating in different segments of the economy (Cunningham and
Maloney 2001).

When seen through the lens of social relations of production and employment, a
richer image of this structural barrier becomes apparent. The barrier appears not just
to be a matter of the volume of productive resources employed (or the capital inten-
sity or the size of enterprise), but, more importantly, how the production and labor
processes are controlled within the enterprises. Recent literature on informal econ-
omy in India, for example, highlights the constraints to mobility within the “upper”
tier of the economy. The studies emphasize, in particular, that the pathways toward
growth and expansion veer to be different between the smaller informal enterprises
owned and operated by petty producers and the larger informal establishments run
mostly with hired workers (Harriss-White 2012; Bhattacharya 2017). The informal
establishments operate at much bigger scale and tend to be technologically more
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advanced, more dynamic and productive than the smaller noncapitalist enterprises.
The establishments are also more likely to have the favorable characteristics that aid
a firm to retain a larger proportion of earnings (or surplus) than the noncapitalist
enterprises and to grow over time (Bhattacharya and Kesar 2018). The presence of
constraints and structural barriers to upward economic mobility for petty producers
perpetuates segmentation within the “upper” tier of the informal economy.

Such barriers may also exist within the “lower tier”. Inferences drawn from case
studies show that difference in conditions of living exists between wageworkers
and non-wage family workers in the “lower tier”. The presence or absence of kinship
relation that aworkermayhavewith the enterprise owner appears to play an important
role in erecting the barrier. Differences in the contractual nature of work may also
bring about a separation between informalworkers hired againstwages and the family
workers laboring under income-sharing arrangements.

It is plausible that the segmentation of informal economic space would bring
about a variation in how everyday and incidental forms of vulnerability manifest in
the economic life of people operating in this space. In particular, the segments of
workforce that are advantaged in the social relations of production and employment
within this space would fare relatively better in terms of their ability to manage the
importunate riskiness in everyday life, as well as in terms of their power to contend
with incidental forms of vulnerability in periods of exogenous covariate shocks. We
empirically explore this postulation in the following sections.

4 Household Survey Data from Indonesia

Our empirical evidences are drawn from Indonesia. The informal economy in the
country contributesmore than one-third of its gross domestic product (GDP) and pro-
vides employment for a vast majority of its workforce (Van der Loop and Andadari
2010). Some of the key characteristics of informal employment in the country are
lack of protection from non-payment of wages, retrenchment without notice or com-
pensation, unsatisfactory occupational health and safety conditions, and absence of
social benefits such as pensions, sick pay, and health insurance. Needless to say,
these conditions spawn everyday vulnerability in economic life of the workforce.

At the same time, Indonesia happens to be at risk to multiple hazards and the
economy is particularly prone to covariate shocks of natural disasters. Over the
past 30 years, there have been, on an average, 289 significant natural disasters per
year, with an average annual death toll of approximately 8000. The disasters include
flooding, earthquakes, landslides, tsunami, volcanic eruptions, and cyclones. Costs
during major disaster years reach 0.3% of national GDP and as high as 45% of GDP
at the provincial level (GFDRR 2011). These extreme natural events are likely to set
off the conditions of incidental forms of vulnerability for population in the country.

We draw upon the Indonesia Family Life Survey (IFLS) dataset for our analysis.
IFLS is a continuing longitudinal socioeconomic and health survey representative
of households living in 13 of the nation’s 26 provinces and is one of the few large-
scale longitudinal surveys available for a developing nation. We start by considering



490 L. Banerjee and S. Bhattacharya

the third wave of the survey (henceforth IFLS3). IFLS3 was fielded in 2000, three
years after the economic crisis hit Indonesia, and covered 10,400 households. Our
study is based on a subsample of 7525 households for which all relevant variables
are recorded. Once we recognize the households in terms of employment categories
of their heads, we divide them along the axes of formal and informal sectors, and
then further categorize the informal households in terms of the four tiers described in
the previous section, based on the location of the household heads in production and
employment relations: employers, petty producers, hired workers, and unpaid family
workers. The variables used for our study include, first and foremost, employment
category of adult head of a household, the household head’s gender and educational
achievements, per capita level of consumption expenditure of the household on food
and nonfood items per month, and monetary value of productive assets owned. We
examine the differences in median consumption and asset levels of households. We
also compare the indicators of normal living standards of the informal households
with those engaged as employees in the formal sector of the economy (either as a
public servant or in the private sector). We seek to draw inferences from this analysis
on how everyday states of vulnerability manifest for people in different strata of
employment.

In the second stage of our study, we focus on how heterogeneity in incidental
states of vulnerability manifest, and examine if employment status in a prior period
can explain relative risks of experiencing shock of “exposure” to an extreme event
at a subsequent period. We consider the data on employment category for household
heads as recorded in IFLS3 and obtain the data onwhether the householdwas exposed
to a disaster event that occurred between the third and fourth waves of IFLS. The
fourth wave of the survey (henceforth IFLS4) was fielded in 2007. In the third stage
of our study, we focus on the outcome of exposure to a disaster event and examine
if prior employment status of household head (recorded in IFLS3) may explain the
relative risks and the extent of deviations in consumption expenditure of household
(recorded in IFLS4) that experienced “exposure”.

5 Between-and Within-Sector Heterogeneity

Our main concern in this paper is with heterogeneity within the informal economy.
But before proceeding to explore the within-sector differences, we enquire into the
between-sector differences in labor force in terms of key attributes of heads of house-
holds surveyed in IFLS3. We abide by the more mainstream approach and exam-
ine if the differences in individual characteristics—for example, gender, geographic
location, and educational achievements—may allow us to differentiate between the
people operating in the formal and the informal sectors of the Indonesian economy.
Table 1 describes these characteristics in broad terms.

Column 2 in Table 1 presents the count data of households in our studied pop-
ulation. It appears that informal economy supports a vast section of the working
population. 93% of the surveyed households (7033 out of 7525 households) had
their heads engaged in various segments of the informal economy. Two features of
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these households are worth noting. First, Column 3 in Table 1 indicates that among
the heads of households in our population, while only 9% of those participating in
the informal economy were female, 55% among the salaried employees in formal
sector are female (respectively 648 and 270 individuals). Second, Column 4 in the
table, in turn, indicates that 47% of households in the informal sector were located in
urban areas, while 62% of households in the formal sector were urban (respectively
3308 and 306 households).

The more curious feature is, however, in terms of educational attainments of
these people. By and large, the levels of attainment show a similar pattern for people
engaged in formal and in informal work. For example, 28% of the informal work-
force is with less than primary school-level of education, while 62% had secondary
or higher level of education; the corresponding numbers for salaried employees in
formal sector are 24 and 66% (see columns 5 and 8 of Table 1). Indeed, there aremany
more people with high school degree in our studied population than with primary
school degree. Even more confounding feature is the educational distribution among
the people engaged in various tiers of the informal economy. We find that among
the employers, i.e., among the people in the higher strata of the “upper” tier of the
informal economy, 93% have less than primary level of schooling, while only 0.05%
has secondary or higher level of education. Whereas among the petty producers, i.e.,
among the people at the lower strata of the “upper” tier, 27% have less the primary
education, while 63% have high school or higher level of education. Similarly, in
the “lower” tier, much higher proportions of family workers and hired workers have
higher education than that for the employers.

These features are very unlike the ones described in the literature for informal
economies across the world (see, for example, Günther and Launov 2012; Unni
2005; Amuedo-Dorantes 2004; Cunningham and Maloney 2001). Studies on infor-
mal workforce typically show that the proportion of “less” educated vis-à-vis “more”
educated people are higher in informal sector than in formal sector of employment
and higher in upper strata of the informal economy than in the lower strata. Based on
these results, personal attainment of schooling is often held as an important determi-
nant of people’s chances for finding secure and stable conditions of employment and
their chances of economicmobility. The idea is, however, not validated in our studied
population. One reason for this may be that 12 years of schooling is compulsory for
all people in Indonesia and is provided free of charge at public schools. While the
quality of schooling may of course differ among groups, education is accessible to
all till high school. It is possible that in the context of Indonesia, an individual’s
attainment of schooling may not act as barrier to entry to formal sector or to the
higher strata of the informal sector, but other structural factors may be at play.

We shift our attention to other within-sector differences in attributes of people
engaged in various tiers of informal work. Almost 90% of informal working popu-
lation in our studied data are petty producers (6307 individuals), while a little more
than one percent are owners of establishments that employ hired workers (94 individ-
uals). The gender composition of these owners of enterprises is interesting. Given
the prevalent socioeconomic norms of patriarchy, the women-headed households
and enterprises are generally expected to perform worse than the male-headed ones
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(Bhattacharya and Kesar 2018). Hence one would expect the enterprises at the higher
strata of the informal economy to be comprisedmore ofmale-headed enterprises than
female-headed ones.However,wefind that only 8%of the petty producers are female,
while as much as 52% of the employers are female. This, as well, is in sharp contrast
to the situation in many other countries in the Global South, where women, if they
happen to own enterprises in the informal sector, are more likely to be concentrated
in petty production, rather than in larger production units employing wageworkers.5

How do material conditions of living vary and vulnerability conditions manifest
for these people engaged in various tiers of informal work? Table 2 allows us to
describe these conditions in terms of consumption expenditures (on average) and
asset situations of households belonging to various strata.

There is a sizeable difference in consumption expenditures (on average) of house-
holds operating in informal and formal sectors of economy, with the median expen-
diture in the latter class of households being about 19% higher than the former (see
column 2 of Table 2). Also, the median value of productive assets owned by the
latter is higher than the former, although there is a large degree of variance in asset
ownership among the salaried employees in formal sector (see columns 4 and 5 of
Table 2). These results are similar to those obtained for other informal economies
in the Global South. One can speculate that this lower access to consumption and
asset is symptomatic of what Bourdieu (1998) called précarité in everyday life of
informal labor.

We expect an initial level of differentiation between the “upper” vis-à-vis the
“lower” segments of informal workforce would exist in terms of consumption levels
and asset ownership. A further differentiation may exist within the upper tier, i.e.,
among the petty producers and the owner–employers of larger informal establish-

Table 2 Monthly consumption expenditure (per capita) and asset value (productive assets) of
households in various strata of informal workforce

Sector Column 1 Column 2 Column 3 Column 4 Column 5

Occupation categories Consumption
expenditure

Assets

Median Variance Median Variance

Informal Employers 195,000 2.39E+10 30,900,000 1.86E+16

Petty producers 114,813 3.58E+10 12,500,000 8.29E+15

Family workers 106,633 2.55E+10 10,300,000 1.35E+16

Hired workers 95,633 4.68E+10 312,500 1.95E+14

Informal Total 109,546 3.07E+10 11,400,000 1.0895E+16

Formal Salaried employees 130,420 3.07E+10 12,900,000 3.48E+15

Population Total 114,722 3.48E+10 13,065,008 8.71E+15

5It is, however, possible that for many of the female-headed informal establishments, the actual
decision-making power in the enterprise might be with male members of the households, given the
patriarchal social relations.
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ments, as well as within the lower tier, i.e., among the family workers and the hired
workers. The results in Table 2 provide some interesting insights in this regard.

First, median consumption levels for employers and petty producers, indeed, tend
to be higher than that for the family workers and hired workers as expected, with
owners of informal establishments having significantly higher consumption expen-
diture than petty producers on an average (see column 2). Second, the unpaid family
workers have higher level of consumption expenditure than the hired wageworkers in
informal sector, although there is a large degree of variance in consumption expen-
diture for the latter class of workers (see columns 2 and 3). Third, median value of
productive assets owned by employers in informal economy is by far greater than
that of the rest of the population: it is 2.5 times the median value of productive assets
owned by petty producers, three times that owned by family workers, and almost
hundred times that owned by hired workers (see column 4). While the distribution
of median values of productive assets conforms to the stratification of the informal
workforce along expected lines, a striking feature is the magnitude of difference
between different strata.

Table 3 presents cross-classification of our studied population in terms of occupa-
tion and asset ownership. Our asset groups are population quartiles derived according
to the distribution of asset values of surveyed households.

Columns 2, 5, 8, and 11 of Table 3 present the count data of households in asset
quartiles 1 through 4 (from the poorest to the richest). While the petty producers
are almost evenly distributed across various strata, a vast majority of the employers
(68%) are concentrated in asset stratum 3. Family workers and hired workers are also
evenly spread across the asset strata. In contrast, a large section of salaried employees
in formal sector (47%) is in the highest asset stratum.

Certain observations on consumption expenditure of households in various tiers
of workforce can be made. First, no matter the occupation category, median expen-
ditures of households tend to rise as we climb up the asset ladder. In other words,
median consumption expenditures increase monotonically with median values of
productive assets for all households. Second, when we compare between-group con-
sumption expenditures for each asset stratum, we find that the per capita expenditures
of households belonging to the “upper” tier of informal economy is, on an average,
greater than that of the households belonging to the “lower” tier for all the asset
strata. The only exceptions are family workers in asset stratum 2, who have higher
per capita expenditure petty producers in the same stratum. Otherwise, the hierarchy
between occupation segments is strictly maintained in terms of average consumption
expenditures for all asset strata in the informal economy, with hired workers faring
the worst in all strata.

Certain broad inferences can be derived from our findings above. Consumption
level and asset ownership tend to be higher for households in situations of rela-
tive advantage given their employment strata in the informal economy. These are
the households for whom everyday experiences of vulnerability are relatively less.
Educational attainment, however, seems not to differ across the strata. One crude
implication of the result might be that access to higher living standards in terms of
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consumption is associatedwith higher levels ofmaterial resource (productive assets),
but not with nonmaterial resource (education), at least in our population.

6 Within-Sector Differences in Disaster Vulnerability
in the Informal Economy

Our second and third propositions in the paper are with regard to incidental forms
of vulnerability. We imagine that this form of vulnerability emanates from people’s
relative inability to secure for themselves the conditions that enable them to resist
sudden disruptions in their economic life, or at least recover quickly from the adverse
effects of these disruptions. We consider incidences of natural extremes (e.g., vol-
canic eruptions, earthquakes, and tsunamis) as examples of such disruptive events.
We focus on disaster incidences in Indonesia between third and fourth waves of IFLS
for our study. IFLS4 chronicles whether or not a surveyed household had experienced
exposure shocks to these disasters that had occurred in the between-survey years.
We find that a total of 537 households have experienced shocks (about 7% of our
studied population in IFLS4), of whom 93% (498 households) were reported to have
been engaged in informal work in IFLS3 before the incidences of these disasters.
This finding provides us with at least an initial empirical knowledge that an asso-
ciation exists between people’s prior conditions of employment insecurity and their
subsequent conditions of incidental vulnerability.

Our concern is, however, with the heterogeneity in experiences of exogenous
shock across various segments of the informal economy. The premise based on
which we proceed is a familiar one: risk realized in times of disasters within working
populations in informal economy would be relatively less for households that are
relatively less vulnerable, and it would be more for households that are not. Using
the data from IFLS4, we proceed to carry out a simple exercise to measure risk
realized within various strata of informal workforce.

We consider two dimensions of risk associated with natural extremes. The first
entails physical exposure to unfavorable, or even dangerous, conditions that arise in
one’s natural physical environment in times of natural extremes. The second entails
loss of somethingof value, for example, consumption, fromexposure to the hazardous
conditions. The differences in the two notions of risk can be illustrated as follows:
risk of flood exposure for a household would be its probability of experiencing the
rising water levels (or an overflow), given that it is located in an area affected by
flooding. Risk of loss in consumption from flood exposure would be the probability
for the household of experiencing a shortfall in consumption level, given that it had
experienced the disruption effect of the shock of flood exposure.We consider the risk
realized within the population of hired workers in informal economy of Indonesia as
the benchmark category andmeasure the risk realizedwithin the classes of employers,
petty producers, and family workers relative to this benchmark. For this analysis, we
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borrow a technique commonly applied in, for example, epidemiological studies.6

The technique can be formally described thusly.
Consider a discrete indicator variable of disaster exposure with J levels

(� = φ1, . . . , φJ ), with φ1 corresponding to the lowest category of exposure. Also
consider the stratifying factor � that segments the informal economy in K segments
(� = ψ1, . . . , ψK ). Let ψ1 corresponds to the lowest stratum and ψK corresponds
to the highest stratum in population. The cross-classification of � and � yields JK
levels in population. The risk of disaster exposure at level � = φ j for households
that belonged to stratum � = ψk in a prior period (before the disaster incidence) is
simply given by the conditional probability, Pr

(
� = φ j |� = ψk

)
. And, the risk for

households belonging to stratum � = ψk relative to stratum � = ψ1 is

Rk = Pr
(
� = φ j |� = ψk

)
/Pr

(
� = φ j |� = ψ1

)
,

where j = 1, …, J; k = 1, …, K.
Given our data, disaster exposure � has J = 2 levels (� = φ1, φ2) in the studied

population of 7525 households in IFLS, with the lowest category, φ1, simply being
“non-exposure” (baseline level) and the highest category, φ2, being “exposure”. As
mentioned earlier, there are 537 households in the population category φ1, and the
rest are in category φ2. In our data, �, on the other hand, has K = 4 levels (� =
ψ1, …, ψ4), representing the four tiers of informal workforce, with, for example,
ψ1 consisting hired workers employed against wages and ψ4 consisting employers
who own informal establishments. Table 4 describes the risk of disaster “exposure”
realized within various strata of households with their heads engaged in informal
economy. The results lend credence to our second proposition in the paper.

Column 4 in Table 4 presents the count data of “exposed” households in each
stratum in informal as well as in formal segments of the Indonesian economy, and
column 5 describes the corresponding risk of “exposure” for a randomly chosen
member of the strata. We find the risk of experiencing an exposure shock to disaster

Table 4 Relative risk of exposure to disaster shocks for households in various strata of informal
workforce

Sector Occupation
categories

Total Disaster
exposed

Risk (incidence
rate)

Relative risk
(vis-à-vis hired
workers)

Informal Employers 94 3 0.032 0.380

Petty producers 6307 444 0.070 0.838

Family workers 501 40 0.080 0.951

Hired workers 131 11 0.084 1.000

Total 7033 498 0.071 0.843

Population Total 7525 537 0.070 0.850

6See the applications, for example, in Kraemer et al. (1997) and Lachin (2009).
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conditions is highest if a household had its head employed as a hired informal worker
prior to the disaster incidence, and risk is lowest for employers owning informal
establishments.

Column 6 in Table 4 describes the relative risk of “exposure” for households in
different strata vis-à-vis the hired workers. Relative risk presents us with a way to
quantify the magnitude of association between the location of a household in a prior
period in a stratum of informal workforce and its subsequent chances of experiencing
exposure to covariate shocks. For example, when we find relative risk is less than
1, our interpretation is that the chance of experiencing “exposure” is higher for a
household headed by a hired worker (� = ψ1) than other types of households (� =
ψk , k �= 1). As column 6 shows, the chance is lower for all categories of households
in informal economy when compared to the hired workers. The smaller the relative
risk, themore strongly is it associated with a lower chance of “exposure”. The chance
is lowest for employers, followed by petty producers and family workers.

In other words, the pattern of risk profiles of households in various strata of infor-
mal economy reflects the embedded hierarchy between the “upper” and the “lower”
tiers, as well as that within each tier. It is, indeed, curious that natural disasters, which
are, conventionally, examined in the literature as random, exogenous shocks, with
their impacts realized in a determinate system in an arbitrary manner (Benson and
Clay 2004; Toya and Skidmore 2007; Barro and Ursua 2008; Noy 2009) produce a
pattern of risk of disaster “exposure” along the lines of the embedded hierarchies in
the informal economy. This problematizes the asocial and asystemic understanding
of disasters as exterior phenomena. Rather, it points toward an alternative plausible
conjecture that extreme natural events get actualized as disaster shocks in specific
ways in the presence of specific structural and material conditions of people’s lives
and their locations along the economic axes.

In the particular context of the informal economy in Indonesia, a further conjecture
regarding the relationship between risks of disaster exposure and material conditions
of households can bemade.Our second proposition in this paper relates the incidental
forms of vulnerability to the locations of households and individuals in various strata
in the “upper” or “lower” tiers of the informal economy. However, we have found in
Sect. 5 above that some of the usual markers of hierarchy among these strata, like
gender and education levels of heads of households, do not strictly mirror the linear
hierarchy. Hence, at the surface, it seems unlikely that the differences in risks of
exposures can be solely attributed to the variations in these characteristics among the
workforce in different strata of the informal economy. Rather, the characteristic that
reflects the hierarchy among the strata, i.e., the average value of productive assets that
individuals in each strata control, might play a major role in shaping conditions of
security and stability for the individuals. Thus, the control over productive resources
might be one of the key indicators of relative vulnerability of workforce in the
informal economy in Indonesia.

In examining the relative risk of loss for households from exposure to the covariate
shock of natural extremes, we examine consumption deviations for households with
“disaster exposure”. This brings us to our third proposition in this paper, which is:
for the “exposed” households, risk of consumption loss would be relatively lower
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for those in a position of relative advantage within the informal economy prior to the
shock. To explore this proposition, we start by focusing on only the subpopulation
of 537 “disaster exposed” households identified in IFLS4. We examine consumption
expenditure (per capita, given the household size) of the households in IFLS4 and
look back at their per capita consumption expenditures recorded in IFLS3. Using
these two data series, we define for each household i a continuous variable di1 that
measures consumption deviation, where

di1 = ci0 − ci1 (1)

and ci0 is the consumption expenditure in 2000 and ci1 is that in 2007 (deflated
by 2000-level prices) for the household. By definition, ci0 and ci1 are, respectively,
the expenditures in pre- and post-disaster periods. While many factors may bring
about a deviation in households’ consumption expenditure over time, we consider a
rather imprecise method to examine if one of these factors might be the occupation
category of the household head in a prior period. Given the series on di1, we consider
two categories in our data: loss is “observed” (D = 1) and “not observed” (baseline
level) (D = 0). The complete cross-classification of D,�, and� yields 2× JK levels
in data. Risk of consumption loss for households with disaster exposure at level � =
φj and belonging to employment stratum� = ψk can be expressed as the conditional
probability Pr (D = 1 | � = φj, � = ψk). The relative risk for these households
vis-à-vis the hired workers (� = ψ1) is

R j |k = Pr
(
D = 1|� = φ j , � = ψk

)
/Pr

(
D = 1|� = φ j , � = ψ1

)
. (2)

Column 5 in Table 5 describes absolute value of risk, and column 6 describes the
relative risks realized within the different classes of informal working populations.

Table 5 Relative risk of consumption loss from exposure to disaster shocks for households in
various strata of informal workforce

Sector Occupation
categories

Disaster
exposed

Experience
loss in
consumption

Risk
(incidence
rate)

Relative risk
(vis-à-vis
hired
workers)

Informal Employers 3 0 0.000 0.000

Petty
producers

444 213 0.480 0.880

Family
workers

40 18 0.450 0.825

Hired
workers

11 6 0.545 1.000

Total 498 237 0.476 0.872

Population Total 537 260 0.484 0.888
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It appears that if a household had experienced disaster exposure, then its chance
of experiencing consumption loss would be greatest (0.545) if it had belonged to the
class of hired workers prior to this exposure. This might be due to the fact that, given
the casualized nature of their employment relations, they are more likely to lose their
jobs when disaster shock negatively affects their work environments. This chance
of consumption loss, in contrast, is nonexistent, if a household had belonged to the
class of employers, at least in our studied dataset. It should, however, be noted that
one cannot seek to derive any general inference about the vulnerability conditions
of the employers given that only three employers in the dataset were exposed to
disaster. Also, when Rj|k is less than 1, the interpretation is that the risk of loss is
higher for hired workers than any other class of households, even when both classes
of households experienced disaster exposure at the jth level (� = φj). We find this
to be true for households in all the other three strata in the formal economy.

However, the unusual result is that relative risk of consumption loss is less for
family workers (0.825), who belong to the “lower” tier of the informal economy
(and who own, on an average, a lower value of productive assets), than for petty
producers (0.880), who belong to the “upper” tier. Following the body of literature
that takes off from Sanyal (2007), we may consider the following hypothesis to
explain this odd finding. The petty producers do not have any clear demarcation
between the enterprise, i.e., the space of production, and the household, i.e., the
space of consumption, and the economic survival of households is intricately linked
to the reproduction of enterprises (Bhattacharya and Kesar 2018). This enables as
well as impels them to deal with the disruptive effects of disaster shocks in a different
way from that of the employers (who maintain a degree of separation between the
household and the enterprise) and the family workers or hired workers (who do not
have any control and decision-making power in the enterprise). In the face of disaster
exposure, a petty producer, driven by the logic of reproduction of the enterprise, may
curtail household consumption (thus recording a higher risk of consumption loss from
exposure) and use a higher proportion of the retained earning from the enterprise in
productive purposes, thereby ensuring the survival of the enterprise. This is, usually,
not possible for individuals in the “lower” tier of informal economy.

Broadly speaking,we interpret the results on unevenness in risk distributionwithin
informal economy as indicative of the unevenness in people’s ability to attend to
shock-generating events in their life. Stated differently, the heterogeneity within
informal economy is manifested in terms of how risk is realized in a heterogeneous
manner across various strata of informal workforce.

7 Some Broad Conclusions

In this paper, we have presented a preliminary exploration of the possible links
between conditions of informality and disaster vulnerability of populations that
derive their livelihoods in the informal economy. We have posited that everyday
forms of vulnerability manifest in people’s economic lives differentially according
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to their different locations in the formal and informal segments of the economy. We
have further hypothesized that incidental forms of vulnerability that are related to
risks of “exposure” to disaster shocks and of suffering from consumption loss due
to such exposures would be heterogeneous for the informal workforce depending on
their locations in different strata of the informal economy.

Given the entrenched heterogeneity among the people within the informal econ-
omy in terms of their positions in labor and production processes, the vulnerability
conditions for informal workforce are also likely to be heterogeneous. There is an
embedded hierarchy between the “upper” and “lower” tiers of the informal economy
and the various strata within each tier in terms of relative control over production and
labor processes. This hierarchy is usually manifested in the individual characteristics
of the workforce in each tier and stratum in terms of their educational attainments,
access to productive assets, etc., which in turn affect, at least partly, their conditions
of vulnerability.

Based on the above understanding, we have put forward three elementary proposi-
tions in the paper and provide some illustrations using longitudinal household survey
data from Indonesia, where a vast proportion of workforce is engaged in informal
economy and which is prone to experiencing frequent natural disaster shocks.

We find that individuals in the formal sector are able to attain higher levels of
consumption expenditures, asset ownership and education than those in the informal
sector. Yet, the expected patterns of distribution of individual characteristics between
the formal and the informal economy, as well as between different strata within the
informal economy, do not always uniformly hold for Indonesia. Specifically, within
the informal economy, we find that individuals in the “upper” tier are much better-
off in terms of consumption expenditures that those in the “lower” tier, though we
do not find any discernible hierarchy between the strata in terms of educational
attainments of individuals. However, the distribution of average values of productive
assets owned by individuals in the formal economy, as well as in various strata of
the informal economy, follows a strict hierarchy, with large differences between the
average values of assets for each segment.

Further, we find that the pattern of incidental vulnerability of individuals in dif-
ferent tiers and strata of the informal economy to disaster shocks, as understood
in terms of their risks of “exposure” to shocks and their risks of experiencing con-
sumption losses due to such exposure, is closely associated to their locations in the
economy. The risk of exposure falls as one moves from “lower” to “upper” tiers, as
well as when one moves up the strata from hired workers to family workers to petty
producers and finally to employers. However, we find that while risk of consumption
loss due to exposure is highest for hired workers, the relative risk (vis-à-vis hired
workers) for petty producers is higher than that for family workers.

This exploration helps us to put forward two preliminary arguments for consid-
eration and for further investigation. First, we argue it is imperative to move away
from the standard economic understanding of natural disasters as random, exogenous
shocks, whose effects are realized in the system and materialized in the economic
conditions of individuals in an arbitrarymanner. Rather it is necessary to explore how
extreme natural events get actualized as disaster phenomena only in the presence of
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specific social and structural phenomena, which, in turn, produces specific conditions
of vulnerability. Put differently, it is necessary to provide a social theory of natural
disasters. Second, we argue “normal” or everyday conditions of economic and social
lives of individuals—and the embedded hierarchies, contradictions, and possibili-
ties—formatively affect, and may even determine, the conditions of vulnerability of
individuals facing extreme natural events. In this regard, it is conjectured that control
over productive resources as well as over labor processes may play a fundamentally
important role (along with other cultural, political, and economic aspects) in shaping
the vulnerability conditions of individuals and households. We think it would be
immensely productive and illuminating if further research is done in these directions
in the future.
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Estimation of Median Incomes of the
American States: Bayesian Estimation
of Means of Subpopulations

Hee Cheol Chung, Gauri Sankar Datta and Jerry Maples

Abstract The Fay–Herriot model (J Am Stat Assoc 74:269–277, 1979) is an im-
mensely popular model in small area estimation of means of some characteristics for
many related subpopulations. This model regresses the subpopulation mean on a set
of auxiliary variables to borrow strength from other subpopulations. The Fay–Herriot
model uses a fixed regression coefficient vector but only a random intercept term to
account for variability that cannot be explained by the non-randommean function. In
some applications, the non-random regression coefficient often does not adequately
account for the variability of the subpopulation means. To accommodate extra vari-
ability, we consider an extension of the random intercept model by treating some of
the regression coefficients also as random. This model is referred to as the random re-
gression coefficient model. For the flexible random regression coefficient model, we
allow the intercept and some of the regression coefficients to randomly vary across
states with a suitable normal distribution. We use a suitable noninformative prior for
all the model parameters to conduct our Bayesian analysis. We establish propriety
of the resulting posterior density function and generate Monte Carlo samples from
this distribution to get point estimates and associated measures of accuracy of these
estimates. We also construct relevant credible intervals of the small area means as
another measure of uncertainty for the point estimates. The method is illustrated to
predict four-person family median incomes for 1989 for the US states.
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1 Introduction

Small area estimation has become an important topic in survey sampling. Both the
public and the private sectors during the last forty years felt an acute need to produce
reliable estimates for many important economic, health, or social characteristics for
various segments of a population. For example, the US Department of Education
is required to produce reliable estimates of the poverty rates of school-age children
(5–17 years old) for all the counties. The US Department of Health and Human Ser-
vice is in need to accurately estimate health insurance access for different population
subgroups defined by age, race, sex, and geography.

Sample surveys conducted to produce estimates of economic characteristics are
usually targeted to achieve desired accuracy (such as a margin of error for the es-
timate) of the estimates for the entire population or domain at the national level.
The data available from a survey for sub-national domains (or sub-domains which
are subsets of the surveyed population) can be small or even nonexistent for some
domains. Consequently, sub-national estimates that are calculated based on the cor-
responding sub-national sample only, if there is any, are subjected to a large sampling
variability. These estimates, referred to as the “direct” estimates in the small area
estimation literature, often have so large variability that they cannot be reliably used
to make official policy decisions.

Populations for which estimates of characteristics are needed, but do not have
adequate samples to produce reliable direct estimates, are called small areas or small
domains. Small areas are often formed by demographic and/or geographic division
of the population. More precise estimates for a common characteristic of many small
areas can be constructed by “borrowing strength” from the other direct estimates and
related auxiliary variables. Borrowing of information from the direct estimates of
other small areas and related auxiliary variables to produce reliable “indirect” small
area estimates is pursued through shrinkage estimation. A shrinkage estimator is
obtained by shrinking a direct estimate toward another estimate of that characteristic,
formed by using data on auxiliary variable and direct estimates from the other small
areas.

Stein (1956) in a seminal paper introduced shrinkage estimation of a multivariate
normal mean vector, where each component is measuring similar characteristic for
one of the groups. Stein (1956) and James and Stein (1961) explicitly showed under
sum of squared error loss that suitable shrinkage estimator of the mean vector can
be obtained which is more precise than the direct or the standard estimator under
appropriate balanced conditions.

Shrinkage estimators became immensely popularwhen in a series of articles Efron
and Morris put forward an interesting empirical Bayes (EB) interpretation (see, e.g.,
Efron andMorris 1973). Their EB interpretation of the shrinkage estimators provided
a transparent and heuristic justification of the domination result established by James
andStein (1961).Moreover, since theEBmethod can be used to develop shrinkage es-
timators evenwhen the balanced conditions needed for the explicit domination are not
realized, it increases the utility and popularity of shrinkage estimators in applications.
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Small area estimation methodology benefited immensely from Stein’s shrinkage
estimation to develop reliable small area statistics by borrowing strength from the
direct estimates of the other areas and appropriate auxiliary variables available for
all the areas. A part of the variability of the population small area means is explained
through some regression model based on the auxiliary variables. The regression
model connects the direct estimates from the survey data with the auxiliary variables
to construct indirect “synthetic regression estimates” of the small area means used
in shrinkage estimation.

In multi-level models, such as small area estimation models, as an alternative to
EB method, a hierarchical Bayes (HB) method is well suited to produce estimates
of multiple subpopulation means, which measure similar population characteristics
across areas. AnHBmethod is really a Bayesianmethod, where the prior distribution
is expressed in multiple steps. To be specific, the prior distribution of the related
parameters (e.g., the subpopulation means) is expressed in multiple or hierarchical
steps. In step 1 of the prior distribution hierarchy, conditional on some common
parameters, a joint distribution of the true population means is specified, and in the
second step a prior distribution on the commonparameters is specified. This hierarchy
can continue beyond two steps. If all these prior distributions are available, we can
pursue an HB method to estimate the related parameters or any function of them.

Often, in many applications, the main difficulty is to specify the prior distribu-
tion on the common parameters appearing in the last stage of an HB model. While
Bayesians may use a vague prior at this stage, if necessary, other statisticians esti-
mate these parameters from the data and use them to construct empirical Bayes (EB)
estimators. While the shrinkage estimators based on the EB method may have ex-
plicit expressions, the HB estimators usually lack such expressions and are computed
numerically. However, both the HB and the EB estimators benefit from shrinking
the direct estimators in producing more accurate estimators for all the parameters,
assessed via frequentist risk (based on the sampling distribution of the direct estima-
tors as given by the sampling part of the Fay–Herriot model below) resulting from
the sum of squared error loss.

In a pioneering article, Fay and Herriot (1979) suggested an important extension
of Stein’s shrinkage estimation using Efron and Morris’s EB proposal for estima-
tion of small area characteristics. Many authors subsequently developed the fully
Bayesian (that is, HB) version of the Fay–Herriot model (see, e.g., Datta et al. 1991,
1996, 2005). After explaining its components, we consider a more general small
area estimation model which also includes random regression coefficients. While
the original Fay–Herriot model is based on the assumption of constant variability of
the small area population means, this general model is more appropriate if the small
area means have unequal variances. Note that the Fay–Herriot model is a special
case of the random coefficient model. In Sect. 3, we compare these two models by
applying these to estimate four-person family median incomes for all fifty American
states and the district of Columbia. We conduct a small simulation study in Sect. 4
to further our comparison of these two models. Section5 provides a few concluding
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remarks. We added an appendix to provide a proof of the propriety of the posterior
probability density function for the random regression coefficient model that resulted
from noninformative improper prior density for the model parameters.

2 The Fay–Herriot Model and the Random Regression
Coefficient Model

Suppose there are m small areas, and for a characteristic Y , we want to estimate θi,
which we interpret as the mean of the characteristic Y for the ith small area. Suppose
data from a survey have been summarized, and Y1, . . . ,Ym are the summary statistics
that we refer to as direct estimates of θi, i = 1, . . . ,m. Many direct estimates do not
meet the accuracy requirement due to their small sample sizes. Often in small area
estimation, in addition to the direct estimates, data are also available for auxiliary
variables that are related to the study variable Y . To develop more reliable estimates
of the population small area means θ1, . . . , θm, Fay and Herriot (1979) proposed the
following hierarchical model for EB prediction of θi, i = 1, . . . ,m.

(I) Sampling model: Yi|θ1, . . . , θm, β, σ 2
v

ind∼ N (θi,Di), i = 1, . . . ,m;

(II) Linking model: θi|β, σ 2
v

ind∼ N (xTi β, σ 2
v ), i = 1, . . . ,m,

where theDi’s are known sampling variances of the direct estimatorsYi’s and the xi =
(1, xi2, . . . , xip)T ’s are p × 1 vectors of covariates associated with Yi. The regression
parameter β = (β1, β2, . . . , βp)

T and the model error variance σ 2
v are the model

parameters. This model can be expressed as a mixed linear model by writing

Y = Xβ + v + e,

where e = (e1, . . . , em)T ∼ N (0,D), which is independent of v = (v1, . . . , vm)T ∼
N (0, σ 2

v Im). Also, Y = (Y1, . . . ,Ym)T , D = diag (D1, . . . ,Dm), and
X = [x1, . . . , xm]T .

The above hierarchical model can also be written as

Yi = θi + ei, θi = βi1 +
p∑

j=2

βjxij, i = 1, . . . ,m, (1)

⇒ Yi = βi1 +
p∑

j=2

βjxij + ei, i = 1, . . . ,m,

where the ei’s, defined earlier, are sampling errors of direct estimators with ei
ind∼

N (0,Di), i = 1, . . . ,m and the θi’s are expressed as a sum of a random intercept
βi1 and a linear function of the covariates xi2, . . . , xip with non-random regression
coefficients β2, . . . , βp. The random intercept accounts for error in explaining the
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θi’s by the linear regression on the covariates. The Fay–Herriot model assumes that
βi1’s are independently and identically distributed as N (β1, σ

2
v ).

In their application of shrinkage estimation of per capita income for small places,
Fay and Herriot (1979) used the EB approach. Assuming the model parameters β

and σ 2
v were known, based on the hierarchical model in (I) and (II) above, Fay and

Herriot (1979) first obtained the Bayes estimators of θi, i = 1, . . . ,m. The Bayes
“estimator” of θi, given by

θB
i = Yi − Di

Di + σ 2
v

(Yi − xTi β),

shrinks the direct estimator Yi to the regression function xTi β. However, since the
model parameters, β and σ 2

v , are unknown, these Bayes estimators of θ1, . . . , θm
could not be used. To obtain usable version from these estimators, they estimated
the model parameters from the marginal distribution of Y1, . . . ,Ym. They used these
estimates in place of β and σ 2

v in the Bayes “estimators” of θ1, . . . , θm, resulting in
the EB estimators of θ1, . . . , θm.

As an alternative to EB estimation, some practitioners use HB estimation. To
deal with the unknown model parameters, a hierarchical Bayesian assigns a prior
distribution to them. The resulting posterior distribution of the unknown model pa-
rameters is used to integrate them out from the Bayes estimators, described above.
The HB estimation method explicitly accounts for the estimation error of the model
parameters. However, the plug-in EB method suffers from underestimation of as-
sociated measures of uncertainty of the EB estimators since the method does not
automatically account for estimation error of the model parameters. Extensions to
EB have attempted to incorporate the extra uncertainty due to estimating the param-
eters (Morris 1983). It is well documented in the literature that EB predictors are
also the empirical best linear unbiased predictors (EBLUPs) of the small area mean-
s. Accurate approximation of the mean squared error (MSE) of the EBLUPs and
estimation of the MSE have been extensively discussed in Rao and Molina (2015,
Chap. 5); see also Prasad and Rao (1990), Datta and Lahiri (2000), and Datta et al.
(2005).

While the HB method facilitates use of prior information for the model param-
eters, in many applications no specific proper prior distribution may be available.
Even in such cases, the method is found to be beneficial by using vague or diffuse
or noninformative priors. Due to a rapid growth in computing capacity in the past
few decades, implementation of HB methods has been relatively easily achieved.
As a result, the HB methods, even with diffuse priors, are found to be viable for
many complex scientific studies. In a parallel development to model-based estima-
tion in survey sampling, the HB methods have also gained popularity in small area
estimation.
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We now introduce the HB version of the Fay–Herriot (FH) model based on a class
of noninformative priors that has been extensively used for the model parameters.

(I) Sampling model: Yi|θ1, . . . , θm, β, σ 2
v

ind∼ N (θi,Di), i = 1, . . . ,m;

(II) Linking model: θi|β, σ 2
v

ind∼ N (xTi β, σ 2
v ), i = 1, . . . ,m,

(III) A popular noninformative improper prior density function for β and σ 2
v :

π(β, σ 2
v ) = (σ 2

v )−α for β ∈ R
p, 0 < σ 2

v ,

where 1 − (m − p)/2 < α < 1.

The above noninformative prior density function does not integrate to 1, unlike any
regular probability density function (pdf). Thus, it is termed as an improper prior,
and it is required to verify that the resulting posterior pdf will be a proper pdf; that
is, it will integrate to 1 after being appropriately normalized. Adapting arguments of
Theorem 2 in Datta and Smith (2003), the resulting posterior pdf of β, σ 2

v is a proper
pdf provided 1 − (m − p)/2 < α < 1. The prior corresponding to α = 0, which is a
uniform prior for the model parameters, is a popular choice. We use this prior in our
illustrative application.

In the FH model in (1), the random intercept term is intended to account for
variability among the θi’s that is left unexplained by the covariates. It allows for a
constant variability of the θi around its mean xTi β = β1 + ∑p

j=2 βjxij. In that spirit,
it is conceivable that the variability of the θi’s around the regression line may not
be constant, but it may also be dependent on covariates. This leads to the random
regression coefficient (RRC) model. For unit-level small area estimation models,
Prasad and Rao (1990) suggested the RRC model (see also Datta and Ghosh 1991).
These random coefficients can be viewed as similar to interaction effects between
the covariates and the small areas. For the area-level data, we propose below a RRC
model, which can be viewed as a generalization of the FH model. Suppose q − 1
(q ≤ p) covariates have random regression coefficients in the mean function of θi.
Without loss of generality, let xi2, . . . , xiq be these q − 1 covariates. We introduce
the HB version of the RRC model below.

(I) Sampling model: Yi|θ1, . . . , θm, β,�v

ind∼ N (θi,Di), i = 1, . . . ,m,

(II) Linking model: θi|β,�v

ind∼ N (xTi β, zTi �vzi), where zi = (1, xi2, . . . , xiq)T , i =
1, . . . ,m and �v is a q × q positive definite matrix,

(III) A noninformative prior for the model parameters:

π(β,�v) = g(�v), (2)

where g is a suitable function defined below. We introduce a noninformative prior
on the model parameters below. Let � = �−1

v be the precision matrix and define
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τjk = ψjk/(ψjjψkk)
1/2, where � = {ψjk}1≤j,k≤q. Then, τ11, . . . , τqq are all 1. Let T =

{τjk}1≤j,k≤q. We propose a noninformative prior given by

π(β,ψ11, . . . , ψqq, τ12, . . . , τ1q, . . . , τq−1,q) =
q∏

j=1

ψ
−aj/2
jj I(T is p.d.), (3)

where the aj’s (>2) are suitably chosen and I(·) is the indicator function. Here,
β ∈ R

p, and p.d. stands for positive definite. We note that the precision matrix is
parameterized in terms of its diagonal elements and τjk , 1 ≤ j < k ≤ q. We prove
the following theorem in the appendix.

Theorem 1 For a1 > 2, . . . , aq > 2 and under some upper bound conditions on
a1, . . . , aq (noted explicitly in the proof), the posterior pdf corresponding to the
noninformative prior in (3) is a proper pdf.

Remark 1 We note that the HB FH model is a special case with q = 1 and a1 =
4 − 2α.

In this paper, we pursued an HB approach for the RRC model. However, a fre-
quentist approach to this problem via EB approach or a mixedmodel formulation can
be pursued. Frequentist estimation of the variance parameters may not be easy, as it
is not obvious how to define q(q + 1)/2 estimating equations for the components of
�v . Also, the maximum likelihood (ML) approach may present a hurdle since the
likelihood (residual or profile likelihood) function may be quite flat, which would
make convergence of the ML computing rather slow.

3 Four-Person Family Median Income Estimation

In this section, we consider an application of estimating four-person median incomes
by states, i.e., median income of four-person households for fifty states and Wash-
ington, D.C. The US Department of the Health and Human Services needs accurate
estimates of medians for the state distributions of income of four-person families
to implement a cash welfare program to provide energy assistance benefits to low-
income American families. For over twenty years through the mid-1990s, the U.S.
Census Bureau continued to calculate these state-level estimates annually using the
Current Population Survey (CPS) data. The statewide samples available from the
CPS to compute direct estimates of state characteristics are not sufficiently accurate
for some states due to smallness of available samples.

Let Yi be the direct estimate of 1989 four-person median income of the ith state.
We consider two auxiliary variables xi2 and xi3, where xi2 is the median income for
1979 collected from the 1980 census and xi3 is the adjusted census median income.
Adjusted census median incomes are obtained by utilizing 1979 and 1989 per capita
incomes (PCIs) from the Bureau of Economic Analysis of the US Department of
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Commerce such that xi3 = (PCIi,1989/PCIi,1979)xi2, i = 1, . . . , 51. Thus, we have
xi = (1, xi2, xi3)T , i = 1, . . . , 51. Here p = 3, and we take q = p. Then, the model
parameters are given by β (a 3 × 1 vector) and �v (a 3 × 3 p.d. matrix). Since the
direct estimates and covariates are large values, we standardize the direct estimates
and scale auxiliary variables to prevent numerical overflow (underflow).Wefit theHB
FH model and the HB RRC model to the data using rstan (Stan Development Team
2018). We consider two prior pdfs for the FH model, α = 0, 0.75, and for the RRC
model we consider two prior pdfs with aj = 2.1, 2.5, j = 1, 2, 3 (close to their lower
bound for propriety). We denote results for these models as FH0, FH0.75, RRC2.1, and
RRC2.5, respectively. Posterior means of the model parameters are given in Table1.
As we can see from the left panel of Fig. 1, the four models result in very similar
posterior distributions in that a large portion of their 95% credible intervals overlap
for the common parameters. Also, we can see that the posterior means of σv,22 and
σv,33 are close to 0, and their lower bounds of the intervals get almost 0. This indicates
that regression coefficients do not vary much across the states. Figure2 illustrates
95% credible intervals of the predictions under FH0 and RRC2.5. Red (blue) lines
and circles (triangles) represent 95% credible intervals and posterior means of the
four-person family median incomes under the FH0 (RRC2.5) model. Black diamonds
are the true median incomes for 1989 collected from the 1990 census. Both models
underestimate the median incomes of California and Delaware, and the credible
intervals miss (fall below) the true values.

We compare both themodels according to several criteria.We first compare poste-
rior standard deviations which are illustrated in the right panel of Fig. 1. The RRC2.5

model shows smaller posterior standard deviations than those of the FH0 model in
31 states. However, for the states of Alaska, Connecticut, and Maryland, the FH0

model has much smaller posterior standard deviations. On an average, posterior s-
tandard deviation of the RRC2.5 model is 1.3% smaller than the FH0 model. We also
compare the average length (AL) of 95% credible intervals and several deviation
criteria. For the true median income θi for the ith state, let θ̂i be any estimate of θi,
i = 1, . . . , 51. We compute average absolute deviation (AAD) 51−1 ∑m

i=1 |θ̂i − θi|,
average squared deviation (ASD) 51−1 ∑51

i=1 |θ̂i − θi|2, average absolute relative de-
viation (AARD) 51−1 ∑51

i=1 |(θ̂i − θi)/θi|, and average squared relative deviation
(ASRD) 51−1 ∑51

i=1{(θ̂i − θi)/θi}2. These deviation criteria are listed in Table2. We
see a clear improvement for the model-based estimators over the direct estimators.
However, there is only a slight improvement for the RRC models over the FH mod-

Table 1 Posterior means of the model parameters

β̂1 β̂2 β̂3 σ̂v,11 σ̂v,22 σ̂v,33 ρ̂12 ρ̂13 ρ̂23

FH0 −0.037 0.030 0.791 0.184 – – – – –

FH0.75 −0.042 0.032 0.789 0.160 – – – – –

RRC2.1 −0.041 0.056 0.774 0.142 0.009 0.015 0.053 0.007 −0.014

RRC2.5 −0.039 0.085 0.758 0.133 0.035 0.044 0.130 −0.021 −0.074
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Fig. 2 Ninety-five percentage credible intervals under the FH0 and RRC2.5 models

els. Also, we have seen from Table1 that estimated random effect variances are very
small except for the random intercept, σ̂v,11. This indicates that regression parameters
do not vary much across the states. Thus, in this example, it is reasonable to use the
FH model since the gain from using the more complicated model is rather limited.

4 A Simulation Study

To investigate the effectiveness of the RRCmodel further, we conducted a simulation
study. In our simulation, we used the data for the covariates from the median income
application in Sect. 3. To reduce computational burden, in our simulation we used
q = 2 (instead of q = 3 that was in the data analysis) and p = 3. That is, we used only
one random regression coefficient, corresponding to the most significant covariate
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Table 2 Model comparison criteria

Estimate AAD ASD AARD ASRD AL

Direct 2928.824 13811122 0.074 0.008 11424.650

FH0 1507.303 3682226 0.038 0.002 7856.558

FH0.75 1438.580 3386631 0.036 0.002 7614.605

RRC2.1 1405.772 3310202 0.035 0.002 7621.411

RRC2.5 1435.107 3614879 0.035 0.002 7815.770

Table 3 Model parameters for simulation

β1 β2 β3 σv,11 σv,22 ρ12

FH −0.037 0.027 0.793 0.185 – –

RRC −0.044 0.070 0.755 0.062 14.706 0.033

found in the analysis. Specifically,we set zi = (1, xi3)T .We considered two scenarios;
data are generated from the FH model and the RRC model, respectively.

In order to simulate from a model that will closely mimic the reality, we need
some knowledge about model parameters for each model. To suitably choose these
model parameter values to reflect the reality, we seek guidance from our data analysis
in Sect. 3. Our data analysis showed a marginal improvement of the RRC2.5 model
over the FH0 model. This is due to very small variances of the random regression
coefficients. In order to have non-negligible contribution of the random regression
coefficient in our simulation study, we considered a large value for the variance of
the random regression coefficient compared to that of the random intercept term.
We first fit the models to the data and obtained the posterior means of the model
parameters. We used these values as guidance to our choice of model parameters in
the simulation study. In our simulations from the RRC2.5 model, we set σv,11 = σ̂v,22,
σv,12 = 10σ̂v,12, and σv,22 = 100σ̂v,11, where σ̂v,11, σ̂v,12, and σ̂v,22 are obtained by
fitting the RRC2.5 model to the four-person median income data with zi = (1, xi3)T .
This allows the random regression coefficient to dominate the model error variance.
It also preserves the correlation between the random intercept and the random regres-
sion coefficient. Finally, we also multiplied the sampling variances by 100 in order to
approximately preserve the ratio between model and sampling error variances. The
parameter values are given in Table3. To compare performance of the FH and RRC
models, we considered 30 replicated data sets and computed the deviation criteria
(introduced in the last section) and overall coverage probabilities of 95% credible
intervals by averaging both over the areas and the data sets. Table4 lists these values.

When data are generated from the FH model, the FH0 model shows slightly
better performance than the RRC2.5 model but the differences are not significant.
Under the true RRC model, the RRC2.5 model outperforms the FH0 model in all
the deviation criteria. Also, it has larger coverage probabilities while the posterior
standard deviations are approximately 13% smaller on average, which are not shown



Estimation of Median Incomes of the American States: Bayesian … 515

Table 4 Average of various deviation criteria and coverage probabilities

True model Fitted
model

AAD ASD AARD ASRD Coverage

FH FH0 2.072 7.040 1.577 7.236 0.952

RRC2.5 2.077 7.184 1.557 8.825 0.944

RRC FH0 2.232 8.993 4.003 92.246 0.936

RRC2.5 2.079 8.391 2.698 27.137 0.959

here. In conjunction with our finding in the real data analysis given in the previous
section, the RRC model is as much good as the FH model when all the states share
common regression parameters. This is an expected result since the FH is a sub-
model of the RRC model. The RRC model can fit any data generated under the FH
model, although it requires an extra computing effort. However, when the regression
coefficients vary across the states, the FH model will be a misspecified model. As a
result, the reported posterior standard deviations for the small area means for some
areas will be underestimates and for other areas they will be overestimates. Similarly,
the credible intervals of the small area means for some areas will be overly short and
for some overly long.

5 Concluding Remarks

In this article, we extended the FH model by replacing the constant model error
variance assumption by a heteroscedastic variance assumption. The heteroscedas-
ticity that we modeled results from the randomness of the regression coefficients in
modeling the small area populationmeans. The heteroscedasticity induced by this as-
sumption models the variance by an appropriate quadratic function of the covariates.
We developed a noninformative HB procedure for the RRC model. We applied the
FH model and the RRC model to predict four-person family median incomes for the
US states. This application and limited simulation study demonstrate the usefulness
of the more general model in better prediction of small area means. The RRC model
may also be a good check on the standard FH model to see if all areas follow the
same regression function (regression plane). Sometimes, there are subsets of areas
that may have a different regression relationship with the covariates, such as due to
a missing interaction effect (area and covariate). The RRC model can pick up these
departures and provide a more robust modeling framework.

Disclaimer This report is released to inform interested parties of ongoing research and to encourage
discussion. The views expressed on statistical, methodological, technical, or operational issues are
those of the author(s) and not necessarily those of the U.S. Census Bureau, or the University of
Georgia.
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6 Appendix

Proof of Theorem 1 In our RRCmodel, Yi = θi + ei, θi = xTi β + zTi vi, i = 1, . . . ,m,
where e1, . . . , em, v1, . . . , vm are all independently distributed with ei ∼ N (0,Di),
i = 1, . . . ,m, xi = (1, xi2, . . . , xip)T , p ≥ 2, zi = (1, xi2, . . . , xiq)T , q ≥ 2, β =
(β1, . . . , βp)

T , vi
iid∼ N (0, �−1) and � is a q × q positive definite precision matrix.

We assume that q ≤ p and, if necessary, Y = (Y1, . . . ,Ym)T , x̃l = (x1l, . . . , xml)T ,
l = 2, . . . , p will be standardized with suitable locations and scales. We note that
� = {ψjk}1≤j,k≤q and T = {τjk}1≤j,k≤q are defined as in the main text. We consider
the noninformative prior given in (3).

Without loss of generality, we arrange the data set so that the first p observations
lead to a nonsingular designmatrixX∗ given byX∗ = [1p, x̃∗2, . . . , x̃∗p], where 1p is a
p × 1 vector of ones, x̃∗l = (x1l, . . . , xpl)T , l = 2, . . . , p.We use these p observations
to estimate β by b = X−1∗ Y∗, where Y∗ = (Y1, . . . ,Yp)T . Let Y0 = (Yp+1, . . . ,Ym)T .
Note that b|β,� ∼ N (β,�(�)), where � is a p × p positive definite matrix de-
pending on �. Under this model and the prior, the joint posterior pdf of β and
ψ11, . . . , ψqq, τjk , 1 ≤ j < k ≤ q is given by

π(β,ψ11, . . . ,ψqq, τjk , 1 ≤ j < k ≤ q|Y ) = cN (b|β,�(�))

m∏

i=p+1

(Di + zTi �−1zi)
−1/2

× exp

{
− (Yi − xTi β)2

2(Di + zTi �−1zi)

} q∏

j=1

ψ
−aj/2
jj I(T is p.d.)

≤ cN (β|b,�(�))

m∏

i=p+1

(Di + zTi �−1zi)
−1/2

q∏

j=1

ψ
−aj/2
jj I(T is p.d.),

(4)

where Y = (Y1, . . . ,Ym)T . Integrating both sides of (4) with respect to β, we get

π(ψ11, . . . , ψqq, τjk ,1 ≤ j < k ≤ q|Y )

≤ c
m∏

i=p+1

(Di + zTi �−1zi)
−1/2

q∏

j=1

ψ
−aj/2
jj I(T is p.d.) (5)

Note that zTi �−1zi ≥ z2ij/ψjj, j = 1, . . . , q. From the m − p small areas, select nj
small areas for which z2ij > 0. We need suitable conditions on n1, . . . , nq, where∑q

j=1 nj = m − p. By these observations, we have that
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m∏

i=p+1

(1 + zTi �−1zi)
1/2 ≤ C(1 + ψ−1

11 )−n1/2 . . . (1 + ψ−1
qq )−nq/2. (6)

We now use (6) in (5), transform ψjj to uj by uj = ψ−1
jj , j = 1, . . . , q, and keep τjk ,

1 ≤ j < k ≤ q, fixed. Then, integration of both sides of (6) will lead to

∫
π(ψ11, . . . , ψqq, τjk ,1 ≤ j < k ≤ q|Y )dψ11, . . . , dψqq

≤ C
q∏

j=1

∞∫

0

u
−2+aj/2
j (1 + uj)

−nj/2duj

= c∗ < ∞ (7)

provided−2 + aj/2 > −1,−2 + aj/2 − nj/2 < −1, j = 1, . . . , q, i.e., aj > 2, nj >

aj − 2, j = 1, . . . , q.
Note that c∗ is finite and free from τjk , 1 ≤ j < k ≤ q. Thus, c∗ will also be

integrable with respect to τjk , 1 ≤ j < k ≤ q. Consequently, subject to the conditions
aj > 2, nj > aj − 2, j = 1, . . . , q, the posterior pdf for our RRCmodelwill be proper.
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Entropy-Based Consumption
Diversity—The Case of India

Manisha Chakrabarty and Jayanta Mandi

Abstract In recent years, there has been growing research in analysing the spend-
ing diversification of households in applied demand analysis using disaggregated
household-level data. Taking cue from Engel’s (Die Lebenskosten Belgischer
Arbeiter Familien frfther und jetzt, Bulletin de l’institut international de statistique,
tome IX, premiere livraison, Rome, 1895) findings that large share of income is
spent on basic goods such as food for lower-income decile, the applied demand
analysts also observed that with increasing income, there is an increase in spending
on other non-food commodities, implying a hierarchical structure of consumption
pattern. Evidences also supported positive correlation between household income
and the dispersion of household spending both at cross-country-level analysis and at
household-level analysis. These findings justify the use of consumption-based mea-
sures such as food share (Anand and Harris in Am Econ Rev 84:226–231, 1994) and
consumption diversity (Clements et al. in Empirical Econ 31:1–30, 2006; Chai et al.
in J Econ Surv 29:423–440, 2014) as indicators of household welfare. In this paper,
we attempt to examine the stylized facts of behavioural heterogeneity across dis-
aggregated commodity groups by employing entropy-based Theil’s measure. Using
National Sample Survey household expenditure data of urban sector of four major
states of India for the year 2011–2012, we show the extent to which income (mea-
sured through monthly per capita expenditure and thereby controlling household
size) and other demographic characteristics such as number of children explain the
variation in consumption diversity. We also capture commodity group-wise varia-
tions for explaining consumption diversity within commodity group by considering
not only inherent characteristics of commodity groups such as income elasticity as
control variables but also as randomcoefficientmodels varying randomly across com-
modity groups. The incorporation of between-commodity heterogeneity via random
coefficient model is our contribution in this literature on consumption heterogeneity.
The random coefficient models establish significant heterogeneity across commodity
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groups,mainly through intercept change, but not somuch in income and demographic
factors’ effect.

Keywords Theil’s entropy measure · Random coefficient model · Consumption
diversity

1 Introduction

The study of the consumer expenditure and income (the Engel curve) has been at the
centre of welfare analysis since the early studies of Engel (1857, 1895), Allen and
Bowley (1935) and Prais and Houthakker (1955). Out of these, one could consider
Engel’swork in 1857 as the first andmost famous of all statistical analyses of budgets.
But a complete description of consumer behaviour sufficient for welfare analysis
requires a specification of both Engel’s curve and relative price effects consistentwith
preferencemaximization. In addition to the elasticity estimates, the additive complete
demand systems provide estimates ofwelfare indicators such as cost of living indices.
An important contribution in the context of demand system estimation was given
by Stone (1954), Working and Leser (1943), Christensen et al. (1975), Muellbauer
(1976), Deaton and Muellbauer (1980) and Jorgenson et al. (1982). But further
analyses of household budget surveys have pointed to more curvature in the income
responses than permitted by the above-mentioned demand system equations, and
therefore, a more flexible utility maximization consistent systems such as QUAIDS
(Banks et al. 1997), QES (Howe et al. 1979), AIDADS (Cranfield et al. 2003) and
EASI (Lewbel and Pendakur 2008) were developed in the consumption analysis. Still
it has been observed that existing household demand function fails to explain several
other features of observed variation in household consumption behaviour (Lewbel
2008) in incomedimension. Several such stylized facts about household consumption
expenditure pattern have been studied in the literature describing incidence such as
the hierarchical structure of demand pattern mostly at aggregate country level (see,
e.g., Prais (1952) for the nonlinear curvature in Engel’s curve and heterogeneity in
consumption for microlevel Dutch data; Theil and Finke (1983) for aggregate data
of 30 countries including India for the year 1975; Jackson (1984) for US consumer
expenditure data of 1972–1973 by exploring Engel’s curve for variety; Pasinetti
(1981) for analysing economic growthwhich relates economic growth to hierarchical
expenditure structure; Falkinger and Zweimüller (1996) for aggregate country-level
data for 57 countries; Thiele and Weiss (2003) for Germany; Chattopadhyay et al.
(2009) for hierarchical demand system estimation using household-level data ofWest
Bengal for the year 1993–1994, and Chai and Moneta (2012)] for British household
over the period of 1960–2000 relating expenditure dispersion with income, etc.

The threshold justification explains the fact that poor household who cannot fulfil
the threshold level of fundamental needs will not buy more luxury items. Hence, an
increase in variety of consumption can be considered to be linked with rise in welfare
(Clements et al. 2006; Chai et al. 2014) as it is associated with higher level of income
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per capita. This idea of hierarchical needs is also backed by psychological research
of Canova et al. (2005). One implication of this is that people with higher income dis-
play greater diversity in expenditure, and consumption of people with lower income
is mainly driven by homogeneous expenditure pattern dominated by food consump-
tion (Chai et al. 2014). This evidence is corroborated by number of studies of cross-
country demand analysis (Theil and Finke 1983; Falkinger and Zweimüller 1996;
Clements et al. 2006). Interestingly, not only the overall diversity of broad categories
of expenditure increases but also diversity of within-group expenditure increases
with increase in income. For instance, with the rise in income, there is a shift of con-
sumer’s share of expenditure from food items to luxury items and also at the same
time a lower-income household may consume only rice within cereal group, but a
higher income household will consume more diversified range of products within
cereal goods. In essence, the diversity of expenditure represents the well-being of a
household which can be explained from the textbook knowledge of utility function
describing monotonicity of utility function with respect to consumption expenditure.
Hence, increasing mean and variance of the consumption distribution serve as a nor-
mative foundation of welfare. Also the empirical evidences validate decreasing food
sharewith increasing income and thereby increase in spending diversitywith increas-
ing expenditure on several other disaggregated commodities belonging to non-food
categories [see Houthakker (1957) on aggregate basis, Thomas and Strauss (1997)
at microlevel]. The empirically supported positive correlation between household
income and the dispersion of household spending both at cross-country-level analy-
sis and at household-level analysis justifies the use of consumption-based measures
such as consumption diversity (Clements et al. 2006; Chai et al. 2014) as indicators
of household welfare because of its association with affluence, measured through
increasing income. Yet this spread could also come due to omitted variables such
as demographic attributes and or heterogeneity in tastes. We, therefore, attempt to
control for demographic attributes such as number of children and household size
by considering per capita expenditure,1 following the literature on demographics-
augmented demand system analysis (see Ray 1986).Yet, recent studies have shown
ambiguity of such consumption-based welfare measure because of social cost asso-
ciated with consumption pattern and also due to change in preference pattern coming
from expanding possibilities (Shaw and Newholm 2002; Witt 2017). The associa-
tion of consumption diversity of food with socio-economic status including income
and with demographic attributes such as age has also been explored also in medical
science (see, e.g., Morseth et al. 2017). Also now the existence of heterogeneity of
consumption pattern across commodities is well recognized in the demand system
literature (see Banks et al. 1997) which led us to incorporate the commodity-specific
characteristics both as control variable and as random component to explain con-
sumption diversity for each good. We, therefore, capture commodity group-wise

1We could not consider other demographic attributes such as female headed, location of households,
number of earning members because of either very low frequency of such households or absence
of data in NSSO consumption expenditure survey. Yet we would like to mention that some unob-
served heterogeneity affecting consumption diversity via social network effect or locality effects
are captured through the state fixed effects.
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variations for explaining consumption diversity within commodity group by con-
sidering not only inherent characteristics of commodity groups as control variables
but also random coefficient models varying randomly across commodity groups (see
Blacklow et al. 2006, for commodity-specific demographic effects in demand system
estimation).

Our aim is, therefore, to explain this phenomenon of diversity in household spend-
ing behaviour in terms of income, household demographic characteristics such as
number of children in households as children plays a crucial role in family purchases
(Flurry 2007) and account for commodity-specific characteristics. Our study focuses
on India, which can serve as a rich source of data for exploring such behavioural
pattern with specific features such as 22% people are living below the poverty line in
2011–2012, the period of our study, and at the same time, India is verymuch dispersed
in terms of consumption habits of people spanning the vast geographical spectrum.
Also several studies mentioned above examining the stylized facts of consumption
diversity looked into cross-country demand analysis except Chai andMoneta (2012),
whereas in this paper, we explore household-level disaggregated consumption data
like Chai et al. (2017). But to the best of our knowledge, this is the first time an
attempt has been made to investigate the causal impact of income in spending diver-
sity after controlling for several observed such as demographic attributes, income
elasticity of commodity and unobserved mediating factors using random coefficient
model.

To measure the spending diversity by households, we adopted a Theil (1967)
entropy-based measure of diversity. Especially, we fit a random coefficient model
with diversity measure as dependent variable and number of children in household, a
dummy variable indicating the nature of commodity based on income elasticity, i.e.
luxury or necessity and monthly per capita expenditure considered as explanatory
variables. It might be true that diversity of consumption across commodity groups is
very different in a random way but within-group pattern of diversity across house-
holds might be similar. Hence, to examine whether this is indeed the case in order to
explain variation in consumption diversity, which is considered to be one of the indi-
cators of household welfare, we consider random coefficient model in this multilevel
framework.

The paper is structured in the following way: Sect. 2 describes the data and
variables considered in our study; Sect. 3 depicts the entropymeasure of consumption
diversity considered in this paper along with the econometric model and hypotheses
to be tested in our analysis; Sect. 4 presents the results, and finally, in Sect. 5,
conclusions are drawn.
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2 Data and Variable Description

2.1 Data

Our source of data is the 68th round household consumer expenditure survey con-
ducted by Indian National Sample Survey Organization (NSSO), covering the period
from July, 2011 to June, 2012.NSSOhas adopted amultistage sampling designwhere
first-stage units (FSUs) are the census villages in the rural sector and urban blocks
in the urban sector and ultimate stage units (USUs) are households. The reporting
period for collection of data for cereals, pulses, milk, milk products, sugar and salt,
and miscellaneous goods is the last 30 days and for edible oil, egg, fish and meat,
vegetables, fruits, spices, beverages, processed food and pan, tobacco and intoxicants
is last 7 days ending on the day preceding the date of enquiry. For clothing, bedding
and footwear items, the reporting period is 365 days. We convert all expenditure to
monthly expenditure. Although the sample covers both rural and urban areas, we only
consider samples from urban areas to downsize the impact of home-grown produce
and also due to the fact that the availability of wide spectrum of goods is limited in
rural sector. Also as reported by Government of India (2013), poverty rate in rural
sector is much higher (25.7%) as opposed to 13.7% in urban India, and hence, it
is less probable to observe consumption diversity in rural sector. The states consid-
ered for this study are Maharashtra (MH), Tamil Nadu (TN), Uttar Pradesh (UP)
and West Bengal (WB). These four states belong to four different regions, namely
west, south, north and east, respectively, of India with varying pattern of consump-
tion style, particularly within the food group. Also, these states account for highest
number of surveyed urban household in their respective region. In total, our study
covers 12,708 households.

2.2 Variable Description

In the following, we describe the variables considered for our analysis.

State: As mentioned before, we consider four states, and as the consumption
behaviour of people varies from state to state, we keep three state-dummy variables to
capture the inter-regional variation of consumption. We consider Maharashtra (MH)
as the reference state.
MPCE: Needless to say, the consumption behaviour of a household is greatly deter-
mined by the income of the household. Households with higher income are expected
to buy wide range of products within a category as consumption variety increases
consumer utility (Kahn and Wansink 2004). Hence, we use logarithmic value of
monthly per capita expenditure as the main determining variable.
Number of children in a household: Existence of children in a household plays
a crucial role in family purchases (Flurry 2007; Ray 1986; Lancaster and Ray
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1998).With the increase in female labour force participation, children tend to spend
more time in out-of-home settings and as result their choice tends to be more dis-
parate than older member of families. Hence, the number of children with age below
15 years is considered another important determining variable.
Commodity: We have considered 14 broad groups of commodities with the details
given in the appendix. As Engel’s law states that with increase in income the budget
share on food decreases, we consider detailed food group and also several other com-
modity groups belonging to non-food. Within the group “food”, we consider several
subgroups because Bennett’s law (Bennett 1941) states that as income increases, the
proportion of the budget spent on “starchy-staples” decreases. Bennett’s law reflects
a desire for dietary diversity. Hence, in order to capture an even distribution of con-
sumption expenditure across categories, not only we look into food-versus-non-food
expenditure, but also looked into several commodity groups within the broad “food”
group.

In the non-food group, we do not consider commodity groups such as medical,
education, durable goods, house rent and taxes because of specific nature in con-
sumption of these goods. Some of the components within the class of expenditure
on education, medical and house rent, and taxes are either compulsory or emergency
driven and hence cannot be clubbed with other components. Also, for durable goods,
there are repair and second-hand purchase components involved, and durable good
consumption does involve an inter-temporal preference pattern, which is beyond the
scope of this paper. We also have not considered consumption on tobacco intoxicants
due to the fact that the consumption expenditure on this group is mainly driven by
habit formation which can be predominantly present among lower-income class and
therefore suffers from misreporting/zero consumption (see Sudarshan and Mishra
1999; Subramanian 2004).

The 14 commodity groups considered capture 75% of household total budget
on average, as depicted in Table 1 in the result section. We model the between-
commodity heterogeneity not only through observed characteristics of commodity
groups such as income elasticity but also the unobserved heterogeneity through a
random effect (see Maddala et al. 1971), described in the following section, captured
by random intercept and random slope terms for all determining variables at the
commodity level (see Blacklow et al. 2006, for the economic logic of varying effects
of demographics across commodity groups in demand system).

Table 1 Descriptive statistics: mean values

State (number of
observations)

Mean budget share
of 14 commodities
together (%)

Number of children
(sd)

MPCE (sd)

1 Uttar Pradesh (3066) 76.02 1.79 (1.64) 2207.86 (2194.17)

2 West Bengal (2659) 75.91 0.85 (1.07) 2973.84 (2774.96)

3 Maharashtra (3852) 76.39 1.13 (1.21) 3496.83 (3781.81)

4 Tamil Nadu (3131) 72.16 0.89 (1.01) 2722.26 (2201.78)
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Income elasticity of the commodity group: The consumption pattern of commodi-
ties varies with the nature of commodity which could be partially captured by income
responsiveness of the commodities. Heterogeneity of spending patterns across dif-
ferent goods can be represented through different functional form of Engel’s curves
(see Lewbel 1991; Banks et al. 1997). As we focus on diversity of consumption
within several commodity groups where income is the main determining variable,
we estimate income elasticity of all 14 commodity groups using the log-quadratic
Engel (see Majumder 1992) at the state level and include these characteristics as a
fixed effect variable.

For household h, the budget share on commodity i, wh
i is modelled in terms of per

capita total expenditure yh as:

wh
i = α + β log yh + γ (log yh)

2 (1)

Following the works of Majumder (1992), we calculate the average income elas-
ticity of commodity group i for households within each state as (For details of expres-
sions, see Appendix 2),

ηi = 1 + βi + 2γi log y

wi
(2)

where bar indicates average over households within a state, i.e.

wi =
∑H

h=1 wh
i

�= H
; log y =

∑H
h=1 log yh

�= H
(3)

We classify the commodity groups in two categories—necessary and luxury—as
observed from the data and include one dummy variable accordingly in empirical
model to account for any non-random pre-determined variability across commodity
groups with necessary as the reference category of commodity. We also interact this
dummy variable with our two main predictor variables, namely MPCE and number
of children.

3 Diversity Measure and Random Coefficient Model

3.1 Entropy-Based Diversity Measure

As there exists a range of different approaches to measure spending diversity, we,
in this paper, use widely used notion of entropy-based Theil’s measure of diversity
for each household. As a member of the generalized entropy class of inequality
measures, Theil’s index is a widely popular choice for measuring inequality because
it possesses some desirable properties of inequality measures such as principle of
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transfers, subgroup consistency, subgroup decomposability and large sensitivity to
income transfers from poor to rich (Shorrocks 1988; Conceição and Ferreira 2000).

For a household h and a particular commodity group i, with n number of items,
if budget share of the items is wh

i , i ∈ [1, n] with
∑n

i=1 wh
i = 1∀h, then entropy

measure would be:

Eh
i = −

n∑

i=1

wh
i logwh

i (4)

3.2 Econometric Model

We consider 14 broad commodity groups; the detailed items contained within these
groups are described in the appendix. We also consider number of children in house-
holds as households with children are more likely to diversify their expenditure
across commodities. We consider three state dummies to control for inter-regional
differences in spending pattern with MH as the reference category.

We consider only those commodity groups where the number of items within
the group is greater than one as the diversity of a commodity group with only one
commodity has nomeaning. Then we calculate diversity index for these 14 commod-
ity groups for each household. We consider this as dependent variable varying over
households and commodity groups. We consider number of children in household
and MPCE as main predictor variables, and state dummies, luxury-dummy variable
(indicating whether a commodity is luxury), as control variables. We consider ran-
dom coefficient model in the multilevel set-up where observations on diversity are
recorded for each household within each commodity bracket. The rationale behind
including commodity group as random effect variable is the diversity in expendi-
ture within a group may be similar across different households, after controlling for
MPCE and other determining variables at the household level, but not across com-
modity groups which can be purely random even after controlling for commodity’s
inherent characteristics such as expenditure elasticity.We consider the following sim-
ple two-level model to explain the variations of diversity measure—Theil’s diversity
index (as Y variable, described in Eq. (4) above), with the change in household’s
monthly per capita expenditure (MPCE). We also control for demographic attributes
of household by considering number of children as another control variable and geo-
graphical regions such as state of residence. Our full model with random intercept
and random slope is described below:

Yih = β00 + β10 log(mpceh) + β20 number of childrenh +
3∑

k=1

δk statedummykh

+ γ1 luxurydummyi + γ2 luxurydummyi ∗ log(mpceh) + γ3 luxurydummyi

∗ number of childrenh + v0i + v1i log(mpceh) + v2i number of childrenh

+ Eih (5)
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with overall error follows εih ∼ N (0, σ 2). h ∈ H indicates number of households,
and i = 1, . . . , 14 denotes commodity groups with intercept and slopes are indexed
with commodity groups allowing each commodity group to have unique intercept
and slope coefficient as given below:

β0i = β00 + ν0i

β1i = β10 + ν1i

β2i = β20 + ν2i .

Errors are independent with variance structure, vki ∼ N
(
0, σ 2

k

)
, with k = 0, 1, 2.

As the above equation contains a composite error terms which are dependent
within each commodity group, the components ν0i , ν1iν2i are common to every
households within the group, heteroscedastic, because ν0i + ν1i log

(
mpceh

) +
ν2i number of childrenh vary across households. Hence, we use maximum likeli-
hood method to get estimates which are described in the following result section.
For comparison, we also present OLS results without random coefficient model.

The main hypothesis corroborating with the literature (Theil and Finke 1983;
Clements et al. 1996; Chai and Moneta 2012) tests the impact of MPCE on diversity
and can be hypothesized as.

H1:

H0 : β10 = 0

H1 : β10 > 0

Similarly, the impact of children can be hypothesized as

H2:

H0 : β20 = 0

H1 : β20 > 0

Then, we also test significance of random term by considering three hypothe-
ses if variances of v0i , v1i and v2i are zero or not. From the descriptive statistics
(Table 2a–d), we do not observe any consistent pattern of impact of elasticity on
diversity measures, though except miscellaneous group,2 a negative association is
observed between luxury category and Theil’s measure.

2This commodity group is constructed by combining six subgroups total to avoid lot of zero con-
sumption data. If it were constructed using all disaggregated items ranging almost 100 items, this
high value of Theil’s measure might not be observed.
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4 Results

In Table 1, we present mean value of total budget share of 14 commodity groups
together, number of children and mean MPCE across four states. The figures imply
that UP belongs to the lowest level of income among the four states considered with
higher number of children in the family, and Maharashtra is most wealthy among
these four states. These findings are also substantiated from Table 2a–d, where the
number of luxury items is much less for Maharashtra, the rich state, as opposed to
other states like UP.

Table 2a–d describes mean budget share of each of the 14 commodity groups,
along with percentage of zero expenditure, income elasticity group and Theil’s diver-
sity measure. The variation in consumption expenditure is evident for certain groups
of commodities such as milk and milk products, meat–eggs–fish, fruits and also to
a certain extent in miscellaneous goods. The varying dietary habit across regions
is also evident in the average value of proportion of zero consumption, particularly
for the commodity group meat–egg–fish. This is the reason, in addition to consider-
ing state fixed effects, we also calculate Theil’s diversity measure at state level and
income-elasticity dummy is also computed by taking state-level average value of
budget shares. The proportion of items consumed is also a descriptive indication of
diversity. The higher proportion of items consumed in the food group “spices” and
“vegetables” explicitly indicate exclusive dietary pattern of Indian households (pre-
dominantly vegetarian and spice based). In the miscellaneous group, we considered
subgroup items (described in appendix)withinwhich there are lot of individual items.
Hence, high proportion (0.78–0.82) does not necessarily mean all detailed items are
consumed by households, instead these values reveal that consumers do not spend
even on some of these broad subgroups consisting of entertainment, conveyance,
personal article, consumer services, etc.

In Table 3, we present regression results of random coefficient model along with
benchmark OLS model. It is quite evident that for hypotheses 1 and 2, null hypothe-
ses are accepted with more strong impact of income on diversity is observed. This
is quite consistent with the findings in the literature (see, e.g., Theil and Finke 1983;
Clements et al. 1996; Chai andMoneta 2012).We also demonstrated the significance
(Chai and Moneta 2012) of demographic attributes, locality and income elasticity
of commodities. Also the influence of MPCE is more for luxury commodities as
opposed to necessary commodity, though on its own a negative association between
diversity and luxury nature of commodities is observed. The rationale behind this
negative coefficient is the fact that these commodities are highly priced, and given the
level of limited resources of Indian households, households can be expected to afford
only a subset of these groups of commodities rather a variety of goods. The impact
of MPCE becomes less statistically significant when we have random slope param-
eter as captured by Model 6. Also, it is seen that proportion of error variance due
to random intercept is much high as opposed to variation among households within
commodity group, particularly after allowing for variations in MPCE slope param-
eters. We also have done likelihood test to test significance of between-commodity
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effects by comparing this random intercept model with single-level model. The LR
test statistic comes out to be very high with p value close to 0.00.3 The comparison
among different random coefficient models shows the superiority of these models as
compared to pooled OLS model. Yet, we can affirm that overall conclusions regard-
ing fixed effect variables remain same across our benchmark model and random
coefficient models.

5 Conclusion

There exists considerable amount of empirical evidences to support for larger diver-
sification with the increase in income. There are studies in cross-country dimensions
as well as at household level, but all these studies are for the developed nation. These
studies found positive association between income and dispersion of commodity
expenditure mainly captured through number of consumed items. In this paper, we
attempt to capture wide variety of household consumption pattern for the develop-
ing country India, using Theil’s entropy measure for different regions of India with
varying degree of level of livings, expressed by mean MPCE level. Also, the case of
India is more interesting due to varying food habit which is well demonstrated in this
study. The states considered for this study are Maharashtra (MH), Tamil Nadu (TN),
Uttar Pradesh (UP) andWest Bengal (WB) for the year 2011–2012, the last available
year of bigger consumption survey. The choice of the states mainly stems from the
fact that these four states belong to four different regions, namely west, south, north
and east, respectively, of India, with varying pattern of consumption style, particu-
larly within the food group. Moreover, we also look into other factors which might
have significant impact on diversity of consumption even after controlling for main
determining variable, i.e., MPCE such as number of children.

The contrasting impact of luxury commodity on diversity on its own and when
interacting with MPCE should be judged keeping in mind the nature of correlation
between luxury commodity and MPCE. As indicated before, higher value of diver-
sity, observed to be significantly associated with higher level of income in empirical
studies, hence indicating higher level of household welfare, is also well demon-
strated with significant impact of MPCE in our study. Hence, due to the presence of
high-valued items in luxury commodity group, people cannot afford to have them
with lower level of MPCE (as observed from our descriptive statistics that UP has
more number of luxury commodities) and therefore generating negative impact on
diversity. Yet the moderating impact of this dummy with respect to MPCE is more
pronounced as compared to necessary goods due to innate preferences of human
beings for a high quality of goods, which could be made availability with increasing
MPCE. This is also supported in findings of Jackson (1984), Drescher et al. (2008).

3P value is adjusted for such non-standard hypothesis tests as the null hypothesis of zero variance
is on the boundary space.
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Though there could be other unobserved characteristics at the household level
such as taste changes and network effect, we attempt to incorporate demographic
attributes such as number of children, place of residence to tackle some of these
unobserved variables in order to draw unbiased causal inference of income (proxied
as MPCE) on consumption diversity. We also notice product differentiation matter
significantly as evidenced through LR statistics from the random coefficient model.
But the variations across commodity groups are mainly captured through variations
in intercept rather through variations in slope coefficients related to variables MPCE
and demographic attributes.

Appendix 1: Description of Items

Commodity
group

Number of items Item description

1 Cereals 19 Rice—other sources chirakhoi, lawa muri other
rice products wheat/atta—other sources maida
suji, rawasewai, noodles bread (bakery) other
wheat products jowar and its products bajra and
its products maize and products barley and its
products small millets and their products ragi and
its products other cereals cereal substitutes:
tapioca, etc.

2 Pulses 12 Arhar, tur gram: split gram: whole moong masur
urd peas khesari other pulses gram products
besan other pulse products

3 Milk and milk
products

6 Milk: liquid (litre) baby food milk:
condensed/powder curd ghee butter

4 Sugar and salt 6 Salt sugar, non-PDS sugar—other sources gur
candy, misri honey

5 Edible oil 6 Vanaspati, margarine mustard oil, groundnut oil,
coconut oil, refined oil (sunflower, soya bean,
saffola, etc.), edible oil: others

6 Meat, egg, and
fish

7 Eggs (no.) fish, prawn, goat meat/mutton,
beef/buffalo meat, pork, chicken, others: birds,
crab, oyster, tortoise, etc.

7 Vegetable 17 Potato, onion, tomato, brinjal, radish, carrot,
palak/other leafy vegetables, green chillies,
lady’s finger, parwal/patal, kundru, cauliflower,
cabbage, gourd, pumpkin, peas, beans, barbati,
other vegetables

(continued)
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(continued)

Commodity
group

Number of items Item description

8 Fruits 27 Banana (no.), jackfruit, watermelon, pineapple
(no.), coconut (no.), green coconut (no.), guava,
singara, papaya, mango, kharbooza,
pears/nashpati berries, leechi, apple, grapes,
groundnut dates, cashew nut, walnut, other nuts,
raisin, kishmish, monacca, etc., other dry fruits

9 Spices 11 Ginger (gm), garlic (gm), jeera (gm), dhania
(gm), turmeric (gm), black pepper (gm), dry
chillies (gm), tamarind (gm), curry powder (gm),
oilseeds (gm), other spices (gm)

10 Beverages 10 Tea: cups (no.) tea: leaf (gm) coffee: cups (no.)
coffee: powder (gm), mineral water (litre), cold
beverages: bottled/canned (litre) fruit juice and
shake (litre), papad, bhujia, namkeen, mixture,
chanachur chips (gm), pickles (gm), sauce, jam,
jelly (gm)

11 Processed food 10 Cooked meals, cooked, snacks purchased,
prepared sweets, cake, pastry, biscuits,
chocolates, etc., papad, bhujia, namkeen,
mixture, chanachur, chips, sauce, jam jelly,
pickles etc.

12 Fuel and light 8 Electricity (std. unit), LPG [excl. conveyance],
petrol (litre) [excl. conveyance], diesel (litre)
[excl. conveyance], candle, match box
kerosene—other sources (litre)

13 Clothing,
bedding, and
footwear

37 Dhoti (no.), saree (no.), cloth for shirt, pyjama,
kurta, salwar, etc. (metre), cloth for coat,
trousers, suit, etc. (metre), coat, jacket, sweater,
windcheater (no.), shawl, chaddar (no.),
kurta-pyjama suits: males (no.), kurta-pyjama
suits: females (no.) kurta, kameez (no.) pyjamas,
salwar (no.) shirts, T-shirts (no.), shorts, trousers,
bermudas (no.), frocks, skirts, etc. (no.), blouse,
dupatta, scarf, muffler (no.), lungi (no.), baniyan,
socks, other hosiery and undergarments,
etc.(no.), gamchha, towel, handkerchief (no.),
headwear, belts, ties (no.), knitting wool (gm),
bed sheet, bed cover (no.), rug, blanket (no.),
pillow, quilt, mattress (no.), cloth for upholstery,
curtains, tablecloth, etc. (metre), mosquito net
(no.), leather boots, shoes leather sandals,
chappals, etc., other leather footwear rubber/PVC
footwear other footwear

14 Miscellaneous 6 subgroups Entertainment, toilet articles, mini-durables,
household consumables, consumer services,
conveyance
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Appendix 2: Average Income Elasticity

Algebraic form of log-quadratic demand function:

wi = αi + βi log y + γi

Let pi and qi be price and average of quantity consumed. Now substituting wi =
pi qi

ȳ in the above equation, we obtain

pi qi = αi ȳ + βi ȳlog y + γi ȳ

Differentiating the above equation w.r.t. ȳ yields

dqi

dȳ
= αi + βi log y + γi

Now recognizing average income elasticity as ηi = dqi

dȳ
ȳ
qi

= dqi

dȳ
pi

wi
yields

ηi = 1 + βi + 2γi log y

wi
.
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Trend in Inter-state Disparity
of Well-Being in India
in the Post-Reforms Period

Asis Kumar Banerjee

Abstract This paper compares the disparities of well-being among sixteen of the
most populous states of India in the three years—1991, 2002 and 2012. It finds that
while disparity increased between 1991 and 2012 and also between 2002 and 2012,
what happened to it between 1991 and 2002 is ambiguous. The major differential
contribution of the paper ismethodological. By taking a Lorenz dominance approach,
we show that, in contrast with the findings in the existing literature, those of this
paper—both the definitive and the ambiguous ones—are robust: they do not depend
on the use of any specific inequality index as the measure of disparity. Furthermore,
the task of reducingwell-beingmatrices to vectors (which is a part of the exercise) has
been handled in a way that seems to be logically more satisfactory than the method
followed in the literature. Among other distinguishing features of the paper is the fact
that economic well-being is measured by asset ownership which, we have argued,
is a better indicator of this aspect of well-being than income (which is the measure
that is customarily used in this context). Moreover, unlike the existing literature, our
time coverage includes the decade of the 2000s.

Keywords Inter-state disparity ·Well-being ·Multidimensional Lorenz dominance

1 Introduction

Inter-state disparity in well-being in India is a topic on which there is, by now, a
voluminous literature. Much of the motivation behind this type of work has come
from the well-known literature (that came into being in the 1980s and the 1990s) on
the convergence of the growth rates and the levels of income among countries over
the years (see, for instance, Barro and Sala-i-Martin (1995) and the references cited
therein). Because of the obvious socio-economic importance of the need to study
regional disparity in India, economists have naturally been interested in answering
the corresponding question for the regions (taken to be represented by the states)
within the country.
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A number of studies on this topic have concentrated on the disparity of income.
In this paper, however, we shall be concerned with the broader notion of disparity
of well-being. Dholakia (2003) and Ghosh (2006) found convergence of well-being
among the Indian states over the period 1981–2001. Roy and Bhattacharjee (2009)
found absolute β-convergence of the Human Development Indices (HDIs) of the
states but insignificant σ-convergence.1 Noorbaksh (2003) concentrated on economic
well-being but considered its different aspects (especially income and expenditure)
and also considered the rural and the urban sectors separately; he found evidence of
divergence. Banerjee and Kuri (2015), however, report convergence of well-being.

Intuitively, disparity in this context is nothing but the inequality in the distribution
of well-being among the states. The existing literature corroborates this fact by using,
for the purpose of estimating disparity, such measures as the coefficient of variation,
the standard deviation of the log values of well-being and the Gini coefficient, which
are actually inequality indices. For this reason in this paper, we shall use the words
disparity and inequality interchangeably.

The present paper is motivated by the fact that in the existing literature, there seem
to be conceptual gaps in the methods by which disparity of well-being is estimated.
We intend to have a re-look at the convergence question in the Indian context with
the help of a new method that takes care of these gaps.

There are two major problems with the way in which regional disparity of well-
being in India has so far been measured. First, assuming that at any given point in
time the levels of well-being of the states are described by a vector, which inequal-
ity index do we use to estimate disparity? There is no uniquely defined index of
inequality. While the coefficient of variation, the Gini coefficient, etc., are widely
used in practice, they do not nearly exhaust the list of possible indices. In fact,
we have an embarrassment of riches here: the number of inequality indices is infi-
nite (see, for instance, Cowell 2000; Sen 1997). The problem is that a given pair
of well-being vectors may not be ranked (in terms of disparity) in the same way
by different inequality indices. In other words, the answer to the question whether
disparity decreases between any two given years may depend crucially on which
specific inequality index is used. Note that experimenting with a number of alterna-
tive inequality indices would not be a way out of this impasse since, as stated above,
there are an infinite number of such indices and there is nothing in the theory that can
help us in choosing any particular finite set of inequality indices for this purpose. It
is only on the basis of the researcher’s subjective preferences that such choices can
be made. This problem raises serious doubts as to the robustness of the conclusions
regarding the time trend of inter-state disparity in India that have so far been reported
in the literature.

1The terminology is borrowed from the literature on convergence between countries. There is said
to be σ-convergence if the (cross-sectional) dispersion of income levels among countries decreases
over time. On the other hand, there is (absolute) β-convergence if countries with lower income
levels have higher growth rates of income. It is known that σ-convergence implies β-convergence.
If there are just two countries, the converse is also true. In the general case, however, there can be
β-convergence without there being σ-convergence (see, for instance, Martin and Sunley 1998 for a
discussion of these issues).
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It is well known that there is a circumstance under which this problem would not
arise. If it so happens that the well-being vector in Year 2 Lorenz dominates that
in Year 1, then we can safely conclude that inequality in Year 2 is less than that in
Year 1, no matter which specific index is used for measuring inequality. However, if
neither vector Lorenz dominates the other, then it cannot be the case that all inequality
indices would give the same inequality rankings. In other words, in that case, there
must exist at least two inequality indices that would give contradictory answers to
the question whether disparity has decreased (see Foster 1985). In this case, the
direction of change in disparity must be considered to be ambiguous. Any definitive
conclusion would be unacceptable.

The second of the two methodological problems arises from the fact that well-
being is actually amultidimensional notion, depending, as it does, not only on income
or assets but also on a host of other determinants such as health and education.
Hence, a description of the well-being levels of the states in any year should, strictly
speaking, be described by a matrix (with a given row, for instance, specifying the
values of the different determinants for a given state) rather than by a vector. Even
if we choose a specific inequality index arbitrarily, we would have to compare the
degree of inequality of two matrices. We would need a multidimensional inequality
index. However, as in the case of a single dimension, in the multidimensional case
also, there is infinity of alternative inequality indices. If we want the conclusions of
the exercise of disparity comparisons over time to be robust, we again have to avoid
choosing a specific index arbitrarily. We now need a notion of multidimensional
Lorenz dominance.

The (second) problem can be bypassed if, as is done in HDI comparisons, we
reduce the well-being matrix of the states for any given year to a well-being vector
by aggregating across the columns. A frequently adopted procedure is to take the
arithmetic mean of the column vectors in the well-being matrix (after normalising
the columns to make them unit-free). Once this is done, the multidimensionality
problem is avoided: we proceed as if we had vectors rather thanmatrices to start with.
Multidimensional Lorenz dominance would then simply mean Lorenz dominance in
the usual (unidimensional) sense applied on the constructed vectors.

However, as we shall see in Sect. 2 below, a multidimensional Lorenz dominance
relation (MLDR) obtained in this way would violate one of the basic conditions that
one intuitively expects such a relation to satisfy.

The arithmetic mean, of course, is only one of many possible averaging formu-
las. However, for about 20 years since 1990 (when the UNDP started publishing its
Human Development Reports), this was the procedure that was followed in these
reports. Since the existing empirical literature on well-being disparity in India is
mostly concerned with the time period up to about 2001 and since, for the post-
1990 years, the well-being levels of the states are usually taken to be the state HDIs
given by the Human Development Reports for India (which follows the UNDP pro-
cedure for the country-level HDIs), we have focused our remarks above on the use
of the arithmetic mean. Researchers who have included the period before 1990 in
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the time spans of their analyses have also largely followed this particular procedure
for calculating the well-being vectors for themselves.2

In this paper, too, we shall reduce well-being matrices to vectors. However, for
that purpose we shall apply a new procedure that is very similar to the one developed
in Banerjee (2016). This will enable us to obtain an MLDR that satisfies all of the
properties of such a relation that havebeenproposed in the theoryofmultidimensional
inequality measurement.

As in the unidimensional case, here too it is possible that, of the two years’
matrices, neither multidimensionally Lorenz dominates the other. In such cases, any
firm conclusion regarding the direction of change in the degree of regional dispar-
ity between these years would again be suspect. We can, however, reach definitive
conclusions in cases where there is multidimensional Lorenz dominance.

In order to focus on our task, however, we shall limit the scope of the paper in
other respects. Two of the major limitations need to be stated explicitly at the outset.
(1) Unlike many of the contributions mentioned above, we shall be concerned exclu-
sively with the factual question of convergence or divergence. We do not explore
the interrelationships between the trend of regional disparity on the one hand and
the trends in various other economic variables (such as the growth rate of the econ-
omy, agricultural production and productivity) and policy parameters on the other.
Needless to say, these interrelationships are important and they merit detailed study
in their own right. However, they lie outside the scope of this paper. (2) We shall
be concerned only with convergence of the level (i.e. with σ-convergence) of well-
being among the states. Thus, the focus is entirely on whether the (cross-sectional)
inequality in the distribution of well-being among the states has decreased over time.

Regarding the determinants of well-being, we follow many other researchers in
concentrating on health, education and economic well-being. We use life expectancy
at birth and the literacy rate as the indicators of health and educational status, respec-
tively. However, so far as economic well-being of a state is concerned, we make
a major deviation from the usual practice of using income, usually proxied by Per
Capita Net State Domestic Product (PCNSDP), as the indicator. From the point of
view of economic theory, asset ownership is a better indicator of the economic status
of an individual than income. It captures both the ability to finance current consump-
tion and the capacity to bear risks of all types (including those related to health and
employment). For a country like India where social security coverage is woefully
inadequate, risks and vulnerabilities faced by the individuals are extremely important

2From 2010, the UNDP started using the geometric (rather than the arithmetic) mean as the aggre-
gator function. It can be checked, however, that the problem noted in the text in connection with
the need to ensure that the MLDR satisfies the basic requirements of such a relation would persist
even if the arithmetic mean is replaced by the geometric mean as the averaging formula. In fact,
it would also persist for some of the other averaging formulas, for instance, the one based on the
idea of the (Euclidean) distance of the actual values of achievements of a state from the “ideal”
situation in which the state would enjoy maximal possible values of the different achievements
(see Noorbakhsh 1998; Banerjee and Kuri 2015). The theoretical literature also contains yet other
suggested aggregation procedures (see, for instance, the class of formulas derived axiomatically in
Mishra and Nathan 2014 and the other procedures reviewed there). Most of these, however, have
not yet been applied to the study of regional disparity in India.
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considerations in judging their well-being. These are not captured by income data.
Accordingly, we use the per capita value of assets owned by the average household
in a state as the indicator of the state’s economic well-being.

We concentrate on the post-Reforms period. We compare the (cross-sectional)
inter-state disparities at the three points of time—1991, 2002 and 2012. Choice of
these dates was dictated largely by the dates for which assets data were available.
Data availability constraints also prevent us from bringing all the states of India
within the fold of our analysis. We consider 16 of the most populous states. These
states account for more than 90% of the country’s population.

Our main finding is that while the direction of movement of regional disparity
between 1991 and 2002 is ambiguous, there has been an unambiguous increase in
disparity (i.e. there has been “divergence”) both between 1991 and 2012 and between
2002 and 2012.

The finding for the first post-Reforms decade contradicts the findings of those
earlier contributions that report either unambiguous convergence or unambiguous
divergence.3 So far as the second decade after theReforms is concerned, our finding is
not comparable with the results in the existing literature since the latter are concerned
in most cases with time periods ending in 2001 (or earlier).4 In this respect, this part
of our finding is a net addition to our knowledge regarding the trends of regional
disparity in India in very recent times.

More importantly, our finding (including both the definitive and the ambiguous
parts of it) is robust: it is not dependent on the use of any specific inequality index
for measuring disparity.

Section 2 below describes our methodology. The data and the empirical analysis
are contained in Sect. 3. Section 4 concludes the discussion.

2 Methodology

Since our method of measuring inter-state disparity of well-being is different from
the methods that have so far been applied in the existing literature, we present it
here in somewhat greater detail than would otherwise have been appropriate in an
empirical paper.

Let n be the number of states. The level ofwell-being of each state is determined by
the amounts of m attributes. Both the numbers n and m will be kept fixed throughout
this paper. M = {1, 2, . . . ,m} and N = {1, 2, . . . , n} are, respectively, the set of
attributes and the set of states. By a well-being matrix A, we shall mean an n × m

3Results reached by contributions (such as Roy andBhattacharjee 2009) that only report the absence
of evidence in support of the convergence hypothesis and let the matter rest at that, however, come
close in spirit to this part of our finding.
4Among the contributions in the existing literature, the study by Banerjee and Kuri (2015) covers
the longest time span, 1971–2001. Needless to say, we are talking here about the trends of regional
disparity of well-being. So far as disparity of income alone is concerned, there are many studies
that cover the 2000s.



546 A. K. Banerjee

matrix whose (p-th row and j-th column) term, a j
p, is the amount of attribute j in state

p for all j in M and for all p in N. For any matrix A, ap will denote its p-th row and
aj its j-th column. We shall assume A to be a positive matrix. The set of all possible
well-being matrices will be denoted by A.

Since the different attributes of well-being may be measured in different units,
in order to ensure that the different columns of a well-being matrix are comparable
it is necessary to normalise the entries. There are many ways of doing so. The rule
used by the UNDP in constructing HDIs is well known. In this paper, however, we
normalise any matrix A by dividing each entry in the matrix by the arithmetic mean
of the column containing it (it is easily seen that all columns of the matrix would
then sum to n). In order to avoid overuse of symbols, we shall, however, assume that
this has been done to start with, i.e. it will be understood that all well-being matrices
are normalised.

We shall be concerned with inequality dominance. In the case where there is
a single attribute (m = 1), the standard notion of inequality dominance is that of
Lorenz dominance. For any two positive well-being vectors a and b, aweakly Lorenz
dominates b if the Lorenz curve of a does not lie below that of b at any point; a
strictly Lorenz dominates b if, in addition, the Lorenz curve of a is above that of b
at some point. We denote the unidimensional weak Lorenz dominance relation by L:
for all well-being vectors a and b, a L b if and only if a weakly Lorenz dominates y.
P will denote the strict Lorenz dominance relation derived from L: a P b if and only
if a strictly Lorenz dominates b. In other words, P is the asymmetric component of
L. The symmetric component of L will be denoted by I. For all well-being vectors
a and b, a I b if and only if a weakly Lorenz dominates b and b weakly Lorenz
dominates a. It is easily seen that a I b if and only if the Lorenz curve of a coincides
with that of b (which, in turn, can happen in our framework if and only if either a =
b or a is a permutation of b).

Lorenz dominance is closely related to the notion of Pigou–Dalton (PD) transfers.
If the attribute in question is income, a PD transfer is an income transfer from a richer
to a poorer state by a positive amountwhich is less than their initial income difference.
The following three statements are equivalent (Hardy et al. 1952;Marshall and Olkin
1979, Chap. 1): (1) a strictly Lorenz dominates b; (2) a Pigou–Dalton majorises b,
i.e. a is obtained from b by a finite sequence of PD transfers; and (3) a=Qb for some
bistochastic matrix Q, but a neither equals b nor is a permutation of b (a bistochastic
matrix is a non-negative square matrix in which each row as well as each column
sums to 1).

For our purposes in this paper, we need a multidimensional version of the notion
of Lorenz dominance. With that end in view, we start with the notion of a weak
multidimensional inequality dominance relation (MIDR), D, on A. For all A and
B in A, if A D B, this will be interpreted to mean that relative inequality in the
distribution of overall well-being in the matrix A is not more than that in B, whatever
may be the specific method of measuring the degree of overall inequality. DP and DI

will denote the asymmetric and the symmetric components of D, respectively, i.e.
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for all A and B in A, A DP B if and only if (A D B but not B D A); and A DI B if and
only if (A D B and B D A). D is required to be a reflexive and transitive relation.5

In order to be intuitively acceptable, the relation D will have to satisfy a number
of conditions. Two of these are of particular importance. To state the first of these,
note that we need a generalisation of the concept of Pigou–Dalton majorisation to the
multidimensional context. One of the most widely used among such generalisations
is the concept ofUniformMajorisation (UM) (seeKolm1977). For all n×mmatrices
A and B in A, B is said to uniformly majorise A if B �=A, B is not a row permutation
of A and B = QA for some bistochastic matrix Q. Since B = QA implies, bj = Qaj

for all j inM, bj Pigou–Dalton majorises aj for each j inM; and since the samematrix
Q is used to majorise all the columns of A, the majorisation is said to be uniform
across the attributes. We can now state the condition of UM on the relation D.

Uniform Majorisation (UM): For all A and B in A such that B is a UM of A, B
DP A.

All inequality dominance relations are, by definition, concerned with consider-
ations of equity. Some important aspects of such considerations are captured by
generalisations of the PD transfer principle such asUM. In multidimensional theory,
however, there is another relevant aspect of thematter, viz. the pattern of interrelation
among the distributions of the different attributes and its effect on multidimensional
inequality.

For all A in A and for all p, q in N, let ap ∧ aq denote the
vector

{
min(a1p, a

1
q),min(a2p, a

2
q), . . . ,min(amp , a

m
q )

}
and ap ∨ aq the vector{

max(a1p, a
1
q),max(a2p, a

2
q), . . . ,max(amp , a

m
q )

}
.

For all A and B in A such that A is not equal to B or a row permutation of B, A is
said to be obtained from B by a Correlation Increasing Transfer (CIT) if there exist
p and q in N such that

(i) ap = bp ∧ bq ; (ii) aq = bp ∨ bq ; and (iii) ar = br for all r in N—{p, q}.

We desire an MIDR, D to satisfy the following condition:
Correlation Increasing Majorisation (CIM): For all A and B in A such that B

is obtained from A by a finite sequence of CITs, A DP B.
Informally,CIM requires that greater correlation among the different columns of

the distribution matrix implies greater inequality, irrespective of how inequality is
measured. It was introduced in the economic literature by Tsui (1999) in the context
of inequality measurement. In the statistical literature, however, it was introduced
even earlier by Boland and Proschan (1988). The concept of CIT on which it is based
was studied in Atkinson and Bourguignon (1982) and in Epstein and Tanny (1980).

Despite the somewhat technical way in which the condition is stated, it is actually
quite intuitive. Consider, for instance, the following example. Let n = 2 = m. Let

A =
(
4/3 1/2
2/3 3/2

)
and B =

(
4/3 3/2
2/3 1/2

)
. B is obtained by a switch of the entries in

the second column of A. It is easily checked that this is a CIT. If it is now asked

5Reflexivity of D means that if A = B, then A DI B; transitivity means that if A D B and B D C,
then A D C.
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whether we should consider A to strictly dominate B (i.e. whether A should be judged
to display a lower degree of equality as per any measure of inequality), there seems
to be strong grounds for an affirmative answer. In A, state 1 has a higher allocation
of attribute 1 than state 2. But this is, to an extent, compensated for by the fact that
w.r.t. attribute 2, it is state 2 that has the relative advantage. In B, however, the effect
of the lower allocation of attribute 1 to state 2 is compounded by the fact that this
state faces the same predicament w.r.t. attribute 2, i.e. there is a compounding of
inequalities across the attributes. Obviously, multidimensional inequality should be
considered to be lower for A than for B.

Apart from these two equity-related conditions, we also require D to satisfy a
condition that is more general in nature. It is the condition of Anonymity (ANON)
which requires that if two well-being matrices A and B are such that A is a row
permutation of B. Then A DI B. It means that, in measuring disparity of well-being
among the states, the states can listed in any order, i.e. that it does not matter which
state is called state 1, which is called state 2, etc.

Thus, for our purposes in this paper an MIDR, D, is a binary relation on A sat-
isfying the conditions UM, CIM and ANON.6 Finally, since we are interested in
obtaining a generalisation of the unidimensional Lorenz dominance relation, L, it is
natural to require that the dominance relation reduces to L if there is just one attribute.
Therefore, we arrive at the following definition of a multidimensional Lorenz dom-
inance relation (MLDR). An MLDR, LM , is an MIDR on A such that LM = L if m
= 1.

The asymmetric and symmetric components of LM will be denoted by PM and
IM , respectively. Thus, if A PM B, i.e. if A LM B, but¬(B LM A) where the symbol¬
signifies the negation of the statement following it, then A strictly Lorenz dominates
B; if A IM B, i.e. if both A LM B and B LM A, then A and B are equivalent in the
multidimensional Lorenz comparison.

Now, there have been many different suggestions in the literature as to how to
construct an MLDR (for a review, see Banerjee 2014). Unfortunately, most of these
fail to satisfy either CIM or UM. We shall mention two of these suggestions here.
Consider first theweak dominance relationD such that, given any two n×mmatrices
A and B in A, A D B if and only if aj L bj for all j in M. In other words, A weakly
dominates B in the multidimensional sense if and only if every column of A Lorenz
dominates the corresponding column of B in the usual (unidimensional) sense.While
this seems to be an intuitively sensible procedure, on closer scrutiny it is seen to

6In the theory of inequality measurement, one also comes across two other general (i.e. non-equity)
conditions. One of these is called scalar multiplication (SM). It requires that if D is a (weak)
dominance relation on the set of the well-being matrices in their original (i.e. non-normalised)
forms, then for any matrix A and for any positive scalar k, A DI (kA). The other condition is called
Population Replication Invariance (PRI) which says that if B is a k-fold replication of the states
in A for any positive integer k (i.e. if A is an n × m well-being matrix and if B is the nk × m
matrix obtained by writing A k times), then, again, A DI B. However, as stated in the text, under our
procedure all well-being matrices are normalised to start with. It is easily seen that SM is, therefore,
trivially satisfied by any D. Again, throughout our analysis n is kept fixed. PRI also will, therefore,
be trivially satisfied.
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violate the condition of CIM. Consider, for instance, the 2 × 2 matrices A and B
that was mentioned above in connection with our discussion of this condition. It is
easily checked that aj I bj for j = 1.2. Hence, A DI B. Recall, however, that CIM
requires: ADP B. Thus, the suggested D is not anMIDR as per our definition. Hence,
it is not an MLDR.

Consider now what is essentially the UNDP procedure for calculating the vector
of HDIs for countries. Use the arithmetic mean formula to aggregate across the
columns of the well-being matrices, and then apply the usual notion of Lorenz
dominance. For any two n × m well-being matrices A and B, A D B if and

only if
[
(1/m)

∑m
j=1 a

j
]
L
[
(1/m)

∑m
j=1 b

j
]
. This particular suggestion would sat-

isfy CIM. However, it would violate UM. For instance, let A =
(
3/2 1/2
1/2 3/2

)

and B =
(
1 1
1 1

)
. Note that B = QA, where Q =

(
1/2 1/2
1/2 1/2

)
is a bis-

tochastic matrix. Moreover, A neither equals B nor is a row permutation of B.
Hence, if D is to satisfy UM, we must have: B DP A. Thus, it is required that[
(1/2)

∑2
j=1 a

j
]
P

[
(1/2)

∑2
j=1 b

j
]
where P is the asymmetric component of L.

However, for the specified A and B, we have:
[
(1/2)

∑2
j=1 a

j
]

=
(
1
1

)
=

[
(1/2)

∑2
j=1 b

j
]
so that

[
(1/2)

∑2
j=1 a

j
]
I
[
(1/2)

∑2
j=1 b

j
]
where I is the sym-

metric component of L. Thus, UM is violated.
The question, therefore, arises as to whether there exists any MLDR satisfying

all of the conditions that one intuitively expects it to satisfy. To answer this question,
for any A in A, let A+ denote the matrix for which the j-th column is the vector

a+ j =
[

(1/m)

m∑

k=1

(a j + ak)/2

]

(2.1)

for all j inM. We shall call A+ the correlation-augmented (or augmented, for short)
version of A.

Augmented matrices have a simple and intuitive interpretation. First note that in
a multidimensional framework such as ours, the contribution of an attribute towards
the overall degree of inequality (however measured) cannot be taken to be given by
its “direct” (or “own”) contribution. The indirect effects of the attribute through its
interactions with the other attributes are to be taken into account. For simplicity, it is
assumed that, for all A in A and for all i and j in M, the indirect contribution of the
distribution of the i-th attribute to overall inequality through its interaction with the
distribution of the j-th attribute is indicated by the inequality of the distribution given
by (ai + aj)/2, the simple arithmetic mean of ai and aj. Now, the total contribution
of an attribute to overall inequality is obtained by another round of averaging. It
is the arithmetic mean of the contributions made by it through its interaction with
all the attributes. Therefore, to obtain the total contribution of attribute j to overall
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inequality, we have to look at the inequality of the vector
[
(1/m)

∑m
k=1 (a

j + ak)/2
]

which has been denoted in Eq. (2.1) by a+j. Thus, for any A, the augmented matrix
A+ is simply the matrix such that, for any j, the j-th column of A+ is the vector that
summarises the role played by the j-th attribute in determining the degree of overall
inter-state disparity prevailing in the country.

Now, for any A in A and for all j in M, let (a+ j )* denote the re-arrangement of
a+ j in non-decreasing order (with ties broken arbitrarily) and let a0 be the vector
(1/m)

∑m
j=1 (a

+ j )∗.
Consider now the following relation L* on the set A of well-being matrices.

Definition For all A and B in A, A L* B if and only if a0 L b0 where L is the
unidimensional weak Lorenz dominance relation.

P* and I* will denote, respectively, the asymmetric and the symmetric compo-
nents of L*. If A L* B, we shall say that A weakly Lorenz dominates B (in the
multidimensional sense). Similarly, if A P* B (i.e. if A L* B but not B L* A), then
A strictly Lorenz dominates B.

It can be shown that L* is an MLDR, i.e. that it satisfies UM, CIM and ANON
(the proof of this assertion is analogous to that of Proposition 4.1 in Banerjee 2016,
p. 77).7

It is not known whether the conditions stated above uniquely imply this MLDR
(i.e. whether there exist other valid MLDRs). However, the fact remains that the
existing literature does not contain any other relation on A that fulfils the defining
conditions of an MLDR. For this reason, in our empirical work below we shall apply
L* as our criterion for deciding whether the well-being matrix for Indian states for
a given year Lorenz dominates that for another.

3 Data and the Analysis

Armed with the multidimensional Lorenz dominance criterion stated in Sect. 2, we
now confront the task of studying the pattern of changes in inter-state disparity
in well-being in India in recent years. We compare the cross-sectional disparities
prevailing in the three years—1991, 2002 and 2012.

We consider three aspects of well-being: those related to economic well-being,
health and education. Moreover, so far as health and education are concerned, we
follow the practice of using, respectively, life expectancy at birth and the rate of
literacy as the proxy variables. Life expectancy data are available for the years of our
interest. An easily accessible source is RBI (2016).8 Literacy rates for the states for
the year 1991 have been taken from the same source. The rates for 2001 and 2011

7It also satisfies the conditions of SM and PRI mentioned in Note 6.
8In our data source (RBI 2016), life expectancy is defined as “the average number of years that is
likely to be lived by an infant exposed to the same mortality conditions until they die”. The source
gives information on this variable in the form of overlapping 5-yearly moving averages starting
from 1991 to 1995. The last 5-year period for which information is available is 2009–2013. For
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given there have been used as proxies for the rates of the adjacent years, 2002 and
2012, respectively.

Our choice of the three years of our interest is related more to our choice of the
measure of economic well-being of a state. The measure that is used most widely
for this purpose in the existing literature is income (as indicated by Per Capita Net
State Domestic Product (PCNSDP) of a state). In rare cases, per capita expenditure
has also been used. It is, however, our opinion that it is per capita wealth that is a
more reliable indicator of the average economic well-being of the citizens of a state
than either income or expenditure. The most important reason for this is that, on the
one hand, wealth of an individual has been seen to be at least as good a predictor
of current standard of living as (if not a better one than) income and, on the other,
wealth also indicates one’s capacity to bear various types of risks that one faces
in life, for instance, health risks, risk associated with stability of employment, the
unpredictability of the monsoon (which is an important issue for the agricultural
sector), etc. In a country like India where social security coverage is lamentably
inadequate, incomeor expenditure data donot adequately reflect these vulnerabilities.

However, we need to look at per capita personal wealth in a state rather than at
per capita wealth in the economy of the state as a whole.Macroeconomic indicators
of per capita wealth (such as capital stock per capita for the states) would be of little
relevance for us.9 We utilise, instead, the information on the “average values of assets
(AVA) per household” in the states of India given in the reports of the 48th, 59th and
70th rounds of the All-India Debt and Investment Survey (AIDIS) conducted by the
National Sample SurveyOrganisation (NSSO) on behalf of theReserveBank of India
(RBI) in 1991, 2002 and 2012. For our purposes, however, we shall convert AVA per
household in a state into AVA per capita by dividing the former by the average size
of the household in the state. Thus, our indicator for average economic well-being
of a state is Per Capita Average Value of Assets (PCAVA) in the households of the
state.

We have to take care of two issues relating to comparability of the values of
PCAVA for the three years. First, since PCAVA is inmonetary units (rupees), we have
to consider its values at constant prices across the years. Since an asset price index is

each of the three years of our interest, 1991, 2002 and 2012, we have taken the average value of the
5-year period that is centred on a year which is nearest to it.
9Wemention in passing that even for thosewhowish to use income as themeasure of economicwell-
being, it may not be a good idea to use PCNSDP as the proxy variable. PCNSDP is amacroeconomic
category. Its value is taken from the National Accounts Statistics (NAS). In the Indian economy, it
has been known for quite some time now that there is often a large gap between estimates of the
rate of change of per capita consumption based on NAS and that based on the household consumer
expenditure surveys of the NSSO. Macroeconomic data taken from the NAS do not seem to reflect
correctly what is happening at the ground level. While time series data on household income are
still not available from these surveys, there are reasons to suspect that there would be a similar
problem with respect to the rate of change of per capita income estimated from the NAS. In the
present context, this casts doubt on the advisability of comparing between the levels of economic
well-being of a state in different years (or between the levels of well-being of different states in a
given year) on the basis of macroeconomic categories such as PCNSDP. Using the NSSO figures
for average Monthly Per Capita Expenditure (MCPE) of the states may be a better strategy.
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not available for India, the usual practice is to use, for this purpose, the Whole Price
Index (WPI) or the Consumer Price Index (CPI) as the price deflator. In commonwith
Anand and Thampi (2016), we use the WPI. The figures for all the three years have
been expressed in 1991 prices. Secondly, in the 2012 AIDIS, there was a change in
the list of items onwhich informationwas solicited from the households. All the three
surveys collected information on both physical and financial assets. However, in 1991
and 2002, the list of physical assets included land, buildings, livestock and poultry,
agricultural machinery, non-farm business equipment, all transport equipment and
durable household assets. Household durables, however, were dropped in the 2012
survey. To ensure compatibility, we have followed Anand and Thampi (2016) in
re-calculating the 1991 and 2002 figures by excluding household durables.10

Our study covers 16 states of India: Andhra Pradesh, Assam, Bihar, Gujarat,
Haryana, Himachal Pradesh, Karnataka, Kerala, Madhya Pradesh, Maharashtra,
Odisha, Punjab, Rajasthan, TamilNadu,Uttar Pradesh andWest Bengal. The states of
Chhattisgarh, Jharkhand and Uttarakhand were created in the early 2000s by culling
out some parts of Madhya Pradesh, Bihar and Uttar Pradesh, respectively. How-
ever, in order to ensure comparability across the three years of our interest, even for
2002 and 2012, Jharkhand has been clubbed with Bihar, Chhattisgarh with Madhya
Pradesh, and Uttarakhand with Uttar Pradesh. With this qualification, it is seen that
in all of the three Census years, 1991, 2001 and 2011, these sixteen states together
accounted for more than 90% of the population of India. It seems safe to guess that
the same would be true of the years 2002 and 2012.

Table 1 presents the values of the three attributes of well-being for the above-
mentioned states in 1991, 2002 and 2012. Thus, it gives the (non-normalised) well-
being matrices for these years. To normalise the matrix, each numerical entry is
divided by the arithmetic mean of the column containing it. The result of this exercise
is shown in Table 2.

We denote the normalised well-being matrices in 1991, 2002 and 2012 by A, B
and C, respectively. These can be readily read off Table 2.

The next step is to obtain the augmented versions, A+, B+ and C+, respectively, of
these three matrices. While these conversions require extensive and tedious calcula-
tions, notionally they are straightforward applications of the procedure described by
Eq. (2.1) and the accompanying remarks in Sect. 2 above. We, therefore, omit the
details of these calculations and report the results. Matrices A, B and C as well as
their augmented counterparts are displayed below. In each of these 16 × 3 matrices,
the rows refer to the states (in the same order as in Tables 1 and 2), and the first,
second and third columns refer, respectively, to PCAVA, LIFE and LIT.

10There was also a change in 2012 in the way in which land and buildings were valued. While in
the two earlier surveys, these were valued at prices reported by the interviewees; normative values
were used in 2012. We have not found it possible to adjust the figures of the earlier surveys since the
normative values for these years do not seem to be available. We believe, however, that since our
focus is on the inequality of average asset ownership among the states (rather than on the average
values of the assets per se), this omission does not seriously affect the qualitative results of the
paper.
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Matrix A Matrix B Matrix C
⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0.60 1.00 0.80
0.45 0.90 0.96
0.66 0.96 0.71
0.85 0.99 1.12
2.48 1.03 1.02
1.11 1.04 1.16
0.81 1.01 1.02
1.35 1.18 1.63
0.75 0.91 0.80
0.94 1.05 1.18
0.43 0.92 0.89
2.04 1.09 1.06
1.13 0.96 0.70
0.79 1.03 1.14
1.03 0.92 0.76
0.58 1.01 1.05

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0.64 0.99 0.90
0.38 0.90 0.95
0.44 0.98 0.73
1.03 1.01 1.03
2.13 ‘1.02 1.02
1.92 1.07 1.14
0.81 1.01 0.92
1.76 1.13 1.35
0.77 0.91 0.96
0.94 1.04 1.14
0.36 0.93 0.94
1.79 1.05 1.04
0, 88 0.98 0.90
0.84 1.02 1.10
0.76 0.93 0.85
0.55 1.03 1.03

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0.26 0.99 0.89
0.39 0.94 0.97
0.14 0.99 0.85
0.85 1.00 1.05
3.43 1.00 1.01
1.36 1.04 1.10
0.36 1.00 1.00
2.19 1.10 1.24
0.53 0.94 0.93
3.16 1.04 1.09
0.11 0.95 0.97
1.18 1.04 1.01
0.30 0.99 0.88
0.99 1.03 1.06
0.32 0.93 0.93
0.43 1.02 1.02

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

Matrix A+ Matrix B+ Matrix C+
⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0.70 0..90 0.80
0.61 0.84 0.87
0.72 0.87 0.74
0.92 0.99 1.05
1.99 1.26 1.26
1.11 1.07 1.13
0.88 0.98 0.99
1.36 1.27 1.50
0.79 0.87 0.81
1.00 1.05 1.12
0.59 0.84 0.82
1.72 1.24 1.23
1.03 0.95 0.82
0.89 1.01 1.06
0.96 0.91 0.83
0.73 0, 95 0.97

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0.74 0.91 0.87
0.56 0.82 0.85
0.58 0.85 0.73
1.03 1.02 1.03
1.76 1.20 1.21
1.65 1.21 1.26
0.86 0.96 0.92
1.59 1.27 1.38
0.82 0.89 0.92
0.99 1.03 1.08
0.56 0.84 0.84
1.54 1.16 1.16
0.90 1.00 0.91
0.91 1.00 1.04
0.80 0.89 0.85
0.71 0.95 0.95

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0.48 0.85 0.80
0.58 0.85 0.87
0.40 0.83 0.76
0.91 0.98 1.01
2.62 1.41 1.41
1.27 1.10 1.13
0.57 0.89 0.89
1.85 1.31 1.38
0.67 0.87 0.87
2.46 1.40 1.43
0.39 0.81 0.82
1.13 1.06 1.04
0.51 0.86 0.80
1.01 1.03 1.04
0.52 0.83 0.83
0.62 0.92 0.92

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

As explained in Sect. 2, to decide whether inter-state disparity increased between
1991 and 2012, we have check whether A strictly Lorenz dominates C in the multi-
dimensional sense, i.e. whether A P* C where P* is the asymmetric component of
the relation L* defined in that section. For that, in turn, we have to check whether it
is true that A L* C but not C L* A, i.e. that a0 L c0 but not c0 L a0.
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Recall the definition of the unidimensional weak Lorenz dominance relation L.
For any non-negative n-vector x, let x* denote the vector obtained by re-arranging, if
necessary, the entries in x in non-decreasing order (with ties broken arbitrarily). Let
x*i be the i-th entry in x*. For any k = 1, 2,…, n, let x∗∗

k = ∑k
i=1 x

∗
i Finally, let x**

be the n-vector whose k-th entry is x**k . Now, for any two non-negative n-vectors
x and y with the same (positive) mean, x L y if and only if x** ≥ y**. What this
means is that x L y if and only if, for all k = 1, 2, . . . , n, the cumulative value of the
variable in question going to the bottom k states in x is not less than that in y.

For any A in A, let A* be the matrix whose j-th column, a*j, is (a+ j)* as defined
in Sect. 2. Table 3 presents the matrices A*, B* and C*, obtained, respectively, from
A, B and C, the three normalised well-being matrices of our interest. In Table 4, we
display the vectors a0, b0 and c0 calculated from A*, B* and C*, respectively, as per
the procedure described in Sect. 2. Since the entries in the columns of all of the three
matrices are in non-decreasing order, so are the entries in a0, b0 and c0. Thus, a0 =
a0*, b0 = b0* and c0 = c0*. Since we are interested in Lorenz comparisons between
these vectors, we also display a0**, b0** and c0** where the double-starred vectors
are as defined above.

Examining the last three columns of Table 4, we see that a0** ≥ c0** and b0**
≥ c0**. However, neither (c0** ≥ a0**) nor (c0** ≥ b0**). Therefore, a0 L c0 and

Table 3 Matrices A*, B* and C*

A* B* C*

a*1 a*2 a*3 b*1 b*2 b*3 c*1 c*2 c*3

0.59 0.84 0.74 0.56 0.82 0.73 0.39 0.81 0.76

0.61 0.84 0.80 0.56 0.84 0.84 0.40 0.83 0.80

0.70 0.87 0.81 0.58 0.85 0.85 0.48 0.83 0.80

0.72 0.87 0.82 0.71 0.89 0.85 0.51 0.85 0.82

0.73 0.90 0.82 0.74 0.89 0.87 0.52 0.85 0.83

0.79 0.91 0.83 0.80 0.91 0.91 0.57 0.86 0.87

0.88 0.95 0.87 0.82 0.95 0.92 0.58 0.87 0.87

0.89 0.95 0.97 0.86 0.96 0.92 0.63 0.89 0.89

0.92 0.98 0.99 0.90 1.00 0.95 0.67 0.92 0.92

0.96 0.99 1.05 0.91 1.00 1.03 0.91 0.98 1.01

1.00 1.01 1.06 0.99 1.02 1.04 1.01 1.03 1.04

1.03 1.05 1.12 1.03 1.03 1.08 1.13 1.06 1.04

1.11 1.07 1.13 1.54 1.16 1.16 1.27 1.10 1.13

1.36 1.24 1.23 1.59 1.20 1.21 1.85 1.31 1.38

1.72 1.26 1.26 1.65 1.21 1.26 2.46 1.40 1.41

1.99 1.27 1.50 1.76 1.27 1.38 2.62 1.41 1.43

Note For j = 1, 2, 3, a*j is the non-decreasing re-arrangement of a+ j , the j-th column of the matrix
A+. Similar remarks apply to b* j and c*j
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Table 4 Lorenz comparisons of the matrices A, B and C

a0 b0 c0 a0** b0** c0**

0.72 0.70 0.65 0.72 0.70 0.65

0.75 0.75 0.68 1.47 1.45 1.33

0.80 0.76 0.70 2.27 2.21 2.03

0.80 0.82 0.72 3.07 3.03 2.75

0.82 0.83 0.73 3.89 3.86 3.48

0.84 0.87 0.77 4.73 4.73 4.25

0.90 0.90 0.77 5.63 5.63 5.02

0.94 0.91 0.80 6.57 6.54 5.82

0.96 0.95 0.84 7.53 7.49 6.66

1.00 0.98 0.97 8.53 8.47 7.63

1.02 1.02 1.03 9.53 9.49 8.66

1.07 1.05 1.08 10.62 10.54 9.74

1.10 1.29 1.17 11.72 11.83 10.91

1.28 1.33 1.51 13.00 13.16 12.42

1.41 1.37 1.76 14.41 14.53 14.18

1.59 1.47 1.82 16.00 16.00 16.00

Note a0 = (1/3)(a∗1+a∗2+a∗3)where a*1, a*2 and a*3 are as in Table 3;b0 and c0 are analogously
calculated. a0**, b0** and c0** are as defined in the text

b0 L c0, but neither c0 L a0 nor c0 L b0. Hence, A L* C and B L* C, but neither C
L* A nor C L* B. Therefore, A P* C and B P* C. In other words, we find evidence
that inter-state disparity in well-being in India in 2012 was unambiguously greater
than that in 2002 and also greater than that in 1991.

However, the comparison between the years 1991 and 2002 yields an ambiguous
result. As is seen from the table, we have neither a0** ≥ b0** and nor b0** ≥ a0**.
For instance, the first entry in a0**, 0.72, is greater than the corresponding entry,
0.70, in b0**, but the last but one entry in a0**, 14.41, is less than the corresponding
entry, 14.53, in b0**. Hence, neither A L* B nor B L* A. No definitive conclusion is
possible regarding whether or not inter-state disparity increased between these two
years.

4 Concluding Remarks

In this paper, we have taken a re-look at the trend in disparity of well-being among the
states of India. We have, however, concentrated on the period since the introduction
of economic reforms in 1991 and on the sixteen most populous states of the country.
We have compared between the (cross-sectional) inter-state disparities in the years
1991, 2002 and 2012. The choice of these dates was dictated by the fact that per
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capita asset ownership (rather than per capita income) of the residents of a state
was used as the indicator of economic well-being of the state. For the post-Reforms
period, the only authentic sources of data on asset ownership by households in India
are the All-India Debt and Investment Surveys which were conducted in these three
years. Life expectancy and literacy rate were the other two dimensions of well-being
that were considered.

We found that inter-state disparity of multidimensional well-being increased both
between 1991 and 2012 and between 2002 and 2012. However, what happened to
disparity between 1991 and 2002 is ambiguous.

The major differential contribution of the paper is methodological. By taking a
multidimensional Lorenz dominance approach, we have shown that, in contrast with
the findings in the existing literature, those of this paper—both the definitive and the
ambiguous ones—are robust in the sense that they do not depend on the use of any
specific inequality index as the measure of disparity. Furthermore, we have sought
to handle the task of reducing well-being matrices to vectors (which is a part of
the exercise) in a way that seems to be logically more satisfactory than the method
followed in the existing literature.
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A Personal Reflection on Professor Sarmila
Banerjee

Anjan Chakrabarti

Sarmila Banerjee or Sarmiladi as, she was known to those younger than her, was
never formally my teacher. When I was in the Master’s programme of Economics
Department, University of Calcutta, she was on leave from theUniversity completing
her Ph.D. from the University of Florida, Gainesville. We knew her as an expert in
Econometrics, a specialization and interest shemaintained till the end of her teaching
career at the University. As Sarmiladi rejoined the department and I left it to get
my higher education and subsequently moved into jobs elsewhere; we never had
a chance to meet for the next ten years. My real association with her started from
2000 onwards, when I joined the Economics Department as a faculty and became
her colleague. By then, she has developed an interest in Environmental Economics
and with time became an authority in it.

As we came to know one other, it was clear that our theoretical approaches and
interest did not match. My research orientation in Marxian economics and hers in
Neoclassical economics meant that we were poles apart, and this remained true till
her retirement. Yet, over a period of time, we developed a friendship for both aca-
demic and personal reasons. Digging into the historical repository of the friendship
and exchanges, I can only lay down my sense of Sarmiladi’s intellectual life as an
economist and person.

While she was much senior to me, both of us were witnessing during the early
part of this century a fundamental transition in the culture of Indian social science
academia, including the economics profession. It is important to recall that we grew
up and developed our career when some of our brilliant teachers and later colleagues
(which included her husband, the formidableArupMallik alongwithAjit Chaudhury,
Kalyan Sanyal and others) could criss-cross easily betweenArrow-Debreu,Marx and
Sraffa and some even teach them in different years. This period of great polymaths
was before the present era of super-specialization, wherein the pursuit of gaining
knowledge of the subject and teaching was given equal, if not more, value than
the rate of publications. While oral tradition was emphasized, it was not that these
scholars did not write. When they did publish, some more than the others, we knew
that it was original and to be noted. At other times, and I have been witness to
this on numerous occasions, they just distributed freely very original ideas orally

© Springer Nature Singapore Pte Ltd. 2019
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in Development, https://doi.org/10.1007/978-981-13-9981-7
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among their students and colleagues. I was among the beneficiaries and, I believe,
so was Sarmiladi. All in all, the department became the breeding ground for shaping
generations of students, some very well-known today. Despite this tradition among
these scholars in the department who still were our colleagues in the early period of
this century, both Sarmiladi and myself along with some of our colleagues quickly
became mindful of the importance of rate of published research, competition and
burden whose presence we could no longer ignore. It is at this point that we started
to, quite unwittingly, develop a common objective and space. We were caught in
the cusp, neither able to disparage the importance of deep thinking, teaching and
distribution of ideas among the students, which were the hallmarks of the older
tradition, nor demote the importance of abundant research in written form. It was
for us no longer a question of who did what kind of economics but that of how to
do economics and how to preserve the quality and presence of the department in
the era of fast-paced economic transition, market penetration and disciplinary shift
towards research by numbers. When we were still ruminating over the question of
what is to be done during this period, Sarmiladi was among the first few in our
department to aggressively place emphasis on a high-quality research programme in
the department, showcasing it and gradually giving it an institutional form. But, she
also refused to compromise on the importance of the pursuit of knowledge production
and teaching. Possessing a very sharp mind and memory, she went on to become for
us the perfect exemplification of teacher and researcher combined into one, backed
by a no-nonsense attitude to excellence in both. For good or bad, she just could not
take sloppy thinking and a casual attitude to teaching. Similarly, she had contempt for
the same when it came to research. For all these reasons, she remained an inspiration
for many of us and unofficially acquired a leadership position in the department.

By making the department literally her temple, she immersed herself into main-
taining and protecting its sanctity. She was fiercely loyal to it and was renowned
for her punishing schedule and absolute dedication, something she wanted her col-
leagues in the department and her MSc/M.Phil./Ph.D. students to also follow. To be
honest, this attitude at times was also a source of friction with her colleagues but
in the two decades of my association with her I have not found a single person in
the department and beyond who ever doubted her sincerity and dedication. Her total
commitment to work and department made people listen to her. This was a respect
that was earned through example and not something that she got by virtue of being
a senior colleague. While she was loved among the economics fraternity in West
Bengal and beyond, which she returned in full amount, it will be wrong to assume
that she herself distributed academic respect freely. Her dislike for sloppy and casual
thinking meant that she was very choosy with whom she would discuss the matter of
economics and exchange ideas and opinions in general. Her ability to separate the
chaff from the wheat was something I greatly admired of her.

Because of our historical antecedent and understanding of how the discipline
of economics ought to be, both of us maintained a broad interest in social science
in general. Notwithstanding our diverse theoretical commitment and specialization,
we shared the value of maintaining a heterodox attitude to economics which we
wanted our department to imbibe. She believed in giving the students a compre-
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hensive education in economics rather than a one-sided, singular glance at it in the
form of Neoclassical economics. Commitment to such an academic culture brought
us closer. While we discussed a number of things and at times exchanged course
outlines, ideas and research notes for comments (from an external lens as we liked
to say), I will only point to one such exchange and collaboration that remains in
written form. I am referring to our jointly edited book Development and Sustain-
ability: India in a Global Perspective from Springer. It was never a collaboration
of convenience but one that we both wanted to be in, with a shared commitment to
give something back to the incoming M.Phil./Ph.D. students and young researchers.
There was also an underlying curiosity to find out whether and how far two persons
from two different orientations in economics, Neoclassical andMarxian, could come
to work together in a project of over two years and that too without any compromise
on rigour. Rather than becoming an occasion of drifting apart (closeness often does
that), the intense work and exchanges during the collaboration in which we were
fully invested brought us even closer. This experience also solidified my conviction
that Sarmiladi was a neoclassical economist with a heterodox mindset, that was open
to ideas and ways of thinking. She did not just believe in it but practised it.

I have no qualms in admitting that as a colleague and friend, I learnt from her
about the importance of values of responsibility, work ethic, perfection, camaraderie,
loyalty, compassion and patience. In the later period of our friendship in the depart-
ment, we shared many things. We could do that because of the absolute trust we had
developed for each other. She was fiercely independent and yet fully committed to
her family and social issues. It was a wonder to me how she could balance the contra-
dictory pressures of home and work with such commitment to both, and that too with
a smiling face and absolute grace. At times, I felt that the strands of contradictions in
her life would just pull her apart, but quite remarkably she rode all that out.When she
retired from the department, which was her life and love for nearly four decades, she
left it completely. She has not touched it since. My direct and daily contact with her
also ended with that, except for occasional public encounters and a promise to see
each other to continue our exchange of ideas, which we have so far failed to realize.
Yet, I know that mutual love and respect remains. In fact, despite receiving offers
to head this or that place, I understand that she has disconnected herself completely
from the discipline of economics and any institutional affiliation. This does not mean
that she had given up on the bagful of knowledge gained in all these decades. Instead,
she has decided to blend it with other thought worlds and direct her attention towards
new frontiers, engaging with social issues through practical engagements of self- and
social transformation. I have rarely come across a more courageous person than her.
She has not only taken up huge challenges in her life but made it a point to constantly
redefine herself and her path when she felt like doing so or when the time demanded
her to take the leap. This brings me to the final point.

Rabindranath Tagore brought our attention to two sides/kinds of individual, “The
self which displays itself, and the self which transcends itself and thereby reveals its
own meaning”. In the academic world I had grown up in, Sarmiladi was one of the
last breed of scholars who symbolized the latter. She believed that while the display-
ing self may have utilitarian benefits, it is utterly hollow in itself. Her post-retirement
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pursuit is a continuation of her embodied self-reflective and self-transcending atti-
tude to life, a pursuit where revelation and not display is valued. In this context, in the
course of our friendship and exchange of ideas, I learnt a secret which I do not mind
sharing. Despite her mastery and work in Neoclassical economics and applied eco-
nomics with its emphasis on competition, I was slowly convinced that she remained
a closet follower of Rabindranath Tagore and his philosophy of love/cooperation and
reconstruction. Her passion and constant endeavour for bringing up issues of societal
and ecological concern into Neoclassical economics and research were driven in part
by the contradictory pull towards the Tagorean philosophical angle. Till her retire-
ment, particularly in the last phase, I found her discomfortedwith this uneasy alliance
and trying to reconcile and balance the earthly academic work with her passion for
humanist concern which came from the inside. Unlike many who bemoaned her exit
from pure academics in which she undoubtedly still has much to contribute, I, for
one, am not surprised to know that Sarmiladi has decided to pursue her deep-seated
love and passion in the socially meaningful ways. This is what she is. How many of
us would have the courage to take this leap into the unknown!
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