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Preface

Computing techniques like big data, cloud computing, machine learning, the Internet of
Things etc. are playing the key role in processing of data and retrieval of advanced
information. Several state-of-art techniques and computing paradigms have been pro-
posed based on these techniques. This volume contains papers presented at the Third
International Conference on Advances in Computing and Data Sciences (ICACDS
2019) held during April 12–13, 2019, at Inderprastha Engineering College, Ghaziabad,
UP, India. The conference was organized specifically to help researchers, academics,
scientists, and industry come together and to derive benefits from the advances of
next-generation computing technologies in the areas of advanced computing and data
sciences.

The Program Committee of ICACDS 2019 is extremely grateful to the authors who
showed an overwhelming response to the call for papers submitting over 621 papers in
two tracks in advanced computing and data sciences. All submitted papers went
through a peer review process and finally 112 papers were accepted for publication in
Springer’s CCIS series. We are very thankful to our reviewers for their efforts in
finalizing the high-quality papers.

The conference featured many distinguished personalities including Prof. K. K.
Agarwal, Chairman-NAAC, Prof. J. S. P. Rai, Vice Chancellor Jaypee University of
Engineering and Technology, Raghogarh, Guna; Prof. Rajkumar Buyya, University of
Melbourne, Australia; Prof. Viranjay M. Srivastava, University of KwaZulu-Natal,
Durban, South Africa; Prof. Baisakhi Chakraborty, National Institute of Technology,
Durgapur; Prof. Parteek Bhatia, Thapar Institute of Engineering and Technology,
Patiala, India; Prof. S. K. Mishra, Majmaah University, Saudi Arabia; Prof. Arun
Sharma, Indira Gandhi Delhi Technical University for Women, India; Prof. Prathmesh
Churi, NMIMS University, Mumbai; Dr. Anup Girdhar, CEO and Founder, Sedulity
Solutions & Technology, India, among many others. We are very grateful for the
participation of all speakers in making this conference a memorable event.

The Organizing Committee of ICACDS 2019 is indebted to Prof. B. C. Sharma,
Director Inderprastha Engineering College, for the confidence that he invested in us in
organizing this international conference, and all the faculty and staff of the CSE
Department, IPEC, Ghaziabad for their support in organizing the conference and for
making it a grand success.

We would also like to thank Dr. Divya Jain, JUET Guna; Dr. Neelesh Jain, JUET
Guna; Dr. Prateek Pandey, JUET Guna; Dr Nilesh Patel, JUET Guna; Dr. Ratnesh
Litoriya, JUET Guna; Mr. Kunj Bihari Meena, JUET Guna; Dr. Deepshikha Tiwary,
Thapar University Patiala; Dr. Ghanshyam Raghuwanshi, Manipal University, Jaipur;
Dr. Vibhash Yadav, REC Banda; Dr. Sandhya Tarar, GBU Noida; Mr. Nishant Gupta,
MGM CoET, Noida; Mr. Rohit Kapoor, SK Info Techies; Mr. Akshay Chaudhary and



Ms. Akansha Singh from GISR Foundation; Mr. Deepak Singh, Mr. Atul Kumar, and
Ms. Shivani Gupta from Consilio Intelligence Research Lab for their support. Our
sincere thanks to Consilio Intelligence Research Lab, GISR Foundation, Print Canvas,
IP Moment, Aptron, VGeekers and Tricky Plants for sponsoring the event.

June 2019 Mayank Singh
P. K. Gupta
Vipin Tyagi
Jan Flusser

Tuncer Ören
Rekha Kashyap
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Abstract. Cognitive Neurodynamics is the scientific field that is concerned
with the study of biological processes of brain and aspects that underlie
cognition. The specific focus of cognition is on neural connections that are
involved in the mental process. So the resultant of cognitive states which con-
sists of thoughts, perception, memory, experiences predicted the state of emo-
tional behaviour in human. There are two parts of brain which are responsible
for cognition and emotional states in human i.e. Amygdala and frontal cortex of
brain. In this paper, a correlation analysis is being done on the basis of common
feature set choosen between self- prepared dataset and public access dataset. The
public domain dataset named AMIGOS is choosen for research analysis, as it is
prepared on (14 + 2) electrodes. In both datasets same number of electrodes are
used. Experimental results confirm that accuracy of both datasets are compatible
with each other. AMIGOS dataset shows 80.12% accuracy and prepared dataset
shows 74.62% accuracy using SVM classifier.

Keywords: Cognition � Emotion � Neurodynamics �
Electroencephalography (EEG) � AMIGOS � Arousal � Valence �
Neuromarketing � Neuroscience � STBD (Spatio-Temporal Brain Data) �
SVM (Supervised Vector Machine)

1 Introduction

Cognitive Neuroscience tries to correlate preference measure with neural measure.
Neural measure could actually be used to detect behaviour evidences for predicting
marketing actions. In this present study, the authors used EEG to predict preference
measures and neural measure in response to commercial advertisements. As such, these
EEG measures provide real world outcomes. Neuromarketing, applying neuroscience
methods and techniques because brain data is less noisy as compared to other data
obtained through conventional methods. Neuroscience provides comprehensive intro-
duction to understand how consumer make decision in purchasing products. Consumer
Neuroscience and Neuromarketing both are dealing with consumer behaviour. Neu-
roscience term is related to academic literature and Neuromarketing term is somehow
related to industry [4]. To study consumer behaviour in day to day life, neuroscientific
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tools are required to study. In neuroscientific tools such as EEG, fMRI, used to generate
neural outcomes of brain with respect to any marketing stimuli. To deeply study these
measures, it is important to know the main tasks of brain such as cognition and
emotion.

Emotion and cognition are two excellent code of behavior for understanding the
nature of neurodynamics, a specific focus on neural connections of brain that are
involved in the mental process. From neuroscience perspective, there is a dynamic
interaction between emotional processing areas and cognitive centers of brain [5]. The
focus analysis of this research work is to address the correlation between neural, mental
and behavioral states.

This paper is organized as follow. In Sect. 2, literature work is introduced. Then in
Sect. 3 problem statement is described. In Sect. 4, Comparison is done between dif-
ferent methodologies. After that in Sect. 5, datasets are introduced. Further, in Sect. 6,
SVM classifier is introduced. In Sect. 7, results are discussed. Section 8, presented
conclusion and future work.

2 Background

In paper [6], traditional market research method are not capable to capture the cus-
tomers’ emotional responses. So consumer neuroscience uses neuroscientific tools to
capture quantitative measure of marketing stimuli such as pricing decision, brand
images, brand preference.

Consumer neuroscience is also known as Neuromarketing but there is a distinction
between two terms. Consumer Neuroscience refers to academic literature and Neuro-
marketing refers to the industrial term. Many consumer neuroscience papers provide
the explanation of neuroscientific tools in their studies but there is no appropriate
information about full range of neuroscientific tools and which tool is appropriate for
Neuromarketing research [9].

These Neuroscientific tools are used to detect emotional behaviour of human. There
are two most commonly used theories of emotion: Plutchik and James Russell. In this
research work, Russell theory of emotion is chosen for categorizing emotions. Russell
suggested a 2-D circular space to represent emotions, containing arousal and valence as
dimensions. Valence measures positive or negative affectivity. Arousal measures the
calmness to excitement of the information. Arousal represented by vertical axis
whereas valence represented by horizontal axis and the center between vertical and
horizontal axis represents neutral valence and medium level of arousal. This model is
known as Circumplex model of emotion [13]. This model is commonly used to rep-
resent external stimuli in affective states.

In brain, neurons are fundamental processing element which are interconnected and
can exchange information with each other. Inspired by structure of brain neurons
Spiking neural network has been developed [19].

To meaningfully interpret the cognitive mechanism of brain, an appropriate
methodology is required to analyse the complex multivariate STBD. EEG is a kind of
STBD (spatio- temporal brain data) and has been used to analyse preferences and
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decision- making stated by [23]. So emotional experience arises from organic changes
that occur in the body due to some arousal activity [26].

In Paper [31], there is a circuit in the center of the brain that is responsible for the
substrates of the emotion. During 20 years of research throughout the 1960 and 1970,
afferent input from heart affects perception and behaviour. In summary evidence clearly
demonstrates that afferent signals from heart influencing the cortical activity of brain.

3 Problem Definition

Buying behaviour is a decision process and act of people are involved in purchasing
goods. There are three queries generated in order to analyse consumer buying
behaviour:

1. What influences consumer purchases
2. What are the changing factors in society
3. Why they make the decision they do

So to analyse these changing factors revolving around the consumer in order to
analyse the decision making process. As none of the research work used low cost
device. So in this AMIGOS research work, cost effective device is used to detect
human emotions in real time applications in medical, merchandising, neuromarketing
etc. There is a need to create strong methodological foundation for strengthening the
relationship between neurodynamics and consumer neuroscience. The goal of this
paper is to tap consumer emotions to understand the marketing practices.

4 Comparison of Methodologies

This segment gives an overview of neuroscience tools and techniques available for
Neuromarketing researchers [10]. There are various companies which designed EEG
device for research purpose. Out of which two are low-cost consumer grade EEG
devices: the Emotiv EPOC+ and the Neurosky Mind Wave. The accuracy rate of
Emotiv Epoc is 75% and Neurosky device is 50% [13]. The headset used in this work is
made by EMOTIV EPOC+ company having 14(+2) channels and designed for human
brain research to access the brain data. If the comparative analysis being done for both
methods, then there is not much difference between these two methods. The Prepared
dataset is based on proposed technique as discussed in previous paper [1]. The method
of extracting data is based on same technique i.e. EEG but the use of stimuli in both
cases is different. In AMIGOS, movie trailer stimuli is used and in prepared dataset,
advertisement video stimuli is being used.

4.1 Steps to Compare AMIGOS Versus Prepared Dataset

1. Convert both datasets into meaningful form.
2. Analyse both datasets by making inference rules.
3. Extract the features from both datasets.
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4. Categorize features into minimum, maximum and average range.
5. Classify responses into various classes depending on Russell’s model.

In Table 1, there is a classification of emotion states depending on Russell’s model.
The emotion states are bored, excited, angry and so on are taken to differentiate them
into arousal-valence scale.

5 Dataset

5.1 AMIGOS Dataset

AMIGOS means AMIGOS dataset is used for multimodal research of affect and per-
sonality traits based on individual mood and groups. The dataset is collected using
EMOTIV EPOC+ headset of 14 electrodes. The proposed work is carried over a
dataset of 40 participants on 16 different videos. The dataset includes participant id,
experiment id, arousal, valence, dominance, liking readings of respective videos. With
respect to these readings participants are categorized into different classes of emotions
as in Table 2.

5.2 Prepared Dataset

The dataset is prepared by using EMOTIV EPOC+ headset of 16 electrodes. The
number of participants used in this dataset is 30 as discussed in previous paper [1].
There is an environment setup for every participant such as 60 s of rest is inserted after
watching every advertisement video. So the mind should be relaxed for the next
advertisement. A proper sitting environment is provided with a 30 cm distance from
laptop screen.

Table 1. Categorisation of emotion scale.

States Category

Bored LAHV
Excited HAHV
Angry HALV
Frustrated HALV
Sad LALV
Fatigue LALV
Alert HALV
Depress LALV
Sleepy LAHV
Happy HAHV
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5.3 Correlation Analysis Between Two Datasets

The rating scale used for the both datasets is same. But the number of participants and
videos are different. The goal of the experiment is to extract features of various
emotional responses from human subjects while they were tested on visual human
stimuli. The extracted features of AMIGOS experiment is the Spectral Power of each
electrode in the form of alpha, beta, gamma, delta waves which is same for prepared
datset. Emotiv control panel is used to detect these brainwaves and classify the fre-
quency level of brainwaves in the form various emotional states as stated by Russell’s
model in Fig. 1 (Table 3).

Fig. 1. Valence-arousal model of emotion [2].

Table 2. AMIGOS dataset description.

Database content

Number of participants 40
Number of videos 16
Videos duration 1 min affective highlight
Rating scales I. Bored

II. Excited
III. Angry
IV. Frustrate
V. Sad
VI. Fatigue
VII. Alert
VIII. Depress
IX. Sleepy
X. Happy

Recorded signals Psychological signals

Comparative Analysis of Cognitive Neurodynamics 7



6 Radial Kernel Support Vector Classifier (Multi Model
Regression)

In this paper to classify the emotional behaviour of participants, SVM classifier is used.
In SVM model, all participants recordings of with respective video is taken as vectors
and then classify them into various classes using hyperplane. In this paper, SVM
classification is combined with SVM regression which is SVM based multimodal
prediction technique. The classification of features into 10 classes of emotion is studied
successfully through SVM code. During classification, it is observed that which point is
lying near to which cluster. Here classes are treated as clusters. Then it check that
emotion is matched with original emotion of that point. In this way accuracy is
obtained precisely. It provides good quality results for many learning tasks. It con-
structs hyperplane or number of hyperplanes in a high dimensional space. Hyperplane,
achieved a good separation result by having a large distance from nearest training point
of any class [15]. The current environment is identified by multi-class SVM model.
Multiclass SVM aims to assign labels to instances by using support vector machines.

7 Results

In this section, the experimental results of EEG technique on proposed dataset and
AMIGOS dataset are presented. The performance of emotion recognition systems is
usually specified in terms of accuracy. For analyzing the performance following
metrics are used:

Table 3. Prepared dataset description.

Database content

Number of participants 30
Number of videos 20
Videos duration 1 min affective highlight
Rating scales I. Bored

II. Excited
III. Angry
IV. Frustrate
V. Sad
VI. Fatigue
VII. Alert
VIII. Depress
IX. Sleepy
X. Happy

Recorded signals Psychological signals
Software used Emotive Xavier Control Panel
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AccuracyðAcc:Þ ¼ Number of Correct Predictions=Total Number of Cases ð6:1Þ
Error Rate ERð Þ ¼ False rate=Total Number of Cases ð6:2Þ

Precision ¼ True positives=True Positivesþ False Positives ð6:3Þ

Recall ¼ True Positives=True Positivesþ False Negatives ð6:4Þ

F1 Score ¼ 2 � Precision � Recall=PrecisionþRecall ð6:5Þ

The outcome shows that the interest level of all the users are not same. It varies
from person to person mental state [17]. Experimental results shows the difference in
terms of accuracy between original state and predicted state using SVM. Below in
Table 4 following features are selected to classify the data into emotion scale.

The experimental result presents the difference between the accuracy level of both
datasets. Both metrics are calculated by using confusion matrix. Then Recall and
precision is calculated in order to track error rate (Table 5).

Table 4. Feature selection

Features Min Average Max

Interest 0.140091 0.631061 0.977023
Engagement 0.447019 0.644323 0.8515637
Excitement 0.12 0.38242 1
Focus 0.213 0.57992 1

Table 5. Confusion matrix of prepared dataset

Class True
Bored

True
Excited

True
Angry

True
Frustrated

True
Sad

True
Fatigue

True
Alert

True
Depress

True
Sleepy

True
Happy

P.Bored 56 17 0 0 3 0 0 6 6 0
P.Excited 13 70 0 0 0 0 0 0 0 6
P.Angry 1 5 40 10 1 0 0 1 0 0

P.
Frustrated

0 0 0 73 9 1 0 3 1 3

P.Sad 0 0 0 0 74 7 0 0 10 0
P.Fatigue 0 0 0 0 10 30 0 0 13 0

P.Alert 0 9 0 0 0 0 12 0 0 0
P.Depress 4 0 0 0 2 0 0 15 1 0
P.Sleepy 0 0 0 0 2 1 0 0 50 4

P.Happy 0 1 0 1 0 0 2 0 4 25
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This prepared model is tested for emotions by using SVM algorithm. These ten
emotions lie in different-different quadrants according to arousal-valence model. By
using this model the predicted accuracy is 74.62%. This model is tested for emotions
by using SVM algorithm. These ten emotions lie in different- different quadrants
according to arousal-valence model. By using AMIGOS model the predicted accuracy
is 80.12% (Table 6).

Below in Table 7 accuracy metrics are used to determine the precision rate between
observed dataset with respect to existing dataset.

8 Conclusion and Future Scope

The AMIGOS and prepared datasets are verified by using SVM model which predicts
the accuracy of class attributes. There is not much difference in the accuracy scale of
both datasets. This model is tested for ten emotions by using SVM algorithm. These ten
emotions lie in different-different quadrants according to arousal-valence model. As per
the accuracy obtained by this model is higher than other researchers, who are also using
SVM but on different datasets [15].

Many researchers tries to attempt their research in the field of emotions. This is a
new field, research work in this field is very less. Because no one actually predicts the

Table 6. Confusion matrix of AMIGOS dataset

Class True
Bored

True
Excited

True
Angry

True
Frustrated

True
Sad

True
Fatigue

True
Alert

True
Depress

True
Sleepy

True
Happy

P.Bored 63 15 0 0 0 0 0 0 0 0
P.Excited 0 69 0 0 0 0 0 0 0 9
P.Angry 0 0 49 5 0 0 0 0 0 0

P.
Frustrated

0 0 0 78 0 9 0 0 0 0

P.Sad 0 0 0 0 69 0 0 0 20 0
P.Fatigue 0 0 0 0 0 59 0 0 9 0

P.Alert 0 5 0 0 0 0 49 0 0 0
P.Depress 0 0 0 0 2 0 0 48 2 0
P.Sleepy 0 0 0 0 0 0 0 0 55 2

P.Happy 0 10 0 0 0 0 0 0 0 55

Table 7. Accuracy measures

S. no Dataset Accuracy Recall Precision F1 score

1. Prepared 74.4 0.325 0.6363 0.4301
2. AMIGOS 80.12 0.299 0.835 0.44032
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human inner reside feeling but there is an attempt to understand human nature by using
emotions.

In future work, there is an attempt to use large number of participants in dataset, to
obtain more precise results.
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Abstract. The paper focuses a non-conventional approach using Poisson and
Binomial distributions for optimum strategic business forecasting. An analysis
has been carried out based on profit-loss statistics of consecutive ten years.
Relevance of Poisson distribution in business forecasting is shown. Relevance
of Binomial distribution in business forecasting is also shown. Curve fitting has
been applied to reveal further some discovered facts related to gain analysis.
Linear Regression, Exponential, Parabolic, Power function, Logarithmic, poly-
nomial of degree 2 and 4 curves are shown as cases. Novel facts related to
business forecasting in the light of machine learning classifiers have been
pointed out leading to new directions in the field of research in business
analytics.

Keywords: Curve fit � Business forecasting � Machine learning classifiers

1 Introduction

Strategic development or review [1] deals with an analysis of the factors external to a
business that affects strategy. Marketing Myopia [2] also indicates the essence of
investigation of sales and profit in case of strategic uncertainty. In certain cases due to
some external stochastic events [3], statistical analysis has to be carried out based upon
prediction and forecasting. Point estimation [4] and Artificial Neural Network [5] also
facilitate towards accurate modeling in business forecasting. Based on best curve fitting
[6], mathematical expressions can be obtained which will suffice towards framing an
optimum business strategy. Finding the facts leading to some directions in business
thought based on statistical established theories [7] is a research challenge.
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Rare work has been done in business forecasting in the light of machine learning
classifiers whereby this research definitely leads to a new direction in the process of
business forecasting.

2 Relevance of Poisson and Binomial Distributions
in Business Forecasting

Business forecasting [8] and relevant simulation based modeling [9] plays a pivotal role
towards optimum strategic management. Sensing profit or loss at specific timing
instants is a part of the exercise. In a specific time period, the number of occurrences of
any stochastic event, either profit or loss, has to be counted and therein lies the sig-
nificance of Poisson distribution [10]. Suppose n is the frequency of business analysis
within a specific period of observation, y be a counting process representing the event
loss within time period t and m be the mean of Poisson distribution. If the strategic
decision is framed then risk margin has to be noted as a threshold [11]. Considering at
most k number of incidence of event loss in a year, the mathematical representation is

Pðy\¼kÞ ¼ e�mð1þmþm2=2!þm3=3!þ . . .. . .. . .:þmk=k!Þ: ð1Þ

The frequency of incidence of event loss that occurs in disjoint time intervals is
independent. The event {X = s} indicates the number of successes e.g. business profit
and {Y = n–s} as the number of failures e.g. business loss. The probabilistic repre-
sentation is given by ps(1–p)n−s. Now the incidence of the event profit can be governed

by
n
s

� �
ways. Herein lays the essence of validity of Binomial distribution.

Table 1. Analysis of profit-loss as per ten consecutive years (n = 10 and m = 3.6)

Timing instants of observation
representing yi, i = 1 to 10

Probability of
Success p(s)

Risk
margin
k

Poisson
Distribution P
(y <= k)

1 0.7 4 0.7806
2 0.6 5 0.8946
3 0.8 3 0.6025
4 0.9 2 0.3799
5 0.5 6 0.9554
6 0.7 4 0.7806
7 0.6 5 0.8946
8 0.5 6 0.9554
9 0.6 5 0.8946
10 0.9 2 0.3799
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3 Business Forecasting Based on Curve Fitting

Prediction in business in effective way suffices the increase in probability of gain in
future [12]. As per the concept pointed out in Sect. 2 and the Table 1, the curve fitting
e.g. p(s) against P(y >= k) has been performed and related inference is drawn.

Figure 1 points out the curve fitting based on the linear regression. Prediction is
governed by the equation y ¼ �1:4692xþ 1:7509.

Figure 2 points out the exponential curve fitting and prediction is governed by the
equation y ¼ 3:4443e�2:313x.
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Fig. 1. Plot of p(s) against P(Y <= k) using Linear regression based curve fitting
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Fig. 2. Plot of p(s) against P(Y <= k) using Exponential curve fitting
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Figure 3 points out the polynomial (parabolic) curve fitting and prediction is
governed by the equation y ¼ �2:7833x2 þ 2:4559xþ 0:4234.

Figure 4 points out the power function curve fitting and prediction is governed by
the equation y ¼ 0:3828x�1:535
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Fig. 3. Plot of p(s) against P(Y <= k) using Polynomial (parabolic) curve fitting
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Fig. 4. Plot of p(s) against P(Y <= k) using Power function curve fitting
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Figure 5 points out the logarithmic curve fitting and prediction is governed by the
equation: y ¼ �0:983ln xð Þþ 0:3521. Based on the aforementioned graphical analysis,
it is evident that the prediction of Poisson distribution on the basis of futuristic prob-
ability of success yield optimum accuracy estimate in the case of polynomial (para-
bolic) curve fitting.
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Fig. 5. Plot of p(s) against P(Y <= k) using Logarithmic curve fitting
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Fig. 6. Plot of k against P(Y <= k) using polynomial (degree 2) curve fitting
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Figure 6 points out the polynomial (degree 2) curve fitting and prediction is gov-
erned by the equation y ¼ �0:0278x2 þ 0:3667x� 0:243.

Figure 7 indicates the polynomial (degree 4) curve fitting and prediction is gov-
erned by the equation y ¼ 0:0013x4 � 0:0211x3 þ 0:0974x2 þ 0:0532xþ 0:0321. On
the basis of the supervised machine learning and figures from Table 1, a forecasting
can be done based on the risk margin (k) and the Poisson distribution P(y <= k). The
graphical analysis based on Figs. 6. and 7. clearly indicates best curve fitting in case of
polynomials of degree 2 and 4 respectively. This will facilitate to predict the futuristic
loss and accordingly the risk management has to be framed.

4 Business Forecasting Based on the Machine Learning
Classifiers

The business gain analysis using machine learning classifiers [13] is a great research
challenge. The sole objective is to extract information from dataset (see Table 2) and
transform into meaningful categorical data [14] for proper forecasting.
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Fig. 7. Plot of k against P(Y <= k) using polynomial (degree 4) curve fitting

Table 2. Business analysis dataset for classification using Weka 3.8.1

Timing instants of
observation
representing yi,
i = 1 to 10

Frequency of
data
observation
per year (n)

Instances
of event
gain (X)

Instances
of event
loss (Y)

Probability
of Success
p(s)

Risk
margin
(k)

Poisson
Distribution
P(y <= k)

1 10 7 3 0.7 4 0.7806
2 10 6 4 0.6 5 0.8946
3 10 8 2 0.8 3 0.6025

(continued)
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We have used popular, open-source data mining tool Weka (version 8.3.1) [15] for
the analysis purpose. On the basis of supervised filter applied on instances, the
experimental results have been obtained (see Table 3).

Table 2. (continued)

Timing instants of
observation
representing yi,
i = 1 to 10

Frequency of
data
observation
per year (n)

Instances
of event
gain (X)

Instances
of event
loss (Y)

Probability
of Success
p(s)

Risk
margin
(k)

Poisson
Distribution
P(y <= k)

4 10 9 1 0.9 2 0.3799
5 10 5 5 0.5 6 0.9554
6 10 7 3 0.7 4 0.7806
7 10 6 4 0.6 5 0.8946
8 10 5 5 0.5 6 0.9554
9 10 6 4 0.6 5 0.8946
10 10 9 1 0.9 2 0.3799

Table 3. Quantitative parameters of various machine learning classifiers using cross-validation
10-fold in Weka 8.3.1

Classifiers Kappa
statistic

True
positive
rate

False
positive
rate

Precision Recall ROC
area

Accuracy
(%)

BayesNet (class
balancer)

1.000 1.000 0.000 1.000 1.000 1.000 100

Complement BayesNet
(class balancer)

0.625 0.813 0.188 0.864 0.813 0.813 81.3

HMM and Naïve Bayes
(class balancer)

0.000 0.500 0.500 0.250 0.500 0.500 50

Logistic, SGD, KStar and
LWL (function classifier
under class balancer)

1.000 1.000 0.000 1.000 1.000 1.000 100

Multilayer Perceptron
(function classifier under
class balancer)

0.875 0.938 0.063 0.944 0.938 1.000 93

Simple Logistic (function
classifier under class
balancer)

0.000 0.500 0.500 0.250 0.500 1.000 50

SMO (function classifier
under class balancer)

0.625 0.813 0.188 0.864 0.813 0.813 81.3

Voted Perceptron
(function classifier)

0.000 0.500 0.500 0.250 0.500 0.469 50

BFTree (tree classifier
under class balancer)

−0.250 0.375 0.625 0.214 0.375 0.750 37.5

(continued)
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5 Conclusions

In the view of the simulation using Weka 3.8.1 tool based on dataset as mentioned in
Table 2, we state the following inferences:

i. Using class balancer, BayesNet provides best accuracy and optimum business
forecasting.

ii. Using function classifier under class balancer category, Logistic, SGD, KStar and
LWL provide best accuracy.

Table 3. (continued)

Classifiers Kappa
statistic

True
positive
rate

False
positive
rate

Precision Recall ROC
area

Accuracy
(%)

Random Forest and
Random Tree (tree
classifier under class
balancer)

1.000 1.000 0.000 1.000 1.000 1.000 100

REPTree (tree classifier
under class balancer)

0.000 0.500 0.500 0.250 0.500 1.000 50

BayesNet and Naïve
Bayes (resample)

1.000 1.000 0.000 1.000 1.000 1.000 100

Complement BayesNet
(resample)

0.750 1.000 0.250 0.800 1.000 0.875 87.5

HMM (resample) 0.000 0.500 0.500 0.250 0.500 0.500 50
Logistic, SGD,
Multilayer perceptron
(function classifier under
resample)

1.000 1.000 0.000 1.000 1.000 1.000 100

Simple logistic (function
classifier under resample)

−0.250 0.375 0.625 0.214 0.375 0.750 37.5

SMO (function classifier
under resample)

0.750 0.875 0.125 0.900 0.875 0.875 87.5

Voted Perceptron
(function classifier under
resample)

0.000 0.500 0.500 0.250 0.500 0.000 50

IBK, KStar, LWL (lazy
classifier under resample)

1.000 1.000 0.000 1.000 1.000 1.000 100

BFTree (tree classifier
under resample)

−0.25 0.375 0.625 0.214 0.375 0.750 37.5

J48, Random Forest,
Random Tree (tree
classifier under resample)

1.000 1.000 0.000 1.000 1.000 1.000 100

RepTree −0.125 0.438 0.563 0.233 0.438 0.875 43.8
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iii. Using tree classifier under class balancer category, Random Forest and Random
Tree provide best accuracy.

iv. Using resample, BayesNet and Naïve Bayes provide best accuracy.
v. Using function classifier under resample category, Logistic, SGD, Multilayer

perceptron provides best accuracy.
vi. Using lazy classifier under resample category, IBK, KStar, LWL provide best

accuracy.
vii. Using tree classifier under resample category, J48, Random Forest and Random

Tree provide best accuracy.

The paper points out certain research inferences based on Poscurve fitting in
business forecasting. Machine learning based classifiers facilitate towards business
forecasting using Weka 3.8.1 as the simulator. Using class balancer and resample
category, investigations have been carried out towards yielding best accuracy by the
classifiers.
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Abstract. The American Sign Language (ASL) was developed in the
early 19th century in the American School for Deaf, United States of
America. It is a natural language inspired by the French sign language
and is used by around half a million people around the world with a
majority in North America. The Deaf Culture views deafness as a dif-
ference in human experience rather than a disability, and ASL plays an
important role in this experience. In this project, we have used Convo-
lutional Neural Networks to create a robust model that understands 29
ASL characters (26 alphabets and 3 special characters). We further host
our model locally over a real-time video interface which provides the pre-
dictions in real-time and displays the corresponding English characters
on the screen like subtitles. We look at the application as a one-way
translator from ASL to English for the alphabet. We conceptualize this
whole procedure in our paper and explore some useful applications that
can be implemented.

Keywords: American Sign Language · Convolution Neural Network ·
Image processing · Video processing

1 Introduction

The National Institute on Deafness and Other Communication Disorders is an
organization that conducts biomedical research processes of hearing, balance,
smell, taste, voice, speech, and language. Their statistics dictate that within the
USA, 3 in every 1000 people are born with a certain degree of impaired hearing
capacity in one or both ears. Around 30 million people above the age of 12 years
have hearing loss in both ears. A number of solutions have been developed to
ease communication without being able to hear clearly.

The American Sign Language provides a wide array of symbols, actions, and
movements which enables communication without sound. It has a vast scope,
hence for the purpose of conceptualization, we have concentrated our research
on the ASL Alphabet dataset only. In this paper, we develop a Convolutional
Neural Network model using the Keras library. After making sure that the CNN
c© Springer Nature Singapore Pte Ltd. 2019
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model is trained with a high accuracy metric, we host our model to enable real-
time prediction. We provide a video input through the webcam. Each frame is
then decolorized and augmented for efficient processing. Using optimal multi-
processing for hosting the model on multiple CPU cores simultaneously, we are
able to make a real-time prediction on live video stream input with negligible
latency. This method can play a great role in developing state of the art real
time sign language detection software for people who have difficulty in speaking
and hearing. This could bridge the communication gap which persists between
impaired people.

A brief about the objective of this paper has been mentioned in Sect. 2. A
discussion about previous works and research done in this field has been men-
tioned under Sect. 3. Section 4 talks about the methodology which has been used
to extract the most influential features. Section 5 explains the real-time predic-
tion of the video and finally, the paper ends with Sect. 6 and Sect. 7 presenting
the results and conclusion respectively.

2 Objective

In this paper, we have proposed a Machine Learning Software Application that
is capable of acting as a one-way translator for sign languages. Our application
makes real-time predictions on the 26 ASL alphabet and 3 special characters
enabling anyone to understand ASL if they know the English alphabet. Due to
computational limitations, we have performed our experiments on a small section
of ASL. This concept can be extended to the complete ASL and even more sign
languages if appropriate datasets are available. Our objective is to provide such
real-time translators for sign languages and weaken the communication barrier
caused due to the variety and complexity of sign languages.

3 Related Work

A number of studies have been performed in the fields of gesture recognition,
sign language translation, and image recognition and varied approaches have
been taken to solve similar problems. In this section, we will take a look at a
few of such researches. Classification of large image datasets using Convolutional
neural networks is proposed in [8]. The authors have documented their submis-
sion to the image net challenge where they use 1.3 million images to train a
Convolutional Neural Network and the resulting model consists of 60 million
parameters. This research was a milestone in works related to the use of CNN
for image recognition.

In work [14], an approach for Indian sign language recognition has been pro-
posed. The authors have processed the input image and each entry is compared
with a large database of existing images to give out the most likely output. This
comparison has been sped up with the use of multiprocessing and GPU comput-
ing. The authors go on to write about how they converted their output into an
audio format to facilitate communication further.
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The following paper [10] delves into the field of Human-Computer Interaction
on the basis of hand gesture recognition. The authors of the paper have used Kinect
sensors to record the depth and color information of the subject to come to more
robust and accurate conclusions about hand shape and structure. A successful
experiment is recorded in the paper wherein the application is used to play a game
of Rock Paper Scissors. Apart from the above-mentioned works, there has been
a lot of time, effort and resources put into the research directing to understand-
ing gestures of the human body, with the goal of making meaningful conclusions
without having to type your instructions into a computer. The paper [13] used
Hidden Markov Models to develop a single view camera system that recognizes
hand gestures. The authors in [4] proposed a 2 level approach to solve the real-
time hand gesture recognition. They used two levels of approach using Haar-like
features and AdaBoost. The system presented in the paper [7] uses skin detection
and hand contour comparison algorithm to detect and track a bare hand in a clut-
tered background via bag of features and SVM (Support Vector Machines). The
paper [9] presents a software which aims to present a real time of hand gesture on
basis of detection of some shape based features like orientation, Centre of mass
centroid, fingers status, thumb in positions of raised or folded fingers of hand. In
work [11] authors have extracted features such as Eigen vectors and Eigen values
for recognition and have used principal component analysis for gesture recognition.
In work [12] the authors have performed segmentation on skin pixels and have also
used depth information in parallel to get better results. They have used SVM for
the final classification. The paper [5] discusses sign language recognition using lin-
guistic sub units. They have used Markov models to encode the temporal changes
between sub-units and sequential pattern boosting to apply discriminative feature
selection. [2] segments the hand and then uses Hilbert space-filling curve to extract
a feature vector invariant to translation, scaling, and stretching. Paper [1] show-
cases a method for automatic recognition of finger-spelling in Indian sign language
using the back-propagation algorithm through artificial neural networks.

4 Methodology

The methodology of the system has been shown in Fig. 1.

4.1 Data Set Description

The ASL dataset [3] which is downloaded from Kaggle consists of all 26 alphabets
of English language and 3 special characters namely delete, nothing and space.
The dataset is divided into different directories for different alphabets and special
characters. Each directory contains approx 3000 images out of which 80% is used
for training and 20% is used for validation. The image size of the dataset is
200 × 200 pixels and the image resolution is 72 pixels/in. The size of the entire
dataset is 1.11 GB.
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Fig. 1. Block diagram of methodology

4.2 Data Pre Processing

To build a good image classifier model we need a huge dataset. Having a small
dataset, approx. 3000 per class in our case (87,000 images in total), can lead to
poor accuracy of the model. Data augmentation is done to artificially increase
the dataset. The ImageDataGenerator API of keras is used to generate real-time
augmented data. Performing actions like changing the height and the width,
rotating the image, zooming in and out, horizontal and vertical flip, changing
sheer intensity and changing the brightness level will create artificial data for
the model to improve the accuracy. Certain data preprocessed images have been
shown in Fig. 2. As a preprocessing step, we are reducing the dimensions of the
image and scaling the image pixels to [0, 1] to make it trainable on the resources
available to us.
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Fig. 2. Data pre processing steps

The ASL dataset, available at Kaggle, comes as a separate directory for every
class. After extracting the class name from the paths a numpy array of labels are
created which is the binarized for the CNN model. The LabelBinarizer enables
us to convert the human readable string of class labels into one hot encoded
labels to improve the prediction done by the model.

The data is randomly partitioned into two sections 80% for training and 20%
for testing.

4.3 Model

The aim was to develop a model capable of predicting ASL alphabets and special
characters with very high accuracy. Since the input of this model is an image, we
decided to use the CNN architecture for this model. The model contains multiple
convolutional layers, pooling layers, ReLU layers, and a fully connected layer.

Random shuffling was done while reading the data into memory to make sure
that the training and testing images are not the same every time. The image dimen-
sions are reduced and the pixels are scaled to [0, 1]. Before training the dataset
is randomly divided into two sections – 80% for training and 20% for validation.
The model consists of Conv2D layers having filters 32, 64 and 128. We purposely
increased the filter size of Conv2D layers because the deeper we go in the network,
the smaller the spatial dimensions of our volume, and the more filters we learn.
The architectural design of the CNN model is showing in Fig. 3. In this layer the
padding used is “same” because we want the output layer should be of the same
length as the input layer. The kernel size of these layers is (3,3).
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Fig. 3. CNN architecture

Activation Layer: ReLU or Rectified Linear Unit is used as the activation
function in this model. The ReLU is nothing but R(x) = Max(0, x) i.e when x
is less than 0 the value is 0 and for x > 0 the value is x where x is the input
to the neuron. Some of the advantages of ReLU are Sparse activation, better
gradient propagation, Efficient computation and Scale-invariant. We use ReLU
activation layer only for the hidden layers, and for the output layer we are using
SoftMax function because it gives the probability for classifying the image in
different classes.

Pooling Layer: The basic job of pooling layer is to provide downsampling
operations. This plane is responsible for reducing the dimensionality of the fea-
ture maps thus decreasing the number of subsequent parameters to learn. Using
the MaxPooling2D API we added the pooling layer in our model to reduce the
dimensionality of the image by reducing the number of pixels. In our model, we
are using a pool size of 3 × 3 for the initial layer and then 2 × 2 for subsequent
layers. The pool size in Max-Pooling is decreased towards the end layers of the
model to make sure that the spatial dimensions are not reduced too quickly.

Dropout: Dropout layer is important in a model to avoid overfitting. After
each layer, we’re dropping some percentage of neurons to make sure that not
one neuron is fully responsible for any feature. The dropout forces the layer to
learn the same feature with a different set of neurons and thus avoiding the
overfitting. In our model, the dropout is 25% in the intermediate layers and 50%
in the fully connected layer.

Fully Connected Layer: The fully connected layer serves as a linear combi-
natorial function for the nonlinear activation maps produced in the last convo-
lutional layer of the CNN. It is an easy way to learn to combine the different
activations that would lead to a correct classification of the given image. Of
course, due to a large number of parameters that are usually present in these
fully connected layers, it is often very computationally expensive.
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5 Real Time Prediction of Video

This paper processes the video in real time. The following diagram gives an
overall methodology of how the video is being processed. The model was trained
using the Keras python library. After model training, the model was saved. Video
processing was done using OpenCV [6] and Tensorflow [15]. For tensorflow to use
the saved Keras model, the model had to be converted to tensorflow compatible
model and the graph was thus extracted. The video is nothing but a sequence
of a number of frames in time. Video processing can be divided into multiple
image processing tasks. ASL sign in each frame was classified using the model
that we developed. We made use of inbuilt webcam as the source of video for
the classifier. Since the frame rate of the video was pretty high and a GPU
environment wasn’t available, we had to improvise and use multiprocessing and
a queue mechanism to make the process as fast and smooth as possible. OpenCV
was used to extract frames from the video source. Each frame required some pre-
processing to be done which acted as a blocking operation for the next frame
extraction operation. To solve this a queue was implemented to hold the next
set of frames until the time preprocessing was being performed on the preceding
frames. Since the system used had dual cores, a set of worker threads were
spawned. Image of the model was loaded in both the set of workers so that they
can act as individual classifiers and increase the speed of computation.

6 Results

The CNN model trained on 87,000 ASL images gave an accuracy of 96.03%.
Figure 4 depicts the Loss and accuracy vs Epoch number of the model. It can
be seen that with the increasing number of epochs the accuracy increased

Fig. 4. Loss/Accuracy vs Epoch graph
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Fig. 5. Results for letter O, space and C

Fig. 6. Results for letter F, delete and V

Fig. 7. Results for letter P, Y and W

substantially and the loss values decreased. The model was successfully used
by a real time system, which could detect sign language with minimal latency.
Example predictions of the system have been shown in Figs. 5, 6 and 7.
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7 Conclusion and Future Work

In our paper, we have trained a CNN model from nothing but existing sign lan-
guage images. It is easy to generate a database for projects like this and the
reward is manifold. Our experiments were focused on a small part of the Ameri-
can Sign Language, for which we were able to produce strikingly accurate results.
We produce the live output of symbols shown to a webcam, with a negligible
time lag, almost as if viewing a video with subtitles. We strongly believe that
our approach can prove to be useful in helping people to communicate with sign
language users and understand what the person is trying to convey without hav-
ing to be proficient in American Sign Language. CNN turned out to be perfect
for this application.

As a part of future work, we suggest using better hardware and more com-
putation power to come up with a more generalized model that can cover the
complete ASL. Implementation of Active Learning in our live hosted model will
enable the contribution of the everyday sign language users. It would incul-
cate our model with a sense of dialects and varied shapes and forms of the
human hand. The authors of this paper plan to implement this approach on
other sign languages and eventually host this application on public platforms
such as Android and the web, free of cost. We sincerely hope that our research
will help people with difficulty in speaking and listening and will improve the
quality of their life.
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Abstract. Fuzzy Min-Max Neural Networks (FMNN) is a single epoch
learning Pattern Classification algorithm with several advantages for
online learning. The information loss due to Contraction step of FMNN
leads to several improvements in literature such as MLF, FMCN etc.
These approaches do not use Contraction step and provide additional
structures in FMNN for decision making in overlapped regions overcom-
ing the problem of Contraction with the cost of an increase in training
complexity of FMNN. This work proposes a hybridization of FMNN
with kNN algorithm for achieving the ability to handle decision making
in overlapped regions without altering the structure of FMNN. Compar-
ative studies with existing approaches over benchmark decision systems
have proved the utility of the proposed kNN-FMNN approach.

Keywords: Fuzzy Min-Max Neural Network · FMNN · Fuzzy sets ·
Neural networks · Classification · kNN · Hybrid system · MLF

1 Introduction

In 1965, Zadeh [16] introduced the new concept called Fuzzy sets, to manipu-
late the imprecise data into the fuzzy pattern. The Fuzzy logic aims at creat-
ing approximate human reasoning that is helpful on cognitive decision making.
Several Hybrid systems were developed with Fuzzy sets combining other soft
computing models such as artificial neural networks, expert systems and genetic
algorithm etc. [6,12,14,18,19].

A hybrid system like the combination of the artificial neural network with
fuzzy logic has proved their effectiveness in being helpful for real-world prob-
lems [6]. In 1992, Simpson [15] proposed Fuzzy Min-Max Neural Network
(FMNN) classifier based on fuzzy hyperboxes. The union of fuzzy hyperboxes
represents individual decision classes. A hyperbox is defined as a region in n-
dimensional pattern space characterized by minimum points, maximum points
and fuzzy membership function. FMNN learning algorithm computes the min-
max points of hyperboxes to acquire knowledge. These placing and adjustment
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of hyperboxes create a granular structure of pattern in pattern space which is
useful for pattern classification. This method also constitutes with several salient
learning features like online learning, non-linear separability and non-parametric
classification, thus, making FMNN more flexible.

FMNN has been applied successfully in different applications such as fault
detection, lung cancer, medical data analysis, classification of music and text
classification etc. [1,4,9–13,20].

However, FMNN is facing problems due to contraint of the size of hyperboxes
and contraction process which may lead to gradation error in classification [8,17].
Several developments have been proposed for FMNN in order to overcome its
limitation and for enhanced classification.

In 2000, Gabrys et al. [7] proposed a generalization and extension based
on FMNN known as General Fuzzy Min-Max Neural Network (GFMNN) that
incorporates a significant modification on conventional FMNN with the new
fuzzy membership function and hyperbox expansion criteria. But they used the
same contraction process as FMNN that tempered the acquired knowledge in
the boundary region causing gradation error in classification.

Many researchers have achieved an innovative way to exclude the contraction
process to retains overlapping information for better pattern classification. In
2004, Bargiela et al. [2] proposed a new classifier known as Inclusion/Exclusion
Fuzzy Hyperbox classifier (EFC) using an inclusion hyperboxes that includes
input patterns belonging to the same class, and exclusion hyperboxes (erroneous
hyperboxes) that includes input patterns in a confusion region of a different class.
However, this method resulted in the reduction in classification accuracy owing
to the removal of exclusion hyperboxes.

In 2007, Nandedkar et al. [8] introduced a novel concept called Fuzzy
Min-Max Neural Network classifier with Compensatory Neuron Architecture
(FMCN). This method can protect the min-max points of confusion overlap
region to enhance the learning algorithm as this information is highly significant
for pattern classification. Although this method did not allow the overlapped
hyperboxes to be expanded for next time which tends to increase in cardinality
of hyperboxes, thus increasing the time and space complexity.

In 2007, Zhang et al. [17] proposed a new approach called as Data Core Based
Fuzzy Neural Network (DCFMN) to overcome the limitation in FMCN with the
help of geometrical centre and data core of hyperbox which can additionally
benefit to handle noisy data. Hence, this method results in high classification
accuracy than other prominent approaches like GFMNN, FMCN, EFC and also
classical FMNN. In 2014, Devtalab et al. [3] proposed a new method called
Multi-Level Fuzzy Min-Max Neural Network (MLF) classifier employing a multi-
level tree structure to classify the pattern. Each level of model operates the
smaller hyperboxes to handle the confusion region problem. It resulted in the
enhancement of classification accuracy in the boundary region compared with
existing approach GFMNN, EFC, FMCN, DCFMN and FMNN.

The above-mentioned improvement to FMNN has been obtained at an
increased cost of training as additional is added to the simple three-layer architec-
ture of FMNN. This motivated us to explore for the methodology for achieving the
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better classification accuracies without resorting to modification of the structure
of FMNN. The proposed work introduces hybridization of k Nearest Neighbour
algorithm in FMNN as kNN-FMNN classifier for dealing with overlapping regions
without change of Neural Network structure of FMNN. We perform the experi-
ments on benchmark dataset mentioned in [3] to establish the importance of kNN-
FMNN. Comparative experiments are conducted against the existing approaches
GFMNN, EFC, FMCN, DCFMN and MLF respectively for establishing the rele-
vance of the proposed approach.

The remaining part in this paper is organized as follows: Sect. 2 briefly intro-
duces the basics of FMNN for Classification. Section 3 gives the proposed kNN-
FMNN algorithm. Section 4 provides the experiments and analysis of results.
Paper ends with the conclusion.

2 Fuzzy Min-Max Neural Network

In 1992, Simpson [15] proposed the single-pass dynamic network structure with
salient learning features as online learning, non-linear separability and non-
parametric classification, to deal with pattern classification using fuzzy systems
known as the fuzzy min-max neural network (FMNN). It is a supervised learn-
ing neural network that uses n-dimensional hyperbox fuzzy sets to represent
pattern spaces [15]. FMNN learning process creates and adjusts hyperboxes in
n-dimensions space for all decision classes in the pattern space.

(a)

(b)

Fig. 1. (a) Hyperbox, (b) Overlapped region by two hyperboxes

Each hyperbox is determined by min points, max points with corresponding
fuzzy membership function, defined as:

Bj = {X,Vj ,Wj , f(X,Vj ,Wj)} ∀X ∈ In (1)

where X is the input pattern, Vj and Wj are the minimum and maximum points
of Bj hyperbox. In is the n-dimensional unit pattern space.

The fuzzy membership function (bj) defined in Eq. (2):

bj(Xh) =
1
2n

n∑

i=1

[max(0, 1 − max (0, γ.min (1, xhi − wji)))

+ max(0, 1 − max (0, γ.min (1, vji − xhi)))] (2)
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where Xh = (xh1, xh2, ..., xhn) is input pattern in n dimensional space and, Vj =
(vj1, vj2, ..., vjn) and Wj = (wj1, wj2, ..., wjn) are the corresponding min points
and max points for hyperbox Bj . γ is the sensitive parameter that regulates how
fast the membership decreases as the distance between Ah and Bj increases.

FMNN training is a single epoch algorithm. For each training pattern, the
learning involves three stages: (1) Expansion (2) Overlap Test (3) Contrac-
tion Process of Hyperboxes. During the training phase, when an input pattern
enters into the network, the network tries to accommodate into one of existing
same class hyperbox that gives full membership value. Otherwise, the network
attempts to find the closest same label hyperbox which have the highest mem-
bership degree. The input pattern attempts to expand the particular hyperbox,
bounded by expansion criteria given in Eq. (3). The range of user-defined param-
eter theta in Eq. (3) is (0 < θ < 1) and controls the volume of hyperbox.

n∑

i=1

(max(wji, xhi) − min(vji, xhi)) ≤ nθ (3)

When the condition in Eq. (3) is satisfied, the Hyperbox expands to incor-
porate the input pattern by adjusting the min and max points by using the
Eqs. (4) and (5).

vnew
ji = min(vold

ji , xhi) ∀i = 1, 2, 3, . . . , n. (4)

wnew
ji = max(wold

ji , xhi) ∀i = 1, 2, 3, . . . , n. (5)

If the condition Eq. (3) is not satisfied, a point hyperbox is created with
minimum and maximum value same as the input pattern.

After the expansion process, the overlap test [15] examines the overlap for
the expanded hyperbox with all hyperboxes of other decision classes. Two hyper-
boxes don’t overlap as long as there is at least one dimension at which they are
not overlapping. If there is an overlap in all dimensions, then the test determine
the dimension at which the smallest overlap occurs. If overlap test results in
identifying the dimension having the smallest overlap, the contraction steps [15]
adjust the hyperboxes along that dimension resulting in non-overlapping hyper-
boxes.

For example in Fig. 1b, both hyperboxes have overlapped in all dimensions.
Overlap test determines that the least overlap exist horizontal dimension. The
contraction step adjusts the hyperboxes along this dimension and resulting
adjusting hyperboxes are given with a bold outline.

In testing an FMNN for a given test pattern x, the fuzzy membership of x into
all the hyperboxes is computed. The test pattern x is classified to the decision
class corresponding to the hyperbox achieving highest fuzzy membership.

3 Proposed kNN-FMNN Algorithm

Classical FMNN algorithm [15], described in Sect. 2, results in non-overlapping
among the hyperbox of different classes. This results in information loss existing
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in the overlapping (boundary) region and results in the possibility of objects of
one class being absolute members of hyperboxes of other class. The defuzzifi-
cation of the overlapping region affects the generalizability of the FMNN. The
existing approaches [2,3,7,8,17] dealing with the representation of overlapping
region by avoiding overlapping and contraction process, are resulting in increas-
ing the complexity of FMNN structure. The proposed kNN-FMNN approach
aims at retaining the simple structure of FMNN while having the ability to deal
with decision making in overlapping regions.

In kNN-FMNN approach, the kNN classification algorithm is used for deci-
sion making when a testing pattern falls into an overlapping region.

kNN classification algorithm doesn’t have any training phase. For every input
test pattern, the distance is evaluated between the test pattern with all the train-
ing patterns. The nearest k training patterns are selected as the nearest neigh-
bours. Based on the classes of those k nearest neighbours, voting is conducted,
and the test pattern is characterized to majority class of nearest neighbours. But
in the presence of large training data, kNN requires significant testing time.

FMNN gives a natural way to group the nearest objects into the granular
structure of hyperbox. So, using this we can restrict the space in which k nearest
neighbour computation needs to be performed. This aspect we are employing in
dealing with respect to overlapping region of FMNN testing algorithm.

The rest of section described the training and testing phases of kNN-FMNN
algorithms given in Algorithms 1 and 2 respectively.

3.1 Training of kNN-FMNN Algorithm

Let DT represents the set of the training pattern, and FM represents the FMNN
model be constructed. Initially, FM is empty, and as training proceeds, hyper-
boxes are added to the FM model extending the representation of hyperbox H in
FMNN, given in Sect. 2. The index list of objects belonging to H is maintained
in our approach. For each input pattern x belonging to DT , only the expansion
step is performed to preserve the overlapping region. In traditional FMNN based
on expansion criteria, given in Eq. (3) , hyperbox can expand non-uniformly in a
different dimension as cumulative widths of all dimensions needs to be less than
nθ. This can result in a narrow strip of hyperboxes along few dimension and
found to be unsuitable for decision making with respect to kNN. To overcome
this, we have adopted the modified expansion criteria given by Gabriel et al. [7]
in their work on General Fuzzy Min-Max Neural Network for Clustering and
Classification (GFMNN). For a hyperbox H with V and W as min and max
points, and x as the input pattern, the modified expansion criteria is given in
Eq. (6).

∀i=1...n(max(wji, xhi) − min(vji, xhi) ≤ θ (6)
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This modified expansion criteria bounds every width of hyperbox on each
dimension by θ and helps in generation of more uniform hyperboxes found suit-
able for kNN based decision making.

Algorithm 1. Training of kNN-FMNN
Input : DT:Training Samples, γ, θ
Output: Learning Model FM

1 Let FM: FMNN model (Initial empty);
2 for every x in DT do
3 if FM.Belong(x) == True then
4 H = FM.HMemb(x);
5 FM.Save(H,x);
6 else
7 H = FM.HMemb(x);
8 if H exist then
9 if ExpH(x) == True then

10 FM.Expand(H,x);
11 FM.Save(H,x);
12 else
13 FM.Create(x);
14 FM.Save(H,x);
15 end
16 else
17 FM.Create(x);
18 FM.Save(H,x);
19 end
20 end
21 end
22 Return FM

For every training pattern x, the method Belongs(x) finds fuzzy membership
value of x with all hyperboxes pertaining to class of x using Eq. (2) and determine
whether there exists a hyperbox giving full membership of one to x.

Belong(x) = {∃h ∈ HBS | Membh(x) == 1 & class(x) == class(h)} (7)

where HBS represents a set of hyperboxes.
If Belongs(x) is true, x is added to the hyperbox giving the full membership

without resulting in any modificaiton of hyperbox. Otherwise using HMemb(x)
the hyperbox H giving the highest membership is obtained. In case of the exis-
tence of such H, if expansion criteria are satisfied the hyperbox H is expanded
using Eqs. (4) and (5) and object x stored as a member of resulting hyperbox.
In case of expansion criteria not being met, or no hyperbox of a corresponding
class existing, a point hyperbox is created using Create(x), and x is added to
the point hyperbox created.
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3.2 Testing of kNN-FMNN Algorithm

Let DS be a set of testing sample. For every testing pattern x in DS, we compute
the fuzzy membership value with all hyperboxes in FM. Because the overlap-
ping among hyperboxes is allowed in the training phase, it is possible to obtain
absolute membership of 1 to multiple hyperboxes. The absMemb(x) returns all
the hyperboxes giving full membership. If this set is empty, then the testing
pattern is not belonging to any of hyperboxes and decision is taken like tradi-
tional FMNN testing by assigning the decision class corresponding to nearest
hyperbox. In case absMemb(x) return a non-empty collection of hyperboxes
then the purity of collection is examined. The resulting collection is pure if only
if all hyperboxes correspond to a single decision class and in which case, with-
out ambiguity that class is assigned to the testing pattern. In case of impurity
objects belonging to all this hyperboxes collected in LocalSet function and kNN
is performed locally for determining the decision class of x. The descriptions of
functions used is given below:

absMemb(x) = {h ∈ HBS | Membh(x) == 1}: Collection of hyperboxes
which have full membership for the object x.

pure(absMemb(x)) = {∀h1, h2 ∈ absMemb(x) | class(h1) == class(h2)}:
Collection of all hyperboxes that containing x correspond to same decision class.

Members(h): Collecting the objects belonging to hyperbox h.
LocalSet(absMemb(x)) =

⋃
h∈absMemb(x)(Members(h)).

knnlocal(LocalSet(absMemb(x)), x): applying kNN methods on selected
objects.

Algorithm 2. Testing of kNN-FMNN Algorithm
Input : DS: Testing Samples, Learning Model FM, k

1 for every x in DS do
2 Compute fuzzy membership of x with all hyperboxes of FM model;
3 if |absMemb(x)| > 1 then
4 if pure(absMemb(x)) == True then
5 Classify x as absMemb(x).class ;
6 else
7 HO = LocalSet(absMemb(x)) ;
8 Classify x using knnlocal(HO,x).class

9 end
10 else
11 Classify x to highest membership hyperbox class
12 end
13 end

4 Experiments

4.1 Performance Comparison with MLF [3] Approach

For evaluating the performance of kNN-FMNN, we have adopted the experimen-
tation model given in [3] for MLF algorithm. In [3], MLF algorithm’s performance
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was compared with popular variants of FMNN such as FMNN [15], GFMNN [7],
EFC [2], FMCN [8] and DCFMN [17] in the aspects of average mis-classification,
average number of hyperboxes produced and computational time given in millisec-
onds. The experiments were conducted on a synthesized and standard datasets.
Furthermore, The stratified 3-fold cross-validation technique was performed on
the original dataset to comprehend the model’s ability. The original dataset was
partitioned into three subsets. In each iteration, one group was retained for the
testing part and, the remaining two groups were used for training the model. This
validation continues for three times (in each fold).

Table 1. Benchmark datasets

Dataset Attributes Objects Decision classes

Iris 3 150 3

Breast Cancer 30 569 2

Glass 9 214 6

Ionosphere 32 351 2

Thyroid 21 7200 3

Wine 13 178 3

Parkinson 22 195 2

Ozone layer 72 1848 2

Spambase 57 4597 2

In this paper, we have conducted experiments on kNN-FMNN following the
same procedure given in [3]. The system configuration used for our experiments is
CPU: Intel i5 7500, Clock Speed: 3.40 GHz × 4, RAM: 8 GB DDR4, OS: Ubuntu
16.04 LTS 64 bit and Software: Rstudio Version 1.1.456. The configuration for
experimentation in [3] for MLF and associated algorithms is CPU:core 2 dual,
Clock Speed: 1.3 MHz and Ram: 4 GB.

The experiments are conducted on nine benchmarks numeric dataset, col-
lected from the UCI machine learning repository [5] which were used in MLF [3]
experimentation. The description of numeric datasets used is shown in Table 1.
The synthesized datasets used in [3] were not experimented because of unavail-
ability of datasets. Here, we employed different expansion criterion (theta = 0.2
and 0.3) on kNN-FMNN with γ as 0.4 and ‘k’ in kNN is set to 3.

All experiment results of the kNN-FMNN with other FMNN methods are
listed in Table 2. The results given for MLF and associated algorithms are repro-
duced from [3] for comparison. The best result under each category for each
dataset is shown in boldface.
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Table 2. Comparative experiment results

Dataset Method Classification (%) No. of Hyperbox Time (ms)

Min Max Average

Iris GFMNN 81.33 96.67 86.33 37.5 175

EFC 88.67 96.67 91.31 42.0 54

FMCN 90.00 97.33 92.76 63.6 44

DCFMN 92.11 97.33 94.66 37.7 50

MLF 95.33 97.33 96.33 56.3 60

kNN-FMNN (θ = 0.2) 94.0 96.0 94.66 22.3 20

kNN-FMNN (θ = 0.3) 94.0 98.0 96.0 13 15

Breast Cancer GFMNN 55.51 95.74 78.35 154 1586

EFC 58.44 94.27 79.34 183 629

FMCN 68.58 95.30 83.16 244 472

DCFMN 84.15 95.74 90.54 190 416

MLF 93.69 96.48 95.59 227 1451

kNN-FMNN (θ = 0.2) 94.66 96.82 96.13 164 700

kNN-FMNN (θ = 0.3) 94.70 96.85 95.6 79.6 347

Glass GFMNN 43.48 66.67 49.79 56 583

EFC 35.27 66.63 42.53 89 115

FMCN 29.47 66.63 41.26 394 96

DCFMN 29.47 66.67 39.97 77 114

MLF 56.04 68.12 60.32 227 225

kNN-FMNN (θ = 0.2) 60.56 76.05 65.91 49 41

kNN-FMNN (θ = 0.3) 56.33 69.01 63.54 35.6 33

Ionosphere GFMNN 42.74 89.46 68.93 120 2163

EFC 33.33 87.46 62.12 150 424

FMCN 46.15 89.46 78.43 271 329

DCFMN 79.54 93.45 87.77 132 448

MLF 83.76 93.45 89.30 184 909

kNN-FMNN(θ = 0.2) 88.03 91.45 90.02 146.6 399

kNN-FMNN(θ = 0.3) 87.17 90.59 88.88 121.3 308

Thyroid GFMNN 30.59 85.39 61.37 57 345

EFC 74.89 90.87 85.30 66 116

FMCN 74.89 90.87 85.78 116 94

DCFMN 74.89 93.17 89.76 66 103

MLF 75.34 94.52 90.88 72 152

kNN-FMNN (θ = 0.2) 94.72 95.29 94.86 327 16542

kNN-FMNN (θ = 0.3) 94.12 94.37 94.26 255 13811

Wine GFMNN 85.00 96.67 92.91 129 817

EFC 92.22 96.67 94.47 133 234

FMCN 92.22 97.33 94.47 183 160

DCFMN 92.22 97.33 94.53 124 127

MLF 92.22 97.33 94.61 133 274

kNN-FMNN (θ = 0.2) 93.33 100 96.08 91 95

kNN-FMNN (θ = 0.3) 93.33 100 96.64 55.6 63

Parkinson GFMNN 76.41 82.97 80.83 98 786

EFC 40.77 78.97 74.66 111 256

FMCN 40.77 82.56 75.54 207 216

DCFMN 67.70 83.08 78.97 99 265

MLF 77.95 84.10 83.49 111 302

kNN-FMNN (θ = 0.2) 87.69 96.92 92.30 81.6 163

kNN-FMNN (θ = 0.3) 86.15 96.92 91.79 53.3 109
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Table 2. (continued)

Dataset Method Classification (%) No. of Hyperbox Time (ms)

Min Max Average

Ozone layer GFMNN 41.66 92.16 79.84 929 61481

EFC 77.13 92.95 87.38 1031 27221

FMCN 90.05 92.87 91.89 2759 30850

DCFMN 73.79 92.60 87.51 988 24694

MLF 89.92 92.78 91.12 1314 49699

kNN-FMNN (θ = 0.2) 96.80 96.42 97.41 1034.6 28436

kNN-FMNN (θ = 0.3) 96.94 96.75 96.32 531 14208

SpamBase GFMNN 39.90 83.39 54.15 293 86696

EFC 43.21 81.04 56.78 700 12988

FMCN 67.67 86.91 75.42 4982 6310

DCFMN 71.95 86.91 80.70 693 98644

MLF 82.89 89.39 88.41 7614 76929

kNN-FMNN (θ = 0.2) 89.29 88.31 88.68 550 12686

kNN-FMNN (θ = 0.3) 87.40 90.14 89.21 254.3 4974

4.2 Analysis of Results

The computational complexity of FMNN training algorithm is proportional to
the cardinality of hyperboxes created. In addition to the cardinality of hyper-
boxes, the cost of complex structures such as a compensatory neuron, exclusion
hyperboxes and hierarchical layers in algorithms like FMCN, DCFMN and MLF
increases the complexity. The computational time reported in Table 2 validates
the same as kNN-FMNN achieved training much lesser time compared to MLF
and other approaches. The computational efficiently of kNN-FMNN is due to
adapting FMNN with only the expansion step and also achieving much lesser
cardinality of hyperboxes compared to other approaches.

From Fig. 3, it is observed that the average number of hyperbox creation is
less than other FMNN methods except for thyroid dataset because of sparsity in
the dataset. As the number of hyperboxes created thyroid dataset is more, the
computation training time is higher only for this dataset.

Figure 2 depicts the experimental result of classification accuracy. It is
observed that in all the datasets, kNN-FMNN with theta (0.2 or 0.3) achieved
similar or better classification accuracy compared to MLF and other approaches.

kNN-FMNN has achieved significantly better classification accuracies in
Parkinson, Ozone layer, Glass and Thyroid datasets. For example for Parkinson
dataset, by using the kNN-FMNN algorithm with user-defined parameter (θ =
0.2), obtained 92.3% of average classification accuracy with 81 average number of
hyperboxes creation respectively, whereas MLF gave 83.49% accuracy along with
111 hyperboxes.

We have experimented kNN-FMNN with several theta (θ) values, and all
the results were not reported due to space contraint. It is observed that for
less theta values such as 0.02, the cardinality of hyperboxes is huge and for
high theta values such as 0.9, the cardinality of hyperboxes is less in the cost of
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Fig. 2. Comparison of average classification accuracy

Fig. 3. Comparison of average hyperbox size

misclassification. The best result (minimization of the cardinality of hyperboxes,
maximation of classification accuracy) are obtained for theta values between 0.2
to 0.3, and the same is recommended.

5 Conclusion

Several improvements were proposed for the Fuzzy Min-Max Neural Network
to overcome limitations arise due to contraction step. These extensions have
resulted in adding additional complexity to FMNN thus increasing the training
time. This work proposed kNN-FMNN as hybridization of FMNN with kNN
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for overcoming the contraction step in FMNN. The proposed approach resulted
in building the classification model with a fewer number of hyperboxes and
achieving good classification accuracy by utilizing kNN locally for disambiguat-
ing classification decision in the overlapping region. The experimental results
have established that kNN-FMNN achieved better classification accuracy than
existing approaches such as MLF, FMCN, DCFMN, EFC, GFMNN in less com-
putation time. In future, attempts will be done for proposing parallel and dis-
tributing kNN-FMNN for achieving scalability in large-scale decision systems.
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Abstract. Diabetes mellitus is unfolding as a global health challenge
in today’s society. The rapid advancement in the information and com-
munication technology coupled with the burgeoning demand for data
connectivity have carved the path for increased opportunities for diabetes
self-management. This paper explores the use of a mobile application as a
tool for providing patient-tailored diet to help improve clinical outcomes.
To achieve this objective, it utilizes the abilities of two machine learning
models - artificial neural network and XGBoost. Based on the diabetic
profile of a patient, XGBoost regressor is used to predict the total calorie
consumption and the artificial neural network is used to predict the per-
centage of carbohydrates, proteins, and fats in the daily diet. The values
of RMSE proves the efficacy of both the machine learning models. These
predicted values are then used to prepare a user adaptive diet chart by
giving the user the freedom to consider his preferences within the range
of predicted values. This work aims not only to educate the Type 2 Dia-
betes patients on their disease but also ensure a healthy lifestyle and
keep diabetes in check avoiding any bothersome surprises.

Keywords: Type 2 Diabetes · Recommender system · Diet ·
Lifestyle modification · Machine learning

1 Introduction

Diabetes Mellitus is a group of metabolic disorders affecting more than 500 mil-
lion people worldwide. Diabetes demands ongoing medical care and patient self-
management to prevent diabetes progression and long-term complications [1].
Self-management refers to the tasks carried out by an individual to facilitate dia-
betes self-care [2]. Traditional education about a disease predominantly involves
generic information whereas the primary focus should be the self-management of
the disease. The need for diabetes self-management pertains to all types of dia-
betes like type 1, type 2, and gestational diabetes, however, this paper focuses on
only Type 2 Diabetes (T2D). The main causes of T2D are genetics, lifestyle, and
physical activity [3]. Lifestyle modifications can play a vital role in controlling
T2D by monitoring body intake as well as body activities. This paper focuses
c© Springer Nature Singapore Pte Ltd. 2019
M. Singh et al. (Eds.): ICACDS 2019, CCIS 1045, pp. 45–54, 2019.
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on regulating the body intake to keep diabetes in check. This study follows a
user-centered approach to provide a user adaptive diet plan to reduce their total
dependence on drugs only.

Around 90% of the people diagnosed with diabetes mellitus have T2D. Diet
and eating behavior play a vital role in the onset and progression of T2D. In
the early stages, the changes in eating habits can defer the need for medications.
In later stages, proper diet can manage the disease well and keep diabetes in
a controlled state. Following a diet chart can help a patient self-manage their
disease. Our paper propounds a recommender system that recommends patient-
tailored diet based on the diabetic profile of an individual.

Preparing a personalized diet chart for an individual patient is in itself a
challenging task. The first challenge is that diet chart should be tailor fit to
the diabetic and the related medical profile of a patient. Applying a case-based
approach to address this challenge is a very difficult task as it requires exploring
all the possible cases and conditions for the recommendation. Therefore, with
the help of machine learning, we let our system learn to customize the individu-
alized diet. The personalized dietary recommendations include the total calorie
consumption as well as the percentage of carbohydrates, proteins, and fats in
the diet. The second challenge is that the recommended diet chart provided to
the individual patients must be economically and geographically favorable. To
overcome this difficulty, we provide the patient the freedom to select the food
items within the range of dietary suggestions given by the recommender system.

Our diabetic diet recommender system takes into consideration both the
healthfulness of the diet as well as the user’s food choice. Both the factors carry
equal prominence in influencing the diet recommendation model. A healthy diet,
with appropriate nutrition value, neglecting the likes and dislikes of a user may
not be welcomed by the user. The user’s food choice is influenced by many factors
like personal preferences, economic condition, food item availability, culture, and
religion etc. Our diabetic diet recommender system cannot rely only on the
user likings as it needs to combine the factors of healthfulness as well as user
preferences to provide tailored meal suggestions.

2 Related Work

Automated analysis and interpretation of patient’s data would be beneficial in
providing personalized feedbacks and alerts. The decision support tools play a
vital role in processing the complex data and providing assistance in medica-
tion, lifestyle modification or insulin dosage. Preuveneers et al. [4] propounded
a location-aware prototype system for managing the disease of type 1 insulin-
dependent diabetes patients. Their application relies on GSM cellular data and
hidden Markov model to monitor the user location and to infer the user activity
for the purpose of assisting the patients to take decisions on daily drug dosage.
The commercial applications like RapidCalc Diabetes Manager for iPhone [5]
proffer insulin dosage suggestion opposed to lifestyle modification on the basis of
data entered by the user pertaining to food intake, physical activities, and blood
glucose level. The applications Insulin Calculator [6] and Insulin Dose Calcula-
tor [7] records the consumption of carbohydrates and monitors the blood glucose
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to adjust the insulin dosage. The mobile applications providing drug assistance
always carry a potential risk of the aftermath of inaccurate drug suggestion. This
calls for the necessity of guidance of government rules and regulations.

Wang et al. explored an artificial neural network (ANN) and multivariate logis-
tic regression (MLR) model to classify the patients at high risk of T2D on the basis
of demographic, lifestyle and anthropometric data [8]. Rahman et al. [9] presented
a hybrid rough set reasoning model to predict the type of diabetes and identify
the trends to manage type 1 as well as type 2 diabetes. In Hussein et al.’s app-
roach [10], a chronic disease diagnosis recommender system is proposed using mul-
tiple decision tree classification algorithms to predict chronic diseases risks like
diabetes. Medina-Moreira et al. [11] introduced a collaborative filtering technique
based recommender system for diabetes self-management. In another approach by
Bankhele et al. [12], an Android application is built to provide diet and exercise
recommendations to diabetic patients through user-based collaborative filtering
using Pearson Correlation to measure the similarity between the user and a sim-
ilar user in the database. The most recent work is that of Norouzi et al. [13] who
designed a knowledge based and constrained based reasoning food recommender
system through the use of roulette wheel algorithm.

3 Proposed Work

The recommender system proposed in this paper, as depicted in Fig. 1, help
the type 2 diabetes patients to prepare their respective diet chart according to
their diabetic profile. This system incorporates a 3 tier system comprising of the
user, application, and the server where the application acts as an intermediate
component in the communication between the user and the server. The user
submits his/her diabetic profile as input to the application, which in turn sends
the data to the server for processing by the machine learning algorithms. The
machine learning algorithm calculates the calorie intake per day as well as the
percentage of carbohydrates, proteins, and fats personalized to every individual.
The calculated values are fed back to the application. Within this range of values,
the end user is free to prepare the personalized diet chart according to his/her
preferences. This controlled diet can help to regulate the type 2 diabetes in
patients.

USER APPLICATION SERVER

Input Phase Data (Diabetic profile)

Data
(Calories,carbohydrates,proteins,fats)

Diet Chart
Selection Phase

Processing
phase

Fig. 1. Architecture of recommender system
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3.1 Input Phase

The input phase is comprised of two types of input: the personal user profile
and the diabetic profile. The personal profile pertains to the information needed
during the registration phase (Age, Sex, Body Mass Index (BMI), Blood pres-
sure etc.). The diabetic profile includes three crucial diabetes test – Random
Blood Sugar (RBS), Fasting Blood Sugar (FBS) and Oral Glucose Tolerance
Test (OGTT). Since diabetes can develop long-term complications like the risk
of developing cardiovascular disease, liver damage, kidney damage etc., there-
fore, the diabetic profile of our application includes the other facets and need for
Co-Morbidity Assessment of patient in addition to blood glucose test. The data
collected from the user in the application comprises of the attributes as speci-
fied in the Table 1 These attributes are selected by taking into account both the
medical practitioner’s expertise as well as data availability limitations.

Table 1. User parameters

User parameters

User profile Diabetic profile Co-morbidity assessment

Age(in years) Random blood sugar (RBS) Renal Function Test

Sex Fasting blood sugar (FBS) Creatinine Serum

Body Mass Index (BMI)

[kg/m2]

Oral Glucose Tolerance Test (OGTT) Creatinine Urine

Systolic Blood pressure [mm

Hg]

Liver Function Test

Diastolic Blood pressure [mm

Hg]

Alanine Transaminase (SGPT)

Year of Diagnosis Aspartate Aminotransferase (SGOT)

PLA Score

Lipid Profile Test

Total Cholesterol

Low Density Lipoprotein (LDL)

High Density Lipoprotein (HDL)

Triglycerides

3.2 Processing Phase

The inputs provided by the user in our application is processed on the server. The
processing stage, as shown in Fig. 2, includes the machine learning systems that
are trained on the pre-processed data of the patients in a supervised manner.
The trained network is then used to predict the total calorie consumption and
the percentage of constituents of diet per day based on the input attributes of
individual patients. The computed result is then sent back to the application to
facilitate the diet chart selection procedure by the user.

Machine Learning System. The machine learning (ML) system acts as a
readily available dietitian who avails the diabetic profile of the users and predicts
its diet metrics. The ML system is a supervised system trained on thousands
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of diabetic patient’s data. The predicted output of the ML system consists of
4 values computed by two different ML algorithms - Artificial Neural Network
and XGBoost [14]. XGBoost utilizes the patient’s data to predict the total calo-
rie consumption of a user per day and artificial neural network evaluates the
percentage of carbohydrates, proteins, and fats per day.

Input Data Preprocessing

XGBoost

Artificial
Neural Network

Total Calories

Carbohydrates

Proteins

Fats

Fig. 2. Flowchart of processing phase

Input(18) Dense(25)
Leaky
Relu

Batch
Norm Dense(15)

Leaky
Relu

Batch
Norm Dense(3) Softmax

HIDDEN LAYER 1 HIDDEN LAYER 2 OUTPUT LAYERINPUT LAYER

Fig. 3. Architecture of model 2 (artificial neural network)

A multilayer perceptron (MLP) ANN with a configuration of 18×25×15×3
is used as shown in the Fig. 3. The layers use batch normalization to diminish the
internal covariate shift [15]. Both the hidden layers use Leaky Rectified Linear
Unit (Leaky ReLU) as the non-linear activation function which allows a small,
non-zero gradient when the neurons are not active [16].

z
′
1 = w1 ∗ I + b1 where w1 ∈ RML1×ML2 (1)

z1 =
{

α ∗ z
′
1 if z

′
1 < 0

z
′
1 if z

′
1 ≥ 0

(2)

For layer L3(HiddenLayer2),

z
′
2 = w2 ∗ z1 + b2 where w2 ∈ RML2×ML3 (3)

z1 =
{

α ∗ z
′
2 if z

′
2 < 0

z
′
2 if z

′
2 ≥ 0

(4)
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For layer L4(OutputLayer),

z
′
3 = w3 ∗ z3 + b1 where w3 ∈ RML3×ML4 (5)

z3j =
e
z

′
3j

K∑
k=1

ez
′
3k

for j = 1, 2....K where K = ML4 (6)

ŷ = [z31 , z32 , ..........z3K ] (7)

where MLi
is the number of neurons in layer i, wi is the weight matrix, bi is the

bias, z
′
i is the weighted sum of the neurons, zi is the output of the non-linear

activations, α is the negative slope coefficient of Relu activation function, ŷ is
the output of ANN.

3.3 Diet Chart Selection

Merely providing generic information of diet to keep diabetes in control would
not be sufficient. Significant effort needs to be done to improve the eating habits
and altering the daily diet. The output of the processing phase i.e. the total
calories consumed per day and the percentage of carbohydrates, fats and proteins
in it. The total calories consumed per day is distributed into 4 meals a day. The
user needs to select the food items as per his/her choice within the range of
the total calories (with its respective percentage of carbohydrate, proteins, and
fats) allocated to per meal per day. Every food item contains a certain amount
of calories and their respective carbohydrate, protein and fat content. When the
user selects a food item, the remaining amount of the allocated calories, proteins
and fats is decreased. This type of diet chart selection procedure makes it easier
to recommend the user-specific diet to regulate diabetes.

The food items available for diet selection procedure are either whole (E.g.
egg, apple, banana etc.) or can be taken in fractional amount i.e per gram (E.g.
flour, rice, lentils, vegetables etc.). Some foods are consumed directly and some
are combined in an appropriate amount to prepare a recipe to be consumed.
Rather than suggesting a recipe recommendation application, we are providing
a platform to the user to select the raw food items consumable within the range
of its nutritional value (total allocated calories and respective carbohydrates,
proteins, and fat content). A dish is made up of a combination of many raw
food items. The nutrition values of the individual raw food items sum up to the
total nutritional value of a dish. The diet chart selection problem is solved by a
combination of integer 0/1 and fractional knapsack problem [17,18]. The profit
our knapsack problems pertains to the priority of the food item selection by the
user.
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4 Experiment

4.1 Dataset Preprocessing and Set up

Data preparation was one of the most vital parts of the research, partly because
data is the key element to obtain an accurate regression target and partly because
such patient-tailored data containing diabetic profiles as well as related comor-
bidity profiles was not available. The dataset of 10087 Type 2 diabetic patients
consisting of 18 attributes as depicted in input phase was collected from Rajen-
dra Institute of Medical Sciences (RIMS Ranchi). With the help of a panel of
dietitians, the corresponding output values (the total calorie consumption, the
content of carbohydrates, proteins, and fats per day) of all the training exam-
ples are carefully populated in the dataset. The data is normalized to make the
data comparable across the features. This training dataset is then used to train
the machine learning systems (ANN and XGBoost [14]) in a supervised manner.
XGBoost has a built-in routine to handle the missing data. The erroneous data
are taken care of by the validations of the application in the input phase.

4.2 Methodology

The overall process of developing machine learning algorithms comprises of two
phases- the model selection phase where an appropriate architecture can be
selected that can generalize the data well and the training phase where the
selected model can be trained on the dataset and cross-validated.

Model Selection Phase. Previous research has demonstrated that multilayer
feedforward perceptron can perform well on supervised learning tasks like classi-
fication and regression. In order to have the best possible results, we performed
many rounds of MLP network architecture selection and refit the models on the
training dataset. The network architecture selection comprised of selecting the
number of hidden layers and the number of neurons in each of the layers. The
driving force for refitting the model was to obtain a model that can generalize
the data well. After a random run of experiments, two hidden layers were con-
structed and the optimal number of nodes in the hidden layers was fixated at 25
and 18. 3 outputs were selected for MLP to represent the fraction of the carbo-
hydrates, proteins, and fat in the diet per day. Softmax was used as non-linear
activation at the output layer as all the 3 outputs add up to 1.

XGBoost seemed to outperform both linear regression as well as artificial
neural network in terms of computation speed and accuracy to predict by the
total calorie consumption by a patient per day.

Training Phase. The dataset is split into the training set (80%) and test set
(20%) respectively. Therefore, the machine learning models (MLP and XGBoost)
were trained on a dataset of 8069 patients and validated on 2018 patient data.
We performed random selection on various hyperparameters of machine learning
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models to obtain low bias and low variance models. The values of the tuned
hyperparameters are presented in the Table 2. The MLP was trained for 25
epochs and the weights were learned by minimizing the Mean Squared Error
Loss function with Adaptive Moment Estimation (ADAM) [19] as an optimizer.
A range of learning rate from 0.01 to 0.0001 was explored for the optimizer. To
prevent overfitting, a dropout of 0.20 was introduced in both the hidden layers.
XGBoost Regressor converged with a Mean Absolute Error. On experimenting
with other combinations of hyperparameters, it was observed that either the
results were worse or the gain in performance was negligible.

Table 2. Hyperparameters of machine learning models.

Hyperparameter

ANN 18:25:15:3 network; activation function = LeakyRelu;
output layer = softmax; Adam optimizer; learning rate = 0.0001;
batch size = 128; shuffle = true; dropout= 0.2; no of epochs = 125

XGBoost n estimators = 1000; learning rate = 0.07; max depth = 3; min child
weight= 1.5; gamma = 0; subsample = 0.8; colsample bytree = 0.8

5 Results and Analysis

5.1 Comparison and Performance Analysis

In order to provide patient-tailored meal suggestions, the problem was divided
into two subproblems - prediction of the total calorie consumption (Model1)
and prediction of the percentage of carbohydrates, proteins, and fats (Model2)
in the daily diet. The regression objective of predicting the total calorie con-
sumption of patients can be evaluated by various machine learning models like
linear regression, ANN, tree-based models, etc. Therefore, the same experiment
with a dataset of 10087 patients was applied to linear regression, ANN and
XGBoost to seek the best performer. Linear regression tends to underfit and it
is no surprise as the relationship between the features and the regressor is linear
in linear regression. As illustrated in Fig. 4, ANN overfits and fails to achieve
our objective of a low bias and low variance model. XGBoost is the most robust
algorithm as it checks the possibility of both underfitting and overfitting.

In order to obtain an apple to apple comparison, the performance of our
experiment is evaluated with three performance metrics - RMSE, EVar and R2.
The comparison of the performance of these three machine learning methods on
the three stated evaluation metrics is presented in Table 3. Results depict that
XGBoost wins over the other by a wide margin. The second problem of predicting
the percentage of carbohydrates, proteins, and fats in the daily diet can be
considered as a multivariate regression problem with an additional constraint of
3 outcomes summing up to 1. We found the architecture of the neural network
shown in Fig. 3 the most appropriate to solve our problem. It can be observed
that both Model1 (XGBoost) and Model2 (ANN) perform considerably well.
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Fig. 4. Overfitting of ANN

Table 3. Comparison of machine learning algorithms for Model1

Model Root mean square error
(RMSE)

Explained variance score
(EVar)

R2 score

Linear regression 345.56186 0.86525 0.85254

ANN 86.64294 0.96621 0.95216

XGboost 46.20606 0.98198 0.97988

5.2 Results

The RMSE of Model1 (XGBoost) for predicting the total calorie consumption
was computed to be 46.20606 and Model2 (ANN), for predicting the percentage
of carbohydrates, proteins, and fats, converged at RMSE 0.98213.

6 Conclusion and Future Work

The main contribution of this paper is to provide a novel approach to help
manage T2D taking into account both the patient’s preferences as well as the
significance of the healthfulness of diet in providing recommendations to T2D
patients. This study provides a holistic approach that inputs the diabetic profile
of the patients and feeds it to machine learning models. This work demonstrates
that a simple two-model approach can produce nearly optimal results. It explores
the capabilities of both artificial neural network and XGBoost in predicting the
total calorie consumption as well as the percentage of carbohydrates, proteins,
and fats in the daily diet. The results substantiate that the machine learning
models not only run fast but also provides superior prediction competence. The
evaluation depicts outstanding performance with high accuracy. The participa-
tion of the user in the diet chart selection stands outs our approach from related
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approaches. The other key area that plays a major role in preventing and man-
aging diabetes is physical activity. This work can be extended to the regulation
of daily exercise, another cornerstone of diabetes self-management.
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Abstract. Computer Aided Design (CAD) packages are widely used to create
mathematical modelling of product’s geometry at the time of design and
development phase. This CAD model involves very complicated definition of
geometrical entities and interpretation of the same for assembly planning is an
open research area. Most of the currently used assembly planning approaches
hugely depends on human expert’s intervention. Current practices mostly use,
only component name definition out of CAD data to identify component type
which is likely to fail if the industry is using different language or number
system to define component names. This paper presents a novel CAD data
computation system for component type realization and assembly sequence
generation. The developed system works automatically and independent of
component names so that manual errors can be avoided. Assembly sequence
generation helps in reducing complexity to be analyzed by human expert.

Keywords: Computer Aided Design � Data computing �
Component type realization � Assembly sequence generation

1 Introduction

Computer Aided Design (CAD) is a technology, seamlessly integrated in the fields like
analysis, simulation, manufacturing, etc. Usability of CAD data is being explored very
rapidly making it an unavoidable instance in product development. Assembly planning
and production planning are such area where researchers are contributing to enhance
the automated usage of CAD data. In such packages, assembly definition of a product
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consists of geometry and topological representation of each component and relation-
ships of interrelating components. Specialized graphical interface is provided by CAD
software, but manual analysis is a tedious task as it involves invisible components due
to overlapping surfaces. CAD model provides enough information for graphic display
of the assembly, but it is inadequate for assembly planning” [1].

2 Literature Review

Currently available methods hugely depend on human expert interaction for assembly
sequence generation. Bourjault et al. [2] developed an algorithm to generate feasible
sequences in which precedence relationship information is given by human expert.
Homem et al. [3] proposed And/Or graph to represent all subassembly states, such
And/Or graph becomes very complicated if the product is having a greater number of
parts. Directed graphs [4–7] are used to represent partial assembly sequences in
compact way. Experts are needed to analyze product definition and geometrical
blocking relationships. A lot of research is going on for automatically using CAD data
in assembly planning phase. Reddy and Ghosh [1] proposed an approach for generation
of assembly sequences based on geometric and mobility constraints. Vigano and
Gomez [8] proposed automatic approach to obtain initial feasible assembly sequences
using spatial interaction and some empirical formulae. Sotiris et al. [9] used AR
technology to identify the precedencies by conducting intersection test for each com-
ponent. Li-Ming and Xun [10] proposed a system through which precedencies are
identified based on information relating to interference and stability of components. In
this approach, component types are identified based on the name of the components
and some assembly sequences are automatically assigned. George et al. [11] developed
a system which generates precedence diagram by using CAD data. This method also
depends on component name definition to delete/hide fastener components. Riadh et al.
[12] used feature simplification to generate assembly sequence. Li et al. [13] developed
a system naming “AutoAssem” for assembly planning which provides assembly
sequence planning functions. Yu et al. [14] proposed an approach to generate
sequential exploded view with the help of extended interference matrices. Belhadj et al.
[15] proposed an approach to generate subassembly from CAD model. Kheder et al.
developed an approach to optimize DSP with the integration of artificial intelligence
techniques in a CAD environment [16] model sub-assemblies.

All above studies infer that component type realization can be beneficial in
assembly sequence generation. Component type realization can also help in Assembly
Sequence Planning, Assembly Path Planning, Assembly Line Balancing, Assembly
Line Design, plant layout, location of component storage and retrieval systems, loca-
tion of material handling equipment and some other production planning decisions etc.
Component categorization based on names of the components has been used for
assembly planning. This kind of categorization system is likely to fail if the industry is
using different language or number system to identify a component [17]. Also,
dependence on component’s name make system to rely on user input and existing
component name library for correctness of the output.
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This paper presents a system for component type realization and assembly sequence
generation without any expert’s intervention by computing CAD data. Developed
system automatically analyzes any sort of complex product with minimal interaction of
user with CAD environment.

3 Proposed Approach

The CAD data of a product includes mathematical equations of every components’
geometry and information about every components’ relative location with other
components. Those mathematical equations are used to represent vertices, edges and
surfaces for multiple components. Interpretation of relationships between each math-
ematical equation is computationally challenging. The system extracts physical prop-
erties like mass, volume, area, number of relationships, center of gravity, location of
component, etc. Analyzing any product with the help of human expert takes a lot of
time and is likely to have errors due to visibility limits. A system is developed which
successfully extracts information from CAD data and automatically realizes type of the
components involved in the product definition. This system also extracts the location of
each component of the assembly which is further used for assembly sequence gener-
ation. This section elaborates every step involved in the system.

3.1 Extract the Physical Properties of Each Component

CAD data of a product includes dimensions, geometry, relationships and material
specification of each component. System extracts Mass, Volume, Area, Coordinates for
Center of Gravity (C. G. coordinates) of each component which is saved in spreadsheet
application. Relationships of each component with other components are also extracted
by using mating condition and it is saved in relationship matrix/graph. Table 1 shows
the extracted product features.

3.2 Read the Occupation Dimensions of Each Component in Global
Coordinate System

Every component in a product is located at a specific position in global coordinate
system. Minimum and maximum coordinate dimensions are measured by using
bounding box for each component in global X, Y and Z coordinate system as shown in
Fig. 1. Table 2 shows the occupation dimensions for knuckle joint. This information is
used to realize components sharing same space e.g. a bolt or pin fastening two different
components will be sharing same space with respective fastened components.

3.3 Identify the Relationship and Envelopment of Each Component
with Respect to Other Components

Occupation information collected in previous step is in the form of coordinate
dimensions. This step establishes the relativity of each component with other com-
ponents in the form of envelopment. Envelopment of one component with respect to
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other component is identified based on overlapping of orthographic views. If one
component’s all orthographic views are inside the other component’s respective
orthographic views then such component is considered as completely enveloped
component in to other component [17]. If a specific component is having all ortho-
graphic views partially overlapping with other component’s respective orthographic
views, then such components are considered as partially enveloped components. The
information regarding envelopment is categorized in three different types which are
partial envelopment, major envelopment (C.G. of one component lies in other
enveloping component) and complete envelopment. In envelopment matrix, complete
envelopment is indicated with ‘C’, major envelopment is indicated with ‘M’ and partial
envelopment is indicated with ‘P’ as shown in Fig. 2.

Table 2. Occupation dimensions for knuckle joint

Parts of assembly Bounding box
origin
coordinate

Bounding
box length in
coordinate
direction

X Y Z X Y Z

Fork 40 −100 −60 80 140 120
Pin −25 −25 −80 50 50 150
Taper pin −2 −30 −68 5 60 5
Collar −25 −25 −70 50 50 10
Eye −40 −40 −40 80 100 80

Table 1. Product features for knuckle joint

Type of mating
condition in between
different parts of the
assembly

Parts of
assembly

Mass of
each part

Volume of
each part

Area of
each part

C.G.
coordinate

Part
name

Part
name

Mating
type

X Y Z

Fork Pin Contact Fork 3.63 462540 70305 0 −40 0
Fork Collar Contact Pin 0.93 118595 18692 0 0 2
Fork Eye Contact Taper pin 0.01 1178.1 981.75 0 0 −65
Pin Taper

pin
Contact Collar 0.10 12173 5263.3 0 0 −65

Pin Collar Contact Eye 3.25 413043 40664 0 8 0
Pin Eye Contact
Taper
pin

Collar Contact

Collar Eye Contact
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3.4 Component Type Realization

CAD data includes complete geometry definition of the product but lacks the real-
ization of type of component. Realization of component type based on CAD definition
has not yet studied intensively and some of the approaches are dependent on name of
component in CAD file defined by the user. In this approach, CAD data computation is
used to realize components in three different types that is Main components, Con-
nectors and Secondary Connectors. Conditions to identify the same is explained below.

Conditions for Connector Component Realization. Connector component are used
for connecting assembly components e.g. screw, bolt, key, etc. Those are identified by
using following rules.

Condition 1. Component should have contact with at least two other heavier
components than self-weight.
Condition 2. Component should have envelopment with at least two other com-
ponents satisfying above condition.

Conditions for Secondary Connector Component Realization. Secondary connec-
tors are those which are used to lock the Connector components identified in above step
e.g. washers, nuts, O-rings etc. Those are identified by using following rules.

Fig. 1. Bounding box specifications for one component.

Fig. 2. Sample Product and its envelopment matrix.
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Condition 1. Component should have contact with a connector component.
Condition 2. Component should have less weight than the connector component
satisfying above condition.
Condition 3. Component should have envelopment with connector component
satisfying above two conditions.

Conditions for Main Component Realization. All the remaining components after
identification of connectors and secondary connectors are considered as main com-
ponents. Main components are generally fastened with the help of connectors (i.e.
fasteners) or else they can be self-fastened with the help of integral design features (i.e.
threads, press locks, gravity constraints etc.).

3.5 Assembly Sequence Generation

The Assembly planning is a combinatorial task. For ‘n’ number of components there
can be n! different possible combinations. This complexity needs to be reduced to ease
assembly planners’ task. This system finds an assembly sequence which can play as a
guideline for downstream activities like assembly planning. The system starts with
identification of base part and all the main parts are ranked according to CG distance
from base part. The system follows basic thumb rule that nearer parts will be assembled
first. System uses the flowchart in Fig. 3 to find the assembly sequence among main
parts and flowchart in Fig. 4 is used to establish assembly sequence among connector
parts. Algorithm uses following conditions to find base part.

Condition 1. Base part should not be a connector or secondary connector.

Fig. 3. Process of assembly sequence generation among main parts.
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Condition 2. Base part should have relationship with at least two other
components.
Condition 3. Base part should have highest self-weight.

4 Implementation

The system is implemented in CATIA V5-R19 software package and Visual Basic
Application Programming Interface (VB-API) is used for carrying out data extraction
from “.CATProduct” file. System automatically extracts physical properties and
occupation information and exports to spreadsheet application i.e. MS Excel in this
case. A special program developed in MS VBA uses the data from spreadsheet and
gives the output of component type realization and assembly sequence generation.

Fig. 4. Process of assembly sequence generation among parts connected to connectors.

CAD Data Computing for Component Type Realization 61



5 Illustrative Examples

5.1 Knuckle Joint

Product design file of knuckle joint (Fig. 5) is randomly tested on developed system. The
system realizes Pin as Connector and Taper Pin, Collar as Secondary Connectors system
also realizes Fork and Eye as main components. Out of main components, Fork is
identified as base component and it will be preceding to selection of Eye at the time of
assembly. Final assembly sequence generated by system is “fork < eye < Pin < Col-
lar < Taper Pin” which is complete and correct.

5.2 Non-return Valve

Non-Return Valve consisting of 10 different components is tested on developed sys-
tem. This system successfully identifies 6 bolts, 1 locating screw as connectors. System
also identifies Valve body, Valve and Top Cover as main components in the product.
System starts with identifying valve body as base component keeping it as first com-
ponent in assembly sequence. This main component is sharing relationship with other
two main components that is valve and top cover. As valve cover is completely
included in body, preference is given to the same and is kept succeeding Valve Body in
assembly sequence. Final assembly sequence generated is “Valve Body < Valve <
Locating Screw < Top Cover < Bolt 1 < Bolt 2 < Bolt 3 < Bolt 4 < Bolt 5 < Bolt 6”
which is also correct.

6 Conclusions

The paper presented an approach to automatically realize the type of components and to
generate the precedence relationships by using CAD data. The developed system
extracts physical properties and occupational information of each part and saves in MS
Excel application. Component type realization and occupational information is used for

Fig. 5. CAD definition of knuckle joint and non-return valve.
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assembly sequence generation process. Most of the currently available approaches
depend on component name, pattern matching, Case-Based reasoning to categorize the
type of components [10–12], whereas system presented in this paper proposes novel
CAD data computation approach to realize component types. Main intention of the
proposed system is to generate assembly sequence early in the design phase so that it can
guide downstream activities like assembly line design, plant layout and design phase
itself. In future, assembly constraints like required tools, fixtures or handling equipment
can be captures in the developed system and advanced optimization algorithms can play
a big role in optimizing downstream activities e.g. assembly line design.
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Abstract. Uses of digital images have increased multifold in last few years in
various important fields such as virtual reality, gaming, social media, magazine,
news papers, medical, legal issues, law, academics etc. At the same time, image
editing and rendering tools have also evolved significantly. With the help of
computers and such advanced image rendering tools it is possible to create
photorealistic computer graphics images effortlessly. It is very difficult to dis-
criminate such photorealistic computer graphics images from actual photo-
graphic images taken from digital cameras by human visual system. If computer
generated images are used with malicious intentions it creates negative impact
on the society. Therefore, several methods have been proposed in last few years
to distinguish computer generated images from photographic images. This paper
presents a comprehensive review of the existing methods. A classification of all
existing methods is also provided based on the use of feature extraction tech-
niques and classifier used. Accordingly, all the existing methods are grouped
into four categories: statistical feature based, acquisition process based, visual
feature based, and hybrid feature based methods. This paper also reviews
publically available related image datasets and suggests the future directions.

Keywords: Image forgery detection � Computer graphics �
Photorealistic computer generated images � Photographic images �
Support Vector Machine � SVM � RGB color model � Classification accuracy �
Feature extraction

1 Introduction

The involvement of digital images is ubiquitous in today’s age of digital media. The
digital images are the prominent carrier of digital information. Images are used in several
fields such as virtual reality, film industry, advertisement and marketing, magazine, news
agencies, medical field, laws, defense, surveillance system and security, legal issues,
insurance, social media etc. The authenticity of a digital image play vital role in these
applications. Due to rapid growth of multimedia tools, and 2D and 3D rendering software
it becomes easy job to create computer graphics with high photorealism. Hence, in most
of the situations Computer Generated (CG) images cannot be differentiated from the
actual photographic (PG) images which are captured using digital camera by human
eyes. Figure 1 shows three examples of CG images (first row) and three examples of PG
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images (second row). It is obvious that CG images may be maliciously used in the
aforementioned fields to mislead the people. For an instance, a political leader may create
computer generated fake image of any leader of opposition party to defame him. The
number of fake images produced before forensic departments relating to legal issues has
increased multifold in last few years [1–3]. Recently, using artificial intelligence and
virtual reality, a synthesizing Obama project was developed to simulate facial expres-
sions of Obama [4]. Several researchers have focused their attention to develop methods
to differentiate between CG and PG images in last few years. Birajdar and Mankar [5]
have reviewed few methods to differentiate CG images from PG images. Tokuda et al.
[6] have studied several methods and introduced four hybrid methods FUS1, FUS2,
FUS3, and FUS4 by combining two or more features extraction techniques and classi-
fiers by implementing 17 existing methods. In 2016, Holmes et al. [7] have conducted
two experiments based on human visual system by hiring 250 persons from Amazon’s
Mechanical Turk online work force to classify images as CG or PG image. On the basis
of experiments, authors have suggested that classification accuracy can be improved if
trained experts judge images instead of untrained people. Ng et al. [8] surveyed various
methods proposed during 2004-2011 to differentiate CG images from PG images. In this
study, the authors have classified existing methods into five categories: image formation
based, natural image statistics based, steganalysis based, visual cues based, and com-
bined features based methods.

These aforementioned review articles are not complete review articles, e.g. [5]
includes only small section related to this field. Similarly, [8] reviews classification
methods till 2011 only. In this study we have found total of 52 research articles that
proposed the methods to differentiate CG images from PG images. Year-wise statistics
of these 52 research papers is illustrated in Fig. 2. From Fig. 2, it can be observed that
8 methods have been proposed in year 2011, whereas no related research paper is
available in year 2015.

Fig. 1. Examples of computer generated images (first row) and photographic images (second
row) [9]
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The common workflow of the methods to differentiate between CG and PG images
is presented in Fig. 3. Brief description of each of the steps mentioned in workflow is
presented as follows:

Pre-processing: Input image is pre-processed (optionally) in the methods in order to
reduce computational cost or to improve the classification accuracy. Common pre-
processing operations includes: conversion from RGB color space model to HSV or
YCbCr color space model or grayscale image. The methods proposed in [10–13] have
extracted features in HSV color space, whereas, YCbCr color space model is used in
the methods proposed in [14–16].

Feature Extraction: Feature extraction techniques plays vital role in any method to
discriminate CG images from PG images. Selection of robust feature extraction tech-
nique can reduce the time complexity at the same time it can also improve the clas-
sification accuracy significantly [17]. Hence, much effort was given to explore various
types of feature extraction mechanisms in the literature. Common feature extraction
techniques to represent input image are Discrete Wavelet Transform (DWT) [18],
cotourlet [19], curvelet [19], fractal geometry [20], traces of demosaicing [21], 2D
histogram features [22], ResNet-50 model [23], and VGG19 network [24] etc.
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images over last 15 years
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Feature Classification: The selection of suitable feature classification technique
directly affects the classification accuracy as each classifier has different nature in terms
of learning algorithm. Hence, various feature classification techniques have also
investigated in the literature. Commonly used classifiers includes Support Vector
Machine (SVM) [18, 19, 25, 26], Convolution Neural Network (CNN) [23, 27, 28],
Deep learning [23], Fishers’s Linear Discriminant (FLD) [29, 30], genetic algorithm
[15], AdaBoosting learning algorithm [31] etc.

This paper presents two separate classifications for the methods to differentiate
between CG and PG images available in literature; first classification is based on
feature extraction techniques, whereas second classification is based on feature clas-
sifier used. In first classification, the methods have been categorized as: statistical
feature based, acquisition process based, visual feature based, hybrid feature based, and
miscellaneous feature based methods. The statistical distribution of all 52 methods
according to this classification is presented in Fig. 4. From Fig. 4, it can be observed
that most of the proposed methods are based on statistical feature extraction techniques.
In the second classification, the basis of categorization is feature classifier used to
classify input image as CG or PG. Based on this classification all 52 methods have been
categorized into four groups as: SVM based, neural network based, Fishers’s linear
discriminant based, and miscellaneous classifier based methods. Statistical distribution
of all 52 methods according to this classification is presented in Fig. 5. It can be
concluded that SVM classifier is widely preferred classifier and neural network based
classifiers are the second most preferred choice. Besides SVM based, neural network
based, and FLD based classifiers, other classifiers like genetic algorithm, AdaBoosting
learning algorithm, threshold based classifiers are also employed in [15], [31], and [21]
respectively.
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The rest of the paper is arranged as follows: in Sect. 2 detailed classification of the
methods to differentiate between CG and PG images is presented. Section 3 describes
publically available image datasets of comprise photographic images and photorealistic
computer graphics. At last, Sect. 4 summarizes the work and also suggests possible
future directions.

2 Methods to Differentiate Between CG and PG Images

As described in Sect. 1, the methods to differentiate between CG and PG images have
two crucial steps: feature extraction and feature classification. Effectiveness of any
method depends on the selection of appropriate feature extraction technique and also
the selection of suitable classification technique. After assessing several research
articles, we have found that in literature, authors have explored different types of
feature extraction techniques and feature classifiers. Based on feature extraction tech-
niques used, the methods to differentiate between CG and PG images have classified as
statistical distribution based, visual feature based, acquisition process based, and hybrid
feature based methods which are described in Sects. 2.1, 2.2, 2.3, and 2.4. Section 2.5
presents other miscellaneous methods that do not fall under these four categories.
Complete classification is also shown in Fig. 6.

2.1 Statistical Distribution Based Methods

The methods under this category follow the basic concept similar to steganalysis that is
the CG images can be distinguished from PG images based image statistics. Methods
based on statistical distribution are further classified as frequency transform based
methods and texture based methods.
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2.1.1 Frequency Transform Based Methods
The statistical distribution based methods that are related to the frequency transform
based feature extraction techniques fall under this category. First time, Farid et al. [18]
introduced image statistical model using first four order statistics of wavelet coefficients
in different subbands. In this method, total 216 features were calculated and then SVM
classifier was employed to classify image as CG or PG. Based on the experiments
conducted on the images dataset of 40, 000 PG and 6,000 CG images, the authors have
confirmed that the classification accuracy is 71%. Wang et al. [30] proposed a method
using statistics of wavelet coefficient histograms and FLD classifier; and achieved 91%
classification accuracy with relatively low feature vector length of 144. Chen et al. [32]
investigated a method using SVM classifier and statistical moments of wavelet coef-
ficient in HSV color space. This method attains 94% classification accuracy on the
image dataset of 1000 CG and 1000 PG images.

Cui et al. [33] developed an algorithm based on similar features as [32] in Discrete
Fourier Transform domain. The authors have suggested that this method secured 94%
accuracy on Columbia image dataset. Chen et al. [15] proposed a method based on
wavelet based statistical features in YCbCr color space. In this method genetic algo-
rithm is used as a classifier to classify feature vectors of size 100 on Columbia image
dataset to secure 82.3% classification accuracy. Chen et al. [26] introduced a method
based on alpha-stable distribution model and wavelet based statistic to distinguish CG
images from PG images. This method also exploits SVM classifier and achieves 97.6%
accuracy on the image dataset mentioned in [32]. Sutthiwan et al. [34] introduced a
method based transition probability matrix in Discrete Cosine Transform (DCT) do-
main. In this method, the authors have extracted feature in Y and Cb components as
high correlation found in the features of these two components.

Sutthiwan [22] introduced a method based on statistical moments of 1-D and 2-D
characteristic functions and then 780 features are extracted and supplied to SVM
classifier. Further, boosting feature selection is employed to reduce the feature
dimensionality up to 390. However this method has low classification accuracy (88%)
on Columbia image dataset. Lu et al. [35] developed an algorithm based on
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Fig. 6. Classification of the methods to differentiate between CG and PG images based on
feature extraction mechanism
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multiresolution decomposition and higher order local autocorrelation. Bo et al. [36]
introduced a method by employing Benford’s law and SVM classifier. This method has
low computation cost as it uses feature vector of length 54. Classification accuracy of
this method is 91.6% on dataset of 2400 CG and 2400 PG images. Guo et al. [12]
proposed a method by utilizing multiwavelet and SVM classifier in HSV color space.
Contourlet and SVM based method to differentiate CG images from PG images was
proposed by Ozparlak et al. [19]. However, this method has low classification accuracy
of 82.68% on image dataset of 5000 CG and 5000 PG images.

Fan et al. [37] devised a method based on contourlet transform and SVM classifier
in HSV color space model. Wang et al. [11] introduced a method using Quaternion
Wavelet Transform (QWT) and SVM classifier. Based on experiments performed on a
dataset of 7500 CG images and 7500 PG images, the authors have suggested that their
method performs better than [18] and [19]. Birajdar et al. [38] introduced a mechanism
to classify CG and PG images based on DWT binary statistical image features. In this
method, input RGB image is first converted into grayscale, then 256 features are
extracted, finally SVM is used to classify images as CG or PG. Further, fuzzy entropy
based feature selection technique is applied to select appropriate features. Recently,
Wang et al. [39] proposed a method based on quaternion skewness and kurtosis. The
authors claim that their method shows 19% better classification accuracy as compared
to method introduced in [18].

2.1.2 Texture Based Methods
The statistical based methods that extract image statistical features using local patch or
texture are listed in this section. Li et al. [16] discovered a technique based on Local
Binary Patterns (LBP). Total 59 features are extracted per image in YCbCr color model
and then these features are supplied to SVM classifier. By conducting set of experi-
ments on image dataset of 2455 CG images and 2455 PG images, the authors have
suggested that the method obtains classification accuracy as 98.33%. Tan et al. [13]
designed a technique to classify CG and PG images based on local ternary count. This
method extracts feature vector of dimension 54 in HSV color model and obtains
classification accuracy of 97.95% on Columbia dataset.

Yu et al. [40] proposed a method based on image patches and CNN classifier.
750 CG and 750 PG images are used to train CNN, whereas 250 CG and 250 PG
images are used test the accuracy of this method, this method achieves 98.5% classi-
fication accuracy. Deng et al. [41] introduced a method based on improved LBP and
SVM. This method obtained low classification accuracy of 83.3% on Columbia image
dataset. He et al. [14] presented a method to differentiate between CG and PG images
by extracting image features using Schmid filter bank algorithm in YCbCr color model.
This method applied CNN and recurrent neural network classifiers.

2.1.3 Other Statistical Methods
This section presents statistical based methods that do not fall under above two cate-
gories. Rocha et al. [42] introduced a method based progressive randomization tech-
nique and SVM classifier. In this method, the feature dimension was only 96, hence it
required less time to process an image (6.1 s per image of size 512 � 512 pixels). Li
et al. [43] proposed a method using second-order difference statistics and LDA
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Table 1. Comparative study of existing methods to distinguish CG image from PG images that
are based on statistical distribution

Method Features extracted Classifier
used

Feature
length

Accuracy Dataset

Farid et al. [18] First and higher-order
wavelet statistics and
error predictors

SVM 216 71% 40000 PG
and 6000
CG images

Wang et al. [30] Wavelet coefficient
histograms

FLD 144 91% 1000 CG
and 1000
PG images

Rocha et al. [42] Progressive
randomization
technique

SVM 96 97.2% 40 000 PG
and 6000
CG image

Chen et al. [32] Statistical moments,
wavelet coefficient

SVM 234 94% 1000 CG
and 1000
PG images

Cui et al. [33] DFT SVM 78 94% Columbia
dataset

Chen et al. [15] Wavelet Genetic
Algo.

100 82.3% Columbia
dataset

Chen et al. [26] Wavelet decomposition
coefficients

SVM 135 97.6% 1000 CG
and 1000
PG images

Sutthiwan et al. [34] DCT SVM 150 94.2% Columbia
dataset

Li et al. [16] Second order statistic LDA 144 95.5% Columbia
dataset

Sutthiwan et al. [22] 2D histogram feature SVM 780 88% Columbia
dataset

Wu et al. [29] Histogram FLD 112 95.3% 1000 CG
and 1000
PG images

Lu et al. [35] 2D-DWT SVM 225 98% Columbia
dataset

Bo et al. [36] DCT SVM 54 91.6% 2400 CG
and 2400
PG images

Guo et al. [12] Multiwavelet SVM 192 92.79% Columbia
dataset

Ozparlak et al. [19] Contourlet SVM 768 82.68% 5000 CG
and 5000
PG images

Fan et al. [37] Contourlet SVM 384 93.51% Columbia
dataset

(continued)
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classifier in HSV color model. Wu et al. [29] proposed a method based on statistics of
histogram of image and FLD classifier. Rahmouni et al. [44] suggested a method based
on 11-bin histogram statistics and Convolutional Neural Network (CNN) with a custom
pooling layer. The experiments have carried out on dataset of 1800 CG and 1800 PG
images by extracting feature of size 256. This method secured 93.20% classification
accuracy on this dataset. Table 1 presents a comparative study of existing methods to
distinguish CG image from PG images that are based on statistical distribution.

2.2 Visual Features Based or Geometry Based Methods

This section reviews the methods that are based on visual features or geometry of an
image such as color, texture, edge properties, and surface smoothness etc. Basic idea of
the methods under this category is that the computer generated images have simpler
textures, less color variation, and simpler scenes as compared to photographic images.

First time, Athitsos et al. [45] developed a method to distinguish computer graphics
from real images based on visual content and geometry of an image. Multiple decision
tree algorithm is trained by feeding 1025 CG and 643 PG images. Ng et al. [25]

Table 1. (continued)

Method Features extracted Classifier
used

Feature
length

Accuracy Dataset

Li et al. [16] LBP SVM 59 98.33% 2455 CG
and 2455
PG images

Wang et al. [11] Quaternion wavelet SVM 576 94.87% 7500 CG
and 7500
PG images

Tan et al. [13] Local ternary count SVM 54 97.95% Columbia
dataset

Rahmouni et al. [44] 11-bin histogram CNN 256 93.20% 1800 CG
and 1800
PG images

Yu et al. [40] CNN CNN – 98.50% 1000 CG
and 1000
PG images

Birajdar et al. [38] DWT SVM 256 87.72% Columbia
dataset

Deng et al. [41] LBP SVM 128 83.3% Columbia
dataset

He et al. [14] ResNet-50 model CNN-
RNN

800 93.87% 6800 CG
and 6800
PG images

Wang et al. [39] Quaternion central
moments in color
quaternion

SVM 864 98.89% 7500 CG
and 7500
PG images
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developed a model to differentiate between CG and PG images based on natural image
statistics extracted from local patch of an input image. Ng et al. also developed an
online project [10] to classify CG images and PG images by implementing three
different techniques based on geometry, wavelet, and cartoon features. Chen et al. [31]
introduced a technique based on farthest neighbor histogram feature introduced in [45].
This technique employed AdaBoosting learning algorithm as a classifier and the
method is evaluated on large dataset of 36,000 CG and 35,000 PG images.

Wu et al. [46] developed a method based on visual features derived from color,
edge, saturation and texture features. SVM classifier is used to classify images as CG or
PG. Pan et al. [47] introduced a method based on fractal dimension by capturing the
difference in color perception between CG images and PG images. Nguyen et al. [48]
introduced a method to distinguish computer generated human faces from natural faces
taken from camera. This method uses face asymmetry information as a feature, then
SVM is used as a classifier. Zhang et al. [49] introduced a technique by combining two

Table 2. Comparative study of existing methods to distinguish CG image from PG images that
are based on visual features

Method Features extracted Classifier
used

Feature
length

Accuracy Dataset

Ng et al. [25] Fractal geometry SVM 108 82.00% Internet
Athitsos et al.
[45]

Visual content Multiple
decision trees

9 86% 1025 CG
and 643
PG
images

Ng et al. [10] Patch-based image
statistic

SVM 24 83% Columbia
dataset

Chen et al. [31] Farthest neighbor
histogram feature

AdaBoosting
algorithm

9 86% 36,000
CG and
35,000
PG
images

Wu et al. [46] Color, ratio of saturated
pixels

SVM – 91.50% 1044 CG
and 1114
PG
images

Pan et al. [47] Fractal geometry SVM 20 91.20% 1500 CG
and 1500
PG
images

Nguyen et al. [48] Face asymmetry
information

SVM 89% 200 CG
and 200
PG
images

Zhang et al. [49] Local edge patches and
key sampling points in
accordance with Voronoi
cells

SVM 256 95.7% Columbia
dataset
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visual features local edge patches and key sampling points in accordance with Voronoi
cells. Table 2 presents a comparative study of existing methods to distinguish CG
image from PG images that are based on visual features.

2.3 Acquisition Process Based Methods

The generation process of CG image and PG images are totally different. Figure 7
shows acquisition process of a digital image that is captured using any digital camera.
The common steps include camera lens, Color Filter Array (CFA), camera sensor, CFA
interpolation, post-processing (white balancing, gamma correction, color enhancement,
low-pass filtering). Each of these steps introduce a unique signature in digital image
which are not present in CG images as CG images follow different process of gener-
ation (Fig. 8). Therefore many researchers have developed methods to differentiate CG
images from PG images based on these acquisition process based differences.

Ng et al. [20] proposed a method based on gamma correction and SVM classifier.
This method achieves classification accuracy 83.5% on Columbia dataset. Dehnie et al.
[51] developed method based on pattern noise. Dirik et al. [52] discovered a technique
using traces of demosaicking and chromatic aberration. Khanna et al. [53] introduced a
mechanism based on residual pattern noise that exist in images obtained from digital
cameras and scanners. Gallagher et al [21] suggested a method based on traces of
demosaicing and threshold based classification. Peng and Zhou [50] introduced a
method using properties of the CFA interpolation and photo response non-uniformity
noise. The method obtained high classification accuracy using SVM classifier up to
99.43%. This method also shows good results under JPEG compression and additive
noise. Peng et al. [54] proposed a method based on multifractal theory and the char-
acteristics of PRNU. Yao et al. [55] introduced a method based on sensor pattern noise
and CNN classifier. The authors claimed that this method achieves 100% accuracy on
image dataset of 1800 CG and 1800 PG images. Table 3 presents a comparative study
of existing methods to distinguish CG images from PG images that are based on
acquisition process based features.

Light 
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Camera sensor
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interpolation 
Post-

processing 
Natural image 

Fig. 7. Image acquisition process of photographic image [50]
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Fig. 8. Image acquisition process of computer generated image [50]
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2.4 Hybrid Features Based Methods

Sankar et al. [56] introduced a hybrid method based on local patch statistics features and
texture interpolation. Peng et al. [57] developed a technique by combining statistical
features, PRNU characteristics, and fractal dimension. This method uses SVM classifier
and achieves 97.30% accuracy on dataset of 2400 CG and 2400 PG images. Tokuda
et al. [6] described a hybrid method by combining various features. Chen et al. [58]
introduce a hybrid method by combining sensor pattern noise based statistics and his-
togram features to distinguish CG images from PG images. Wang et al. [59] proposed a
method based on statistical features and texture similarity. SVM classifier is employed
in this method to classify CG and PG images. This method works well under basic post-
processing operation like additive noise, JPEG compression etc. Zhang et al. [60]
proposed a method by merging features of visual descriptor and wavelet based statistics.
Conotter and Cordin [61] described a hybrid method based on wavelet based features
and sophisticated pattern noise statistics. Peng et al. [62] introduced a method based on 9
dimensions of histogram features and 9 dimensions of multi-fractal spectrum features
This method gets 98.69% classification accuracy on dataset of 7500 CG and 7500 PG
images using SVM classifier. Table 4 presents a comparative study of existing methods
to distinguish CG images from PG images that are based on hybrid features.

Table 3. Comparative study of existing methods to distinguish CG image from PG images that
are based on acquisition process based features

Method Features
extracted

Classifier
used

Feature
length

Accuracy Dataset

Ng et al. [20] Gamma
correction

SVM 192 83.5% Columbia dataset

Dehnie et al. [51] Sensor pattern
noise

- 1 72.0% 300 CG and 300
PG images

Dirik et al. [52] Traces of
demosaicking
and chromatic
aberration

SVM 76 99.9% 1800 CG and
1800 PG images

Khanna et al. [53] Residual pattern
noise

SVM – 91.5% 1000 CG and
1000 PG images

Gallagher et al. [21] Traces of
demosaicing

Threshold
based
classifier

1 98.4% Columbia dataset

Peng and Zhou [50] CFA
interpolation

SVM 9 99.43% 1200 CG and
1200 PG images,
Columbia
Dataset

Peng et al. [54] PRNU Noise SVM 8 98.99% 3000 CG and
3000 PG images,
Columbia dataset

Yao et al. [55] Sensor pattern
noise

Deep
Learning

128 100% 1800 CG and
1800 PG images
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2.5 Miscellaneous Features Based Methods

Pan et al. [63] introduced a method based on hidden Markov tree. This method secures
average accuracy up to 84.6% on Columbia dataset. Rezende et al. [23] introduced a
method using ResNet-50 model and CNN. This method was evaluated on the large
dataset of 4850 CG and 4850 PG images, method gained classification accuracy up to
97%, however, feature length is very high as 2048. Recently, He proposed [27] a
technique to differentiate between CG and PG images using VGG-19 and ResNet
network. This method achieves 95% accuracy on the dataset mention in [23] using
CNN classifier. Meanwhile, Nguyen [24] also employed VGG- 19 network to extract
the features from an image. Then CNN classifier is used to classify image as CG and
PG image. This method obtains 100% classification accuracy on image dataset of 1800
CG and 1800 PG images. Table 5 presents comparative study of existing methods to
distinguish CG images from PG images that are based on miscellaneous features.

Table 4. Comparative study of existing methods to distinguish CG image from PG images that
are based on hybrid features

Method Features extracted Classifier
used

Feature
length

Accuracy Dataset

Sankar et al. [56] Texture interpolation,
and patch statistics based
features

Two class 557 90% Columbia
dataset

Peng et al. [57] Hybrid SVM 75 97.30% 2400 CG and
2400 PG
images

Tokuda et al. [6] FUS4 SVM 13 97% 4850 CG and
4850 PG
images

Peng et al. [62] Regression model fitness
features

SVM 24 98.69% 7500 CG and
7500 PG
images

Conotter et al. [61] Denoising filter SVM 228 70.1% 8000CG and
8000 PG
images

Chen et al. [58] Pattern noise statistics
and histogram features

LSSVM 68 88.25% Columbia
dataset

Wang et al. [59] Statistical feature SVM 70 98% Columbia
dataset

Zhang et al. [60] Visual features and
wavelet statistics

SVM 222 87.6% Columbia
dataset
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3 Image Datasets Available

Table 6 shows several publicly available datasets that are commonly used by authors to
evaluate the performance of their proposed methods.

4 Conclusion and Future Directions

This paper presented a comprehensive review of the methods to distinguish computer
generated images from actual photographic images. The existing methods have been
classified based on two different criteria: first classification is based on techniques used
to extract the features from the input image. Accordingly, the methods have been
categorized as: statistical feature based, acquisition process based, visual feature based,

Table 5. Comparative study of existing methods to distinguish CG image from PG images that
are based on miscellaneous features

Method Features extracted Classifier
used

Feature
length

Accuracy Dataset

Pan et al. [63] Hidden Markov tree SVM 135 84.60% Columbia
Rezende et al.
[23]

ResNet-50 model CNN 2048 97% 4850 CG and
4850 PG
images

He [27] ResNet-50 model and
VGG19 network Fold

CNN – 96% 4850 CG and
4850 PG
images

Nguyen et al. [24] VGG-19 network CNN – 100% 1800CG and
1800 PG
images

Table 6. Description of various available datasets related to classification of computer generated
images and photographic images

Dataset Total
images

Resolution Description

Columbia Image
Database [9]

800 CG
and 800
PG images

700 � 500
pixels to
3000 � 2000
pixels

800 CG images are taken from the
Internet and 800 PG images from
Google image search and personal
collections

Tokuda dataset [6] 4850 CG
and 4850
PG images

4608 � 3456
pixels

Collected from different websites
and Art-CG gallery database [64]

Rahmouni dataset [44] 1800 CG
and 1800
PG images

1920 � 1080
pixels to
4900 � 3200
pixels

CG images are taken from Level-
Design Reference Database [65] and
PG images are collected from RAISE
dataset [66]
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and hybrid feature based methods. Whereas second classification is based on classifier
used, according to this classification the methods in literature are categorized as SVM
based, neural network based, and Fisher’s linear based methods. It has been observed
that most of the methods are based on statistical feature extraction technique and SVM
classier. In this survey following issues related to classification of computer graphics
and photographic images are observed: (1) low classification accuracy especially under
various common post-processing operations, (2) higher computation complexity due to
higher feature dimension, (3) lack of generalization of method for various image
datasets, (4) lack of availability of image dataset. These limitations can be improved by
using feature extraction technique that can represent an image effectively using low
feature dimension, and by applying better feature classifier. In this study, we have
observed that the methods based on convolution neural network classifier perform best
among all other methods. In future these methods can be enhanced to distinguish
computer generated videos from actual video captured using digital cameras.
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Abstract. Basal cell carcinoma and squamous cell carcinoma are known
to be the two most widespread variety of skin cancer. In this study, we
introduce a novel state of the art deep neural network for skin carci-
noma detection. The proposed network requires training two identical
subnetworks to perform extensive feature extraction for accurate clas-
sification. These subnetworks are designed following the deep residual
learning paradigm to boost up the loss optimization. The units in each
convolution layer use the separable convolution algorithm in order to
conserve parameter space, which in turn allows us to design the costly
classification network architecture described in this study. Our model
achieved an AUROC score of 0.997, 1.000 and 0.998 for basal cell car-
cinoma, squamous cell carcinoma, and benign skin lesion classification
respectively. Here, we explain the working of the aforementioned network
and discuss in details the state of the art performance achieved by it.

Keywords: CLAHE · Grad-CAM · Residual learning · RMSprop ·
Separable convolution

1 Introduction

Skin cancer is considered to be the most widespread cancer variant with 2,000
mortalities arising from basal cell carcinoma (BCC) and squamous cell carcinoma
(SCC) alone, in the U.S. [1]. Basal cell carcinoma is the most common variant of
skin cancer followed by squamous cell carcinoma. In 2017, an estimate of 95,360
new cases of skin carcinoma was diagnosed along with an estimated death toll
of 13,590, in the U.S. [2]. However, a timely diagnosis can prove to be crucial
for the successful treatment of skin carcinoma. In this study, we introduce a
state of the art network for basal and squamous cell carcinoma diagnosis from
dermoscopic images of skin lesion obtained from the ISIC dataset [3].

The proposed model is a combination of a pair of parallel identical networks
which operate on the images with kernel dimensions that are the transpose of each
other. The parallel network structure aids error minimization along with varying
c© Springer Nature Singapore Pte Ltd. 2019
M. Singh et al. (Eds.): ICACDS 2019, CCIS 1045, pp. 83–94, 2019.
https://doi.org/10.1007/978-981-13-9939-8_8
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feature extraction in either branch at the same level. The availability of more fea-
tures aids the accurate detection of the disease from the images. Also, residual
learning [4] is used in order to optimize the error in the network while simultane-
ously boosting the classification accuracy. Separable convolution [5] has also been
incorporated in order to optimize the parameter space required by the model and
at the same time reducing the time complexity of the network compared to a tra-
ditional convolution algorithm. The novelty of our model lies in its unique parallel
residual network structure and the choice of the convolution algorithm used.

The images mentioned above have also been preprocessed by applying a
denoising algorithm followed by a contrast limited enhancement algorithm in
order to optimize the classification performance. Special channel selection for
the images has also been done to optimize the performance of the model as
described in the sections below. The validity of performance of the model was
verified by monitoring the class activation maps of the convolution layers of the
model alongside its training curves. A stable model was thus obtained, capable
of reproducing the optimal results on the dataset in question. An outstanding
accuracy of 97.86% along with an AUROC score of 0.997, 1.000 and 0.998 for
BCC, SCC and benign skin lesion respectively was obtained. The proposed net-
work along with the dataset used can be found at https://github.com/RahulSkr/
skinCarcinomaDetection.

The rest of the paper dives into the details of the working and evaluation of
the model and is arranged in the following manner: Sect. 2 discusses the works
related to skin carcinoma diagnosis from dermoscopic images using the existing
statistical models and compares the performance of our model with them; Sect. 3
explains in details the dataset preparation and model development phases; Sect. 4
discusses the results obtained by the model. Finally, Sect. 5 concludes the study
and discusses its future scope.

2 Related Works

A study on several existing works towards the diagnosis of the skin carcinoma
was performed and the superiority of our proposed methodology was established
with respect to these works. All these works are summarized in a nutshell below.

Skin carcinoma has been studied for a long time and the very first works
on the diagnosis of the skin carcinoma are in the year 2004 which include the
detection of basal cell carcinoma using electrical impedance and neural networks
by Dua et al. [6]. It involves two methods, one where PCA algorithm is applied
in MATLAB for performing the preprocessing task and the second method,
where the impedance of the tissues, size, and location of the skin lesion are
calculated. Both methods are followed by an artificial neural network (ANN) for
training and stimulating the data containing impedance values. Discrimination
of skin carcinoma lesions based upon their textual attributes using wavelets
and classification between healthy and affected skin tissues using support vector
machines were described by Chaudhry et al. [7] in the year 2007.

https://github.com/RahulSkr/skinCarcinomaDetection
https://github.com/RahulSkr/skinCarcinomaDetection
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Table 1. Summary of some of the existing statistical models used to diagnose skin
carcinoma

Author Year Employed methodology Accuracy

Chaudhry et al. [7] 2007 Wavelets over SVM classifier 89%

Masood et al. [14] 2015 Self Supervised Learning Model 89%

Singh et al. [9] 2016 K-means clustering and MC-SVM classifier 94.4%

Suganya [10] 2016 Feature extraction and SVM classifier 96.8%

Kharazmi et al. [11] 2016 Vascular features analysis using Random forest 96.5%a

Zhang et al. [13] 2017 Transfer learning on InceptionV3 86.54%

Esteva et al. [12] 2017 Transfer learning on InceptionV3 CNN 72.1%

Our methodology - Parallel deep residual learning 97.86%
aIn terms of AUC score of classifying BCC images from benign

Multiclass classification of several skin cancer types was explained by Shimizu
et al. [8]. Here four class (melanoma, basal cell carcinoma, nevi, and seborrhoeic
keratosis) classification was performed using two models: a layered model with
task decomposition strategy and flat models treated as baselines. Border detec-
tion was performed followed by feature extraction along with interpolation for
the multiclass classification. A K-means clustering algorithm was used for pre-
processing followed by classification using MC-SVM (multi-class support vector
machine), which is described by Singh et al. [9], in the year 2016. In the same
year, a model using SVM classifier for classification of skin lesions was proposed
by Suganya [10]. The SVM classifier was used for binary classifications between
two sets of skin lesions, which were then combined to perform the multiclass
classification. Kharazmi et al. [11] described the detection and segmentation of
vascular structures of skin lesions followed by BCC classification, where 12 vas-
cular features were extracted which were then fed to a random forest classifier.

Esteva et al. [12] explained a transfer learning model based on the Inception
V3 architecture in the year 2017. The model was trained for 21 different classes
and tested against 21 certified dermatologists where the CNN achieved an accu-
racy of 72.1± 0.9%. Another transfer learning algorithm based on Inception V3
network was developed by Zhang et al. [13].

An overview of the aforementioned methodologies which acquired high per-
formance scores is summarized in Table 1.

3 Proposed Methodology

Deep learning paradigms are quite powerful when working with image data.
However, for complex data, deep and complex models are necessary. If trained
using gradient-based learning techniques, these models become prone to the
dangers of accuracy degradation and increasing loss (caused by the problem of
vanishing gradient) with an increase in depth of the model. In order to design
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an ideal model against the dataset in question we follow certain deep learning
paradigms to overcome such problems. Additionally, the image data used in our
study has been extensively processed to optimize the performance of the model.

Fig. 1. Overview of the proposed methodology

Figure 1 provides a brief overview of the proposed methodology and Fig. 2
shows a 3D representation of the proposed network. In the sections below we
discuss the training data and the proposed model in details.

3.1 Dataset Preparation

Data pertaining to skin carcinoma was extracted from the ISIC dataset with
appropriate labels. The ISIC dataset is considered as a benchmark with respect
to skin cancer image data collection. Out of 23,906 images of lesions, 2169 are
diagnosed as being melanoma positive, 19,373 are diagnosed as benign, 615 skin
carcinoma positive images (586 BCC positive and 29 SCC positive images) and
the rest belonging to several other classes. For our study, we use a total of
700 images: 300 benign skin lesion images, 300 BCC positive images and an
augmented set of 100 SCC positive images (in order to suffice for the lack of
images in this class).

3.2 Preprocessing

Images are resized to dimensions (224× 224), maintaining their inherent aspect
ratio. This is done by resizing the images to either a height or width of 224
(whichever dimension being larger in the original image) and scaling the other
dimension while maintaining the aspect ratio. This resized image is then overlaid
on a null matrix of resolution (224 × 224). The matrix thus obtained is used
to derive image matrices in CIELAB and grayscale color space. These derived
matrices are merged to obtain a 4 channel image matrix consisting of channels
of CIELAB color space and grayscale color space.
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Denoising of Images. Images are denoised using the Gaussian blurring algo-
rithm. The Gaussian filter works based on the Gaussian function defined below:

G(x, y) =
1

2πσ2
× exp (−x2 + y2

2σ2
). (1)

Clearly, from Eq. 1 the function is separable in two dimensions and is hence
relatively faster than other blurring algorithms. All channels in the 4 channel
image matrix (mentioned above) undergo this blurring phase and the resultant
matrix is then enhanced as explained in the section below.

Enhancement of Images. We prefer not to enhance the grayscale channel.
The rest of the channels in the matrix are enhanced following CLAHE enhance-
ment algorithm. Now, to enhance an image means to modify its L∗-channel or
lightness-channel of the image. Thus, we apply the CLAHE algorithm over the
L∗-channel alone.

In the CLAHE algorithm, image is divided into smaller regions and con-
trast limited enhancement is performed on each of these regions, which prevents
noise-enhancement. These smaller regions are then combined using bilinear inter-
polation to eliminate region boundaries. It should also be mentioned that we per-
form denoising prior to enhancement, which eliminates the possibility of noise
enhancement in the images.

3.3 Model Development

Convolution neural networks are known to be well compatible with image data.
However, with an increase in depth of these networks the accuracy can be seen to
decrease, this can be referred to as accuracy degradation. This is caused due to the
loss in the momentum moving forward. Again, during backward propagation, the
loss is found to saturate at a much higher value compared to a network with fewer
layers and training on the same dataset. This phenomenon is known as vanishing
gradient problem. In addition, the proposed network is seen to exceed hardware
capacity when trained using traditional convolution operation. Hence, we use
depthwise separable convolution instead of a traditional convolution operation,
in order to optimize parameter complexity. The model development has been
discussed in details in the sections below.

Convolution Layer. As already mentioned, we use separable convolution for
our model. In case of traditional convolution algorithm, we can define the param-
eter complexity and the computation cost respectively as:

ρ = k × k × fin × fout (2)

κ = ρ × din × din (3)
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Fig. 2. A 3D representation of the proposed network

Here, k represents the dimension of the kernel in each direction, fin and fout
are the number of feature maps fed as input and obtained as output from a
convolution layer and finally din is the dimension of the input feature map in
each direction. The first convolution layer of our model accepts an image of
resolution (224 × 224), we find the parameter complexity and computational
cost to be ρ = 512 and κ = 2.57e7 using traditional convolution algorithm.
Whereas, using depthwise separable convolution we can rewrite Eqs. 2 and 3
respectively as follows:

ρds = k × k × fin + fin × fout (4)

κds = ρds × din × din (5)

From Eqs. 4 and 5 we can find the parameter and computational cost while using
depthwise separable convolution to be ρds = 96 and κds = 4.82e6 respectively.
Clearly, using depthwise separable convolution proves to be cost effective. In
addition to this, the number of kernels in separable convolution operation for a
given dimension and with the same number of input and output feature maps is
obviously greater (as the convolution operation is divided into spatial convolution
followed by a point-wise convolution operation), so the computation time is lower
as compared to traditional convolution.

Residual Structure of the Network. From the model architecture illustrated
in Fig. 2, the residual structure of the network can be determined. The identical
structure of the branches is clear from the figure. Each branch consists of 4
residual modules. Each of these modules has an identity mapping to aid the
propagation of the loss throughout the network.
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The error obtained at a lower level gets degraded while moving upwards
throughout the network. This happens because every layer propagates the gra-
dient of the loss to the previous layer and as a result, the loss thus propagated
becomes vanishingly small. To alleviate this problem Kaiming He et al. proposed
the introduction of an identity mapping in the network. Figure 3 shows the fun-
damental residual block used in our model. Evidently, this results in a lower
cross-entropy loss and a higher accuracy of 0.0767 and 97.86% respectively as
opposed to a loss and accuracy of 0.3011 and 92.86% in case of a plain network
(with no identity connections).

Finally, we use global average pooling to obtain a 1D vector from each branch
and merge these into a single vector which is then fed to a fully connected or
FC layer.

Fig. 3. Residual module as seen in our network

4 Result and Discussion

In order to optimize the model, we monitor its loss, accuracy and AUROC score
along with the class activation maps of the convolution layers of the network.
The model was fine tuned by modifying the number of residual modules (or
blocks) in each branch and by tweaking the number of feature maps fed in and
obtained out of these modules. In this section, we discuss in details about the
training setup for the model along with results to support the said setup.

4.1 Experimental Setup

The proposed network is built using the Keras framework. Optimization is per-
formed using RMSprop optimizer, which is known to adjust the learning rate auto-
matically. However, we do provide a means to reduce the learning rate, should the
model stagnate. Early stopping technique is used to obtain the best weights for the
model before it overfits the dataset. In addition, we use Variance scaling to initial-
ize random weights to the units of the model from a normal distribution centered
around zero (as we do not know the ideal weights of the units, we can consider half
of them to be positive and the other half to be negative). The model was trained on
560 images and validated using the remaining 140 images (no images overlap with
each other from the training and validation set).
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4.2 Confusion Matrix and Related Performance Metrics

The confusion matrices illustrated in Fig. 4a and b show the performance of the
proposed and plain model on the validation set respectively. Performance metrics
derived from the confusion matrix which evaluate the classification ability of the
model for each class is shown in Table 2.

Fig. 4. (a) Confusion matrix of the proposed network; (b) Confusion matrix of the
plain network

In Table 2 below we compare the performance of the proposed network with
its plain counterpart. Also, the overall accuracies of the proposed network and
its plain counterpart are 97.86% and 92.86% respectively.

Table 2. Comparison of the performance of the proposed model with its plain coun-
terpart

Performance metrics Proposed network
(kernel size = (4× 4))

Plain network (kernel
size = (4× 4))

BCC SCC Benign BCC SCC Benign

Accuracy 0.979 1.000 0.979 0.929 1.000 0.929

Specificity 0.975 1.000 0.986 0.875 1.000 1.000

Sensitivity 0.983 1.000 0.966 1.000 1.000 0.833

Precision 0.967 1.000 0.983 0.857 1.000 1.000

F1 score 0.975 1.000 0.975 0.923 1.000 0.909
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Both networks have a parallel subnetwork structure, in which kernels in one
branch have dimensions (1× 4) and kernels in the adjacent branch have dimen-
sions (4 × 1).

4.3 Performance Curves

Figure 5 illustrates the various performance curves for the proposed model. A com-
parison of the training accuracy and loss curves of the various kernel sizes used
for each branch is shown in Fig. 5a and b respectively. Additionally, the ROC
curves (along with the respective AUC scores) for the proposed network is shown
in Fig. 5c, along with an enhanced view of the top-left portion of the curves (see
Fig. 5d).

Fig. 5. (a) shows the comparison of the training accuracy curves for various kernel
sizes; (b) shows the comparison of the training loss curves for various kernel sizes; (c)
shows the ROC curves for the proposed model; (d) shows an enhanced view of the top
left portion of the ROC curves shown in Fig. 5c

Figure 6a and b show the comparison of the accuracy and loss curves of the
plain and proposed network. From the figures it is clear that the plain network
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Fig. 6. (a) and (b) show the comparison of the training accuracy and loss curves of
the plain and proposed model respectively

stops training with a high saturated loss value as compared to the proposed
network, which in turn results in low accuracy of the model. This problem has
already been addressed in Sect. 3.3.

4.4 Grad-CAM Visualization

To validate the classification ability of the model we monitor the gradient
weighted class activation maps (grad-CAMs) of the convolution layers in the
network. Class activation maps visualize the regions of importance under

Fig. 7. (a) and (d) show the processed images; (b) and (e) show the grad-CAMs for last
conv. layer of branch in which kernel sizes are (1×4); (c) and (f) show the grad-CAMs
for last conv. layer of branch in which kernel sizes are (4× 1)
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consideration by a layer. Grad-CAMs provide a method to visualize these regions
while preserving their spatial information, which is lost in the fully connected
layers.

The grad-CAMs of the last convolution layers for each branch is shown in
Fig. 7. From the above figure, it is clear that both branches accurately identify
the lesions in the images, which leads to accurate classification.

5 Conclusion and Future Scope

In this study, we propose a novel, state of the art algorithm for accurate diag-
nosis of skin carcinoma, from dermoscopic images of skin lesion. We also show
how our algorithm outperforms the existing statistical models for the same clas-
sification task. Our proposed model addresses the issue of accuracy degradation
while dealing with the problem of vanishing gradient. Additionally, the proposed
network being designed using depthwise separable convolution, is both param-
eter cost and time efficient. Saving the parameter space allows for an increase
in depth of the model which (in our case) has resulted in a better performance
than the existing models.

As a future scope of this study, we intend to extend the model’s classification
ability by including more classes of skin cancer available in the ISIC dataset. This
will ensure a complete automation in the process of diagnosis of skin cancer from
dermoscopic images by our model, thereby making it a state of the art algorithm
for skin cancer diagnosis.
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Abstract. Activity of human body is controlled by human brain. Identification
of different neurological disorders from EEG signals is still a challenging task.
In this paper EEG dataset of forty eight subjects (twelve - epileptic, twelve -
normal, twelve - schizophrenic and twelve – alzheimer) have been investigated
and it is evident from the findings that remarkable difference exists for extracted
features. Six statistical features have been extracted from the dataset of afore-
mentioned neurological disorders. Extensive variation in extracted features
exists for different neurological disorders. Principal features are selected by
calculating Euclidean Distance between different feature vectors. Mean, median
and mode are proven to be the best features. The findings are statistically val-
idated using one way analysis of variance (ANOVA).

Keywords: Electroencephalography (EEG) � Features � Epilepsy � Alzheimer �
Schizophrenia

1 Introduction

Neurological disorders take huge cost on individual and health care systems. After
cardiovascular disease neurological disorders are the main cause of death. Since 1990
deaths from neurological disorders have increased by 37% [1]. Dataset from different
modalities like brain scans, electroencephalography (EEG) can be used for detection of
the neurological disorders. In this paper EEG dataset of alzheimer’s, epilepsy and
schizophrenia subjects have been analyzed in context of disorder detection.

Epilepsy is the most common disorder that affect 0.6-0.8% of world population.
Most adverse consequence of epilepsy is that it can happen anywhere anytime [2].
Numerous algorithms have been designed for detection and prediction of epileptic
seizure [3]. Due to ease of recording and good temporal resolution EEG signal is the
preferred choice for the researchers.

Other neurological disorder that is taken into consideration is Alzheimer Disease
(AD). Alzheimer is a progressive neurological disorder that occurs due to degeneration
of neurons in the cerebral cortex area [4]. AD progress through three stages i.e. Mild
Cognitive Impairment (MCI), moderate and severe. Many algorithms have been
reported in literature with the help of which AD can be detected at an early stage using
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EEG signals [5]. MCI and AD cause EEG signals to slow down. Detection of AD at
early stage will be helpful to the family members so that preventive measures like
timely intake of medicines can be taken to delay the symptoms of the disease. Incre-
ment in power in low frequency bands (delta and theta) and decrement in high fre-
quency bands (alpha and beta) is used as a signature for detection of AD from EEG
signals [6]. Power spectral density and coherence has also been used to detect irreg-
ularities in EEG signals of AD subjects [7].

Third most common brain disorder is schizophrenia that has been taken into con-
sideration. Schizophrenia is a kind of depression which causes consistent anxiety
among the patients [8–10]. This kind of disorder can be detected by regular interviews
with the patient and family members. It has been reported in the literature that
schizophrenia disorder can also be detected using EEG signals [11].

No work has been reported in literature in which dataset from all the disorders have
been studied collectively. In this paper EEG data for all neurological disorders and
dataset of the normal subjects have been analyzed.

This paper presents preprocessing and segmentation of EEG data followed by the
extraction of statistical features. Epoch of one minute from each data has been con-
sidered. Number of channels used for recording of EEG data is different for each
disorder, so features have been extracted from each channel. The main objective of this
paper is to identify the feature set with the help of which neurological disorders can be
detected. This paper is structured as follows: in Sect. 2 EEG data set for epilepsy, AD,
schizophrenia and normal subjects is presented. Section 3 explains the methodology.
Features used are explained in Sect. 4. Finally results and conclusions are presented in
Sect. 5 and Sect. 6 respectively.

2 EEG Dataset

In this study four different data sets are explored. The first dataset contains EEG
recording of AD subjects. Second dataset contains EEG recording of epileptic subjects.
Third and fourth groups of data consist of EEG recording from schizophrenic and
normal subjects.

2.1 EEG Data of AD Subjects

EEG data of AD subjects that has been investigated in this study is already analyzed in
[12]. The data has been recorded by placing 16 electrodes on scalp. Sampling fre-
quency of data is 1024 Hz and recording duration is one minute. Analysis has been
done for the dataset of one minute duration. For one minute duration number of
samples will be 60 * 1024.

2.2 EEG Data of Epileptic Subjects

Dataset used for epileptic subjects is available at [13]. Sampling rate is 256 Hz.
Detailed description about the dataset is available in [14].
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2.3 EEG Data of Schizophrenic and Normal Subjects

Dataset for schizophrenic and normal subjects is made available by [15]. Recording
duration for the dataset is one minute with sampling rate of 128 Hz.

3 Methodology

Abundance of features are available in literature [8, 16] for seizure prediction, alz-
heimer and schizophrenia detection. None of the work has been reported in which all
the neurological disorders have been evaluated jointly. In this work features from all
the disorders have been evaluated simultaneously. Figure 1 describes block diagram for
identification of neurological disorders which consists of feature extraction and sta-
tistical validation phase.

Feature extraction stage consists of four steps while statistical validation stage
consists of two steps. All the steps for detection of neurological disorders have been
described below:

Step 1: Raw EEG signals for various neurological disorders are filtered out by using
FIR filters.
Step 2: Signals from all EEG channels are shifted from the baseline due to muscle
and eye blink artifacts. Muscle and eye blink artifacts have been removed by
subtracting average of signals from all EEG channel from individual EEG channel.

Raw Signal 

Statistical Validation Phase

Feature Extraction Phase

1. Filtering

2. Baseline 
Removal 

3. Time 
Window 

4. Feature    
Extraction 

5. Feature 
Selection 

6. Statistical 
Analysis using 
ANOVA 

Fig. 1. Block diagram of proposed methodology
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Step 3: EEG Signals for various neurological disorders are segmented into smaller
signals by using non-overlapping window. One minute duration has been consid-
ered for the analysis.
Step 4: From the signals of different neurological disorders, statistical features have
been extracted from different window segment. All the extracted features have been
explained in Sect. 4.
Step 5: Prominent features from the extracted features have been selected using
Euclidean Distance (ED) between different feature vectors.
Step 6: The findings are statistically validated using one way ANOVA.

4 Feature Computation

Considering that numbers of channels used for acquisition of brain signals are different
for each dataset so, features are extracted from each electrode and then averaged out.
Extracted features for neurological disorder detection are enlisted below:

4.1 Mean

Depending on window length of one minute duration and sampling rate, total numbers
of samples for EEG signals of epileptic, AD, normal and schizophrenic subjects are
60 * 256, 60 * 1024, 60 * 128 and 60 * 128 respectively. Mean can be calculated
using (1)

l ¼
P

x
N

ð1Þ

where, µ is the mean, x is EEG signal and N is total number of samples. For epileptic,
AD, normal and schizophrenic subject’s value of N is 15360, 61440, 7680 and 7680
respectively.

4.2 Variance

Variance measures degree of adjacency between different data points. Variance is
calculated using (2).

r2 ¼ ðx� lÞ2
N

ð2Þ

where, r is the variance, µ is mean and N is the total number samples.

4.3 Mode

Mode is defined as the value which occurs most frequently in the given dataset.
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4.4 Median

Median is defined as the middle value in the given dataset. For finding median of the
given time series data values are arranged in the ascending order and then the middle
value is sorted out.

4.5 Mobility

Mobility is defined as the square root of variance of first derivative of the signal x(t)
divided by variance of signal x(t). It is calculated using (3).

Mobility ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var dx

dt

� �
varðxÞ

s
ð3Þ

4.6 Complexity

Complexity indicates the similarity of shape of signal to pure sine wave. Complexity is
calculated using (4).

Complexity ¼ mobility dx
dt

� �
mobilityðxÞ ð4Þ

5 Results

Detection of neurological disorders from EEG signals described in Sect. 3 has been
carried out using MATLAB. EEG signals before and after removal of various artifacts
for epileptic subjects are shown in Fig. 2 and Fig. 3 respectively.

Fig. 2. EEG signals of epileptic subjects before pre-processing
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Analysis has been done for forty eight subjects (twelve for each neurological
disorder). The average, minimum and maximum results of extracted features is illus-
trated in Table IA and Table 1B respectively.

Fig. 3. EEG signals of epileptic subjects after pre-processing

Table 1A. Extracted features from dataset of normal and schizophrenic subjects

Extracted features Subjects

Normal Schizophrenic
Avg. Min Max Avg. Min Max

Mean 4.7 −2.9 10.9 2.4 −3.9 4.1
Variance 153054 76196.74 253986 98554.5 60025.2 174439
Mode 4.8 −21.16 19.45 2.8 −20.75 14.2
Median 3.8 0.1 19.39 −0.5 −11.7 16.33
Mobility 0.5 0.42 0.55 0.4 0.35 0.5
Complexity 2.2 1.89 2.57 2.4 2.14 2.87

Table 1B. Extracted features from dataset of alzheimer and epileptic subjects

Extracted features Subjects

Alzheimer Epilepsy
Avg. Min Max Avg. Min Max

Mean 0.73 −0.29 2.9 0.38 −0.8 1.73
Variance 679.41 24.892 1959 3816 569 10311
Mode 0.59 0.4097 1.763 −383 −759 −78.1
Median 0.33 1.39e−17 0.845 0.41 −1.02 1.76
Mobility 1.25 0.59 1.47 1.47 1.42 1.54
Complexity 2.5 2.06 4.2 2.09 2.14 2.87
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Maximum value of extracted features is observed from normal subjects. Extracted
feature magnitude is in decreasing order for normal, schizophrenic, alzheimer and
epilepsy. Data is plotted for different neurological disorders by considering mean as a
feature in Fig. 4. It is evident from Fig. 4 that maximum value of mean is observed
from normal subjects.

Since there are six classes of feature vector, so inter class distance between different
classes is measured. Suppose feature vectors from two classes are (a1, a2,…………..aN)
and (b1, b2, ……………..bN) respectively. ED between these classes is measured
using (5).

ED ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða1 � b1Þ2 þða2 � b2Þ2 þ . . .. . .. . .:ðaN � bNÞ2

q
ð5Þ

Greater the value of ED, more inter class distance exists between different classes
and more prominent is the feature for neurological disorder detection. Mean, Median
and Mode are proven to be the best features in context of disorder detection.

Above mentioned findings are statistically validated using one way ANOVA.
ANOVA1 tests null hypothesis that the samples from different neurological disorders
have the same feature against the alternative hypothesis that extracted features are not
same. Obtained p value is 5.95e−06. So, the null hypothesis that no difference exists
between different neurological disorders is rejected. Figure 5 shows box plot for
samples from different neurological disorders. It can be observed from Fig. 5 that
remarkable difference exists between different groups of data.

Normal Schizophenic Alzheimer Epilepsy
-4

-2

0

2

4

6

8

10

12

M
ea

n

average
minimum
maximum

Fig. 4. Mean from EEG signals of different subjects
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6 Conclusion

This work presents an approach for neurological disorder detection based on extracting
statistical features from EEG signals. Six statistical features have been extracted for
neurological disorder detection. Features have been extracted from all channels for one
second duration and twelve samples from each disorder. Features showing the
remarkable difference between different classes have been selected using ED. Mean,
Median and Mode are found to be the best features. Selected features show noteworthy
variation so it offers a good prospect in neurological disorder detection.

Developing algorithm that can help in detection of different neurological disorders
will be a great help to society. With an aim of developing convenient devices for real
life use our future research directions would be: (1) Development of more practical
computerized algorithm that can differentiate between different neurological disorders.
(2) Testing the abovementioned approach on larger database. (3) Integration of the
features with other features like electrocardiogram (ECG) and electro myogram
(EMG) signals of the same subjects to eliminate different artifacts.
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Abstract. Classification of cancer determines appropriate treatment and help
determines the prognosis which can reduce mortality rate and healthcare treat-
ment cost. In this work neural network based efficient classification model is
proposed. The various steps, Pre processing, Image fusion, Feature extraction,
Image segmentation, classification and performance evaluation has been fol-
lowed in this work. Linear Contrast enhancement technique is used for image
enhancement. Two images from two different sources namely CT and PET scan
are fused to make use the advantage of both imaging techniques. PET scans
allow healthcare Professionals to examine the functions of the body, including
oxygen use and glucose metabolism. CT scans allow healthcare Professionals to
evaluate detailed images of internal organs. When these medical images are
merged, they often lead to a faultless diagnosis. For this, discrete wavelet
transform based image fusion algorithm is developed. Marker controlled
watershed Algorithm is used to segment the area which is affected by cancer.
The various color features, shape features and texture based features are
extracted from the segmented image data set which will be given as input to
neural network. Back Propagation algorithm is used to train the neural network.
The classifier determines the Cancer images as two different cases either benign
or malignant. The performance of the neural classifier is determined using the
performance parameters like Accuracy, Sensitivity and Specificity. The pro-
posed neural network classifier when fused image is given as input, it provides
Accuracy of 90%, sensitivity of 92% and Specificity of 88%.

Keywords: Tumor � Classification � Image fusion � Watershed algorithm �
Neural networks

1 Introduction

Early detection of cancer plays an important role in healthcare industry. Nowadays the
mortality rate of cancer is increased due to detection of cancer in severe stage. Before
the infectious disease could strike, we can kill the grinding poverty. Thus it leads less
threaten to life. A tenuous and composite disease, it was hard to detect and treat.
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Sporting cases rises with expansion of microscopy and scientific knowledge [1]. Many
researches have explained that the developing stage of the disease is highly related with
the survival likelihood of patients. So there is a need of constructive and easy method
for detecting cancer is Pivotal [2]. It is important that if we treat and detect the cancer in
early stage the possibility of survival rate will increase. In Global context, this inter-
prets into nearly 3 lakhs lives that could be rescued every year as a result of prior
detection. As such, emerging techniques that can help to detect and treat cancer at prior
stages can have a great influence on survival and standard life of cancer patients. In
order to achieve this novel fusion based cancer classification model is proposed in this
paper. The combination of PET and CT scanned image is a powerful technique to
diagnose cancer at early stage. These fused images are considered for further seg-
mentation and classification procedures which can provide more detailed features and
some additional features when compared to CT or PET scanned images are considered
individually.

2 Methodology

As shown in Fig. 1, the proposed work is carried out in five stages namely Prepro-
cessing, Image Fusion, Image Segmentation, Feature Extraction and Classification.
Dental CT and PET scan images of cancer are digitized and given as the input. The
input image is preprocessed to remove the noise. Next, the enhanced image is fused
together using Discrete Wavelet Transform to gain the advantages of both imaging
techniques. Segmentation of affected area is obtained by applying watershed algorithm
to fused image. By applying GLCM extraction procedure various features are extracted
and these features are stored in neural network. These features can be compared with
new features while testing the ability of neural network and thus a neural network can
be used to identify whether the input fused image is benign or malignant in nature.

Fig. 1. Architecture of proposed cancer classification model

Neural Networks Based Cancer Classification Model 105



2.1 Image Preprocessing

The first stage is the Image Preprocessing. The input image which is obtained is
preprocessed so that the resultant image is free from the noise. In this paper, Linear
Contrast enhancement pre processing method is used which linearly expands the
original digital values. Resizing of input image is also done to make it compatible for
image fusion input. The CT image (Liver cancer) and PET Image (Liver cancer) are
taken as input images as shown in Figs. 2 and 3. The enhanced images are shown in
Figs. 4 and 5.

2.2 Image Fusion

Image fusion is the process of merging pertinent information from various sources into
a single image [3]. In this work PET (Lung cancer-Benign Tumor) and CT (Lung
cancer-Benign Tumor) images are fused together using Two Level decomposition
DWT and the fused images will be used for further classification procedures.

Fig. 2. Input CT image (Liver
cancer-Benign)

Fig. 3. Input PET image (Liver
cancer-Benign)

Fig. 4. Enhanced CT image Fig. 5. Enhanced PET image
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2.2.1 Discrete Wavelet Transform Based Image Fusion
A Discrete wavelet transform (DWT) is a frequency domain transform where the
wavelets are discretely sampled. Temporal resolution of wavelet transform is the key
advantage, when compared to Fourier Transform. It represents both frequency and
location details [4].

The entire process of image fusion is mathematically given by Eq. (1) below:

I ðx; yÞ ¼ DWT�1ðuðDWTðI1ðx; yÞÞ;DWTðI2ðx; yÞÞÞ: ð1Þ

Where DWT is a Discrete wavelet transform, I1(x, y) and I2(x, y) are input images
and u is fusion rule. DWT−1 is the inverse discrete wavelet transform (IDWT). The
core concept of image fusion using DWT is explained in Fig. 6. The fused image of CT
and PET input image is shown in Fig. 7.

Fig. 6. Block Diagram of DWT based image fusion

Fig. 7. Fused CT-PET image
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2.3 Image Segmentation Using Marker Controlled Watershed Algorithm

The watershed transform is a morphological gradient based segmentation technique [5].
Concept of markers is used to control over segmentation in images. Various steps
involved in marker controlled watershed algorithm are explained below.

2.3.1 Steps Involved in Marker Controlled Watershed Algorithm [12]

Step1: Read the original Image I
Step2: Morphological reconstruction of I
Step3: To detect minimum, compute the compliment of image obtained by mor-
phological reconstruction and the resulted image is denoted as Ic
Step4: Markers of the original image is determined by subtracting the Ic image from
the input image I.
M = I − Ic
Step5: Extended and imposed minimum, we obtained the markers
Step6: Compute the watershed transform of the markers
Step7: Show the watershed segmented image

Fig. 8. Gradient magnitude of fused
image

Fig. 9. Watershed transform of
gradient magnitude

Fig. 10. Opening by reconstruction Fig. 11. Segmented cancer area
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From Figs. 8, 9, 10 and 11 are the sequential steps of watershed Algorithm based
segmentation of images [6]. Gradient magnitude and wavelet transform of gradient
images are shown in Fig. 8 and Fig. 9 respectively. Further opening by reconstruction
and segmented images are shown in Fig. 10 and Fig. 11 respectively.

2.4 Feature Extraction

Feature extraction inculpates lessening the amount of data required to describe a large
set of features [7]. Shape based features namely Area, Perimeter and Pixel based
features namely Maximum Intensity, Minimum Intensity, Mean Intensity and statistical
features like Contrast, Energy, Correlation, Homogeneity, and Entropy are extracted
and fed into Artificial neural network (ANN) classifier as an input to classify cancer as
either Benign or Malignant. Shape based features and Pixel based features are extracted
using Matlab region properties function while the statistical features are extracted using
gray-level co-occurrence matrix (GLCM) [8]. A data set contains 25 sample image of
Liver cancer Benign tumor category from which 225 extracted features and 25 sample
image of Liver cancer Malignant tumor category from which 225 features is created
and given as input to ANN classifier during training and testing stage. Given an image
I, of size N � N, the co-occurrence, matrix P can be defined in Eq. (2). The offset
Dx;Dyð Þ is the distance between the pixel of interest and its neighbors.

P i; jð Þ ¼
XN

X¼1

XN

Y¼1

¼ 1 If I x; yð Þ ¼ I XþDX;YþDYð Þ ¼ I
0 otherwise

ð2Þ

2.4.1 Shape Based Features

(i) Perimeter

Distance around the boundary of the tumor region returned as a scalar. Perimeter is
calculated by measuring the distance between pixels around the border of the tumor
region.

2.4.2 Pixel Based Features

(ii) Maximum Intensity
It is the value of pixel with the greatest intensity in the cancer affected region.

(iii) Minimum Intensity
It is the value of pixel with the lowest intensity in the cancer affected region.

(iv) Mean Intensity
It is the Mean of all the intensity values in the cancer affected region.
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2.4.3 Statistical Features (Texture Based Features) [7]

(v) Contrast
Contrast is the measurement of pixel intensities in the cancer affected region and
its neighbors above image. It is mathematically defined in Eq. (3).

C ¼
XN�1

n¼0

n2
XN�1

i¼0

XN�1

j¼0

P i; jð Þ: ð3Þ

Where n = ǀi − jǀ.

(vi) Energy
The amount of pixels that are repeated in the cancer affected region is called as
Energy. It is mathematically defined in Eq. (4).

l ¼ 1
MN

XN

i¼1

XN

j¼1

P i; jð Þ: ð4Þ

(vii) Correlation
Correlation is the measurement of dependency of two or more variables. It is
mathematically defined in Eq. (5).

g ¼
XN�1

i¼0

XN�1

j¼0

P i; jð Þ i� lxð Þ j� lyð Þ
rxry

: ð5Þ

Where lx; ly are the Mean values of x and y
rx; ry are the Standard deviation of x and y

(viii) Homogeneity
Homogeneity is the measurement of local resemblance in an image. It is
mathematically defined in Eq. (6).

H ¼
XN�1

i¼0

XN�1

j¼0

P i; jð Þ
1þ i� jð Þ2 : ð6Þ
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(ix) Entropy
It is the measure of degree of randomness in the image. It is mathematically
defined in Eq. (7).

E ¼
XN�1

i¼0

XN�1

j¼0

P i; jð ÞlogP i; jð Þ: ð7Þ

Various features extracted from segmented image (Fig. 11) are tabulated in first
row of Table 1. Second row of table is the extracted features of segmented lung cancer-
Malignant tumor image.

2.5 Classification Using Artificial Neural Networks

Automated classifiers can be useful for healthcare professionals in differentiate benign
and malignant patterns of cancer [11]. Thus, in this paper, an artificial neural network
ANN which can be served as an automated classifier is investigated. In this paper back
propagation algorithm is used for training ANN [9]. The nine extracted features from
segmented image (Table 1) are given as input to ANN. The error of ANN is mathe-
matically given as in Eq. (8).

e ¼ t� y ð8Þ

Where e is error, t is the target output and y is the actual output.

3 Performance Evaluations

The next step after implementing ANN classification is to find the effectiveness of the
model. In this work Performance measures such as Accuracy, Sensitivity, Specificity,
False Positive Rate (FPR), Precision, and Negative Predictive Value are evaluated to
verify the performance of ANN Classifier [13]. For the proposed work 50 images were
chosen randomly.

Table 1. Extracted features from segmented image

Extracted features Benign tumor Malignant tumor

Perimeter (cm) 40 120
Maximum intensity 252 254
Minimum intensity 2 1
Mean intensity 124 122
Contrast 0.241 0.715
Energy 0.176 0.587
Correlation 0.275 0.753
Homogeneity 1.264 2.062
Entropy 4.672 7.432
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3.1 True Positive (TP) and True Negative (TN)

If the classifier predicts a cancer image as cancer image, it is the case of True Positive
(TP). Similarly, when a classifier identifies a Non cancer image as a non-cancerous
image, it is the case of True Negative (TN).

3.2 False Positive (FP) and False Negative (FN)

When the classifier predicts a Non cancerous image as cancer image, it is case of False
Positive (FP). Similarly, when a classifier identifies a cancer image as a non-cancerous
image, it is the case of False Negative (FN).

3.3 Accuracy

Accuracy is the measure of correct prediction of the classifier in overall data sets. It is
mathematically written in Eq. (9) as

ACCURACY ¼ TNþTPð Þ
TNþ FPþ FNþTPð Þ ð9Þ

3.4 Sensitivity

Sensitivity is the measures of actual positive image category that are correctly identified
as such positive image category. It is mathematically written in Eq. (10).

SENSITIVITY ¼ TP
TPþ FNð Þ ð10Þ

3.5 False Positive Rate (FPR)

FPR ¼ FP
FPþTNð Þ ð11Þ

The false positive rate is calculated as the ratio between the numbers of negative
image category is wrongly categorized as positive (false positives) and the total number
of actual negative image category regardless of classification. It is mathematically
written in Eq. (11).
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3.6 Specificity

Specificity is the measures of actual negative image category that are correctly iden-
tified as such negative image category. It is mathematically written in Eq. (12)

SPECIFICITY ¼ TN
TNþ FPð Þ ð12Þ

3.7 Precision

Precision also called as positive predictive value [10] is the fraction of relevant images
with the recovered images. It is mathematically written in Eq. (13) as

PRECISION ¼ TP
FPþTPð Þ ð13Þ

3.8 Negative Predictive Value (NPV)

Percentage of normal structures detected that does not really represent abnormalities. It
is mathematically written in Eq. (14) as

NPV ¼ TN
TNþ FNð Þ ð14Þ

The confusion matrix and Evaluated results are tabulated in Tables 2 and 3 as
below

Table 2. Confusion matrix

Predicted
Negative Positive

Actual Negative TN (22) FN (2)
Positive FP (3) TP (23)

Table 3. Evaluated results

Parameters Values (%)

Accuracy 90
Sensitivity 92
False positive rate 12
Specificity 88
Precision 88.46
Negative predictive value 91.67
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3.9 ROC (Receiver Operating Characteristics) Plot

Area under curve (AUC) provides an overall measure of performance across all pos-
sible classification thresholds. From the ROC plot (Fig. 12) of we can see that AUC is
closer to 1 for both benign and malignant cases hence performance of ANN is
excellent.

3.10 Performance Comparison

The performance measures such as Accuracy sensitivity FPR and Specificity are
compared with existing neural network classifier [9] when non fused images are given
as input to neural network. From Table 4 we can see the proposed neural network
based classifier performs better when fused image is given as input.

Fig. 12. ROC plot of True Positive rate versus False Positive rate in which blue color line
belongs to Case1 (Benign) and yellow color line belongs to Case2 (Malignant) (Color figure
online)

Table 4. Comparison of classifier performance with Existing method

Parameters Without fusion image input [9] Fused image input (Proposed)

Accuracy 87.5 90
Sensitivity 87.5 92
False positive rate 12.5 12
Specificity 87.5 88
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4 Conclusion

CT and PET medical images are taken as two input images. Linear Contrast
enhancement technique is developed for image enhancement. Then discrete wavelet
transform based image fusion algorithm is developed to fuse two input images. Then
Marker controlled watershed Algorithm is developed to segment the area which is
affected by cancer. Five texture based features were extracted using GLCM method and
three pixel based features, one shape based features are also considered to improve the
Performance of classification. All these nine features were extracted from the seg-
mented image and given as input to Artificial neural network (ANN) to identify the
cancer, either benign (not spreads to neighbour cells) or Malignant (Spreads to
neighbour cells). The performance of the neural classifier is determined using the
performance parameters like Accuracy, Sensitivity and Specificity. The proposed
neural network classifier when fused image is given as input, it provides (Table 4)
Accuracy of 90%, sensitivity of 92%, Specificity of 88%, False Positive Rate of 12%,
Precision of 88% and Negative Predictive Value of 91.67% and When compare to
existing neural network classifier the proposed neural network classifier performs better
when fused image is given as input. The main drawback of this proposed work is
Processing of data is very slow when images are fused together. The two images that
we are interested in fusion need to be of same size which is not possible all the time so
we need to resize the images to make it compatible for image fusion.
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Abstract. One of the technologies gaining an increasing popularity in recent
years has been speech recognition. This technology has a widespread user base
ranging from organizations to individuals for the various benefits it provides.
Today, there are a great deal of virtual voice assistants in the market- Siri,
Cortana and Alexa, to name a few. However, they all require an active internet
connection and aren’t supported on all devices. We have built a digit recognition
system that works offline on desktop and mobile devices. This speech-to-text
system can recognize a sequence of digits spoken between 0 and 9 and dis-
tinguish variations such as “double two” and “triple six”. Our approach involves
recording a digit sequence audio as input and pre-processing it by extracting the
peak amplitudes, followed by Mel Frequency Cepstral Coefficients (MFCC)
feature extraction and finally feeding the feature vector to an artificial neural
network that outputs the most probable class. We then exported the model to a
minimized configuration that is simple to use on mobile platform. We obtained
an accuracy of 87% for the validation set and 86% for the test set.

Keywords: Android development � Artificial neural networks �
Feature extraction � Speech recognition

1 Introduction

Speech recognition features a considerable historywith numerous innovations. As of late,
this sphere has gained from advances in big data and deep learning. The advances are
proved not solely by the spurt of scholarly papers printed but more significantly by the
global industry adoption of a range of deep learning strategies in coming up with and
deploying speech recognition systems. Speech recognition technology and also the voice
user interfaces (VUIs) we use to interact with have become so reliable that they currently
make errors only 5.5% of the time, which is about the same error rate as a human.

The goal of automatic speech recognition (ASR) is the conversion of human speech
into spoken words. When an individual speaks a word, they cause their voice to form a
time-varying pattern of sounds which are nothing but waves of pressure that propagate
through air. A sensor such as amicrophone captures the sound and turns it into a sequence
of numbers depicting the change in pressure over time. This time pressure signal gets
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converted to a time frequency energy signal by the automatic speech recognition system.
The system has been trained using a set of labeled speech sounds and labels the sounds it
comes across. To form a textual representation of what was said, these acoustic labels are
combined with models of word sequences and pronunciations. It can be a difficult task as
human speech signals are extremely variable because of varying speaker attributes,
speaking styles and uncertain environmental noises [1].

It is fairly acknowledged that hidden Markov models (HMMs) have been extremely
productive in dealing with sequences of variable length and also modeling the temporal
behavior of speech signals through a sequence of states, every one of which is related
with a particular probability distribution of observations. [2] talks about a speech
recognition system for isolated digits of English language using the HMM toolkit
which has an accuracy of 95%. Similarly [3] achieves the same using Mel-Frequency
Cepstral Coefficients (MFCC) and dynamic time warping algorithms and has an
accuracy of 90.5%. MFCC is among the most widely used feature extractor in auto-
matic speech recognition. [4] talks about an alternate knowledge base approach using
MATLAB – DSP tool kit to identify isolated spoken digits with an 89% success rate.

Reference [5] is an offline speech recognition system built for desktop applications
by CMU research known as CMU Sphinx. It includes a collection of libraries and tools
for speech recognition development that can be associated with speech supported
applications. However, the accuracy is very low when it comes to recognition of digits.
Reference [6] is a research blog that explains about building a basic speech recognition
network that identifies ten different words. The tutorial builds a model that tries to
classify an audio clip of one second length as either “yes”, “no”, “stop”, “go”, “up”,
“down”, “left”, “right”, “on”, or “off”. Our application stands out from existing models
as it can recognize not just isolated digits but also a sequence of digits spoken along
with variations such as “double four” and “triple two”. Currently there are a great deal
of virtual voice assistants in the market -Siri, Cortana and Alexa, to name a few.
However, they all require an active internet connection and aren’t supported on all
devices. Our digit recognition system is real-time and works on desktop and mobile
devices without connecting to the internet.

We describe our approach and methodology in Sect. 2. In Sect. 3 we summarize
and interpret the results. Finally, in Sect. 4 we conclude and list future enhancements.

2 Methodology

For the implementation we used Keras, which is a Python based open-source neural
network library [7]. Keras can be run on top of TensorFlow (an open-source machine
learning framework [8]). We used Android Studio IDE [9] for building our Android
application.

2.1 Dataset Collection

There are no readily available datasets online for digit recordings. Google’s audio
dataset [10] is available, but not for Indian accents. Hence, we had to manually collect
each recording. We collected audio samples of one second duration from a wide range
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of people with different accents. The total number of samples collected were approx-
imately 3000 which included 10 samples for each class from each speaker. The samples
were recorded using a single channel at 16 kHz sampling rate, chunk size of 1024 bytes
and in .wav format.

2.2 Pre-processing Step

To account for the various background noises that might be present when our appli-
cation is being used, we mixed 6 types of noise to our recordings using Audacity [11]
(an open-source digital audio editor) to simulate the actual environment of usage.
Whenever either a single digit or a sequence of digits is recited, there is a peak
amplitude for each digit. We extract only the peaks by splitting whenever there is a dip
in amplitude as illustrated in Fig. 1, after which we get a sequence of peaks for the
recited digits that we then pass through a filter to remove any leading/trailing silence or
background noise.

2.3 Training

The speech audio input of 1 s length is recorded using a microphone. Once the dataset
is collected, we have 12 classes namely 0–9, double and triple. Noise and silence in the
data are removed or stripped and only the peak amplitudes remain. We then feed the
audio to MFCC for feature extraction and specify the count of features required, in our
case we have chosen 60 features (represented in Fig. 2) as the performance was found
to be better with this number. MFCC by default does signal processing, which involves
applying discrete Fourier transform to the signal, followed by applying Mel scale to the
signal, followed by applying logarithmic function to the signal, followed by extracting
cepstral coefficients, and finally applying inverse Fourier transform to the signal.

Fig. 1. A signal represented using Amplitude (y-axis) vs Time (x-axis) graph, split based on the
peak amplitudes.
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The cepstral coefficients are the features, which are then fed to the deep neural
network for training. Our neural network comprises of an input layer containing 60
nodes, 3 hidden layers and an output layer containing 12 nodes. Figure 3 is a rough
illustration of the same. The first hidden layer contains 100 nodes, the second contains
100 nodes and the third contains 80 nodes followed by a dropout layer, output of which
is fed to the output layer. We have used Adam optimizer with a learning rate of 0.00001
along with categorical cross entropy [12] as our loss function. The input gets mapped to
the most probable output class. The model built is then converted to a protobuf (.pb)
file and integrated with the Android application system. Figure 4 summarises the
training phase.

Fig. 2. An MFCC feature vector with 60 features.

Fig. 3. A sample representation of our deep neural network. Source: http://
neuralnetworksanddeeplearning.com/chap6.html

Fig. 4. Overview of training phase.
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2.4 Testing

The application can then be launched on Android. Recording of the digits happens on
the app via the device’s microphone and the corresponding digits will be displayed. If a
continuous sequence of digits is spoken, the audio file is split into individual digit audio
files and the same procedure as mentioned above in the training phase applies for
individual digit prediction. Figure 5 outlines the testing phase.

2.5 On Android

Firstly, we had to replicate the pre-processing steps done on desktop during training of
the model, on Android. The libraries in Python used to perform audio pre-processing
and feature extraction were not readily available in Java. The process involved
accessing chunks of data from the .wav file, removing background noise below the
mentioned threshold and splitting the audio file based on leading/trailing silence. Each
of these audio files now had to be predicted by feeding it to the model. The next step
was to convert the model saved on desktop in .h5 format (a grid format suitable for
storing multi-dimensional arrays of numbers) to. pb format, which is compact and easy
to work with on mobile platform [13].

The steps followed to convert the .h5 file included freezing the model (weights that
were variables during the training phase had to be converted to constants) [14],
matching intermediate node names with output nodes and model optimization. The
model is then exported to .pb format and should be stored in the Assets folder of the
Android project to make it accessible. The TensorFlow Java API has exposed all the
required methods through the TensorFlowInferenceInterface class. The core of Ten-
sorFlow is written in C++, whereas Android is written in Java and there is no com-
munication medium between the two. Hence, the interface establishes a linking
between them.

Fig. 5. Overview of testing phase.
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3 Results and Discussions

3.1 Graphical Results

The dataset was divided into 80% for the training phase and 20% for the testing phase.
The 80% was again split 80–20 for training and validations sets respectively. As
depicted in Fig. 6, initially, there is a steep increase in the accuracy for both validation
and training sets as the number of epochs/iterations increase, but as soon as it reaches
approximately 1000 epochs, there is no significant increase in accuracy for validation
and it remains constant with further increase in epochs. However, training accuracy
approaches 100% with further increase in epochs, which indicates a sign of overfitting
[15]. Hence, we needed to stop training the model at exactly the elbow point, so that we
didn’t end up overfitting our model.

Figure 7 depicts the loss function value as the number of epochs increase. A loss
function (or cost function) maps an event onto a real number that represents some
associated “cost” with the event. The loss function used for training the model is
categorical_crossentropy. Lower the loss function value, the better is the predicted
output. From the above graph, we can see that as the number of epochs increase
initially, there is a steep decrease in the loss function value for both validation and
training sets and after a certain point the loss function value almost remains constant for
validation, while for training it approaches 0. This is a clear indication of overfitting.
Hence, we stopped training the model at this elbow point.

Fig. 6. Accuracy (y-axis) vs Epochs (x-axis).
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3.2 Confusion Matrix

A confusion matrix is a table typically used to describe the performance of a classifier
on a test data set for which the true values are known. In the relative color scale shown
to the right of Fig. 8, darker the color, more the correct predictions made by the model.
Each column depicts a set of samples that were predicted to belong to the corre-
sponding label. Here, the first column represents all the clips that were predicted to be
double, the second all those that were predicted to be eight and so on. Similarly, each
row depicts clips by their actual labels (Fig. 9).

Fig. 7. Loss (y-axis) vs Epochs (x-axis).

Fig. 8. Validation set confusion matrix. True labels depicted on x-axis and predicted labels on
y-axis (Color figure online)
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Table 1 gives an insight into how good or bad our model is by making use of
precision, recall and F1 score, calculated for each output class. As seen from the above
figure, average value for precision is 87.77%, 87.34% for recall, 87.32% for F1 score
and average accuracy of 87.34% for the validation set. Similarly, Table 2 represents the
scores for the test set.

Fig. 9. Test set confusion matrix. True labels depicted on x-axis and predicted labels on y-axis.

Table 1. Validation set summary

Classification Precision Recall F1 score

0 0.86667 0.92857 0.89655
1 0.83333 0.86957 0.85106
2 1.00000 0.78571 0.88000
3 0.93750 0.88235 0.90909
4 0.95833 1.00000 0.97872
5 0.73684 0.73684 0.73684
6 1.00000 0.95000 0.97436
7 0.86667 0.81250 0.83871
8 0.86667 1.00000 0.92857
9 0.84615 0.78571 0.81481
Double 0.77273 0.94444 0.85000
Triple 0.86207 0.83333 0.84746
Average 0.87720 0.87342 0.87316
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4 Conclusion and Future Work

We have built an offline digit recognition system, which is a speech-to-text system that
does real time prediction using deep neural networks. It can recognize a sequence of
digits spoken between 0–9 for different accents and also handle variations such as
“double four” and “triple one”. We achieved a test accuracy of 86%. The same model
can be exported to Android and used by mobile applications. Some of the use cases for
the application could be hands-free dialling, lift operation or Aadhaar number verifi-
cation. The target audience could be people with physical disabilities, the visually
impaired or senior citizens.

Further enhancements that we plan to work on include collecting more training
samples from a wider diversity of speakers to further improve the accuracy, reduce the
latency for output prediction, classifying non-digit words as “unknown”, reduce the
effect of background noise, handle variations such as hundred, thousand, twenty-five,
thirty-nine, etc. and finally, support different regional Indian languages.
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Abstract. The smart-phone has become a critical cybernetic victim
especially of cellular botnets. The current exploration examines mobile
botnet attacks for Android smart-phone launched from a Windows based
PC and detects those attacks using an ensemble machine learning clas-
sification algorithm. This investigation is to breach the gap to develop
malware framework in perspective of headers’ field examination of PE
format with Machine Learning algorithm used. The Homogeneous archi-
tecture model proposed in this investigation chooses the most representa-
tive subset of the features toward accurate classification of botnet traffic.
The ensemble classification technique used in this architecture consists
of four machine learning algorithms namely; Random Forest, Gradient
Boosting Algorithm, Extreme learning machine and eXtreme Gradient
Boosting. After exhaustive literature survey, it is concluded that the
architecture proposed in this investigation is unique homogeneous com-
bination of four algorithm mention above. The efficiency of the proposed
architecture is evaluated on existing data-set CLaMP (Classification of
Malware with PE headers). It has been evaluated on a ClaMP data-set to
achieve better botnet detection accuracy relative to its peer techniques.

Keywords: Mobile botnet attack detection · Malware analysis ·
Cyber-security · Ensemble learning

1 Introduction

In the domain of cyber security a botnet is defined as a interconnected web of
compromised or susceptible PCs or electronic gadgets which are controlled or can
be accessed remotely by the botmaster using a Command and Control (C&C)
channel. This C&C channel can be operated by means of bluetooth, WiFi or
SMS. The compromised framework is named as a bot which has vulnerabilities
and makes ready for the intrusion of the botmaster. The C&C channel can be
utilized for correspondence between the botmaster and the individual bots in
the botnet. In the event that the gullible client is utilizing the cell phone, a
significant number of the time one keep messages in the message box which is as
of now read. An aggressor uses such as of now read messages to perform assaults
c© Springer Nature Singapore Pte Ltd. 2019
M. Singh et al. (Eds.): ICACDS 2019, CCIS 1045, pp. 127–139, 2019.
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on such cell phones. Utilizing this system an aggressor can take classified data
like financial balance, individual contact and utilize this data for the malevolent
exercises.

The current investigation proposes a homogeneous architecture for mobile
botnet detection on android phones using an ensemble machine learning model.
The aim is to choose the most representative subset of the features or attributes
from the network traffic generated by a compromised bot and utilize it toward
accurate classification or estimation of mobile botnet traffic. The efficacy of the
technique is underlined by conducting broad experiments on existing dataset viz.
CLaMP (Classification of Malware with PE headers). The ensemble classifica-
tion model used in the proposed architecture uses non parametric probabilistic
frameworks that have gained significance in the field of predictive analytics.
Their mathematical models are described in Sect. 4.

We are explaining basic of the mobile botnet and feature selection in machine
learning in this Section. In Sect. 2 the literature survey is presented in which
findings of the mobile botnet attacks and use of machine learning algorithm in
the mobile botnet detection using feature selection are presented. In Sect. 3 the
proposed system for detecting mobile botnet attack launched from Windows PC
to target Android phones is described. The mathematical model for the detection
mechanism of this architecture using machine learning classification is presented
in this Section. Section 4 presents the results of the architecture measured on the
CLaMP (Classification of Malware with PE headers) datasets against existing
techniques. The conclusion of this investigation is presented in Sect. 5.

1.1 Basic of Botnet and Mode of Communication and Propagation
for Mobile Botnet

The term Botnet is a combination of robot and network. The botnet is available
in various architectures like centralized, peer to peer, hybrid etc. Botnets can be
outlined utilizing Personal PCs and in addition cell phones. A versatile botnet,
much the same as a PC botnet, is a sort of malware that runs naturally once
introduced on a gadget without portable antivirus programming. As the botnet
develops, each tainted cell phone gets added to a system of bots overseen by a
botmaster cybercriminal.

1.2 Background of Machine Learning

Only two levels of headings should be numbered. Lower level headings remain
unnumbered; they are formatted as run-in headings.

Arthur Samuel (1959) characterizes Machine learning as, “Field that enables
PCs to learn without being expressly programmed” [12,13].

– Supervised learning: It encourages the PC to accomplish something, at
that point let it utilize it’s recently discovered information to do learning
[7,10,14].
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– Unsupervised learning: Unsupervised learning let the PC figure out how
to accomplish something, and utilize this to decide structure in information
[11,17,18].

– Semi-Supervised Machine Learning
Issues where you have a lot of information (X) and just a portion of the
information is marked (Y) are called Semi-Supervised Machine learning issues
[15,16,19].

Machine learning algorithm used for classification of malware mobile botnet
with feature selection are briefly explained below:

Random Forest. Random forest is a troupe technique which is built by a few
choice trees to vote on the order (or relapse) assignment and created by (Breiman
2001). (Horning 2010) In Random forest, part traits are picked arbitrarily, so
the connection between’s trees is diminished bringing about enhanced forecast
precision. In Random forest calculation, the quantity of trees and the highlights
to build trees are picked by the client. Be that as it may while preparing Random
forest in Weka, there is no need to pick the quantity of highlights, Weka satisfies
this activity by thinking of some as capacity foundation (Ali, Khan, Ahmad and
Maqsood 2012).

Gradient Boosting Algorithm. Slope boosting [6] is a champion among the
most serious strategies for building perceptive models. Boosting left whether a
frail learner can be changed to end up better. Leeway of the angle boosting struc-
ture is that another boosting estimation should be deduced for each adversity
work. Choice trees are used as the feeble learner in slope boosting.

Extreme Learning Machine. The core of Extreme learning machine [5],
known as ELM, is that the learning parameters of nodes, including input weights
and inclination, are discretionarily doled out and require not be tuned while the
yield weights can be sensibly controlled by the fundamental summed up in reverse
engendering. The main parameter should have been characterized is the quan-
tity of nodes. Contrasted and other customary learning calculations for SLFNs,
ELM gives to a great degree quicker learning rate, better speculation execution
and with slightest human intercession.

EXtreme Gradient Boosting. XGBoost [3], is an updated passed on ten-
dency boosting library expected to be significantly successful, versatile and
flexible. It realizes machine learning computations under the Gradient Boost-
ing framework. XGBoost gives a parallel tree boosting (generally called GBDT,
GBM) that handle various data science issues in a snappy and correct way.
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1.3 Feature Selection Methods

Aside from models with implicit component determination, most methodologies
for decreasing the quantity of indicators can be set into two primary classifica-
tions. Utilizing the wording of [9]:

– Wrapper strategies assess various models utilizing methods that include and
additionally expel indicators to locate the ideal mix that boosts show execu-
tion.

– Filter techniques assess the importance of the indicators beyond the prescient
frameworks and therefore display just the indicators consisting of a certain
category of measure [25].

1.4 PE Header and Export Table

In this subsection, a delineation of the Windows smaller executable (PE) header
of combined executables and the Export table is given.

PE is the neighborhood Win32 record sort out. Each win32 executable
(beside VxDs and 16-bit DLLs) utilizes PE record orchestrate. 32bit DLLs, COM
archives, OCX controls, Control Panel Applets (.CPL records) and .NET exe-
cutables are all PE sort out. Undoubtedly, even NT’s piece mode drivers use PE
archive compose. It is basic to consider Windows PE archive for two reasons:
Adding code to executables (e.g. keygen imbuement or including handiness) and
physically emptying executables. With respect to the last said, most shareware
nowadays comes “stuffed” in order to give an extra layer of security.

In a stuffed executable, the import tables are typically pulverized and data
is consistently mixed. The packer inserts code to empty the archive in memory
upon execution, and a short time later bounces to the principal area reason for
the record (where the primary program truly starts executing). In case we make
sense of how to dump this memory region after the packer completed emptying
the executable, in any case we need to settle the regions and import tables before
our application will run.

PE Header

Any parallel executable record (paying little respect to operating systems promi-
nently present in electronic gadgets such as Unix or Windows) needs to join a
header to depict its arrangement: e.g., the base area of its code region, data
portion, and the once-over of limits that know how to be carried from the exe-
cutable, et cetera. Right once the record is performed by the working structure,
the OS essentially scrutinizes this header info, and after that piles the twofold
data from the archive to occupy the substance of the code/data bits of the area
space aimed at the relating system. Exactly when the archive is logically asso-
ciated (i.e., the structure calls it depend on upon are not statically associated
in the executable), the OS needs to count on its import table to make sense of
wherever to find the areas of these structure purposes.
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Most twofold executable records on Windows seeks after the going with orga-
nization: DOS Header (64 bytes), PE Header, sections (code and data).

DOS Header starts with charm number 4D 5A 50 00, and the former 4 bytes
is the region of PE header in the twofold executable record. Distinctive arenas
are not all captivating. The PE header holds in a general sense more information
and all the all the extra stimulating. In Fig. 1, you find the organization of PE
Header.

Fig. 1. Structure of PE header

Export Table

The primary area of IMAGE DATA DIRECTORY of the voluntary header field
has facts of the fare table. By Fig. 1, it is derived that the 4 bytes arranged at PE
0x78 (i.e., balance 120 bytes) is the relative area (concerning DLL base area) of
the fare table, and the accompanying byte (at balance 0x7C) is the proportion
of the fare table.

1.5 Homogeneous Ensemble Model

Homogeneous ensemble models use multiple models of the same type for classify-
ing or regressing the result. The intuition behind such a technique is to simulta-
neously use multiple weak predictors to build a strong predictor. Ensemble meth-
ods are of two types: Homogeneous and heterogeneous. Usually ensemble models
use bagging “bootstrap resampling” method for Ensemble learning. A final meta
model is build from initially models by polling, averaging etc. Every individual
model uses various preparing sets, by using bootstrap, it utilizes numerous vari-
ants of preparing set. Such a group meta calculation of machine learning is made
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for enhancing the exactness of machine learning calculation for both relapse and
grouping.

2 Related Work

In this section we are focusing on the work which is closer to the current research
exertion.

[21] and Storm, separates itself from different types of malware (infections,
Trojan ponies, worms) by its capacity to set up a control channel that enables
its tainted customers to work as an organized group, or botnet.

Some security scientists planned assault methodologies as mention in [4],
utilizing SMS benefit messages known as “Quiet SMS” to the objective gadget
to execute the DOS (Denial of Service) assault.

Open source community is active to investigate assault analysis on mobile
platform. Open source programming ventures for correspondence framework
development including OpenBTS and OpenBSC [1,27].

[23] and Conficker is regarded as a significant framework for performing mali-
cious activity. In the age of internet based honeypots, the malware named con-
ficker has been regarded as one of the most harmful and malicious cyber threat
that has affected PC and electronic gadgets worldwide.

The iKee [22] bot is one of the most recent contributions in cell phone mal-
ware, focusing on jailbroken iPhones. While its execution is straightforward in
contrast with the most recent age of PC-based malware, its suggestions exhibit
the potential augmentation of crimeware to this significant new wilderness of
handheld customer devices.

Lastly, Researchers in [24], present multi day vulnerabilities and shortcomings
they found in the Short Message Service (SMS) convention, which permit the
inserting of high limit clandestine channels.

2.1 Literature Review of Highlight Choice and Machine Learning

The accompanying area discusses commitment of [8,20,26] in determination of
various system activity highlights utilized in versatile botnet discovery and how
unique machine learning calculations used to accomplish the best arrangement
precision.

[26], investigate the viability of various blend of highlights to accomplish the
best order exactness. They benchmark stream based factual highlights effectively
utilized in the current examinations and break down their relative viability. They
utilized three element choice techniques, for example, eigenvalue or spectral tech-
niques such as Correlation Attribute Identification (CFS), Principal Component
Analysis (PCA), and Minimum repetition most extreme importance (mRMR),
to kill less discriminative highlights from other applicant highlights. In spite of
the fact that their last list of capabilities demonstrated a high recognition rate
of with 99% on a preparation dataset which incorporates modest number of bot-
nets, they accomplished 75% identification precision on a testing dataset which
contains considerably more unique kinds of botnet.
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[8], examine in their investigation, the impact of the choice of various sys-
tem activity stream exporters. To achieve this, they assess five distinctive activ-
ity stream exporters; Maji et al., Tranalyzer and Netmate utilizing five unique
classifiers C4.5, SVM, ANN, Bayesian systems, and Naive Bayes. They direct
a progression of analyses on open botnet datasets. As indicated by their test
results, the best arrangement exactness is accomplished by utilizing Tranalyzer
with C4.5 classifier.

In [20], featured imperative highlights utilized in versatile botnet Detection,
subsequent to applying highlight choice on the extricated include set, three surely
understood machine learning calculations to be specific; SVM, Random Forest
and Logistic Regression are assessed to accomplish best botnet discovery exact-
ness.

They utilize three component determination strategies to pick the most agent
subset of the highlights toward precise grouping of botnet activity.

In our understanding, but for (Markel and Bilzor 2014), no further malware
framework work has been ended in perspective of headers’ field examination. In
view of our writing audit we have investigate our discoveries in the accompanying
area.

2.2 Review and Analysis

Mobile Botnets have been castoff for a variety of malicious doings and they have
ripe and have become exceptionally cultured over the years. Understanding and
disassembling these nets needs vigorous investigation and collaboration between
private and government areas. There are very few attempts to detect and evalu-
ate mobile botnet attacks using Machine Learning. PE file format on Windows
OS is first time evaluated in current research work with Machine Learning algo-
rithm: Random forest, Stochastic Gradient boosting, Extreme learning machine
and XGBoost. A representative set of features to identify mobile botnets is built
from varying network traffic features. An ensemble machine learning model is
used in the proposed architectures to detect mobile botnet for android smart-
phone.

2.3 Problem Statement

Public WiFi networks are increasing in the current age of digitization for smart
phones users. However, such networks offer benefits as well as challenges from
the perspective of cyber security. They offer an anonymous channel for launching
cyber attacks over the internet. Hence, it is necessary for securing smart phones
which are getting attacked by public WiFi networks by building an efficient
detection framework that can aid the system administrators of such public WiFi
networks. The homogeneous architecture proposed in this inquiry aims to offer
such a framework. The current inquiry focuses on mobile botnet attacks launched
from Windows PC on remote Android phones. The scope of the investigation is
defined with these restrictions as such category of attacks are increasing in scale
and frequency.
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3 Proposed Architecture for Analysis of Mobile Botnet
Detection Using Machine Learning for Android

Thus, in the preceding sections the background information of predictive ana-
lytics/machine learning, mobile botnets, PE file format, feature selection and
ensemble models was provided. The homogeneous architecture is built from the
assimilation of these concepts. It selects or leads to the identification of the
most representative subset of the features or variables (dependent variables)
toward accurate classification (ground truth labeling) of mobile botnet traffic on
android phones. The extensive experiments are performed on existing dataset
viz. CLaMP (Classification of Malware with PE headers). The ensemble model
used in the proposed architecture consists of four well-known machine learn-
ing algorithms namely; Random Forest, Gradient Boosting Algorithm, Extreme
learning machine and eXtreme Gradient Boosting. The homogeneous architec-
ture uses this for the first time to achieve best mobile botnet detection accuracy.

3.1 Ensemble Model for Classification

A Ensemble model is worked with the end goal of machine learning. The segments
of this gathering are arrived at the midpoint of for getting the meta model.

3.2 Detection Mechanism - Mobile Botnets

In the first stage, numerous features as API calls, strings, also code behaviours
are takeout statically as well as dynamically to arrest the appearances of the
file examples for dissimilar mode of statement and spread for Mobile Botnet.
In the second stage, smart methods of ML classification are used to mechani-
cally classify the file examples interested in dissimilar classes/objects built on
the examination of feature representations. Note that these Machine Learning
malware indicators for botnet mostly vary on the feature demonstration and the
employed machine learning techniques.

In these patterns, the uncovering is typically a pipeline course as revealed in
below figure. Figure 2 displays the general procedure of malware detection using
Machine Learning practises using PE file format.

– Windows PE file Network Capture. This step use Python scripts to
collect the PE file samples from the network. This sample used to create the
dataset.

– Embedded Feature Extraction. A python script as mentioned in the [2]
which extract all the values from all three key PE headers. DOS Header,
FILE HEADER AND OPTIONAL HEADER. If any error occurs then the
values will be allocated as zero for that header. Many PE files don’t have
DOS Header then all the header will be assigned ‘0’.

– ML Classification Model Construction. It evaluated the performance
of four non-parametric supervised learning algorithm namely Random For-
est, Gradient Boosting Algorithm, Extreme learning machine and eXtreme
Gradient Boosting using “Caret” package.
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Fig. 2. Process of Malware detection using ML classification & feature selection algo-
rithm
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– ML Classification Model. Final model is a homogeneous model of the
above four techniques.

– Feature importance. homogeneous model will analyze the most important
features for the Malicious PE files for Mobile Botnet detection.

4 Experimental Study

In this Section the aftereffects of the proposed demonstrate is contrasted with
benchmark strategies to feature its adequacy.

4.1 Experimental System

To approve the proposed thought, a test situation is made with Windows 10 Pro
Operating framework running on Intel(R) Core(TM) i7-5660 CPU @2.60 GHz
CPU and 16 GB of essential storage and 512 GB of auxiliary storage.

4.2 Performance Metrics

For assessment purposes, the accompanying traditional measures appeared in
Table 1 are utilized to assess the completing of classification-constructed malware
discovery.

4.3 Description of the Dataset - ClaMP (Classification of Malware
with PE Headers)

In the study, Dataset - ClaMP (Classification of Malware with PE headers) is
used. The dataset is generated with the tool - “PEFile” created by Ero Carrera
[2]. A detailed description of the used dataset is provided here (Fig. 3):

Raw Set. Rough features list of abilities is made by expelling headers from all
fields (segments/header information) of three important headers (DOS header,
File Header and Voluntary header, plus customary and Windows-explicit arenas)
in each Portable Executable record.

Integrated Set. The organized rundown of capacities is made by joining a cou-
ple picked unrefined features and a game plan of decided highlights in which 28
are same as in rough rundown of capacities, 26 boolean (categorical) highlights
are made by developing individual pennants of Characteristics and DLL Char-
acteristics from the File header and Voluntary header Windows explicit and 14
remain deduced highlights.
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Table 1. Measures of classification-based malware detection performance

Measures Specification

True Positive (TP) Quantity of file examples accurately categorized as malicious

True Negative (TN) Quantity of file examples accurately categorized as benign

False Positive (FP) Quantity of file examples incorrectly categorized as malicious

False Negative (FN) Quantity of file examples incorrectly categorized as benign

TP Rate (TPR) TP/(TP + FN)

FP Rate (FPR) FP/(FP + TN)

Accuracy (ACY) (TP + TN)/(TP+ TN + FP + FN)

Fig. 3. CLaMP (Classification of Malware with PE headers)

4.4 Comparison with Previous Works

The proposed homogeneous architecture is evaluated against the below baselines
techniques:

David et al. (2016) have discussed the sorted out examination of numerous
arenas of PE header and communicated that seeing these highlights boost the
malware distinguishing proof frequency.

Bai et al. (2014) devise API and DLL requests close by numerous unrefined
estimations of PE headers. Examination through (Bai et al. 2014) effort won’t
state flawless virtues or blames of the anticipated exertion yet aimed at evaluated
results (Tables 2 and 3).

Table 2. Comparison of proposed homogeneous architecture with baselines on CLAMP
(Raw dataset)

Technique Sensitivity Specificity Precision

David et al. (2016) 0.86 0.98 0.95

Bai et al. (2014) 0.89 0.96 0.96

Markel and Bilzor (2014) 0.936 0.95 0.93

Proposed technique 0.936 0.92 0.91
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Table 3. Comparison of proposed homogeneous architecture with baselines on CLAMP
(Integrated dataset)

Technique Sensitivity Specificity Precision

David et al. (2016) 0.95 0.986 0.91

Bai et al. (2014) 0.86 0.90 0.82

Markel and Bilzor (2014) 0.93 0.94 0.90

Proposed technique 0.968 0.96 0.93

5 Conclusion

We have studied and demonstrated the efficacy of the proposed architecture
for Mobile botnet attack detection launched from Windows platform to android
phones. We have proposed an architecture that chooses the most representa-
tive subset of the features toward accurate classification of botnet traffic. The
homogeneous architecture uses a ensemble learning algorithm that is trained
on header field values only. These header field values are collected from Win-
dows PE file. Accuracy as well as several performance metrics have been used
to evaluate the performance of proposed technique with respect to several state
of the art baselines. Analysis of the results show that the proposed framework
of the current inquiry outperforms the other frameworks on several measures or
otherwise achieves comparable performance.
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Abstract. Thyroid is a critical medical condition which can be caused either
due to increased levels of TSH (Thyroid Stimulating Organ) or due to some
infection in thyroid organs itself. The machine learning algorithms have been
employed to model the prediction and diagnosis of thyroid patients. A variety of
these algorithms including Decision trees, Random forest, Support vector
machine, Artificial Neural Network and Logistic regression have been widely
used in development of predictive models of thyroid disease. The paper presents
a review of recent ML algorithms applied in the prediction and diagnosis of
thyroid detection. The proposed system is used for thyroid disease prediction of
patients, based on various symptoms and reports of thyroid. With comparative
study, different ML techniques are used by the proposed system to achieve
better accuracy in disease prediction. Among these, Decision tree algorithm is
found to be better with the accuracy of 99.46%.

Keywords: Machine learning � Predictive models � Thyroid prediction �
Thyroid diagnosis � Thyroid classification

1 Introduction

According to the survey [9], it states that on an average one out of 38000 people in the
world are suffering from congenital hypothyroidism. In developing countries like India,
there are almost 42 million people suffering from thyroid disease. It seems to be more
common among Indians, especially this ratio in Mumbai is stated as one out of 2640.
Now a days more than 25,000 hospitals across the globe collects data on patients in
various formats. In the traditional method, the clinical and medical studies are carried
out using classical analysis and statistical tests.

Thyroid disease is widely spread in today’s world and it often causes severe
damage to life and body. It affects functioning of thyroid gland which in turn results
into excess secretion of thyroid hormones. Its symptoms include low energy, weight
gain, fatigue, inability to tolerate cold, dry skin, slow heart rate, there may be a swelling
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in a part of neck. In this disease body goes into auto safe mode in which hormones are
generated which pulverize the thyroid organs. It affects the body in an irreversible
manner so it is very important to avoid this disease. The avoidance of this disease
requires preliminary knowledge of the occurrence of this disease as it is very difficult to
cure this disease once it reaches its final stages.

2 Literature Survey

The research paper by Rao and Razia [1] showcased almost all the ML techniques with
their basic structure. Out of all the algorithms, ANN showed best result. The major
limitation of this method was it didn’t explored the Genetic Algorithm for better
optimized result.

Prerana et al. [2] proposed the technique of data mining using neural networks that
can be used for early prediction of thyroid. The network was trained using back
propagation and gradient method working simultaneously. But the variation in layers of
various network parameters were not considered during training.

Umadevi et al. [3] worked on the trial of 21 parameters to train the model using
classification algorithm. The model was trained using KNN, ANN and fuzzy ANN
algorithm and the accuracy was compared. It was evident that Fuzzy ANN performed
better than other two classification algorithms. But it is observed that due to few
samples for dis-functions of thyroid, the classification between over and under func-
tioning thyroid was difficult.

Ammulu and Venugopal [4] have proposed data mining technique to predict
hypothyroidism in the patient. In the research paper, data mining technique is applied
on the hypothyroid dataset to determine the positive and the negative cases from the
entire dataset. But, the algorithm works only for under functioning thyroid and thus
nothing can be said about hyperthyroidism.

Ahmed et al. [5] provides Support vector machine (multi, binary) algorithm for
thyroid prediction. The precision value along with confusion matrix was used for
evaluation of results. Medical data cleaning was used for filling all the blank spaces.
When thyroid disease goes through structural changes it becomes difficult to detect it
based on variations of thyroid hormones.

Mahajan et al. [6] have provided a way to detect hypo and hyperthyroid from
thermal images using Bayesian classifier. It provided 81.18% accuracy in classification.
The major drawback of this algorithm was if the image were not cleared or not
processed properly, the results shown differed with a high range than the actual output.

Saiti et al. [7] have proposed thyroid prediction using PNN and support vector
machine. Feature selection was done using genetic algorithms. The fitness evaluation
contained two terms: (1) accuracy and (2) the number of features selected. When the
algorithms were tested without the GA, the accuracy of both the methods was around
85%, but with the help of the GA accuracy obtained was nearly 100%.

The proposed system will even help the new practitioners to improve their analysis
skills and predict the disease even without prior knowledge about it. The primary task
is to provide thyroid diagnosis at early stages and also attain higher accuracy.
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3 Methodology

The patient data provided can be either in structured or unstructured format. The
unstructured data is required to be transformed into structured data in order to analyze
the data.

3.1 Structured Data

Different approaches are discussed as follows for the better use of structured patient
data in health prediction system:

Machine Learning Algorithms. Artificial neural network being an application of
machine learning is a very powerful algorithm. It can work on structured data and it is
always able to derive pattern from a dataset of any size.

A large number of attributes are considered in the dataset and considering the
attributes and the vividness of the data we have shortlisted five algorithms for
implementation out of which the best will be selected.

Decision Tree. It is one of the most important classification and prediction method in
supervised learning. A decision tree classifier has a tree type structure which provides
stability and high accuracy. Decision tree is also referred to as CART (Classification
And Regression Trees). Decision tree applies simple if else rules to construct the trees.
Decision tree algorithm commonly uses gini index, information gain, chi-square, and
reduction in variance to make a strategic split.

Multilayer Feed Forward Neural Network. In neural networks the nodes are initialized
these nodes are connected with each other. The line connecting them have a predefined
weight, for many years there was no optimized technique to decide these weights, but
now these weights are considered to be affecting the prediction results so they need to
be optimized for which an iterative method is used which optimizes the results.

Support Vector Machine (SVM). It is a very useful algorithm sometimes in case of
large data it gives very good efficiency it is used for classification purpose, it classifies
the data into various sets and trains the model using this set and then it successfully
predicts the data using this trained model. First it plots the attributes in the graph and
separates it broadly using a boundary and the nodes which lie on this boundary are
named as the support vectors.

Logistic Regression. Logistic regression conducts regression analysis when the
dependent variable has dichotomous results (binary). Logistic regression is a very
strong technique for doing predictive analysis. It defines the data very efficiently and
explains the relation between one dependent binary variable and one or more nominal
independent variable. One of the important consideration done while selecting the
logistic regression model is the model fit. Selection of variables is another important
because more the number of scrap variable lesser will be efficiency of the algorithm.

Random Forest. Random Forest is a supervised learning algorithm. The general idea
behind the bagging method is that a combination of learning models increases the
overall result. One big advantage of random forest is, that it can be used for both
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classification and regression problems, which form the majority of current machine
learning systems. Random Forest has almost the same hyper parameters as a decision
tree or a bagging classifier.

4 Proposed Model

While training the model, various machine learning algorithms are evaluated and the
best is selected. This in turn will help in increasing the efficiency of the system. The
attributes which are selected are taken from the health expertise.

4.1 System Architecture

The Fig. 1 below shows the conceptual design of the system that is being proposed.
Components of the proposed system are described as following:

Data Pre-processing. The data obtained must be preprocessed into an understandable
format. In order to preprocess the data, check out the missing values if any in the
dataset. If there are some missing values then they must be replaced with mean,
medium or mode of the feature. Then, the categorical data is required to be transformed
into numerical data. To apply machine learning algorithm on the dataset, Dataset is
split in training and testing set.

Training Set. The training data is then trained using a machine learning algorithm. In
decision tree algorithm, all the attributes are tested for the split using cost function, gini
index in our case. A root node is obtained after the first split. A higher gini index
indicates greater inequality, and thus the split occurs at the attribute which has the least
gini index value.

In Support Vector Machine algorithm, the numeric input variables in the thyroid
dataset (the columns) form an n-dimensional space. The right hyper-plane is identified
that divides the two classes, either class 0 or class 1.

In Random Forest algorithm, a decision tree is an intuitive model and the building
block of this algorithm. But, the decision tree algorithm is prone to overfitting as the
maximum depth is not limited. Random forest is a model constructed with many
decision trees. The model randomly samples the training data points when building
trees and considers random subsets of features when splitting nodes.

In logistic regression algorithm, the value of dependent variable is predicted using
independent variables. It is assumed that there is a relation between dependent variable
and predicted variable. To train the data, coefficients are found that best describes the
predictor variables for the linear relation.

Data Pruning. In decision tree algorithm, pruning is done to improve the performance
and stability of the tree. The complexity if tree is reduced by removing the less
important branches of the tree. Pruning increases the accuracy of the algorithm and also
reduce overfitting.

In Support Vector Machine algorithm, reduce the complexity of the function and
increase the speed of SVM. Iterative process is used to prune SVM.
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4.2 Process Diagram of Evaluation Method

Referring to the Fig. 2, initially, the data is collected from various sources. The col-
lected data is then normalized. Then the dataset is split to training and testing dataset.
For E.g. In decision tree method, prediction of class label for a record starts from the
root of the tree. The values of the root attribute are compared with record’s attribute.
On the basis of comparison, the branch is followed to the corresponding value and
jump to the next node. The comparison of the record’s attribute with other internal
nodes of the tree is continued until a leaf node occurs with predicted class value. The
accuracy of each split is calculated using a function. The attribute with least cost is

Fig. 1. System architecture
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chosen for split. Using same strategy, the groups formed can be subdivided which
makes this algorithm recursive in nature. As it has an excessive desire of lowering the
cost, it is also called as the greedy algorithm. The root node is always the one which
has the least gini score and thus the best classifier. Gini score gives the probability of
choosing an item from the set and the probability of that item being misclassified.

Gini index is calculated by using:

Gini ¼ 1�
X

j
p2j

The value of gini index lies between 0 and 1. If the gini score is 0 then this indicates a
perfect equality and if the gini score is 1, then this indicates a perfect inequality. The
attribute with least gini index is chosen for the split.

Fig. 2. Process diagram
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4.3 Experimental Setup

Data Description. The dataset is obtained from several sources like thyroid disease
dataset from UCI machine learning repository and other such repositories which
consists of 10,450 records in total. There are total 29 features, out of which six features
are real attributes and remaining are categorical attributes. To improve the quality of
dataset obtained, pre-processing is carried out for further analysis (Table 1).

Table 1. Dataset description

Sr. no. Attribute Value type

1 Age continuous
2 Sex Male, Female
3 On thyroxine False, True
4 query on thyroxine False, True
5 on antithyroid medication False, True
6 sick False, True
7 pregnant False, True
8 thyroid surgery False, True
9 L131 treatment False, True
10 query hypothyroid False, True
11 query hyperthyroid False, True
12 lithium False, True
13 goitre False, True
14 tumour False, True
15 hypopituitary False, True
16 psych False, True
17 TSH measured False, True
18 TSH continuous
19 T3 measured False, True
20 T3 continuous
21 TT4 measured False, True
22 TT4 continuous
23 T4U measured False, True
24 T4U continuous
25 FTI measured False, True
26 FTI continuous
27 TBG measured False, True
28 TBG continuous
29 referral source WEST, STMW, SVHC, SVI, SVHD, other
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Implementation. The dataset collected from the source is classified using decision tree
algorithm, random forest algorithm, support vector machine algorithm, logistic
regression and multilayer feedforward algorithm. The accuracy for each algorithm is
evaluated using performance matrix and the algorithm with highest accuracy is selected
for future classifications.

5 Result and Analysis

The data obtained from the source was split in the ratio of 80:20. The training dataset
consisted of 8360 training instances and the testing dataset consisted of 2090 testing
instances. After training the model with all the 5 algorithms discussed above, the
algorithms were tested using the testing dataset. The performance of the model was
then evaluated via F1-score, Recall, Precision and Accuracy.

Figure 3 (bar graph to the left) below shows the comparison of the 5 algorithms
discussed above on the basis of accuracy. Accuracy measures how well the system is
performing under the testing data set. It is the ratio of accurately predicted samples to
the total number of sample taken into consideration for the testing process.

Ac ¼ CP þ CN=N

Where,

Ac = accuracy
CP = correctly predicted positive samples
CN = correctly predicted negative samples
N = total Number of samples in the testing dataset

From the above comparison it is observed that Decision tree has the highest
accuracy of 99.46%. Random forest algorithm has the accuracy very close to that of
decision tree. The next algorithm logistic regression holds the accuracy of 97.5%.
Support vector machine algorithm has the accuracy of 96.25% and multilayer feed-
forward obtains the last raking with the percentage equal to 95.17%.

Fig. 3. Comparison on Accuracy and Precision
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Figure 3 (bar graph to the right) shows the comparison on the basis of precision.
Precision is calculated by considering the ratio of total number of positive samples to
the total number of samples which the system reported to be positive

Pr ¼ P=NP

Where,

Pr = Precision
P = Positive samples
NP = total number of samples reported positive

Decision tree and the random forest algorithm got precision of 0.99 whereas
logistic regression has precision of 0.97, support vector machine has precision of 0.96
and multilayer feedforward has least precision of 0.91.

Figure 4 (bar graph to the left) below shows the comparison on the basis of recall.
Recall gives the measure of the system’s positively predicted value to the total number
of positive samples taken into consideration for testing process

Recall ¼ P=NP

Where,

P = truly predicted positive samples
NP = Total positive samples in the testing set

As it is observed from the Fig. 3, decision tree and random forest algorithm have a
recall of 0.99, logistic regression has a recall of 0.97, support vector machine has a
recall of 0.96, and multilayer feedforward has a recall of 0.95.

Figure 4 (bar graph to the right) shows the comparison on the basis of F1-score. F1
scores measures the accuracy of the model by considering the Precision value and the
recall values simultaneously.

Fig. 4. Comparison on Recall and F1-score
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F1 score ¼ 2 � Re � Prð Þ= Re þ Prð Þ

Where,

Re = Recall of the model
Pr = Precision of the model

It can be observed that decision tree and random forest have the highest F1-score of
0.99 whereas multilayer feedforward has the least F1-score of 0.91 (Table 2).

6 Conclusion

Thyroid is one of the most important gland of the body which controls metabolism and
heart rate of our body. ‘T3’ and ‘T4’ are the hormones secreted by this gland which
have a major role in controlling the metabolism and temperature of human body. In
addition, 27 more parameters are considered in the proposed system using various
machine learning algorithms in order to attain better accuracy in disease prediction.
Also, after performing a comparative study to find the most accurate and precise
algorithm for prediction, it can be concluded that decision tree algorithm gives the most
accurate and precise results with the accuracy of 99.46% and precision of 0.99.

7 Future Scope

The proposed system may extended to the Internet of Things (IoT) concepts, which
helps in real monitoring of thyroid patients and can predict diseases using ML tech-
niques. Such interfaces provide greater help to patients as well as doctors and it will
bring a revolutionary change in medical field as it can predict diseases with minimal
errors and maximum efficiency. It makes system feasible for almost every type of user,
including elderly and disabled persons.

Table 2. Comparisons of various algorithms and parameters

Accuracy Precision Recall F1 score

SVM 96.25% 0.96 0.96 0.96
Decision Tree 99.46% 0.99 0.99 0.99
Logistic Regression 97.50% 0.97 0.97 0.97
Random Forest 99.30% 0.99 0.99 0.99
Feed Forward 95.17% 0.91 0.95 0.91
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Abstract. This paper presents an existence and uniqueness theorem for
a class of fractional order perturbed differential equations using modified
quasilinearization method. A convergence analysis is accomplished not
only using the monotone properties of the functions involved but also
with a relaxation on these properties. The applicability of the proposed
scheme is illustrated using examples assuring the uniqueness that the
literature fails to achieve and the numerical simulation is done using the
pseudo spectral method.
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1 Introduction

Recently, functional differential equations involving fractional order derivatives
gained considerable attention of many researchers. The importance of the inves-
tigations of such differential equations lies in the fact that they include several
dynamic systems as special cases. In this paper, an existence and uniqueness
theorem for the initial value problem

cDq(x(t) − f(t, x(t))) = g(t, x(t)), x(0) = x0 (1)

where f, g ∈ C([0, T ]×R,R) and cDq is the Caputo’s fractional derivative of order
q with 0 < q ≤ 1 is discussed via modified quasilinearization method. Various ver-
sions of fixed point theorem inBanach space,BanachAlgebra andpartially ordered
space are frequently used in the literature to study the existence of the solution of
(1). Though the results in [1–4] ensure the existence of solution, they fail to provide
uniqueness and any iterative scheme to approximate the solution [2–4]. Extensive
research is done for variations of (1) in the literature [5–18].
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Using the fixed point theorem in partially ordered Banach space [1], recently
an interesting successive monotone iterative method is studied for (1). Though
this iterative procedure guarantee the existence of the solutions, it fails to ensure
the uniqueness. This paper provides an interesting comparison theorem for a
class of integral equations. Making use of this comparison theorem and the
monotone properties of the functions f and g, the monotonicity of the proposed
modified quasilinearization iterative scheme is obtained. To expand the applica-
bility of the proposed scheme, a semilocal convergence theorem is also proved
by relaxing the monotone properties of the functions involved. More specifi-
cally, a set of sufficient conditions is provided to choose the initial guess which
will guarantee not only the convergence of the proposed scheme but also the
uniqueness of the solution in the neighborhood of the initial guess. Interesting
nontrivial examples are also provided to show the utility of the proposed study.
It is important to notice that the literature fails to provide the uniqueness and
any iterative procedure for the examples considered. To summarize, the major
contributions of this paper are as follow:

1. A new comparison theorem for integral equations.
2. Existence and uniqueness of (1) via a monotone convergence theorem using

modified quasilinearization.
3. Existence and uniqueness of (1) via semilocal convergence theorem using

modified quasilinearization.

The organization of the paper is as follows. Section 2 provides the relevant
results for the main theorem. In Sect. 3, convergence theorems for modified quasi-
linearization are given. Two examples are solved in Sect. 4 using multi domain
pseudo spectral method discussed in [19] which also support the theory proposed.

2 Preliminaries

In this section, some basic definitions and results are presented that are used to
prove the main results.

Lemma 1. Let f, g ∈ C([0, T ] × R,R). Then x(t) ∈ C[0, T ] is the solution of

cDq(x(t) − f(t, x(t))) = g(t, x(t)), x(0) = x0 (2)

iff it is the solution of the integral equation

x(t) = x0 − f(0, x0) + f(t, x) +
1

Γq

∫ t

0

(t − s)q−1g(s, x(s))ds. (3)

Definition 21. A function v ∈ C([0, T ],R) is called a lower solution of (3) if
for all t ∈ [0, T ],

v(t) ≤ x0 − f(0, x0) + f(t, v) +
1

Γq

∫ t

0

(t − s)q−1g(s, v(s))ds. (4)

It is said to be an upper solution if the inequality is reversed.
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Lemma 2. Let F and G be two continuous functions defined on [0, T ]. Then
the integral equation

x(t) = F (t) +
1

Γq

∫ t

0

(t − s)q−1G(s)x(s)ds (5)

has a unique solution.

Proof. Let M1 = sup
s∈[0,T ]

|G(s)|. Define a function F : C[0, T ] → C[0, T ] by

Fx(t) = F (t) +
1

Γq

∫ t

0

(t − s)q−1G(s)x(s)ds.

Then one can easily show that for all t ∈ [0, T ],

|Fnx(t) − Fny(t)| ≤ (M1T
q)n

Γ (nq + 1)
‖x − y‖

‖Fnx − Fny‖ ≤ (M1T
q)n

Γ (nq + 1)
‖x − y‖.

Consequently, Fn is a contraction map for some n ∈ N and by contraction
principle, F has a unique fixed point. Hence the result.

Lemma 3. Let x ∈ C([0, T ],R) and h ∈ C([0, T ],R+
0 ). If x satisfies the inequality

x(t) ≤ 1
Γq

∫ t

0

(t − s)q−1h(s)x(s)ds for all t ∈ [0, T ], (6)

then x(t) ≤ 0 for all t ∈ [0, T ].

Proof. Consider the Banach space C[0, T ] with the norm ‖x‖ρ = sup
t∈[0,T ]

|x(t)|
Eq(ρtq)

where ρ > 0 [20]. Define an operator V : C[0, T ] → C[0, T ] by

V x(t) =
1

Γq

∫ t

0

(t − s)q−1h(s)x(s)ds.

Note that V x(t) ≤ 0 for all x ∈ C[0, T ] if x(t) ≤ 0 where t ∈ [0, T ]. Now

‖V ‖ = sup
‖x‖ρ≤1

sup
t∈[0,T ]

| ∫ t

0
(t − s)q−1h(s)x(s)ds|

ΓqEq(ρtq)

≤ sup
‖x‖ρ≤1

sup
t∈[0,T ]

M

ΓqEq(ρtq)

∫ t

0

(t − s)q−1 |x(s)|
Eq(ρsq)

Eq(ρsq)ds

‖V ‖ ≤ sup
t∈[0,T ]

M

ΓqEq(ρtq)

∫ t

0

(t − s)q−1Eq(ρsq)ds ≤ M

ρ

where M = sup
t∈[0,T ]

|h(t)|. Choose ρ sufficiently large such that M
ρ < 1. Then

(I − V )−1 =
∑∞

n=0 V n. Now if y(t) ≤ 0 for all t ∈ [0, T ], then (I − V )−1y(t) =∑∞
n=0 V ny(t) ≤ 0. (6) can be written as (I − V )x(t) ≤ 0. Applying (I − V )−1

on both sides of the inequality, one can get x(t) ≤ 0 for all t ∈ [0, T ].
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3 Convergence Analysis

This section presents the convergence analysis of modified quasilinearization
method in two ways. In the first approach, the convergence of modified quasi-
linearization to the solution of (1) is obtained based on monotone properties
of f and g. These properties of f and g are relaxed in the second approach to
acquire the existence and uniqueness result for (1). For α0, β0 ∈ C[0, T ], the
sector [α0, β0] is defined by {x : α0(t) ≤ x(t) ≤ β0(t), ∀ t ∈ [0, T ]}. Define
λ = x0 − f(0, x0), m1 = min

t∈[0,T ]
{α0, β0} and m2 = max

t∈[0,T ]
{α0, β0}. Throughout

this paper, g2 denotes the derivative of g with respect to the second variable.
The following theorem affirms the convergence of the modified quasilinearization
when g has the decomposition g = u+v and f, u, v, u2, v2 ∈ C([0, T ]×[m1,m2]).

Theorem 1. Let α0, β0 ∈ C1([0, T ],R) be the ordered lower and upper solutions
of (3) satisfying u2(t, α0) + v2(t, β0) ≥ 0 on [0, T ]. Further suppose that

(i) in the sector [α0, β0], for each fixed t, f and u2 are nondecreasing and v2 is
nonincreasing in the second variable;

(ii) |f(t1, x1) − f(t2, x2)| ≤ L1|t1 − t2| + L2|x1 − x2|, L1 ≥ 0, 0 ≤ L2 < 1 for
all (ti, xi) ∈ [0, T ] × [m1,m2], i = 1, 2.

Then there exist monotone sequences

αn+1(t) =
1

Γq

∫ t

0

(t − s)q−1(g(s, αn) + (u2(s, α0) + v2(s, β0))(αn+1 − αn))ds

+f(t, αn) + λ, (7)

βn+1(t) =
1

Γq

∫ t

0

(t − s)q−1(g(s, βn) + (u2(s, α0) + v2(s, β0))(βn+1 − βn))ds

+f(t, βn) + λ (8)

that converge uniformly and monotonically to the unique solution of (3) in
[α0, β0].

Proof. From Lemma 2, it is clear that (7) and (8) are well defined and has
a unique solution for each n ∈ N. Now using mathematical induction and
Lemma 3 the following inequality is obtained for all n ∈ N.

α0 ≤ α1 ≤ · · · ≤ αn ≤ βn ≤ · · · ≤ β1 ≤ β0 (9)

on [0, T ]. Firstly for n = 1, one has to show α0 ≤ α1 ≤ β1 ≤ β0 on [0, T ]. Let
p(t) = α0 − α1. Then

p(t) ≤ f(t, α0) +
1

Γq

∫ t

0

(t − s)q−1g(s, α0)ds − f(t, α0)

− 1
Γq

∫ t

0

(t − s)q−1(g(s, α0) + (u2(s, α0) + v2(s, β0))(α1 − α0))ds

p(t) ≤ 1
Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))p(s)ds.
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By Lemma 3, p(t) ≤ 0. Thus α0 ≤ α1 on [0, T ]. Similarly β1 ≤ β0 on [0, T ]. Let
p(t) = α1 − β1. Then

p(t) = f(t, α0) − f(t, β0) +
1

Γq

∫ t

0

(t − s)q−1(g(s, α0) − g(s, β0))ds

+
1

Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(α1 − α0 − β1 + β0)ds

≤ 1
Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(α0 − β0)ds

+
1

Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(α1 − α0 − β1 + β0)ds

p(t) ≤ 1
Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))p(s)ds.

By Lemma 3, p(t) ≤ 0. Thus α1 ≤ β1 on [0, T ]. Assume that (9) is true for
n = k. That is,

α0 ≤ · · · ≤ αk−1 ≤ αk ≤ βk ≤ βk−1 ≤ · · · ≤ β0 (10)

on [0, T ]. To prove (9), it is enough to show that

αk ≤ αk+1 ≤ βk+1 ≤ βk (11)

on [0, T ]. Let p(t) = αk − αk+1. Then

p(t) = f(t, αk−1) − f(t, αk) +
1

Γq

∫ t

0

(t − s)q−1(g(s, αk−1) − g(s, αk))ds

+
1

Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(αk − αk−1 − αk+1 + αk)ds

≤ 1
Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(αk−1 − αk)ds

+
1

Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(αk − αk−1 − αk+1 + αk)ds

p(t) ≤ 1
Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))p(s)ds.
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By Lemma 3, p(t) ≤ 0. Thus αk ≤ αk+1 on [0, T ]. In a similar way it can be
proved that βk+1 ≤ βk on [0, T ]. Let p(t) = αk+1 − βk+1. Then

p(t) = f(t, αk) − f(t, βk) +
1

Γq

∫ t

0

(t − s)q−1(g(s, αk) − g(s, βk))ds

+
1

Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(αk+1 − αk − βk+1 + βk)ds

≤ 1
Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(αk − βk)ds

+
1

Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))(αk+1 − αk − βk+1 + βk)ds

p(t) ≤ 1
Γq

∫ t

0

(t − s)q−1(u2(s, α0) + v2(s, β0))p(s)ds.

By Lemma 3, p(t) ≤ 0. Hence αk+1 ≤ βk+1 on [0, T ]. Consequently, (11) is
proved. To complete the proof, it is enough to show that {αn+1} and {βn+1} are
equicontinuous. Define M1 = sup

ν∈[α0,β0]
t∈[0,T ]

{|g(t, ν) + 2β0(u2(t, α0) + v2(t, β0))|}, A =

[(
L1T

1−q +
2M1

Γ (q + 1)

) (
1

1 − L2

)
+ LL2T

1−q

]
and L = sup

t∈[0,T ]

|α′
0(t)|. For any

t1 < t2 in t ∈ [0, T ] and n ∈ N,

|αn+1(t1) − αn+1(t2)| ≤ L1|t1 − t2| + L2|αn(t1) − αn(t2)|

+
M1

Γq

(∫ t1

0
|(t1 − s)q−1 − (t2 − s)q−1|ds +

∫ t2

t1

|(t2 − s)q−1|ds

)

= L1|t1 − t2| + L2|αn(t1) − αn(t2)| + M1

Γ (q + 1)
(2(t2 − t1)

q + tq1 − tq2)

|αn+1(t1) − αn+1(t2)| ≤ L1|t1 − t2| + L2|αn(t1) − αn(t2)| + 2M1(t2 − t1)q

Γ (q + 1)
. (12)

Now using induction on n ∈ N, the following inequality is proved.

|αn(t1) − αn(t2)| ≤ A(t2 − t1)q ∀ n ∈ N, t1 < t2 (13)

on [0, T ]. For the choice of n = 0, (12) becomes

|α1(t1) − α1(t2)| ≤ L1|t1 − t2| + L2|α0(t1) − α0(t2)| +
2M1(t2 − t1)q

Γ (q + 1)

≤ L1|t1 − t2| + L2L|t1 − t2| +
2M1(t2 − t1)q

Γ (q + 1)

≤
(

(L1 + LL2)T 1−q +
2M1

Γ (q + 1)

)
(t2 − t1)q

|α1(t1) − α1(t2)| ≤ A(t2 − t1)q.
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Assume that (13) holds true for n = 2, 3, . . . , k. Now one can easily see that

|αk+1(t1) − αk+1(t2)| ≤
(
L1T 1−q + 2M1

Γ (q+1)

)
(1 + L2 + · · · + Lk

2)(t2 − t1)q

+LLk+1
2 T 1−q(t2 − t1)q

≤
[(

L1T 1−q + 2M1
Γ (q+1)

) (
1

1−L2

)
+ LL2T 1−q

]
(t2 − t1)q

|αk+1(t1) − αk+1(t2)| ≤ A(t2 − t1)q .

(14)

Thus {αn} is equicontinuous. Similarly {βn} is also equicontinuous. Now it is
clear that the sequences {αn} and {βn} are uniformly bounded and equicon-
tinuous on [0, T ]. Hence by Ascoli-Arzela’s Theorem, there exist subsequences
{αnk

} and {βnk
} that converge uniformly on [0, T ]. In view of (9), it follows

that sequences {αn} and {βn} converge uniformly and monotonically to ρ1 and
ρ2 respectively. Clearly ρ1 and ρ2 are the solutions of (2) and ρ1 ≤ ρ2. Let
p(t) = ρ2 − ρ1. Then

p(t) = f(t, ρ2) − f(t, ρ1) +
1

Γq

∫ t

0

(t − s)q−1(g(s, ρ2) − g(s, ρ1))ds

= f(t, ρ2) − f(t, ρ1) +
1

Γq

∫ t

0

(t − s)q−1g2(s, δ)p(s)ds [ρ1 ≤ δ ≤ ρ2]

≤ L2p(t) +
M

Γq

∫ t

0

(t − s)q−1p(s)ds

p(t) ≤ M

(1 − L2)Γq

∫ t

0

(t − s)q−1p(s)ds

where M = sup
t∈[0,T ]

|u2(t, β0) + v2(t, α0)|. By Lemma 3, p(t) ≤ 0. Thus ρ1 = ρ2.

Hence the theorem.

The following semi local theorem ensures the convergence of the modified
quasilinearization to the unique solution of (1) when f and g fail to satisfy
the monotone properties. More specifically, the following theorem provides a
set of sufficient conditions on the initial guess which gives the guarantee of the
convergence of the modified quasilinearization to the unique solution of (1) in
the neighborhood of the initial guess. For α0 ∈ C[0, T ], B(α0, r) denotes the
closed ball with center α0 and radius r.

Theorem 2. Let α0 ∈ C([0, T ],R) and B(α0, r) ⊆ C[0, T ] and f, g, g2 ∈
C([0, T ] × [−r − ‖α0‖, r + ‖α0‖],R). Further assume that

1. there exist M1,M2 and M3 such that ‖α0 − x0‖ ≤ M1, ‖g‖ ≤ M2 and ‖g2‖ ≤
M3, ∀ t ∈ [0, T ];
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2. |f(t1, s1) − f(t2, s2)| ≤ L1|t1 − t2| + L2|s1 − s2|; ∀ (ti, si) ∈ [0, T ] × [−r −
‖α0‖, r + ‖α0‖], i = 1, 2, 0 ≤ L1, 0 ≤ L2 < 1;

3. r ≥ M2T
q + Γ (q + 1)(L1T + L2M1 + M1)
(1 − L2)Γ (q + 1) − 2M3T q

, 3M3T
q < (1 − L2)Γ (q + 1).

Then (3) has a unique solution in B(α0, r). Moreover, when λ = x0 − f(0, x0),
the modified quasilinearization

αn+1 = λ+f(t, αn)+
1

Γq

∫ t

0

(t− s)q−1(g(s, αn)+ g2(s, α0)(αn+1 −αn))ds (15)

is well defined with αn ∈ B(α0, r) for all n ∈ N and {αn} converges uniformly
to the solution x(t) of (3).

Proof. Using Lemma 2, one can conclude that the linear equation (15) has

a unique solution for each n ∈ N. Define a =
L2Γ (q + 1) + M3T

q

Γ (q + 1) − M3T q
, θ1 =

M2T
q + Γ (q + 1)(L1T + L2M1 + M1)

Γ (q + 1) − M3T q
and θ2 =

L2Γ (q + 1) + 2M3T
q

Γ (q + 1) − M3T q
. Note

that

α1(t) − α0(t) = x0 − f(0, x0) + f(t, α0) +
1

Γq

∫ t

0

(t − s)q−1g(s, α0)ds

+
1

Γq

∫ t

0

(t − s)q−1g2(s, α0)(α1 − α0)ds − α0

|α1(t) − α0(t)| ≤ |f(t, α0) − f(0, x0)| +
1

Γq

∫ t

0

(t − s)q−1|g(s, α0)|ds

+
1

Γq

∫ t

0

(t − s)q−1|g2(s, α0)||α1 − α0|ds + |x0 − α0|

‖α1 − α0‖ ≤ L1T + (L2 + 1)‖α0 − x0‖ +
M2T

q

Γ (q + 1)
+

M3T
q‖α1 − α0‖

Γ (q + 1)
‖α1 − α0‖ ≤ θ1 < r.
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Hence α1 ∈ B(α0, r). Assume that for k = 2, 3, . . . , n − 1, ‖αk − α0‖ ≤ (1 + a +
· · · + ak−1)θ1. Similarly,

|αn(t) − α0(t)| ≤ |f(t, αn−1) − f(0, x0)| +
1

Γq

∫ t

0

(t − s)q−1|g(s, αn−1)|ds

+
1

Γq

∫ t

0

(t − s)q−1|g2(s, α0)||αn − αn−1|ds + |x0 − α0|

‖αn − α0‖ ≤ L1T + L2‖αn−1 − x0‖ + ‖α0 − x0‖ +
M2T

q

Γ (q + 1)

+
M3T

q‖αn − αn−1‖
Γ (q + 1)

≤ L1T + L2(‖αn−1 − α0‖ + ‖α0 − x0‖) + M1 +
M2T

q

Γ (q + 1)

+
M3T

q

Γ (q + 1)
(‖αn − α0‖ + ‖αn−1 − α0‖)

≤ L1T +
(

L2 +
M3T

q

Γ (q + 1)

)
(1 + a + · · · + an−2)θ1 + L2M1

+M1 +
M2T

q

Γ (q + 1)
+

M3T
q

Γ (q + 1)
‖αn − α0‖

‖αn − α0‖ ≤ M2T
q + Γ (q + 1)(L1T + L2M1 + M1)

Γ (q + 1) − M3T q

+
(L2Γ (q + 1) + M3T

q)(1 + a + · · · + an−2)θ1
Γ (q + 1) − M3T q

= θ1 + a(1 + a + · · · + an−2)θ1 = (1 + a + · · · + an−1)θ1

‖αn − α0‖ ≤ θ1
1 − a

.

Hence αn ∈ B(α0, r) for all n ∈ N. Similarly, using induction on n ∈ N, one can
easily obtain ‖αn − αn−1‖ ≤ θn−1

2 θ1, for all n ∈ N. Now,

‖αk+n − αk‖ ≤ ‖αk+n − αk+n−1‖ + · · · ‖αk+2 − αk+1‖ + ‖αk+1 − αk‖
≤ θk+n−1

2 θ1 + · · · + θk+1
2 θ1 + θk

2θ1

= θk
2 (1 + θ2 + · · · + θn−1

2 )θ1

‖αk+n − αk‖ ≤ θk
2

1 − θ2
θ1.

Note that ‖αk+m − αk‖ → 0 as k → ∞. Thus {αn} is a Cauchy sequence and
hence converges to x(t) (say). From (15) it can be concluded that x(t) is the
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solution of (2). To show the uniqueness of the solution of (2), suppose x1 and
x2 be any two solutions of (2). Let p(t) = x1 − x2. Then

p(t) = f(t, x1) − f(t, x2) +
1

Γq

∫ t

0

(t − s)q−1(g(s, x1) − g(s, x2))ds

= f(t, x1) − f(t, x2) +
1

Γq

∫ t

0

(t − s)q−1
∫ 1

0

g2(s, θx1 + (1 − θ)x2)p(s)dθds

|p(t)| ≤ 1

Γq

∫ t

0

(t − s)q−1
∫ 1

0

|g2(s, θx1 + (1 − θ)x2)p(s)|dθds + |f(t, x1) − f(t, x2)|

≤ L2|p(t)| +
M3

Γq

∫ t

0

(t − s)q−1|p(s)|ds

|p(t)| ≤ M3

(1 − L2)Γq

∫ t

0

(t − s)q−1|p(s)|ds.

By Lemma 3, |p(t)| ≤ 0. Hence x1 = x2 = x(t) is the unique solution of (2)
in B(α0, r).

4 Examples

In this section, examples are provided to demonstrate the proposed theory. Based
on the proposed iterative procedure, for specific choices of f and g, existence and
uniqueness result for (1) is verified and solved numerically. In particular, at each
step, the linear integral equation in the iterative procedure is solved numerically
using multi-domain pseudo spectral method discussed in [19]. Interesting exam-
ples are also provided in which the proposed theorems ensure both existence as
well as uniqueness while the literature [2,3] fails to ensure the uniqueness. For all
the numerical simulations, the following stopping criterion ‖αn+1 − αn‖ ≤ 10−8

is used. Throughout this section, N denotes the number of grid points, h denotes
the step size and M denotes number of iterations.

Example 1. Consider the initial value problem

cDq

(
x(t) − tx(t)

6

)
=

x2(t) + x(t)
3

+ g(t); x(0) = 0 (16)

where g(t) = − t2 + t

3
+

t1−q

Γ (2 − q)
− t2−q

3Γ (3 − q)
. For the choice of T = 1,

α0 = 0, β0 = 2t, u(t, x) = g(t, x), v(t, x) = 0, L1 =
2
3

and L2 =
1
3
, all the

hypotheses of Theorem 1 are satisfied. Hence (16) has a unique solution in the
sector [0, 2t]. Table 1 gives the number of iterations and error for the proposed
scheme. It is interesting to note that though the results in [1–3] ensure the
existence, they fail to confirm uniqueness. Moreover, [2,3] fail to propose any
iterative procedure to approximate the solution numerically.
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Table 1. Numerical results for (16) when N = 5 and h = 1.

q 0.9 0.7 0.5 0.3

M 15 17 21 35

Error 6.2727 × 10−4 9.4479 × 10−4 7.8542 × 10−4 5.6033 × 10−4

Example 2. Consider the initial value problem

cDq

(
x(t) − x3(t)

300

)
=

cos x(t)
500

+ g(t); x(0) = 0 (17)

where g(t) = −cos t2

500
+

Γ (3)t2−q

Γ (3 − q)
− Γ (7)t6−q

300Γ (7 − q)
. For the choice of T = 1,

α0 = 0, L1 = 0, L2 = 0.0324, M1 = 0, M2 = 1.502, M3 = 0.002, r = 1.8 and
q = 0.3, all the hypotheses of the Theorem 2 are satisfied. Hence the initial
value problem (17) has a unique solution in B(0, 1.8). Table 2 gives the number
of iterations and error for the proposed scheme. Note that the theorem discussed
in [1] fails to guarantee the existence of the solution of (17) as g(t, x) does not
satisfy the monotone property. Moreover, though the results in [2,3] guarantee
the existence of the solution, they fail to confirm the uniqueness and to propose
an iterative procedure to approximate the solution numerically.

Table 2. Numerical results for (17) when N = 8 and h = 1.

q 0.9 0.7 0.5 0.3

M 8 6 7 7

Error 6.7468 × 10−4 6.9898 × 10−4 3.6104 × 10−4 1.2777 × 10−4

5 Conclusion

This paper presents two convergence results for modified quasilinearization to
prove the existence and uniqueness for fractional order perturbed differential
equations. Though there are many works in the literature confirming the exis-
tence of solutions, this study cater to the uniqueness as well as employment of
an iterative procedure to approximate the solution that are rarely seen.
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Abstract. This paper presents two new problems in the context of
signed social networks and then conducts a systematic analysis of the
same. These problems essentially deal with finding groups of specific
cardinality that satisfy certain stability requirements. In particular, we
define two notions of stability in signed social networks, namely internal
stability and external stability. We call a group internally stable if the
difference between positive edges and negative edges within the group is
maximum. A group for which the difference between positive incoming
edges and negative incoming edges from outside the group, is maximum,
is externally stable. Based on these notions of internal and external sta-
bility, we define two important problems: The comprehensively stable
group problem and the internally stable group problem. Given an integer
k, the comprehensively stable group problem deals with finding a group
of k nodes that satisfies both internal stability and external stability.
This problem is applicable in the context of finding trustworthy well-
functioning committees to take decisions in signed networks. Given an
integer k, the internally stable group problem deals with finding a group
of k nodes that satisfies internal stability. In this paper, we first study
the computational aspects of these two problems. We first prove that
both these problems are hard computationally. We then present compu-
tationally efficient algorithms for these problems that are approximate
in spirit. We then show the efficacy of the proposed algorithms by using
real life signed social networks.

Keywords: Signed social networks · Directed graphs · Stable groups ·
Team formation · Committee selection · Approximation algorithm

1 Introduction

Online social networks offer several opportunities to discover interesting behav-
ioral patterns as well as useful knowledge patterns [12,13]. There has been signif-
icant interest from users in terms of participating in such online social networks
wherein participation refers to registration or engagement with other users. All
users on such social networking platforms form connections amongst each other
c© Springer Nature Singapore Pte Ltd. 2019
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using tweets, votes, posts etc. Through these connections, users develop rich rela-
tionships with one another. However, as pointed out in [13], most of the existing
algorithms/approaches that make use of network analysis generally assume these
connections to be simply unsigned pairwise links. Such assumptions fail to cap-
ture the richness of the relationships among the users. These assumptions can
lead to analysis that is inaccurate or even flawed in some cases, depending on
the role and strength of negative links in the context of the particular social
network. For example, in the case of social influence propagation, it has been
assumed that each connection will try to positively influence a node about a
particular idea/product. However it is not always the case, since on online social
networks, users are also negatively influenced by some of their connections where
the action done by a “foe” prompts the person to do the opposite action (such
as voting for a competitor candidate) [14]. Yet another scenario that accommo-
dates negative links is the disapproval voting systems which allow a user to cast
negative votes [4]. Therefore, it is important for network analysis algorithms to
account for the presence of sign on edges in the network.

We refer to a social network as signed if there exists both positive and nega-
tive links [12,13] in the literature. In such networks, the sign of each edge refers
to either positive or negative. Depending on the underlying context, positive sign
of an edge indicates friendship or trust or compatibility; and negative sign of an
edge indicates agony or distrust or incompatibility.

We are interested in defining and finding a stable group in a social network by
taking into account the sign of the edges. In particular, we propose two types of
stability for any group of nodes in the signed social network and we refer them
internal stability and external stability. Internal stability of a group of people
(or nodes) requires more positive edges and less negative edges among them.
External stability of a group requires more number of positive edges and less
number of negative edges directed towards them from the members outside the
group.

By building upon the above two notions of stability, we deal with two prob-
lems in this paper. In the first problem, Comprehensively Stable Group
(CSG) problem, we define a stable group to be both externally stable and inter-
nally stable. Finding such groups are relevant in situations where both types of
edges – intra group and incoming edges to the group are important. As an exam-
ple, to form a committee which needs to come with a decision that affects the
entire population, it is important that the committee selected should minimize
distrust by having less negative edges among themselves and maximize trust by
having more positive edges among themselves. If this is not met, it might lead
to a situation where the chosen committee fails to make a decision. Similarly,
it is also important that the members in the formed committee are trusted by
other non-committee members of the network, for the committee to be trusted
and the decision to be widely accepted.

The next problem deals with forming Internally Stable Group (ISG)
which requires more positive edges in the group and less negative edges. Such
a scenario is important where a team needs to be formed which can work
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constructively and efficiently on a project. As an illustration, assume that a
manager has to choose a team of K individuals to work on a project and he
is aware of the sign of the edges that exist between individuals in the network.
The manager now wants to choose a team having more positive edges and less
negative edges. If however manager chooses a team which consists of individuals
who do not work well with each other (i.e. has a lot number of negative edges
amongst each other), then it is highly probable that the team won’t be able to
function properly and deliver projects in time.

Both the problems support several practical use cases. These problems have
not been considered before in the context of signed networks. Given an integer
k, the problem of finding stable groups of size k has relevance in the domain
of both committee formation and team formation. Both of the problems are
challenging. Näıve algorithms for both of the problems require searching over all
the subsets of size k of set of vertices (V ) in the network. This means searching
over

(
V
k

)
potential subsets and then choosing the best set which maximizes the

given objective function, depending on the problem.

1.1 Our Contributions

The key contributions can be summarized as follows:

– Algorithms: We propose scalable and efficient greedy algorithms to solve both
the CSG and ISG problems.

– Proofs and Analysis: Showing that both the problems are computationally
hard, and further show the approximation guarantees of the greedy algorithms
so proposed.

– Experimental Evaluations: We test our approach using the data arising from
signed social networks and some of them are large in size. We show that our
methods are scalable and effective.

Below describes the contents of various sections in this paper. Section 2 pro-
vides a brief summary of relevant research work from the literature. Section 3
presents a few notations and formally defines the proposed problems. Section 4
presents the key results derived in this paper. Then Sect. 5 shows the experi-
mental results and Sect. 6 formally concludes this paper by bringing out certain
important future research directions.

2 Relevant Work

The relevant work in the literature can be categorized into two categories: signed
social network analysis and team formation problems.

Analysis of Signed Social Networks: There has been a lot of papers recently
which talk about analysis of signed social networks. Brzozowski et al. studied
the positive and negative relationships that exist on Essembly [5]. Kunegis et al.
computed the global properties of the foe/friendship Slashdot network [10].
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Leskovec et al. [13] dealt with evaluating the theories of signed social networks.
Signed social networks have also been used in various existing problem settings
such as link-prediction [1,6,13,18], community detection [2,17] and information
diffusion [14]. Most of the modern day online social networks do not explicitly
model the negative relations between users. Therefore, another line of work exists
in trying to infer the negative edges from other auxiliary information available
on these platforms. Hassan et al. proposed an approach to construct a signed
social network from a text in an online discussion post [8]. Maniu et al. also
presents an approach to infer signed social network from interactions on user
generated content in Wikipedia [16].

Team Formation Problem: Lappas et al. deals with finding a team of peo-
ple which satisfies the required skill set by minimizing the communication cost
among the team [11]. A lot of work has been done after this seminal work.
Majumder et al. considers capacitated version of the problem of forming teams
[15]. Later Aris et al. focused on studying online variant of forming teams [3].
However, there is no prior work in the literature that deals with team formation
over signed social networks.

3 Notation and Definitions

Let us first define a directed and unweighted graph G = (V,E), where V is a set
of n nodes and E is a set of m directed edges among the vertices in V . We define
a sign function s : E → {+1,−1} such that, for each directed edge (i, j) ∈ E,
let s(i, j) denote the sign of the edge (i, j) and we interpret this as follows: if
s(i, j) = +1, then the sign of the edge (i, j) is positive; else if s(i, j) = −1,
then negative. From now on, we refer to the tuple (G, s) as the signed graph.
Now, we formally define the two proposed notions: internal stability and external
stability.

Definition 1 (Internal Stability). For any S ⊆ V , we define internal stability
of S to be the difference between the number of positive edges among the nodes
in S and the number of negative edges among the nodes in S. That is, internal
stability of S is |{(i, j) � i ∈ S, j ∈ S s(i, j) = +1}| − |{(i, j) � i ∈ S, j ∈
S s(i, j) = −1}|.
Definition 2 (External Stability). For any S ⊆ V , let I+(S) to be the set
of all nodes in V \ S from which there is at least one positive edge to some node
in S. Also let I−(S) to be the set of all nodes in V \ S from which there is at
least one negative edge to some node in S. We define external stability of S to
be the difference between the number of nodes in I+(S) and the number of nodes
in I−(S).

Note that the external stability of a set is defined in terms of the nodes
outside the set having positive/negative edges to the nodes in the set. This is
because we are interested in measuring the trust of the set from the view point
of the nodes outside that set. Though there could be other ways of defining the
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external stability using positive and negative edges, we work with the above
definition in this paper. We now formally define both the CSG problem and the
ISG problem.

3.1 Comprehensively Stable Group (CSG) Problem

Let S ⊂ V be a subset of vertices in G. Let N(S) to be the set of all nodes
from which either at least a positive or at least a negative edge exists to some
node in S. Now define I+(S) to be the set of nodes having at least one positive
link from some node in V \ S to S and, on similar lines, define I−(S) to be the
set of nodes having at least one negative link from some node in V \ S to S.
That is, I+(S) = {j ∈ N(S) : ∃i ∈ S, � s(j, i) = +1} and I−(S) = {j ∈
N(S) : ∃i ∈ S, � s(j, i) = −1}. Then, the internal stability of the set S is
|{(i, j) � i ∈ S, j ∈ S s(i, j) = +1}| − |{(i, j) � i ∈ S, j ∈ S s(i, j) = −1}|
and the external stability of the set S is |I+(S)| − |I−(S)|.
Definition 3 (Comprehensive Stability). The comprehensive stability of a
set of nodes is defined to be the sum of its internal stability and its external
stability. We denote this by σC(.).

That is, for the set S ⊆ V , its comprehensive stability is σC(S) = |{(i, j) � i ∈
S, j ∈ S s(i, j) = +1}| − |{(i, j) � i ∈ S, j ∈ S s(i, j) = −1}| + |I+(S)| −
|I−(S)|. We now formally define the problem of identifying a group of specific
size having maximum comprehensive stability.

Definition 4 (Comprehensively Stable Group (CSG) Problem). Given
a directed graph G = (V,E) and an integer k < |V |, the problem of compre-
hensively stable group is to determine a set S ⊂ V of size k such that σC(S) is
maximized.

3.2 Internally Stable Group (ISG) Problem

Let S ⊂ V be a subset of vertices in G. Then, the internal stability of the set S
is |{(i, j) � i ∈ S, j ∈ S s(i, j) = +1}| − |{(i, j) � i ∈ S, j ∈ S s(i, j) = −1}|.
We denote the internal stability of a set to be σI(.). We now formally define the
problem of identifying a group of specific size having maximum internal stability.

Definition 5 (Internally Stable Group (ISG) Problem). Given a directed
graph G = (V,E) and an integer k < |V |, the problem of internally stable group
is to determine a set S ⊂ V of size k such that σI(S) is maximized.

4 Our Approach

Here we initially consider the CSG problem and then we consider ISG problem.
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4.1 Algorithm for the CSG Problem

We first show that the comprehensively stable group problem is computationally
hard by a reduction from the well known set cover problem.

Lemma 1. The comprehensively stable group problem is NP-hard.

Proof: Consider an arbitrary instance of the NP-complete set cover problem,
defined by a collection of subsets T1, T2, . . . , Tm of a ground set U = {1, 2, . . . , n}.
We wish to know whether there exist k of these subsets whose union is equal to
U . We show that this can be viewed as a special case of the CSG problem.

Fig. 1. A stylized example corresponding to the CSG problem

Given any arbitrary instance of the set cover problem, we construct a directed
graph (G, s) with positive and negative links as follows. Introduce a node xi

in G corresponding to each element i ∈ U and also introduce a node yj in
G corresponding to each set Tj . This leads to a total of n + m nodes in G.
Now create signed edges in G as follows: introduce a directed edge (xi, yj) with
positive sign whenever i ∈ Tj ; and introduce two directed edges (yj1, yj2) and
(yj2, yj1) both with negative signs for every pair Tj1 and Tj2. This leads to a total
of |T1| + |T2| + . . . + |Tm| positive edges and a total of m(m − 1) negative edges
in G. Figure 1 presents a stylized example of constructing G from the following
instance of the set cover problem: U = {1, 2, 3, 4}, T1 = {2, 3, 4}, T2 = {1, 2, 3},
T3 = {1, 4}, and k = 2.

The set cover problem is equivalent to deciding if there is a set S of k nodes
in G such that σC(S) = n−m−k. If we have a solution to the set cover problem,
then we can construct S with all vertices corresponding to the sets in the solution
of the set cover problem. In this case, clearly σC(S) = [n− (m−k)]−2k because
|I+(S)| = n (as the nodes in S correspond to a solution of the set cover problem),
|I−(S)| = m − k (as the k vertices corresponding to the sets in the solution of
set cover problem have negative links to m − k vertices in G) and the term −2k
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corresponds to internal stability. On the other hand, if we have a set S with k
nodes such that σC(S) = n − m − k, then the set cover problem is also solvable
as the sets corresponding to the nodes in S form a solution to the set cover
problem. �

Since the comprehensively stable group problem is computationally hard, we
now present an approximation algorithm as shown in Algorithm1. There are
k iterations in Algorithm1 and in each iteration of this algorithm we greedily
select a node that maximizes the comprehensive stability of the currently con-
structed set S. In the following lemma, we derive the approximation guarantee
of Algorithm 1.

Algorithm 1. Greedy Algorithm - The CSG Problem
1: Set S ← φ
2: for i = 1 to k do
3: Choose a node ni ∈ V \ S that maximizes σC(S ∪ {ni}) − σC(S)
4: Set S ← S ∪ {ni}
5: end for

Lemma 2. The greedy algorithm (i.e. Algorithm 1) approximates the compre-
hensive stability of any set of size k within a ratio of (1− e−Hk) where Hk is the
k-th harmonic number.

Proof: Let S∗ be the optimal set of size k with maximum spread and σC(S∗)
be the value of its spread. Let Si be the set of all nodes chosen by the end of i-th
iteration of Algorithm 1 and Xi be the contribution of the i-th node towards
maximizing the spread. That is Xi = σC(Si) − σC(Si−1) (note that S0 = φ).
First, consider X1 and the following holds:

X1 ≥ σC(S∗)
k

(1)

⇒ σC(S∗) − X1 ≤ σC(S∗)
(
1 − 1

k

)
. (2)

Next, consider X2 and the following holds:

X2 ≥ σC(S∗) − X1

k − 1
(3)

⇒ σC(S∗) − X1 − X2 ≤ σC(S∗)
(
1 − 1

k

)(
1 − 1

k − 1

)
. (4)
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Proceeding along similar lines, we get

σC(S∗) −
i=k∑

i=1

Xi ≤ σC(S∗)Πi=k
i=1

(
1 − 1

k − i + 1

)
. (5)

⇒
∑i=k

i=1 Xi

σC(S∗)
≥ 1 − Πi=k

i=1

(
1 − 1

k − i + 1

)

≥ 1 − e− 1
k e− 1

k−1 . . . e−1

= 1 − e−Hk .

This completes the proof. �

4.2 Algorithm for the ISG Problem

Here we first show that the ISG problem is NP-hard. Then we present an approx-
imation algorithm to address this problem.

We show the computational intractability of ISG problem by a reduction
from the well known dense k-subgraph problem [7,9]. Towards this end, we first
define the density of a graph as follows.

Definition 6 (Density). The density dG′ of a graph G
′
= (V

′
, E

′
) is its aver-

age degree. That is, dG′ = 2|E′ |
|V ′ | . When G

′
is clear from the context, we simply

denote the density to be d.

Definition 7 (DkS Problem). The dense k-subgraph (DkS) problem has as
input an undirected graph G

′
= (V

′
, E

′
) (on n vertices) and a parameter k. The

output is G∗, a subgraph of G
′
induced on k vertices, such that G∗ is of maximum

density and we denote this by d∗(G
′
, k).

It is known that the dense k-subgraph problem is a NP-hard [7,9].

Lemma 3. The internally stable group problem is NP-hard.

Proof: We prove the claim by a reduction from the dense k-subgraph problem.
An instance of the dense k-subgraph problem consists of a graph G

′
= (V

′
, E

′
)

and a constant k, and the solution is a maximum density subgraph with k nodes.
Let n = |V ′ |. Using this, we now construct an instance of the ISG problem. In
other words, we construct a signed graph (G, s) as follows. There are n+1 nodes
in G where the first n nodes corresponds to the n nodes in G

′
. For each edge

(i, j) ∈ E
′
, we construct two positive signed edges in G such that s(i, j) = +1

and s(j, i) = +1. Also we create a negative edge from node n to node n + 1 in
G. That is, we have a total of n + 1 nodes and 2|E| + 1 signed edges in G. Now,
it is easy to see that a set S ⊆ V such that |S| = k is the solution to the dense
k-subgraph problem if and only if it is a solution to the ISG problem. The ISG
problem is a special case of the dense k-subgraph problem which implies that
the ISG problem is NP-hard. �
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Table 1. Description of three benchmark signed social network data sets

Data set No. of nodes No. of edges Fraction of positive edges Fraction of negative edges

Slashdot 82144 549202 77.39% 22.61%

Epinions 131828 841372 85.29% 14.71%

Wiki-Vote 7118 107080 78.41% 21.59%

Since the internally stable group problem is computationally hard, we present
an approximation algorithm as shown in Algorithm2. In this algorithm, the
choice of the first node into the final solution set is tricky. Since we look for
internal stability, any node in the given network qualifies to be the first node
in the final solution. Hence we iterate over each node being chosen as the first
node in the solution set and then we choose the remaining k − 1 nodes in k −
1 iterations in a greedy fashion that maximizes the internal stability of the
currently constructed solution set. In what follows, we derive the approximation
guarantee of Algorithm 2.

Algorithm 2. Greedy Algorithm - The ISG Problem
1: S∗ ← φ
2: for j = 1 to |V | do
3: Set S ← {j}
4: for i = 2 to k do
5: Choose a node ni ∈ V \ S that maximizes σI(S ∪ {ni}) − σI(S)
6: Set S ← S ∪ {ni}
7: end for
8: if σI(S

∗) < σI(S) then
9: S∗ ← S

10: end if
11: end for

Lemma 4. The greedy algorithm (i.e. Algorithm 2) approximates the internal
stability of any set of size k within a ratio of (1 − e−Hk) where Hk is the k-th
harmonic number.

The proof of this lemma is straightforward using the arguments similar to that
in Lemma 2.
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Fig. 2. Performance comparison of the proposed algorithm for the CSG problem
against heuristics on three benchmark network data sets: Epinions, Slashdot, and
WikiVote

5 Experimental Evaluation

Here we demonstrate the efficacy of the proposed algorithms using three bench-
mark signed social network data sets. We now describe these data sets briefly.

1. Slashdot Data Set [13]: This social media platform is a news platform
with focus on technology-driven topics. This platform allows users to label other
users with positive and negative labels. There are 82144 users in this network
with 549202 links among them. Of all these links, 77.39% are positive and the
remaining negative [13].

2. Epinions Data Set [13]: This social media platform supports who-trust-
whom relations among the consumers. All the trust relationships interact and
form a Web of Trust, which is then combined with the review ratings to deter-
mine which reviews should be shown to the user. There are 131828 users in this
network and 841372 links among them. Among these links, 85.29% are positive
and the remaining negative [13].
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3. Wiki-Vote Data Set [12,13]: This data set deals with the voting relation-
ships of users in Wikipedia. There are 7118 users in this network and 107080
links among them. Here links are signed wherein a positive (negative) link indi-
cates (does not indicate) the support/approval of one user to another user for
admin status. Of all these links, 78.41% are positive and the remaining negative
[12,13].

Table 1 briefly describes the statistics associated with these three data sets.

5.1 Experimental Results for the CSG Problem

In the context of the CSG problem, we evaluate the performance of the greedy
algorithm (i.e. Algorithm 1) (and we refer to this Greedy hereafter) with that of
two standard heuristics for the CSG problem based on well known graph theory
techniques. We now outline these heuristics as follows:

– In the first algorithm, we choose the top k nodes sorted in descending order
of their in-degree where in-degree is the sum of incident positive and negative
edges. We refer to this InDegree heuristic hereafter.

atadtodhsalS)ii(atadsnoinipE)i(

(iii) Wiki-vote data

Fig. 3. Performance comparison of the proposed algorithm for the ISG problem against
heuristics on three benchmark network data sets: Epinions, Slashdot, and WikiVote
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– In the second algorithm, we choose the top k nodes sorted in descending
order of their out-degree, where out-degree is the sum of outgoing positive
and negative edges. These top k nodes are considered as a group and it’s
performance is evaluated in terms of comprehensive stability. We refer to this
OutDegree heuristic hereafter.

We conduct experimentation using the above three data sets. Figure 2 shows
that the performance of our proposed algorithm is superior to that of the above
heuristics.

5.2 Experimental Results for the ISG Problem

For the ISG problem, we show the performance of the greedy algorithm (i.e.
Algorithm 2) (and we refer to this Greedy hereafter) with that of two standard
heuristics as defined above. We conduct experimentation of these algorithms
and heuristics using the above three data sets. From Fig. 3, it is clear that our
proposed greedy algorithm outperforms the heuristics.

6 Conclusions

This paper focused on enriching the analysis of signed social networks by con-
sidering two new problems. We presented the formal definitions of these two
problems and then dealt with the computational aspects of the same. We also
validated the efficacy of the proposed algorithms by using three real world signed
social network data sets.

The work in this paper can be extended in several ways. One interesting
direction for future work could be to see whether we can further improve the
approximation guarantee of the algorithms proposed for the CSG and ISG prob-
lems. Another interesting direction for future work is to find groups of nodes
that not only satisfy the stability requirements, but also the connectivity require-
ments. Note that the stable groups that we determine both in the CSG problem
context and the ISG problem context need not be connected.
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Abstract. Denoising is an important image pre-processing operation
required to improve the image quality. In the past, several image denois-
ing solutions have been put forth with varying performances. Recently,
deep-learning based approaches have given better results than conven-
tional algorithms. While these methods offer promising results on denois-
ing of natural images, their application to medical imaging is yet to be
fully explored. In this study, mammographic images, which are generally
corrupted with Gaussian noise, have been effectively denoised using a
deep convolution neural network. The model proposed in this work out-
shines various existing state-of-the-art solutions. Our model achieves a
structural similarity index (SSIM) of 0.98 and value of 41.53 dB for peak
signal to noise ratio (PSNR).

Keywords: Image processing · Deep-learning · Computer vision ·
Convolution neural networks · Mammographs · SSIM · PSNR

1 Introduction

Images are unavoidably corrupted with different kinds of noise distributions due
to several factors occurring during acquisition, transmission and storage pro-
cesses. In general, several noise distributions like Gaussian, Poisson, Rayleigh,
Rician, Speckle, Salt-and-Pepper degrade the images. In the case of X-ray
images, Gaussian and Poisson noise distributions are mostly present. Mam-
mograms which are X-ray images of breasts are susceptible to corruption by
Gaussian noise. In X-ray imaging, there exists a trade-off between the patient’s
exposure to radiation and the quality of the image. The radiation dosage cannot
exceed a certain threshold to prevent patients from its harmful effects. However,
decreasing radiation dosage leads to the addition of noise to output images [1]. In
case of medical domain, accuracy and precision of the scans is of supreme impor-
tance for the purpose of diagnosis, determining the stage and level of disease,
identification of tumorous or unwanted tissue masses. Noise can add artefacts to
these images leading to false diagnosis, thus obstructing the proper treatment
of the patient. The noisy image also hampers effective feature extraction from
images. Thus, image quality is significant for diagnosis and patient care. The
machines, as well as humans, require noise-free images for proper analysis. In
c© Springer Nature Singapore Pte Ltd. 2019
M. Singh et al. (Eds.): ICACDS 2019, CCIS 1045, pp. 177–187, 2019.
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order to filter out the noise to enhance image quality, various image processing
techniques are used.

Image denoising aims to eliminate or reduce the degradation caused by noise
so as to obtain an image with enhanced quality to be used in further applications
and analysis. It is a low-level computer vision task, which acts as a base for other
high-level tasks like segmentation, classification, etc. Mathematically it can be
represented as:

Î(x, y) = I(x, y) + N(x, y) (1)

where some noise N(x,y) corrupts the original image I(x, y) producing Î(x, y), the
noisy image. The denoising algorithms try to estimate I(x, y) from Î(x, y) while
assuming N(x, y) to be following a specific well-defined function. Researchers
have proposed several methods in the last few decades for image denoising. There
are classical techniques including but not limited to simple linear and non-linear
filters. Then there are frequency domain noise filtering algorithms using discrete
Fourier transforms, wavelets, etc. Further, there are fuzzy based noise detection
and filtering methods, dictionary learning and sparse representation based algo-
rithms. Additionally, Block-Matching and 3D filtering (BM3D) [2], Weighted
Nuclear Norm Minimization (WNNM) [3], Non-Local means filtering (NL) [4]
are some techniques utilising domain transformations. With recent advances in
computation powers, development of deep-learning solutions has exploded. The
deep-learning solutions based on multi-layer perceptron, convolution neural net-
works, convolution auto-encoders have been proposed for natural image denois-
ing. However, medical imaging still needs more exploration by the deep-learning
solutions. In 2016, Convolution Denoising auto-encoder (CNN DAE) [5] was pro-
posed for the task. However, the network used was shallow, and the image size
used was 64 × 64. The level of detail is vital for disease diagnosis in medical
images. In the case of mammograms, one needs a noise-free image for detection
of lesions and calcification masses.

In this work, a deep CNN model trained with X-ray images of mammograms
is presented. The images are resized from the original size of 1024 × 1024 to
256× 256, and 512× 512 to study how resizing of images impacts the denoising
performance of deep CNN model. The results of our model are compared with
state-of-the-art methods like BM3D, WNNM, CNN DAE.

The paper is organized as follows: Section 2 explains previous related work.
Section 3 discusses the methods and materials which includes model architecture
details, dataset details, and experimental setup. In Sect. 4, results and discussion
are presented. Finally, in Sect. 5 the conclusion is drawn and the scope for further
work is presented.

2 Related Work

Image denoising methods have evolved from simple median filtering to domain
transforms and non-local filters; from dictionary-learning and sparse-coding
based methods to more recent deep-learning based solutions. The following sub-
sections give a brief about traditional and deep-learning based methods:
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2.1 Traditional Methods

Before the popularity of deep-learning based solutions, various methods were
proposed for image denoising. There existed various local filters and their vari-
ations. These are further divided into linear and non-linear filters. Linear fil-
ters include mean, harmonic, contra-harmonic filters, etc. Non-linear filters, also
called order-statistic filters, include median, min-max, Wiener filters, etc. Then
there are non-local filters like NL means which use self-similarity between patches
and calculates a denoised output based on the weighted average of these patches.

Furthermore, there are wavelets [6], discrete Fourier and cosine transform,
curvelets [7] which work in a transformed representation of an image and filter
out the noisy coefficients before inverting image back to the spatial domain.
The Bayes-Least-Squares with a Gaussian-Scale-Mixture (BLS-GSM) [8] and
BM3D also fall in transform domain filtering methods. BM3D separates the
2D noisy patches of the image into 3D data groups. The 3D data group is
composed of 2D transforms like DCT, DFT etc. within a group along with
1D Haar transform across groups. BM3D makes use of self-similarity between
different image patches. In WNNM, image non-local self-similarity is exploited
for the task of denoising.

Furthermore, there are dictionary-based and sparse-coding based denoising
methods like K-SVD [9]. It is an iterative procedure based on the generaliza-
tion of the k-means clustering algorithm. The intuition behind this is that the
patches in estimated image Î(x, y) can be depicted as a linear combination of
fewer patches from the learned dictionary, which may be static or even dynamic.
However, most of these methods have been outperformed by more recent deep-
learning based solutions. In Subsect. 2.2, we briefly discuss the evolution of CNNs
for medical image analysis and then outline the contemporary deep-learning
based image denoising methods.

2.2 Deep-Learning Methods

Since the 1990s, various medical image analysis tasks like micro-calcifications
detection in mammogram images [10], lung nodules detection in CT scan images
[11] have utilized CNNs. With the coming of GPU capabilities, the CNN usage
was revived with better performance. The examples include, but not limited
to, lesion classification [12,13], landmark, region and organ localization [14,15],
object or lesion detection [16], lesion, organ or substructure segmentation [17],
image registration [18], content-based image retrieval, image enhancement [19].
However, other medical image enhancement applications like denoising, inten-
sity normalisation have only observed a restrained usage of deep-learning algo-
rithms [20]. In [21], the authors used an ensemble of deep neural networks using
restricted Boltzmann machine for dynamic contrast-enhanced magnetic reso-
nance images of the human brain and [5], a simple shallow network of convo-
lution auto-encoders was used to learn weights for denoising on the mini-MIAS
dataset of mammogram images (MMM) [22] and a dental radiography dataset
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[23]. However, denoisers based on deep-learning for natural images have seen a
lot of development in recent past.

Deep convolution neural networks have been in use for natural image restora-
tion tasks for quite some time now. In [24], Multi-Layer Perceptron (MLP) with
several hidden layers was used for image denoising. MLP learns to map noisy
image patches onto clean ones. Learning weights in MLPs can be used for several
kinds of noise ranging from Gaussian, Poisson, Rician, etc. However, MLPs may
pose problems of overfitting and vanishing gradient on the increase in depth.
Authors in [25] used a simple convolutional neural network for this task. The
structure of CNN provide flexibility to deal with image data and it is adaptable
to several kinds of noises corrupting the images without any major changes to
the method or architecture. Several advances have been made in case of CNNs
like learning and training methods, regularizations, activations like the recti-
fied linear unit and so on. These advances provide better accuracy, less training
time which can be utilised for various low and high-level computer vision tasks.
Zhang et al. [26] utilised CNN with batch normalisation to propose a model
which avoids accuracy saturation as faced by shallow networks. The model pro-
posed in this study is adapted and inspired from DnCNN proposed by Kai Zhang
et al. which gave an excellent denoising performance as compared to previous
methods. However, the training image size was 180 × 180 which is not quite
the case with mammograms, and the model was trained and tested for natural
images only. Furthermore, On-Demand Learning algorithm with deep convolu-
tional neural networks given by Gao et al. [27] in 2017 for image restoration to
avoid the fixation problem faced by denoisers.

However, the major work has been concentrated on natural images, and there
exists a substantial difference between medical imaging and natural imaging
modalities. So, this work has been devoted to a specific case of X-ray imaging
modality to achieve better denoising capabilities for mammograms. Furthermore,
it has been observed that in most of the previous works the images used for
experiments were resized to a smaller size. Therefore, this work also explores the
impact of scaling down the training images on the performance of denoiser on
the original image of a higher scale and size.

3 Methods and Materials

This section describes the method used for denoising the images, the dataset
used, the implementation details and system configurations.

Fig. 1. Model architecture
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3.1 Model Architecture

The deep CNN has been used for the denoising of mammogram images in this
study. In the proposed CNN model the depth of the network is set to 17 layers
as shown in Fig. 1. Convolution layer with 64 filters having (3, 3) size is fed with
input images. This is followed by the rectified linear unit (ReLU) activation
function layer. After this, there are 15 CoBnRe blocks which consist of 3 parts.
Firstly, the convolution layer with 64 filters of size (3, 3). Then the second
part applies batch normalisation on the output of the convolution layer. ReLU
activation function is further applied to this for non-linearity. In the end, there
is a convolution layer which estimates a residual noisy image consisting of one
feature map from the output of 15th CoBnRe block. This residual noisy image
is subtracted from the noisy input image to get denoised output.

3.2 Training and Testing Data

MIAS-mini(MMM) [22] dataset is used for all the experiments conducted during
the study. In the dataset, there are 322 images of mammograms available and all
the images are originally of the size 1024×1024. Out of these, 22 images are used
as test images in each case and the rest of the data is used to train the model.
Two different cases, as outlined in Subsect. 3.3, of image size are considered to
study the impact of the resizing training image on the performance of denoiser.

3.3 Experiments

Two cases are considered for the experiments and the training images are pre-
pared by resizing the original images. The two cases are outlined in Table 1. 300
resized images were fed to the model for training and the corruption parameter
for Gaussian noise has been set at σ = 25 and μ = 0. Random Gaussian noise
was added to the training image to generate a noisy image. The images were ran-
domly rotated and flipped, in order to augment the training dataset. Keras [28],
with tensorflow [29] backend, was used for implementing the model. The model
was run on a system with Intel Xeon processor with NVidia M5000 Graphics
Processing Unit (GPU). The models were run for fifty epochs with batch size 128
and at a learning rate of 0.001. Adam optimizer was used for learning weights
with mean square error as the loss to be optimized. It took approximately 24 h
for the model to converge in the case (a) and 70 h in the case (b).

Table 1. The experimental setup

Cases Training image size No. of images

Case (a) 256 × 256 300

Case (b) 512 × 512 300
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4 Results and Discussion

SSIM measures degree of similarity between two images. In this index, one of
the images is considered having perfect quality and the other is compared with
this image as reference as given by Wang et al. [30]. SSIM is used to compare the
results with CNN DAE. The result obtained by the proposed method proved to
be significantly better. The average SSIM obtained is 0.98 as compared to 0.81 by
CNN DAE as shown in Table 2. This shows that a deeper network outperforms
a shallow convolution auto-encoder model. It should also be noted that the tests
performed in CNN DAE were performed on 64 × 64 sized mammogram images,
but the results for our model are obtained for 1024 × 1024 sized images. Our
model performs better even for images bigger in size and resolution.

Table 2. Comparison of denoising performance based on SSIM

Method SSIM (average)

CNN DAE 0.81

NLM 0.89

BM3D 0.92

WNNM 0.93

Proposed 0.98

PSNR metric is also employed to gauge the performance of the proposed
denoiser with BM3D, WNNM and median filter. The codes for BM3D and
WNNM are provided by the respective authors on their website [31,32]. PSNR
is generally calculated to measure the quality between the original and recon-
structed image. The higher the value of this metric, the superior the quality of
the reconstructed output image. In Table 3, the comparison of proposed denoiser
with traditional state-of-the-art methods on 22 test images of mammograms is
presented. It can be observed that better results were obtained in case (b) of the
proposed method where an input training image was resized to 512× 512 rather
than resizing to 256× 256. It proves the robustness of the proposed method and
additionally shows that re-sizing the training image can impact the performance
of denoiser on test images carrying bigger size and higher resolution. Also, the
graph presenting loss in Fig. 2 shows that the initial mean squared error loss is
low in case (b) as compared to case (a). However, the impact of re-sizing needs
further investigation and more in-depth analysis.

The fact that a deeper network is at a better position to learn the feature
maps for noisy and clean image targets contribute to a better performance by
the proposed model. Also, in the auto-encoder model, there is down-sampling of
the input image by using maxpool layer. The image is then upsampled in the
decoder phase to reconstruct the image. This maxpool operation reduces the
dimensionality of the input data resulting in loss of information of the original
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Table 3. Denoising performance compared with traditional methods based on PSNR

Image BM3D WNNM Median Case (a) Case (b)

mdb301 40.36 38.55 31.89 41.46 41.52

mdb302 41.33 40.31 31.92 42.79 42.78

mdb303 40.73 38.89 31.92 41.89 42.04

mdb304 40.68 38.45 31.89 41.87 41.92

mdb305 40.09 38.33 31.90 41.11 41.31

mdb306 40.77 39.49 31.94 41.90 42.09

mdb307 39.26 36.59 31.90 40.23 40.40

mdb308 39.83 37.27 31.87 40.81 41.00

mdb309 39.81 38.16 31.9 40.81 40.87

mdb310 39.88 37.76 31.91 40.94 41.02

mdb311 39.97 36.88 31.92 41.13 41.33

mdb312 40.17 37.23 31.89 41.41 41.44

mdb313 39.56 36.82 31.87 40.32 40.62

mdb314 39.56 38.78 31.86 40.44 40.53

mdb315 39.67 36.85 31.93 40.83 40.82

mdb316 39.71 36.85 31.90 40.87 40.87

mdb317 42.27 39.61 31.94 43.89 43.61

mdb318 42.39 39.51 31.93 43.81 43.89

mdb319 39.50 36.91 31.86 40.58 40.70

mdb320 39.77 37.2 31.87 40.92 40.99

mdb321 40.47 38.26 31.90 41.78 41.72

mdb322 40.74 38.04 31.93 42.06 42.12

Average 40.23 38.03 31.90 41.45 41.53

image, which in turn reduces the resultant SSIM values. In the case of BM3D,
the model behaves poorly when dissimilar patterns are observed in the image and
the algorithm is unable to exploit the similarity of image patches. Even though
mammographic images do not contain very dissimilar patches within the image,
the method is still outperformed by the proposed solution. Not only the PSNR
comparison but also the visual quality of the denoiser output show that WNNM
smoothens the tissues and edges of breasts as shown in Figs. 3 and 4. Also, the
denoised image of median filter still carries a grainy appearance. Even in case of
BM3D output, the edges of breast appear grainy, whereas in the original image
the edges are free from any distortion. Such smoothening and grainy artifacts
can be disastrous for patient care as it may leave lesions and calcifications go
undetected. However, in the results of the proposed method, the output image
is significantly similar to the original image with an SSIM value of 0.9803.
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Fig. 2. Training loss with respect to epochs for case (a) and case (b) experiments

Fig. 3. Denoising result on mdb315 with Gaussian noise σ = 25
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Fig. 4. Denoising result on mdb319 with Gaussian noise σ = 25

5 Conclusion

In this work, the application of deep convolution neural network is explored for
denoising of mammogram images. The denoising performance of our method out-
performs traditional state-of-the-art solutions like BM3D, WNNM and median
filtering method based on the PSNR metric. The model also beats CNN DAE,
a deep-learning method based on convolution auto-encoders, on SSIM metric
by a great margin. It was also shown that performance gains were obtained if
images were resized to 512 × 512 rather than 256 × 256 for training the model.
However, re-sizing the images leads to loss of pixel level details and significant
information which is crucial for further analysis and examination especially in
case of medical imaging. Therefore, our future work would focus on finding a
way to train the model without re-sizing the images. We would like to introduce
changes like skip connections, residual learning, and other activation functions,
like leaky ReLU, to the model so that the model converges faster and avoids
gradient vanishing problem. It would also be of our interest to investigate the
utility of transfer learning to achieve remarkable denoising outcome without the
need to train model from scratch. Additionally, the model can also be extended
to other noise distributions and several other medical imaging modalities.
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classification for 3D anatomy localization: employing deep convolutional neural net-
works. In: Medical Imaging 2016: Image Processing, vol. 9784, p. 97841Y. Interna-
tional Society for Optics and Photonics, March 2016

15. Yang, D., Zhang, S., Yan, Z., Tan, C., Li, K., Metaxas, D.: Automated anatomical
landmark detection ondistal femur surface using convolutional neural network. In:
IEEE 12th International Symposium on Biomedical Imaging (ISBI), pp. 17–21.
IEEE, April 2015

16. Dou, Q., et al.: Automatic detection of cerebral microbleeds from MR images via
3D convolutional neural networks. IEEE Trans. Med. Imaging 35(5), 1182–1195
(2016)

https://doi.org/10.1007/978-3-540-72823-8_45
https://doi.org/10.1007/978-3-319-47157-0_20
https://doi.org/10.1007/978-3-319-19992-4_46


Deep Convolution Neural Network Based Denoiser 187

17. Brosch, T., Tang, L.Y., Yoo, Y., Li, D.K., Traboulsee, A., Tam, R.: Deep 3D
convolutional encoder networks with shortcuts for multiscale feature integration
applied to multiple sclerosis lesion segmentation. IEEE Trans. Med. Imaging 35(5),
1229–1239 (2016)

18. Miao, S., Wang, Z.J., Liao, R.: A CNN regression approach for real-time 2D/3D
registration. IEEE Trans. Med. Imaging 35(5), 1352–1363 (2016)

19. Oktay, O., et al.: Multi-input cardiac image super-resolution using convolutional
neural networks. In: Ourselin, S., Joskowicz, L., Sabuncu, M.R., Unal, G., Wells,
W. (eds.) MICCAI 2016. LNCS, vol. 9902, pp. 246–254. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-46726-9 29

20. Litjens, G., et al.: A survey on deep learning in medical image analysis. Med. Image
Anal. 42, 60–88 (2017)

21. Benou, A., Veksler, R., Friedman, A., Riklin Raviv, T.: De-noising of contrast-
enhanced MRI sequences by an ensemble of expert deep neural networks. In:
Carneiro, G., et al. (eds.) LABELS/DLMIA -2016. LNCS, vol. 10008, pp. 95–110.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-46976-8 11

22. Suckling, J., et al.: The mammographic image analysis society digital mammogram
database exerpta medica. Int. Congr. Ser. 1069, 375–378 (1994)

23. Wang, C.W., et al.: A benchmark for comparison of dental radiography analysis
algorithms. Med. Image Anal. 31, 63–76 (2016)

24. Burger, H.C., Schuler, C.J., Harmeling, S.: Image denoising: can plain neural net-
works compete with BM3D? In: IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 2392–2399. IEEE, June 2012

25. Jain, V., Seung, S.: Natural image denoising with convolutional networks. In:
Advances in Neural Information Processing Systems, pp. 769–776 (2009)

26. Zhang, K., Zuo, W., Chen, Y., Meng, D., Zhang, L.: Beyond a Gaussian denoiser:
residual learning of deep CNN for image denoising. IEEE Trans. Image Process.
26(7), 3142–3155 (2017)

27. Gao, R., Grauman, K.: On-demand learning for deep image restoration. In: Pro-
ceedings of IEEE Conference on Computer Vision and Pattern Recognition, pp.
1086–1095, October 2017

28. Chollet, F.: Keras Github repository. https://github.com/keras-team/keras
29. Tensorflow. http://www.tensorflow.org
30. Wang, Z., Bovik, A.C., Sheikh, H.R., Simoncelli, E.P.: Image quality assessment:

from error visibility to structural similarity. IEEE Trans. Image Process. 13(4),
600–612 (2004)

31. Image and video denoising by sparse 3D transform-domain collaborative filtering.
http://www.cs.tut.fi/∼foi/GCF-BM3D/

32. Weighted Nuclear Norm Minimization for Image Denoising, Version 1.0. https://
github.com/csjunxu/WNNM CVPR2014

https://doi.org/10.1007/978-3-319-46726-9_29
https://doi.org/10.1007/978-3-319-46976-8_11
https://github.com/keras-team/keras
http://www.tensorflow.org
http://www.cs.tut.fi/~foi/GCF-BM3D/
https://github.com/csjunxu/WNNM_CVPR2014
https://github.com/csjunxu/WNNM_CVPR2014


Detection of Brain Tumor Using Machine
Learning Approach

Chadha Megha(&) and Jain Sushma

Thapar Institute of Engineering and Technology, Patiala, India
megha.chadha95@gmail.com, sjain@gmail.com

Abstract. Tumor in brain is one of the most dangerous diseases which if not
detected at the early stages can even risk the life. Currently, the methods used by
neurologists for analysis are not completely error free and states that manual
segmentation isn’t a good idea. This study presents machine learning based
approach for segmentation of brain images and identification of tumor using
SVM classification approach which improve the performance, minimize the
complexity and works on real time data.
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1 Introduction

The study of e-health care systems and evolving technology in the recent times let
radiologists provide better health care to the patients. Tumor in brain is the uncontrolled
mass of tissues on the brain. It is divided into tissues having cancerous cells called
benign tumor and tissues with non cancerous cells called malignant tumor. Tumors fall
under grade I to grade IV according to World Health Organization [6] where grade I
and II are called low grade tumors possessing slow growth. Grade III and IV are high
grade tumors which grow rapidly as compared to low grade.

Benign tumor has homogeneity in structure containing active cancer cells. It falls
under the category of grade of I or II glioma. However, malignant tumor has non
heterogeneous structure containing active cancerous cells falling under the grade cat-
egory of III or IV. If benign tumors are left untreated, they tend to develop into high
grade tumors. Benign tumors can be simply treated with surgery and treatment for
malignant tumor is either chemotherapy or radiotherapy or can also be a combination of
the two [6].

Segmentation is the process which is adapted to segment the image in order to
detect the abnormalities in the brain. As the goal is to detect tumor at the early stages,
the MR image of the brain is subjected to undergo through the process of segmentation
for further classification. Accordingly, the therapy is suggested by the neurologist [9].
The implementation of the algorithm is done as following:
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2 Literature Survey

Kaur et al. [1] proposed a research to partition the image into meaningful parts having
similar features and properties. All the techniques that are explained are appropriate for
medical research in the field of medical image applications. But from the study it is
clear that no single method is sufficient for every image type and no all methods are
suitable for a particular image type.

Işın A. et al. [2] proposed an approach for layer by layer segmentation and then
applying filters on them. Patches of the skull are taken and trained filters and used on
them. The classifier used is Deep Neural Network (DNN).

Yuheng et al. [3] concluded with his study of image algorithms that the combi-
nation of multiple segmentation methods is very effective, as it makes full use of the
advantages of different algorithms on the basis of multi-feature fusion, so as to achieve
better segmentation effect.

Kaur et al. [4] presented different image detection and segmentation techniques
have been discussed in depth for the segmentation of the image. The application of
image engineering can be medical imaging, object recognition etc.

Vaithegi et al. [5] worked on Image binarization is the process of separation of
pixel values into two groups, black as background and white as foreground. According
to this categorization, thresholding segmentation is done. Thresholding technique was
implemented on medical images that remove background by using local mean and
standard deviation.

Kumari et al. [8] proposed a research on the basis of classification and feature
extraction techniques. SVM was used on 100 brain image, where out of them, mean
value was calculated which gave a rough idea if the patient has tumor tissues or not.

Damodharan et al. [10] presented a technique using ANN individually which gives
the accuracy of 83% separating the tissues of the brain into WM, GM and CSF.

Arunadevi et al. [11] has proposed a technique of extreme learning machine for
classification of brain tumor from 3D MR images. This method obtained an accuracy of
93.2%, the sensitivity of 91.6%, and specificity of 97.8%.

Chaddad et al. [15] proposed a technique for automatic feature extraction for brain
tumor detection based on Gaussian mixture model using MR images. The method
worked on the principal component analysis and wavelet based features, the perfor-
mance of the GMM feature extraction is enhanced. Accuracy achieved was 97.05%.

Demirhan et al. [16] presented a new tissue segmentation algorithm using wavelets
and neural networks, which claims effective segmentation of brain MR images into the
tumor, WM, GM, edema, and CSF.

Roslan et al. [18] presented a methodology where mean was calculated for each
image sequence for around 30 MR images. The segmentation was done using
thresholding method which produced more accurate and robust images.

Zanaty et al. [20] presented a theory for brain tumor segmentation based on hybrid
type of approach, combining FCM, seed region growing, and Jaccard similarity
coefficient algorithm to measure segmented GM and WM tissues from MR images.
This method obtained an average segmentation of 90% at noise level of 3% and 9%,
respectively.
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3 Proposed Machine Learning Approach for Segmentation
and Classification

See Fig. 1.

3.1 Pre Processing

It is the primary step for image analysis. The purpose of pre processing is to remove the
extra cranial tissues from the image and enhance the image so that further processing
becomes easier for the human. It enhances the features which are important for further
processing in the image.

Pre processing of image also improves the signal-noise ratio distorting the noise
only leaving the desired parts of the image [2].

Pre Processing 
Of image

Skull Stripping 

Segmentation

Morphological 
Operation

Feature
Extraction

Classification 
Using SVM

Normal Tissue                        Abnormal Tissue

Fig. 1. Work flow of the proposed approach
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3.2 Skull Stripping

It is the process of removal of all the extra tissues in the skull images. It plays a very
vital role in image analysis and is of utmost importance for effective examination of the
images. The several tissues that can be removed are extra fat, skin, muscles etc. that lies
in the brain. There are various skull stripping methods such as morphology-based
method, intensity-based methods, deformable-based methods, template-based methods,
hybrid methods etc.

An image processed with skull stripping will automatically give better segmenta-
tion results and better accuracy in diagnosis of brain tumor [19].

3.3 Segmentation Process

First of all, in the process of segmentation, the MR image is converted into binary
image taking in account a threshold value. The selected value for threshold is 128. The
pixel values which come to be greater than the threshold value are white, and the pixel
values which come out to be smaller than the threshold value are black. Because of
these two values, we get the infected area and rest is cropped out.

Now the next job is to eliminate the white pixels. The new cropped image and the
original image are taken and divided into two equal parts. The process of morpho-
logical erosion gives us the boundaries of the brain images. It is a simple concept for
rearranging the obtained pixel values, not having anything to do with the mathematical
values. Hence, we take in account only the binary images for this process. We obtain
three classes after the erosion process namely white matter, gray matter and cerebral
spinal fluid [5]. Following are the types of segmentation:

Edge Based Segmentation: It is the method where edge is considered as the boundary
between two regions with properties specific to grey scale. The border of every image
is surrounded by a visible closed border and can be calculated by the intensity of the
image.

Region Based Segmentation: This method aims at segmenting the similar images into
different regions. The segmentation is done with grey values of the image pixels.
Further methods are categorised into Region Growing segmentation, Region merging
and splitting segmentation depending on the pixels of the image [4].

Threshold Based Segmentation: This method separates the foreground from the
background by setting a threshold value. This is how a grey image is converted to
binary image which reduces the complexity of the image. The necessary data required
for this segmentation is shape and location of object to be detected in the image [4].

Cluster Based Segmentation: This segmentation is specifically used to segment the
images with grey level because it is easily applicable on high dimensional image data
including colorful images. The pixels in one cluster are similar to each other than other
pixels in the cluster. Theymay belong together in terms of same color or same texture [2].
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3.4 Morphological Operations

Operations such as erosion dilation or region filling on the image are applied to binary
image to remove the non cerebral tissue from the brain image. The basic concept
behind this is to produce a noise free skull stripped image [18]. The process is depicted
in Fig. 2 where erosion is done to remove the pixels from the boundaries of the image.

3.5 Feature Extraction Process

In order to collect high level of information such as texture, shape, size, contrast etc.,
feature extraction is done. By just selecting the prominent features, the accuracy of the
diagnosis becomes easy. Gray Level Concurrence Matrix (GLCM) is the most used
technique for feature selection in image analysis. First of all the GLCM is calculated
and then texture based on GLCM is calculated. It helps in reducing the data and speed
ups the algorithm. Not only has the accuracy improved, but the overall performance as
well [9]. Some useful features and they methods to calculate them are listed below [7]:

Mean (M): By adding all the pixel values of the image and then dividing it by the total
number of pixels, we obtain the mean of an image.

M ¼ 1
a� b

� �Xa�1

x¼0

Xb�1

y¼0

f x; yð Þ ð1Þ

Standard Deviation (SD): In probability distribution, standard deviation is the second
most central point. It is the measure of non-uniformity and the more will be the value,
more will be the contrast in the images.

SD rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
a� b

� �Xa�1

x¼0

Xb�1

y¼0

ðf ðx; yÞ � TÞ2
vuut ð2Þ

Entropy (E): The degree of randomness in an image is called average information or
entropy of an image. A certain image has certain entropy which can describe the texture
of the image.

E ¼ �
Xa�1

x¼1

Xb�1

y¼1

f x; yð Þ log f ðx; yÞ ð3Þ

Skewness (Sk): It is the measure of non symmetric behavior in an image. If an image is
considered from the central point, it has to be similar from both left and right sides in
order to be symmetric [1].
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SkðAÞ ¼ 1
a� b

� �P ðf ðx; yÞ � SÞ3

SD3 ð4Þ

Kurtosis (Kt): The probability of random variable is subjected to some shape whether
it is flat or peaky which is represented by kurtosis of an image.

KtðXÞ ¼ 1
a� b

� �P ðf ðx; yÞ �M4j
SD4 ð5Þ

Energy: Energy is described as the amount of repetition in pixels. It can also be termed
as the similar kind of pixels in the image.

En ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXa�1

x¼0

Xn�1

y¼0

f 2ðx; yÞ
vuut ð6Þ

Contrast: It is the measure of the color and brightness of an image with respect to its
neighbor over the image [1].

C ¼
Xa�1

x¼0

Xb�1

y¼0

f 2 x; yð Þ ð7Þ

3.6 Support Vector Machine

SVMs are supervised learning models which are used to analyze the data for classi-
fication as well as regression. It was invented by Vladimir N. Vapnik which was later
modified by Carpis and Vapnik in 1993.

If a training dataset is given, the purpose of SVM is to divide the non-linear
transformation into a linear transformation using kernel functions of SVM. In the
implementation, the kernel that I’ve used is Gaussian kernel which has made the
classification very easy and convenient. SVM works with hyper planes dividing the
dataset into two parameters which maximizes the margin between the non overlapping
parameters [13]. The performance in SVM is measured by the accuracy, sensitivity and
specificity. We’ve chosen SVM because it works best even when the data is not
linearly separable. It is basically defined by a distinguishing hyperplane. The training
dataset gives us the output as a hyperplane which finds a boundary between the two
possible outputs (Tables 1 and 2).
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4 Result and Conclusion

The experimental results produced by the proposed technique depict the outcomes as
modified image and segmented image followed by skull stripped image (Fig. 3).

The results concluded are based on SVM, BWT [12] and ANN on the basis of
criteria of performance such as specificity, sensitivity and accuracy. The detailed
analysis shown in the Fig. 2 helps in segmenting the image into WM, GM or CSF. We
have also used skull stripping method for the removal of unwanted noise while per-
forming the algorithm. It is observed that tumor detection is more fast and accurate as
compared to manual segmentation performed by radiologists. The experimental results

Table 1. Statistical analysis of images.

Data Mean Standard deviation Entropy Skewness Kurtosis Energy

Image 1 8.66 43.99 0.65 0.0053 2.89041E–06 10.94
Image 2 11.81 49.11 0.94 0.0065 2.74079E–06 16.37
Image 3 39.4 75.59 3.03 0.01054 1.8506E–06 65.99
Image 4 6.83 39.45 0.45 0.00517 3.3368E–06 8.11
Image 5 11.9 38.81 2.09 0.02002 1.35422E–05 33.17
Image 6 5.33 28.95 1.12 0.01647 2.05493E–05 13.87

Table 2. Confusion matrix defining TP, TN, FP, FN.

Expected outcome Positive Negative Row total

Positive TP FP TP+FP
Negative TN FN TN+FN
Column total TP+FN FP+TN TP+FP+FN+TN

Fig. 2. (a) Original image (b) Background eliminated image (c) Restored image (d) Restored
image after contrast modification (e) Skull stripped image (f) Segmentation white image (g) Final
image
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achieved are 83.3% accuracy identifying whether the tissue is normal or abnormal. This
technique is suitable for the clinical data of MR images.

In the future, this work can be extended by combining more than one classifier or
feature selection method to get better accuracy.
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Abstract. Petri net is a potential mathematical and graphical modelling tool,
used to examine the properties of various complex discrete event and distributed
systems. In this paper, a Petri net variant, called Fuzzy Petri net (FPN) has been
used to represent Fuzzy Production propositions of a rule based system, where a
fuzzy production proposition explains the fuzzy relation among two propositions.
For this purpose, another Petri net variant, known as Boolean Petri net (BPN) is
considered because of its practical significance. BPNs can be used to represent
active and inactive stages of a system like switching circuits; to qualitatively
describe gene regulatory interactions etc. The Fuzzy Production propositions of
BPN have been represented using Fuzzy Petri net and a precedent-subsequent
relation between the two fuzzy propositions of BPNs has been checked using
fuzzified propositional algorithm. This relation provides an important property of
BPNs based on initial marking of Petri nets and the obtained truth degree of the
success node validates the belief strength of this property.

Keywords: Petri net � Fuzzy Petri net � Fuzzy Production proposition �
Boolean Petri net � Knowledge representation

1 Introduction

Petri nets (PNs) have been and are being successfully applied to model and analyze
various Knowledge-based systems (KBSs) like computational distributed systems,
discrete-event systems, communication protocols, manufacturing systems, performance
evaluation etc. [16]. Different types of biological networks have also been modeled and
studied using Petri nets [1, 4, 5, 10, 20]. This is due to their capability to model any
graph-based structure [1] and represent the flow of information in any expert system.
The concept of Petri nets was first introduced in 1962 by a German Mathematician,
Carl Adam Petri in his Doctoral thesis ‘Communication with Automata’ submitted to
the Darmstadt University, West Germany [19]. Thereafter, they are being used as a
graphical and mathematical tool for modelling and studying concurrency, conflicts and
synchronization in discrete event and distributed systems [16].
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But classic PNs are not able to properly represent the real-world systems. This is
due to continuous growth of the database of real-world knowledge systems, some
uncertain and imprecise information may be presented in these systems. Thus, to
handle uncertain or vague information, a special subclass of Petri nets, called Fuzzy
Petri nets (FPNs) has been introduced by Lipp [13] for modelling industrial control
systems. Then in 1988, Looney [15] modified PNs using fuzzy reasoning and logic to
represent rule-based expert systems. Later, in 1990, a more general FPN model has
been proposed by Chen [2] to model knowledge representation and also described a
fuzzy reasoning algorithm that automatically performs knowledge reasoning. In [17],
authors have augmented the time concept with Fuzzy Petri nets and analyzed how the
time factor has impacted the net performance in terms of transition firing and marking
of input and the output places. FPNs have been successfully applied in various areas
like fault diagnosis systems, biological networks, operational management systems,
wireless sensor systems etc. [3, 14, 24, 25].

In this paper, we have taken fuzzy propositions of a rule based system of one
subclass of safe Petri nets known as Boolean Petri nets (BPNs) [7–9, 22, 23]. Boolean
Petri nets are an emerging and promising class of Petri nets having importance in
various application fields like to construct control systems, switching circuits, in
genetic regulatory networks and many more [7, 21]. For example, in a genetic regu-
latory network, gene can be either active or inactive, i.e. gene expression has two states
either ON (denoted by ‘1’) or OFF (denoted by ‘0’). Hence, we can associate a Boolean
variable with each gene, denoting the activation or inhibition of that gene [21]. So,
BPNs can be used to describe and analyze the interactions between genes. Similarly, in
the digital circuits also known as switching circuits, signal has two different states
(ON/OFF, 1/0) and these circuits are based on Boolean logic gates [6]. Boolean algebra
is a useful mathematical tool for simplifying switching circuits. Hence, performance of
these circuits can be easily analyzed using BPNs. In [7], authors have shown “If a Petri
net is Boolean, then initial marking for all the places is one”. Here, we are checking the
converse of this result that “IF initial marking for all the places is one, THEN it is a
Boolean Petri net” i.e. “IF initial marking for all the places is one, THEN a Petri net
will generate all the binary n-vectors” using fuzzy rule based modelling. It is achieved
by obtaining a sprouting tree which shows a precedent-subsequent relationship between
these propositions and the truth degree of goal proposition is also calculated using the
truth degree of starting proposition that shows the belief strength of the above property.
To do so, the modified version of fuzzy reasoning algorithm proposed in [2] has been
used. Then an argument is made by using the obtained sprouted tree and its validity is
proved by using the existing methods of proof.

The remaining paper is systematized as follows: Sect. 2 discusses basic concepts of
Petri nets, Fuzzy Petri nets and Boolean Petri nets. Section 3 describes the fuzzified
propositional algorithm. In Sect. 4, implementation of algorithm is illustrated using the
3 cases. Section 5 discusses the argument formulation and validation. Section 6 gives
the conclusions and scope.
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2 Petri Nets: Overview

Petri net is defined as a graph, which is directed, weighted, bipartite multigraph having
two types of nodes: places and transitions. The places represented by circles model the
conditions while the transitions represented by bars or rectangular boxes model the
actions [8, 9, 12]. It is also called condition-event (place-transition) net [11]. The
relation between these nodes is represented by connecting them to each other through
directed arcs. If there is a directed arc connecting a place (transition) to a transition
(place), then the place is known as input (output) place of that transition. Some positive
integer is assigned to each arc, which signifies the weight of that arc. For the arcs
having weight 1, the weight is generally omitted. Some places are assigned with non-
negative integers known as Tokens. They are represented by using black dots inside a
place. The number of tokens inside a place indicate the number of data resources
available.Marking vector M signifies the state of the Petri net and it tells us the number
of tokens present in each place in that state. Mathematically, PNs are defined as [16]:

Definition 1: Petri net is a 5-tuple: PN ¼ P; T ;F;W ;M0ð Þ; where P ¼ p1; p2; . . .; pnf g
and T ¼ t1; t2; . . .; tmf g are respectively the finite non-empty set of places and transi-
tions, with P\T ¼ £ and P[ T 6¼ £;F� P� Tð Þ [ T � Pð Þ is a set of arcs, W :
F ! 1; 2; 3. . .f g is a weight function, M0 : P ! 0; 1; 2; . . .f g is the initial marking
vector. It is written asM0 ¼ m1;m2; . . .;mnð Þ, where n is the total number of places and
each mi indicates the number of tokens present in each place; mi 2 0; 1; 2; . . .f g,
where i ¼ 1; 2; . . .; n.

A Petri net is simulated according to transition firing rule. A transition t is enabled
if all its input places has at least as many tokens as the weight of the arcs connecting
those input places to the transition t. When an enabled transition fires, the enable tokens
are consumed by the transition and deposited into each of its output places according to
the arc weight. The firing of a transition leads to the change in the state of the system
and thus modification in the marking. Detailed information of PNs can be found in
[18]. Figure 1 illustrates the firing rule of a transition.

Definition 2: If pi and pj are respectively the input and output places of any transition
tl; l ¼ 1; 2; . . .;m; then the place pj is called immediate reachable from the place pi. Let
pk be another place such that pk is immediate reachable from pj and pj is immediate
reachable from pi, then the place pk is called reachable from the place pi.

For example, in Fig. 1, place p3 is immediate reachable from the places p1 and p2
while p4 is reachable from the places p1 and p2.

Definition 3: The immediate reachability set of the place pi, denoted by IRS pið Þ is the
set of places that are immediately reachable from pi And the reachability set of pi,
denoted by RS pið Þ is the set of places that are reachable from pi. For example, in Fig. 1,

IRS p1ð Þ ¼ p3f g; IRS p2ð Þ ¼ p3f g; IRS p3ð Þ ¼ p4f g and RS p1ð Þ ¼ p4f g;RS p2ð Þ
¼ p4f g:
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Definition 4: The places pi and pj are known as adjacent places with respect to the
transition tl; l ¼ 1; 2; . . .;m; if both are input places of the transition tl. For example, in
Fig. 1, places p1 and p2 are adjacent places with respect to the transition t1.

However, it is not possible to accurately model many real-world situations using
basic Petri nets and also such Petri nets are not able to deal with uncertain or vague data
presented in most of the knowledge-based systems. This is because database of expert
systems is continuously increasing resulting in growing complexity of these systems.
To overcome these shortcomings, an extension of Petri nets knowns as Fuzzy Petri nets
(FPNs) is developed for the knowledge representation of complex control processes
and fuzzy rule-based expert systems [13, 15].

A Fuzzy Petri net is used to model and study a system having uncertainty. In an
FPN, each transition is linked with a certainty factor between 0 and 1 and the token in a
place is linked with a truth value between 0 and 1. Also, the number of tokens in a
place are constrained to one. According to Chen, Fuzzy Petri net is defined as [2]:

Definition 5: Fuzzy Petri net is an 8-tuple: FPN ¼ P; T ;Q; I;O; f ; a; bð Þ; where
P; T and Q are non-empty finite sets of places, transitions and propositions, respec-
tively, P \ T \ Q ¼ £; Pj j ¼ Qj j, I and O are input and output functions, both from
transitions to the set of places, f : T ! 0; 1½ � is an association function linking each
transition with a certainty factor having real value between 0 and 1, a : P ! 0; 1½ � is
also an association function indicating the truth degree of each place, b : P ! Q is an
association function associating the places to propositions.

In an FPN, a transition ti is enabled if 8pj 2 I tið Þ, i.e. for all input places pj of
transition ti, truth degree of each place is greater than or equal to given threshold value
k, i.e. a pj

� �� k, where 0� k� 1. Then the reasoning process of an FPN is executed by
firing the Fuzzy Production propositions and updating the truth value of output place at
each step.

A Fuzzy Production proposition (FPP) defines a fuzzy relation between two
propositions. FPPs are usually expressed using fuzzy ‘IF-THEN’ proposition in which

(a)     (b) 

2

2
3

2

2
3

Fig. 1. (a) Petri net before firing. Places p1 and p2 are the input places and p3 is an output place
of the transition t1. Place p3 is the input place and p4 is an output place of the transition t2. Here,
t1 is an enabled transition and M0 ¼ 1; 3; 0; 0f g. (b) Petri net after firing. After firing of transition
t1, one token from p1 and two tokens from p2 are consumed and two tokens in p3 are deposited.
New state will be M1 ¼ 0; 1; 2; 0f g. At this state, no transition is enabled and the Petri net is said
to be in dead state, i.e. no transition firing will take place.
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part of the proposition after ‘IF’ is the antecedent or precondition and part of the
proposition after ‘THEN’ denotes consequent or postcondition. According to [2, 15],
the generalized formula of Fuzzy Production proposition can be stated as follows:

Definition 6: The ith FPP, FPi is defined as: FPi : IF qj THEN qk li ¼ að Þ. Here, qj and
qk are the propositions associated with the places pj & pk, i.e. b pj

� � ¼ qj & b pkð Þ ¼ qk;
li 0� a� 1; 1� i� nð Þ is the certainty factor associated with the transition ti and
represents the belief strength of the proposition, i.e. f tið Þ ¼ li.

If a pj
� � ¼ cj and b pj

� � ¼ qj, i.e. truth degree of proposition qj associated with the
place pj is cj and cj � k, then after firing the Fuzzy Production proposition FPi, the truth
degree of the proposition qk will be ck ¼ cj � li. Following is an example of Fuzzy
Production proposition:

FP1: IF your body temperature is above 100
	
F THEN you have a fever

l1 ¼ 0:90ð Þ.
Let q1 “your body temperature is above 100

	
F” and q2 “you have a fever” be the

two propositions of the FP1. The two propositions q1 and q2 will correspond to the two
places p1 and p2. Let the threshold value be k ¼ 0:30 and the truth degree of the
proposition q1 is 0.80, i.e. a p1ð Þ ¼ c1 ¼ 0:80. The modelling of FP1 using FPN is
shown in Fig. 2.

In the above FPN model, P ¼ p1; p2f g, T ¼ t1f g, Q ¼ q1; q2f g, I t1f g ¼ p1,
O t1f g ¼ p2f g, f t1ð Þ ¼ l1 ¼ 0:90, a p1ð Þ ¼ 0:80, a p2ð Þ ¼ 0, b p1ð Þ ¼ q1, b p2ð Þ ¼ q2.
Since c1 � k, so after firing of the FP1, the truth degree of the proposition q2 will be
c2 ¼ c1 � l1 ¼ 0:72. It tells us the possibility degree of having a fever is 0.72. The
firing of an FPN is shown in Fig. 3.

Fig. 2. FPN of FP1

After firing

0.72

Before firing

Fig. 3. Firing of a Fuzzy Petri net
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The most common Fuzzy Production propositions are [2, 15]:

Type 1: IF qj THEN qk li ¼ að Þ (Fig. 4).

Type 2: IF qj1 and qj2 and qj3 and. . .and qjn Then qk li ¼ að Þ (Fig. 5).

Type 3: IF qj THEN qk1 and qk2 and . . . and qkn li ¼ að Þ (Fig. 6).

Before firing After firing

Fig. 6. FPN of Type 3 FPP

Before firing After firing

Fig. 4. FPN of Type 1 FPP

Before firing After firing

Fig. 5. FPN of Type 2 FPP
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Type 4: IF qj1 or qj2 or . . . or qjn THEN qk li ¼ að Þ (Fig. 7).

In this paper, we have used the special class of 1-safe Petri Nets known as Boolean
Petri nets (BPNs). BPNs are 1-safe Petri nets which generate all the 2n binary vectors as
marking vectors in its reachability tree [7–9, 22, 23]. For more information on BPNs,
see [7, 22].

Here, the Fuzzy Production propositions for the rule based system of BPNs have
been taken as input. Three cases have been discussed by taking different certainty
factors of the fuzzy production propositions and the truth degree of our goal propo-
sition is calculated using the fuzzified propositional algorithm [2]. The truth degree so
obtained shows the belief strength in the precedent-subsequent relation among the
starting and final fuzzy propositions of the BPNs.

3 Fuzzified Propositional Algorithm (FPA)

In this section, fuzzified propositional algorithm based on FPNs has been described.
The FPA automatically generates the truth degree of the goal proposition by using the
truth degree of the initial proposition and also finds whether there exists precedent-
subsequent relationship among the initial and goal proposition [2].

FPA generates a tree which gives all the paths from the initial place to the final
place. Every vertex of the tree is a 4-tuple represented by pk; ck; IRS pkð Þ; kf g; where pk
is a place, ck is the truth degree of place pk , IRS pkð Þ is the immediate reachability set of
the place pk and k is the threshold. Let ps and pg be the initial and goal place
respectively. As explained earlier, the propositions qs and qg will be associated with the
places ps and pg respectively. Let us suppose the truth degree of the starting propo-
sition, qs entered by the user is cs i.e. the truth value of the token in the place ps is cs
and the user wants to know what will be cg i.e. the truth degree of the proposition qg.
Let lxy ¼ a denotes the certainty factor of the condition associated with the proposi-
tions qx and qy and Axy denote the set of adjacent places of px,where py 2 IRS pxð Þ. The
fuzzified propositional algorithm is briefly explained as follows:

Before firing
After firing

Fig. 7. FPN of Type 4 FPP
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Step 1: Start from the initial proposition qs and mark the root node of the tree as
ps; cs; IRS psð Þ; kf g as b psð Þ ¼ qs. This is the non-terminal vertex.

Step 2: Select one non-terminal vertex pi.

(a) If either IRS pið Þ ¼ £ or 8 pk 2 IRS pið Þ, goal place pg 62 RS pkð Þ, then label pi
as terminal vertex.

(b) If the goal place pg 2 IRS pið Þ and ci � k, then create a new vertex pg labelled
as pg; cg; IRS pg

� �
; k

� �
in the tree with a directed edge marked lig ¼ a, from the

vertex pi; ci; IRS pið Þ; kf g to the vertex pg; cg; IRS pg
� �

; k
� �

, where cg ¼ ci � a.
Here, the vertex pg; cg; IRS pg

� �
; k

� �
will be called a success vertex.

(c) If the goal place pg 62 IRS pið Þ and pg 2 RS pkð Þ, then 8 pk 2 IRS pið Þ,
(c:1) If Aik ¼ £ and ci � k, and pk does not occur in any vertex in the path

between root vertex ps and the selected vertex pi, then generate a new
vertex pk labelled as pk; ck; IRS pkð Þ; kf g in the tree with a directed edge
marked lik ¼ a, from the vertex pi; ci; IRS pið Þ; kf g to the vertex
pk; ck; IRS pkð Þ; kf g, where ck ¼ ci � a. Here, the vertex pk; ck; IRS pkð Þ; kf g

will be called a non-terminal vertex.
(c:2) Else if Aik ¼ pb; pc; . . .; pzf g, i.e. pi has some adjacent places, then the user

is requested to insert the truth degree of the propositions qb; qc; . . .and qz
associated with the places pb; pc; . . .and pz respectively. Let yb; yc; . . .; yz
be the corresponding truth degrees entered by the user.
Let h ¼ Min yi; yb; yc; . . .; yzð Þ.

(c:2:1) If h � k, then create a new vertex pk labelled as pk; ck; IRS pkð Þ; kf g
in the tree with an edge marked lik ¼ a, from the vertex
pi; ci; IRS pið Þ; kf g to the vertex pk; ck; IRS pkð Þ; kf g, where

ck ¼ h � a. Here, the vertex pk; ck; IRS pkð Þ; kf g will be called a non-
terminal vertex.

(c:2:2) else mark the vertex pi as a terminal vertex.

Step 3: If no non-terminal vertex remains, then go to Step 4. Else, repeat Step 2.
Step 4: If there is a success node, then there exists a precedent-subsequent relation
among the first proposition qs and goal proposition qg and the truth degree of the
goal proposition qg will be calculated as:

Let G be a set of success vertices. i.e.

G ¼ pg; r1; IRS pg
� �

; k
� ��

; pg; r2; IRS pg
� �

; k
� �

; . . .; pg; rm; IRS pg
� �

; k
� ��

where 0� ri � 1; 1� i�m.
Then set T ¼ Max r1; r2; . . .; rmð Þ. The truth degree of the final proposition qg will

be T.
else there does not exist a precedent-subsequent relation among the first and final

propositions.
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4 Case Study

In this section, we have considered Fuzzy Production propositions corresponding to
BPNs and made three different cases. These propositions have been made with the help
of [7, 8, 22]. In each case, there is a variation in the certainty factors of each proposition.

The Fuzzy Production propositions for the rule based Boolean Petri nets are:

FP1: IF Mn xð Þ� 1 8x 2 P THEN Petri net is 1-bounded l1 ¼ a1ð Þ.
FP2: IF the number of tokens in a place in PN never exceeds one THEN place is
safe l2 ¼ a2ð Þ.
FP3: IF all the places are safe or Petri net is 1-bounded, THEN Petri net is safe
l3 ¼ a3ð Þ.
FP4: IF a Petri net is safe and it generates all binary n-vectors as marking vectors in
its reachability tree THEN Petri net is Boolean Petri net l4 ¼ a4ð Þ.
FP5: IF a Petri net is Boolean Petri net, THEN M0 xð Þ ¼ 18x 2 P; Pj j � Tj j and
incidence matrix contains negative identity matrix of order n as a submatrix
l5 ¼ a5ð Þ.
FP6: IF a Petri net is safe and M0 xð Þ ¼ 18x 2 P THEN it can be embedded as an
induced subnet of a BPN l6 ¼ a6ð Þ.
FP7: IF M0 xð Þ ¼ 18x 2 P THEN Petri net is a Boolean Petri net l7 ¼ a7ð Þ.
Let us denote the above propositions as:

1 : ( ) ,   2 : Petri net is 1-bounded 
3 : Number of tokens in a place in PN never exceeds one 
4 : Place is safe,   5 : Petri net is safe 
6 : Petri net generates all binary n-vectors as marking vectors in its reachability tree  
7 : Petri net is Boolean Petri net 
8 : 0( ) ,   9: | | ≤ | |
10 : Incidence matrix contains negative identity matrix of order n as a submatrix 
11 : Petri net can be embedded as an induced subnet of a BPN 

Rewriting the FPPs using the above notations, we have

The user wants to know if there exists any precedent-subsequent relation between
the propositions q1 and q7. So, our initial and goal propositions are q1 and q7
respectively and the corresponding initial and goal places will be p1 and p7 as b p1ð Þ ¼
q1 and b p7ð Þ ¼ q7. Assume that the threshold value, k ¼ 0:30 and the truth degree of
the initial place p1 given by the user is c1 ¼ 0:90 for all the three cases. The Fuzzy Petri
net model of the FPPs of Boolean Petri nets is shown in Fig. 8. The Immediate
reachability set, reachability set and set of adjacent places are shown in Table 1 and
Table 2 respectively. Let us discuss the three cases:
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Case 1: In this case, the certainty factors taken are:

FP1: l1 ¼ 0:90; FP2: l2 ¼ 0:90; FP3: l3 ¼ 0:95; FP4: l4 ¼ 0:92; FP5: l5 ¼ 0:95;

FP6: l6 ¼ 0:90; FP7: l7 ¼ 0:50

0.90

Fig. 8. FPN of FPPs of Boolean Petri net

Table 1.

Place
pi

IRS ðpiÞ RS ðpiÞ

p1 p2f g p2; p5; p7; p8; p9; p10; p11f g
p2 p5f g p5; p7; p8; p9; p10; p11f g
p3 p4f g p4; p5; p7; p8; p9; p10; p11f g
p4 p5f g p5; p7; p8; p9; p10; p11f g
p5 p7; p11f g p7; p8; p9; p10; p11f g
p6 p7f g p7; p8; p9; p10; p11f g
p7 p8; p9; p10f g p7; p8; p9; p10; p11f g
p8 p7; p11f g p7; p8; p9; p10; p11f g
p9 £ £
p10 £ £
p11 £ £

Table 2.

Place pi Place pk Aik

p1 p2 £
p2 p5 £
p3 p4 £
p4 p5 £
p5 p7 p6f g
p5 p11 p8f g
p6 p7 p5f g
p7 p8 £
p7 p9 £
p7 p10 £
p8 p7 £
p8 p11 p5f g
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After implementing the algorithm, the tree obtained is shown in Fig. 9. Since we
have got a success node with truth degree c7 ¼ 0:71, showing there exist a precedent-
subsequent relation between the first and final propositions. The value of truth degree
shows that possibility degree of this relation to be true is 0.71.

Case 2: Here, we have decreased the certainty factor values. The new certainty factors
taken are:

FP1: l1 ¼ 0:85; FP2: l2 ¼ 0:80; FP3: l3 ¼ 0:85; FP4: l4 ¼ 0:90; FP5: l5 ¼ 0:80;

FP6: l6 ¼ 0:87; FP7: l7 ¼ 0:50

After implementing the algorithm, the tree obtained is shown in Fig. 10. Again, we
have got a success node but with truth degree c7 ¼ 0:58, which shows there exist a
precedent-subsequent relation between the first and final proposition. The lesser value
of truth degree shows that as we lower the certainty factors of the FPPs, the possibility
degree of this relation to be true also get decreased and in this case, it has become 0.58.

Case 3: In this case, we have further decreased the certainty factor values. The new
certainty factors taken are:

FP1: l1 ¼ 0:80; FP2: l2 ¼ 0:75; FP3: l3 ¼ 0:80; FP4: l4 ¼ 0:85; FP5: l5 ¼ 0:75;

FP6: l6 ¼ 0:85; FP7: l7 ¼ 0:50

After implementing the algorithm, the tree obtained is shown in Fig. 11. Here
again, we have got a success node but now with truth degree c7 ¼ 0:49. The occurrence
of success node again shows that there exists a precedent-subsequent relation between
the first and final proposition. The truth degree value has further decreased, proving that
as we keep on lowering the certainty factors of the FPPs, the possibility degree of this
relation to be true will also get decreased and in this case, it has become 0.49.

5 Formulation and Validation: An Argument Based
on Sprouting Tree

In this section, we will formulate an argument based on the tree obtained in the
previous section and then, will check its validity.

In Sect. 4, after applying fuzzified propositional algorithm we have got three trees
corresponding to each case, but the path p1 ! p2 ! p5 ! p7ð Þ to reach the goal place
p7 from the initial place p1 is same in all the 3 cases. Based on this path, an argument
having three premises R1;R2;R3 and conclusion C is obtained which is as follows:

R1: p1 ! p2;R2: p2 ! p5 and R3: p5 ! p7; C: p1 ! p7

As defined earlier, the places p1; p2; p5 and p7 are associated with the propositions
q1; q2; q5 and q7. Using the inference rules and existing methods for validation of an
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argument, we have proved that our argument p1 ! p2; p2 ! p5; p5 ! p7 ) p1 ! p7ð Þ
is valid, i.e. whenever all the premises are true, the conclusion is also true. The
validation of our argument further strengthens our result obtained in Sect. 4, that “there
exist a precedent-subsequent relation between the initial proposition q1 and final
proposition q7”. However, the extent for this to be true will be depending upon the
certainty factors of the FPPs.

6 Conclusions and Scope

In this study, we have shown a precedent-subsequent relation between the initial
proposition, “Mn xð Þ� 1 8x 2 P” and final proposition, “Petri net is a Boolean Petri
net”. That is, “IF Mn xð Þ� 1 8x 2 P THEN Petri net is a Boolean Petri net” and this
result is also strongly supported by the argument validation proof. Though, the pos-
sibility degree of this relation to be true will depend on the certainty factors of the
Fuzzy Production propositions given by the user. Since the certainty factors are given
by the user and if we know some propositions are true, then the values of certainty
factors can be chosen higher, i.e. close to 1. In the first case, the possibility degree of
Fuzzy Production proposition “IF Mn xð Þ� 1 8x 2 P THEN Petri net is a Boolean Petri
net” to be true is 0.71 which has decreased to 0.58 and to 0.49 in second and third case
respectively depending on the certainty factors. In particular, it will also hold if we take
initial marking equal to one for all the places i.e. M0 xð Þ ¼ 1 8x 2 P. So, we have
proved that IF M0 xð Þ ¼ 1 8x 2 P THEN Petri net is a Boolean Petri net along with
other conditions.

(success node)

Fig. 9. Tree of Case 1

(success node)

Fig. 11. Tree of Case 3

(success node)

Fig. 10. Tree of Case 2
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The computational good characterization of Boolean Petri nets and its verification
using Fuzzy Petri nets is still an open problem to the researchers. This characterization
may save the computational running time and effort of the multi switches circuits used
in various applications.
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Abstract. Insurance fraud is one of the most serious problem that insurers,
consumers and regulators witnessed in the last couple of years affecting avail-
ability of insurances. Increase in the cost of the companies, inflated premium is
caused by the number of frauds in the medical insurance sector threatening the
viability of the insurance companies and also an adverse effect on the profit they
incur. Forged documents submitted for claim settlement gets verified due to
limited resource availability. Enabling TLS-N in the conversation between the
insurance company, policy holder and medical institution curtail life insurance
frauds. Data privacy must be given utmost importance while we handle medical
insurance scenarios, TLS-N with privacy preserving data publishing schemes
facilitates privacy and mitigates content hiding attack. These records stored in
blockchain keeps track of the policy details, the medical reports and insurance
claims over the period of validity, helps detecting fraud in the insurance claim.

Keywords: Non-repudiation � TLS-N � Privacy preserving data publishing �
Hashing � Blockchain � Insurance claim fraud

1 Introduction

In insurance industry, health insurance vertical has been showing an encouraging
growth rate. However, this growth rate along with the lack of reliable information and
documentation challenges gave in opportunities and incentives to commit fraud [1]. In
medical insurance sector, fraud could be committed by anyone from the policy holder,
insurance provider, insurance company employee and/or when the employee and the
policy holder collude. Identification of a false claim is a challenging proposition since
across Indian insurance company the quality of the data is poor along with no robust
mechanism of verification like social security number. Common medical insurance
frauds are due to the following reasons:

– Bogus claims prepared by physicians
– Wrong representation of the details regarding the medical condition
– Modifying the identity of the provider and recipient
– Billing and incurring wrong charges for services which were not performed
– Fake documentation
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– Double billing
– Upcoding and Miscoding of procedures

Blockchain is a peer-to-peer decentralized distributed ledger/system which is
cryptographically secure. A transaction is the fundamental unit of blockchain [2, 3].
A block is composed of multiple transactions, previous block hash, timestamps, nonce
etc. Blockchain could also be referred to as the Internet database that support decen-
tralization. Every node maintains a local copy of the global datasheet. Blockchain
works like a public ledger. Applications like financial transactions and IoT uses
blockchain technology for an unrivaled security in the Internet. Blockchain technology
was referred in the whitepaper by Satoshi Nakomoto, who developed Bitcoin [4].
Ethereum [5] is another most widely used and successful blockchain with built-in
Turing-complete programming language which could be used for creating highly
flexible smart contracts [6]. Featuring smart contracts makes Ethereum a more effective
decentralized platform than bitcoin [7]. Ethereum provides a platform to write user
specific decentralized application.

Transport Layer Security (TLS) [10–12] is adopted in most of the present-day
HTTP traffic [13] and has transformed the web into a more secure communication
platform provides confidentiality, integrity of the content communicated through the
web. However, non-repudiation is equally important in the web communication. TLS
needs third-party to facilitate this property. Guaranteeing non-repudiation on the
internet, we assure that an action performed cannot be denied. TLS-N was developed as
an extension to TLS [8, 9] since TLS could not provide non-repudiation. TLS-N was
introduced which has the ability to ensure that the conversation between the two
entities (generator of the evidence and requester who asks for the evidence) involved in
the TLS handshake is genuine by verifying the evidence/proof generation from the
TLS-N scheme after the TLS handshake. The TLS communication between the entities
share the parameters for enabling TLS-N in the TLS session. The evidence followed by
proof are generated and this proof is stored in the blockchain. The verification of the
proof is done in TLS-N using Ethereum based smart contract. The paper is structured as
follows: Sect. 2 describes about Insurance claim, Third Party Administrator (TPA) and
the issues reported in claim frauds. In Sect. 3, TLS-N, its existing architecture and
content hiding attack is explained in detail. Section 4 describes privacy preserving in
data publishing [14]. Section 5 provides the proposal to issue reported in TLS-N and
how we can incorporate it in medical insurance scenario, the use case of updated
version of TLS-N in medical insurance claim settlement and an evaluation of this
scheme. The paper concludes with Sect. 6.

2 Insurance Claim

Health insurance claims and their settlements have always reported issues in the recent
years due to tremendous number of fraud cases reported which affects the insurance
company when the insured perform insurance claim fraud and the insured are affected
when the insurance company or the TPA reject the insurance claim stating reasons that
favor the insurers. The laws relating to insurance claim and settlement had been
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favoring the insurers than the insured since the start of medical insurance industry [1].
There is always defiance and lack of consistency in the medical insurance industry
where the customers are affected in a pernicious way. A general case of processing
medical insurance claim is depicted in the Fig. 1. When an insured request for insur-
ance claim, the insured is asked to submit the required proofs and documents to process
the reimbursement, this verification is done by the insurer however the process is done
either involving a TPA or directly between the insurer and the insured. The details are
verified by the insurer and the claim is either approved or rejected. The insured can
cater wrong document since there is no proof of authenticity of the document being
provided. The documents shared could be forged and the claim would be approved.

3 TLS-N

TLS-N, with a design similar to content extraction signatures (CES) [15–17] and
redactable signatures [18], guarantees generation of a privacy preserving proof of the
conversation between the communicating parties involved in the TLS handshake that is
used to verify the conversation thereby providing non-repudiation. TLS version 1.3
was extended to TLS-N and it provides privacy preserving and non-interactive proof
generation and verification and hence non-repudiation.

Evidence Generation, Proof Generation and Verification
The client and server negotiate the TLS-N parameters during the TLS handshake before
the scheme starts. In TLS-N client is referred to as the requester and server as the
generator. The records, send and received in TLS communication are mapped based on
ordering vector used in TLS-N. Ordering vector would have the sequence of the
records from the generator to the requester and vice versa. If record from requester to
generator is mapped as ri identified by a 0, then the record from generator to requester
mapped as gi is identified as 1. Once the handshake is over, the evidence window will
begin and the generator will start recording all the conversation that happen between
the generator and requester. Using the records which is stored at the evidence buffer in
the generator (plaintext records), the salt secret (derived from TLS traffic secret), a
hash-chain is computed. Unique salt secrets are generated for the records. If the records
are divided into equal sized chunks, then the salt secret input for each of the chunks

Fig. 1. A general health insurance claim work flow where a TPA is involved
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would be unique. The Merkle tree is generated using the salt secret, the plain text
records, originator information. A small session state is saved by the generator during
the TLS-N handshake and it is called TLS-N state. The TLS-N state is updated using
the records that are sent and received in TLS communication. The evidence window
closes once the requester ask for the evidence through the return evidence message. To
compute the evidence, the generator signs the TLS-N state using its own private key.
The TLS state contains an ordering vector, timestamp from the beginning of the TLS
session and a hash value incorporating all records till the time of evidence window
closure. The evidence thus created at the generator is sent to the requester along with
records of the conversation that happened before receiving return evidence message.
The requester generates a non-repudiable proof from the information received from
generator. The requester can generate different kinds of proof. In order to generate
proof, the requester uses the evidence provided by the generator and the certificate
chain. The requester sends the proof to verifier, who verify the content of the proof. At
the verifier end, the verification process is done using an Ethereum based smart contract
implementation. The smart contract analyzes the proof, reckons the salt and Merkle tree
to recreate the hash chain and verifies the signature. The verifier tries to recreate the
evidence from the salt secret, plain-text of record, cipher suite, Oi. Since smart con-
tracts is used in the verification part and smart contracts cannot be modified, the
verification process in TLS-N incorporated with Ethereum smart contract makes it
tamper proof. The TLS conversation between the requester and generator when TLS-N
is enabled and the TLS conversation recreated by the verifier from the information
available as proof is shown in Fig. 2.

Content Hiding Attack
In TLS-N, the requester is allowed to hide content from the records. This feature is
exploited when an adversary acts as requester and is allowed to hide important com-
munication content of a variable-length data in order to trick the verifier. During veri-
fication the hidden content is not considered and the verifier blindly assumes the content
which is hidden is not to be considered for the verification procedure. A scenario where
the records are of variable length, the data of sensitive origin and the request data both

Fig. 2. The packet flow diagram at the requester end and verifier end
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could be hidden using the content hiding feature in the requester. The resultant proof
generated would have variable length hidden content which the verifier would ignore
while recreating the Merkle tree, hence a partial Merkle tree would be created from the
available parameters. This evidence recreated would have wrong combination of request
response pair and thereby gets verified since the final hash of the hash chain and
timestamp are all verified at the verifier. As shown in right side image in the Fig. 2,
while recreating the conversation, the verifier gets request Y mapped to response for X,
which is not the correct conversation that happened however it is verified since the
verifier does not check if the hidden content is required or not for the verification
process.

4 Privacy Preserving in Data Publishing

There had been tremendous amount of research done on privacy preserving while
publishing data that contain sensitive information. Over recent years, data privacy has
always been a concern due to data leaks and breaches due to it reported in all sectors
over the internet. Anonymity operation [19, 20, 22] approach like generalization and
suppression could solve privacy related issues as they preserve the privacy of the data
being shared. The purpose of using anonymity algorithms is to prevent exposing the
sensitive content. Due to this feature privacy preserving data publishing is showing a
drastic implementation in the field of medical institutions where the patient private
information and health reports are to be stored with utmost privacy and security. PPDP
privacy and anonymity scheme in explained in detail on the paper [23] by Ben-
jamin CM Fung.

5 Proposed Work

Insurance fraud due to false documentation is mainly caused by not having any proper
verification mechanism of the documents catered by the policy holder while registering
an insurance claim. The authenticity of the documents being catered and non-
repudiation on the conversation that happened before the insurance claim process if all
recorded in a decentralized oracle then the verification process during the insurance
claim could be made easier with more accuracy. Blockchain maintains the authenticity
of the data stored however does not provide correctness to the data given to blockchain.
Hence, we add proof generated from TLS-N which guarantees content correctness and
non-repudiation of the conversation. In order to mitigate content hiding attack, instead
of hiding the entire record, the requester is allowed to perform privacy preserving data
publishing generalization scheme which would not hide the entire record. General-
ization scheme would replace the original value of the record content with semantically
consistent but less specific value preserving anonymity.
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5.1 Adversary Model

In this paper, the below mentioned use case adversary models are addressed.

– The Requester (insured/policy holder) getting his claim settled by manipulated
documents

– The verifier (insurer) manipulating the proof to reject genuine claims

5.2 TLS-N with Blockchain for Medical Insurance Claim Settlement

Medical claims [21] contain sensitive information and it is important to maintain
privacy while dealing with medical information. Due to data leak, sensitive information
of anyone is readily available a click away. Hence creating fake documents and using it
for insurance claim fraud is not a tedious task in present days. Many insurance claim
frauds are reported where the policy and claims are taken without the consent or
knowledge of the individuals. The medical insurance claim scheme and blockchain
incorporation use case is mentioned in the Fig. 3. When an individual register himself
for an insurance policy through the website, the TLS-N parameters are shared and
enabled during the TLS handshake. During the TLS communication the user caters
personal information and updates medical reports/history required for the registration
of the individual. The details submitted is verified by the insurance company. Once the
policy is issued, the insured request for return evidence message and the insurance
company generates the evidence of the records which includes the user details, the
medical records and the policy number. Policy number will be unique parameter in the
blockchain. The policy holder can now create proof from the evidence maintaining the
privacy feature in TLS-N by incorporating generalization scheme of privacy preserving
data publishing. The insurance company pushes the evidence and the policy holder
pushes the proof to the blockchain. When the policy holder visits the hospital, the
hospital verifies the submitted policy ID and details of the insured are genuine by
referring the blockchain. This verification result is also added to the blockchain as a
record. After verification, the policy holder has medical test done or undergoes treat-
ment, the hospital sends the details to the insured and this evidence and the proof are
uploaded in the blockchain which will be further verified by the insurer. Communi-
cation between the insured and insurer is shown in Fig. 4 and communication between
the insured/patient and the medical institution is shown in Fig. 5.

During the proof submission to the blockchain, the requester could do content
hiding attack as mentioned in the Sect. 3, which is mitigated using privacy preserving
data publishing generalization mechanism. This could also be misused by applying the
scheme on non-sensitive content which is prevented through smart contract verification
routine that evaluates the requester have only applied the scheme of generalization to
the fields and to the level allowed by the smart contract. The verification process is
done in two phases in the proposed architecture. The TLS-N verification can be done
when the medical institution needs to verify if the policy details are valid and the check
the insured patients’ medical records from blockchain. The second verification process
done at the insurance company where the medical records and the documents shared by
the medical institution are verified using Smart contract and stored in the blockchain.
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Fig. 3. Medical insurance Blockchain architecture with TLS-N

Fig. 4. Communication between the insured and the insurer during policy creation

Fig. 5. Communication between the insured and the medical institution during and after the
medical checkup and treatment
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5.3 Evaluation of the Proposed System

Contemporary system includes storing medical records in central repository at the
medical institution. Incorporating this scheme would support deploying blockchain in
the medical industry and letting the content with reference to each user updated in the
blockchain with policy ID as the primary ID in the block. In the medical insurance
policy life-cycle, there is involvement of middlemen and this affects availability and
transparency. In the proposed blockchain system, duplicate insurance claims are
detected since the entry in the blockchain is based on the policy ID. Also, this paper
addresses trust issues within the insurance claim scenario using the TLS-N setup,
which does the verification of the conversation between the insurer and insured, insured
and medical institution. TLS-N evidence creation and verification confirms that the
patient’s details are valid before uploading to the blockchain and while retrieving the
content, smart contract validates the authenticity of the user trying to access a particular
content from the blockchain. Comparison of existing blockchain solution in the
medical insurance industry with the proposed scheme is mentioned in the Table 1.
Although these blockchains provide confidentiality and authenticity, the level of pri-
vacy provided by them differs. Table 2 depicts the fraud scenarios and how they are
mitigated in the scheme proposed in this paper.

Table 1. Proposed Scheme with other Blockchain for medical insurance

Feature Functionality (Blockchain based) CIA Privacy

MIStore Medical Insurance Storage System ✓ �
MedRec Medical record management system ✓ Permissioned Blockchain
SURETY.AI AI platform for insurance companies ✓ �
HGD Architecture for sharing healthcare

data
✓ Secure multi-party

computing
Proposed
Scheme

PPDP in TLS-N using Blockchain for
insurance companies

✓ Incorporating TLS-N in
communication

Table 2. Fraud scenarios and proposed scheme

No Fraud scenario Impact Solution per proposed
scheme

1 Medical identity
theft

Manipulate user information Digital signature in TLS-
N

2 Robocalls Bogus claims on insurance creation
and coverage

Entry to blockchain by
authorized users

3 Scam Against Govt and private insurers Update to blockchain
with policy ID

4 Cyber Attacks Stealing patient details TLS-N with blockchain
5 Lack of

interoperability
Impact the quality and cost to the
patient care

Security and trust build
in blockchain
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6 Conclusion

Insurance claim settlement is becoming a very tedious task over past few years where
competitive insurance industry is drastically increasing and one phase where the
insurers are trying to lure customers with every possible promise to take policies from
their company where the insurance company employees or agents promise the cus-
tomer of many features which are not part of the claim process and the policy holder
gets cheated. On the other hand, the policy holder cheats the insurance provider by
submitting false proofs and documents in the insurance claim and gets the claims
processed and approved. This happens since there is no proper verification process
available to check the authenticity of the proofs being submitted by the policy holder.
The solution proposed in the paper solves the TLS-N content hiding attack using
generalization of privacy preserving data publishing scheme and incorporating this on a
blockchain oracle helps provide immutability to the content related to a policy holder.
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Abstract. Medical imaging interpretation and analysis requires automatic and
exact classification. Several methods have been proposed in the last few years.
This paper presents the effect of classification accuracy through different pre-
processing techniques in the existing method tested on different Kernel SVM.
Occurrence of irregular discontinuities causing bias field effect and intensity
variations while capturing MR images requires the pre-processing of images.
Three different preprocessing techniques such as Anisotropic diffusion,
Homomorphic and Alphatrimmed filters are applied to brain MR images. We
first enhance the attributes of the MRI image using these filters individually and
then segments the tumor region. The relevant features are extracted from tumor
regions and trained in a classifier. For feature extraction Wavelet transform is
used, followed by feature reduction by using principle component analysis
(PCA). The reduced features are trained with Kernel Support Vector Machine
(KSVM) and classifies the tumor in MRI image as malignant and benign. We
validate the performance of our approach on a dataset through multiple iterations
to calculate the average classification accuracy subject to different preprocessing
techniques.

Keywords: MRI � Anisotropic diffusion filter � Segmentation

1 Introduction

Brain tumor is termed as an unnatural cell growth and division of brain tissues which
may be cancerous or non-cancerous. These tumor cells are being uncommon, yet very
fatal in nature. Hence, early detection leads to a greater probability to cure completely.
The two main reasons for brain tumors are radiations and rare genetic condition.
Computed tomography (CT), magnetic resonance imaging (MRI) and positron emission
tomography (PET) are some of the imaging techniques for brain tumor detection [1].
Doctors evaluate the tumor from the imaging tests and plan the proper medication. It is
the size, type and exact location of the tumor cells in brain that is analyzed for treatment
progress. Benign tumor is non-cancerous and it will not invade the neighbor cells.
Recently, several techniques have been proposed for brain tumor classification. MRI is
harmless and able to differentiate neural architecture of brain. MRI imaging technique
uses radio wave signal with a very strong magnetic field that intensify the target region
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to produce its intrinsic structure. At the time of image acquisition, the levels of excitation
are tuned to result different MRI sequences. MRI with different modalities yields dif-
ferent level of contrast images which further depicts the structural information. MRI
modalities useful in brain tumor classification are T1, T1-Gd, T2, T2-weighted and Fluid
Attenuated Inversion Recovery (FLAIR). T1 MRI images differentiate normal tissues;
T2 images depict the tumor region through the bright effect of the CSF. T1-Gd easily
differentiates boundary of Region of Interest, whereas FLAIR images help to distinguish
the edema region by suppressing the water molecule.
Figure 1 depicts the MRI sequences.

Brain tumor malignancy varies from grade I to grade IV. Grade IV tumor are highly
malignant whereas tumor if detected at grade I can be easily cured. Brain MRI tumor
classification can be achieved by first performing the pre-processing on image with
further segmenting the tumor region from MRI, later extracting features for training
and lastly testing and performing classification. Pre-processing on MRI brain image is a
crucial step for de-noising and enhancing the relevant features present in image. Since,
different scanners may be used while taking MR image acquisition of a patient at
different times, which may result in large variations of intensity values. Therefore, MR
images require pre-processing for certain improvements such as spatial smoothing,
motion correction, normalization, distortion correction and bias field correction. Pre-
processing plays a significant role as it could be said that the more clarity in imaging
details, better will be the segmentation and classification accuracy results. To overcome
these issues, different filters for preprocessing like adaptive filter, anisotropic diffusion
filter, homomorphic filter, alphatrimmed filter etc. Adaptive filter is used to remove
skull and bone tissues, however this situation is found rarely in MRI brain images.

In this paper, we preprocess the MR brain images with anisotropic diffusion filter,
homomorphic filter, alphatrimmed filter to obtain an enhanced image with relevant
feature quality and examine its effect in classification accuracy. Anisotropic diffusion
filter follows the scale-space approach of edge detection to find non-uniformity in image
intensity values [2]. Another is homomorphic filter which focuses on frequency domain
filtering technique and used for correcting the non-uniform illumination distribution [3].
Another filter used to check the image enhancement is alpha trimmed filter which deals
with multiple types of noises [4]. K-means clustering performs segmentation to segment
Cerebrospinal fluid (CSF), white matter (WM) and gray matter (GM) portion of brain
but lacks segmenting images containing noise [5]. This paper combines Discrete
Wavelet Transformation with other thirteen extracted features like Skewness, Contrast,
Homogeneity, Correlation, Mean, Energy, Standard deviation, Smoothness, Entropy,

Fig. 1. T1, T1-Gd, T2, FLAIR MRI modalities
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Kurtosis, RMS, Variance and IDM to help find distinct features in tumor classification.
Classification accuracy was tested on SVM Linear kernel, SVM Radial Basis Function
Kernel and SVM Polynomial kernel for better accuracy results [6, 7].

2 Related Works

Saritha et al., 2013 [8] estimates two class classification of normal and abnormal brain
obtaining 100% accuracy in classifying normal brain, 91.3% for stroke, 100% for
degenerative disease, 95.7% for classifying brain tumor and infectious disease 91.3%.
The concept of spider web plots with entropy values is used for extracting the features
and Probabilistic neural network for classification. The only constraint is each time re-
training is required with the increase in database. Dataset-75 was classified dividing 15
images in each category collected from Harvard Medical School. Nayak et al., 2016
performs successful segmentation and detection of cancer cells obtaining 99.53% and
100% accuracy with the use of algorithm DWT + PPCA + ADBRF. AdaBoost for
classification is simple and robust to noise and outliers also measures missing data.
Dataset-66 consists of 7 types of diseases of both normal and abnormal brain: Glioma
malignant tumor, meningioma tumor, alzheimer’s diseases, pick’s, sarcoma and
Huntington’s disease. Dataset-255 estimates 99.53% accuracy including cerebral tox-
oplasmosis, herpes encephalitis, chronic subdural hematoma, and multiple sclerosis [9].
Similarly, Isin et al., 2016 describes a study of traditional methods of segmentation as
well as the recent trends of deep learning using BRATS Dataset [10]. Their approach
focuses on difference between semi automatic and automatic methods. Automatic
Segmentation is discriminative and generative as well.

Anitha et al., 2016 [11] implemented a brain MR image tumor classification with
85% accuracy rate for 33 images, 94.28% accuracy for 65 images and 96.6% accuracy
with 57 MR images. Adaptive pillar k-means was applied for segmenting tumor region
and Self-Organizing Map together with K-nearest Neighbor was applied for two-tier
classification.

Menze et al., 2015 suggested a generative brain tumor segmentation model including
twenty different segmentation algorithm. These algorithms are applied to a 65 multi-
contrastMRI including lower and higher grade glioma images. An accuracy of 74–85% is
achieved on BRATS image data-set [12]. Shree et al., 2018 develops a concept which is
achieving accuracy rate almost 100% in separating and classifying normal brain tissues
and abnormal brain tissues. A combination of gray level co-occurrence matrix (GLCM)
for obtaining features and probabilistic neural network (PNN) works as classifier [13]. At
the very initial step required pre-processing is performed focusing on improving signal to
noise ratio.

Unde et al. 2012 [14] termed newway of edge detection for agile contours on the basis
of local adaptive threshold technique throughfluctuating energyminimization for contour
stoppage at required object borderline. It is able to perform tumor segmentation using
thresholding segmentation algorithm. Performance analysis is measured on
512� 512 size of image of 16 bit DICOM. Their approach clearly defines the boundaries
on images, without any loss of changing curve at object edge and correct segmentation.
Sajjad et al., 2018 builds a deep Convolutional Neural Network (CNN) based automatic
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multi-grade brain MR images tumor classification, obtaining 90.03% accuracy rate for
grade I, 89.91% in correctly classifying grade II, 84.11% in judging grade III tumor and
85.50% accuracy achieved for grade IV. The experiment validation is performed on two
different datasets; one is the radiopaedia dataset which contains MR brain images 121 in
number. Second dataset is a dataset of 3064 brain MR images of modality T1-weighted.
The methodology concept applied is initially performing tumor segmentation. Then data
augmentation is performed, to increase the amount of data images. Lastly high-level of
features are extracted and a convolutional neural network based computer aided system is
achieved [15]. Usman et al., 2017 classifies tumor as complete tumor, enhancing tumor
and active tumor from BRATS2013 brainMRI dataset. Pre-processing is done to remove
the skull region of the brain and to obtain soft brain tissues. Histogram matching is
implemented on these skull stripped images. Tumor labels are predicted on the basis of
texture based wavelet features extracted. Random forest classifier is for classification.
BRATS2013 is broken into high grade and low grade in which 88% complete tumor
accuracy, 75% active tumor accuracy and 95% enhancing tumor accuracy rate in high
grade. In low grade 81% for complete tumor and 62% accuracy rate for active tumor
achieved [16].

3 Proposed Methodology

In proposed methodology, we preprocess the MR brain images with anisotropic dif-
fusion filter, homomorphic filter and alphatrimmed filter to obtain an enhanced image
with relevant feature quality and examine its effect in classification accuracy. After that
we segment the image with K-means clustering. The paper combines Discrete Wavelet
Transformation with other thirteen extracted features. Classification accuracy was
tested on SVM Linear kernel, SVM Radial Basis Function Kernel and SVM Polyno-
mial kernel.

The basic methodology for brain tumor classification involves the following steps:

3.1 Pre

Anisotropic 
diffusion filter

Homomorphic 
filter

Alphatrimmed 
filter

Otsu 
Binarization

K-means 
clustering

DWT
SVM Linear

SVM RBF

SVM Poly

Pre-processing Segmentation Feature Extraction Classification
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3.1 Pre-Processing

We have done analysis of various pre-processing techniques for tumor classification.
Further testing of brain MR images is done by three different filters for analyzing their
effect on classification accuracy. There are various brain MR images which require
filtering and some do not require. The category of pre-processing varies from the type
of distortion effect on the image like is there a requirement of bias field correction,
intensity normalization or removal of skull and bone region. Also at time pre-
processing is significant for separating brain region and central nervous system.

3.1.1 Anisotropic Diffusion Filter
Anisotropic diffusion filter helps in de-noising the images without erasing significant
parts of the image. It is basically used with MR images and in several automated
context [2]. With noise level exceeding 3%, it is not possible to maintain the edges for
complete removal of noise by Anisotropic diffusion filter [2].

@I
@t

�
¼ div c jrIjð ÞrId e

Iðt ¼ 0Þ ¼ Io

ð1Þ

Where, div(..) denotes the divergence operator, r represents gradient operator,
magnitude is | |, for initial image we have I0 and c() specifies diffusion coefficient.
Figure 2 given below depicts the effect of applying Anisotropic Diffusion filter in given
sample image of 23 images dataset.

3.1.2 Homomorphic Filter
Homomorphic filter contributes in both de-noising and image enhancement. Com-
monly used for correcting non uniform illumination in images [3]. It simultaneously
increases contrast also normalizes the brightness of the image. Homomorphic filters
lacks in separation of illumination and reflectance in an image.

Fig. 2. shows (a) original image and (b) effect of Anisotropic Diffusion Filter on sample Brain
MRI
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f ðx; yÞ ¼ iðx; yÞ:rðx; yÞ
lnðf ðx; yÞÞ ¼ lnðiðx; yÞÞþ lnðrðx; yÞÞ
Fðu; vÞ ¼ Iðu; vÞþRðu; vÞ
Nðu; vÞ ¼ Hðu; vÞ:Fðu; vÞ
nðx; yÞ ¼ invFðNðu; vÞÞ
nimageðx; yÞ ¼ expðnðx; yÞÞ

ð2Þ

f is the image, i illumination and r is the reflectance.

3.1.3 Alpha-Trimmed Filter
Alpha-trimmed filter is an averaging filter as it calculates average within neighbor
window, deleting both highest and lowest gray intensity values. Multiple type noise
problems could be easily solved since it combines Gaussian and salt-and pepper fil-
tering method. This filter can be used only where noise density is high. It is not useful
in images with low noise density [4].

Aðx; yÞ ¼ 1
NxN � 2P

XNxN�2P

i¼P

Ai ð3Þ

Where A= image and size square mask ranging from minimum to maximum value
is N � N. Parameter P cannot exceed N � N/2, is the size mask is 5 � 5 P could be 3.
Figure 3 given below depicts the effect of applying Alpha-Trimmed filter in given
sample image of 23 images dataset.

3.1.4 Color Based k-Means Segmentation
Color based k-means segmentation technique is considered. Initially Otsu binarization is
applied and then k-means clustering. Thirteen features including DWT, Contrast, Cor-
relation, Energy, Homogeneity, Mean, Standard_Deviation, Entropy, RMS, Variance,
Smoothness, Kurtosis, Skewness, IDM are extracted.

Fig. 3. Depicts (a) original image (b) the effect of applying Alpha Trimmed filter in given
sample image of 23 images dataset.
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3.1.5 Classification
Classification accuracy is calculated based on SVM linear classifier, SVMRBF clas-
sifier and SVM Polynomial classifier. SVM kernels are memory efficient since it makes
decision function via subset of trained values. The different kernels and their mathe-
matical equations are as follows:

Linear SVM

f ðxÞ ¼ Bð0Þþ sumðai�ðx; xiÞÞ ð4Þ

For the representation of new input vector we have x, B(0) and ai are the coeffi-
cients evaluated from learning algorithm of trained data.

RBF SVM

Kðx; x1Þ ¼ expð� x� x1
�� ��
2r2

Þ ð5Þ

-||x-x1|| calculates the squared Euclidean distance of 2 feature vectors of image K
and r is a free parameter.

Polynomial SVM

Kðxi; xjÞ ¼ ðxi:xj þ 1Þd ð6Þ

Input space vectors are xi and xj i.e., the feature vectors.

4 Experiment

Brain MR images were tested on three different filters for their impact on the image
quality. Pre-processing using three different filtering techniques was performed for de-
noising and enhancing image feature quality. For this Anisotropic Diffusion filter,
Homomorphic filter and Alpha Trimmed filter was use. Further, analysis of their effect on
classification accuracy was calculated. Experiments were performed inMATLAB2017b.
Feature of simple SVM was used and extended to kernel SVM.

4.1 Database

The experiments and accuracy calculation was performed on dataset-66 and other 23
MR images containing benign and malignant tumor effected brains. The datasets have
T2-weighted MR images; dataset-66 has images of 256 � 256 resolution, the second
dataset has images of different scale variations ranging from minimum 118 � 200 to
maximum 235 � 235. The source of dataset was Harvard Medical School website.
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Dataset-66 has both normal brain as well as pathological (abnormal) brain MR images.
Dataset-66 is categorized in diseases termed as glioma brain tumor, meningioma
infected cells, Alzheimer’s, Alzheimer’s along with visual agnosia, Pick’s disease
symptoms, sarcoma and Huntington’s disease. Figure 4 represents one sample each of
the former said brain diseases. Random selection of 16 images in dataset-66 and 7 were
selected in remaining 23 MR images. Setting of trained image and validation is repre-
sented in Table 1 using 5-fold cross validation.

Classification Accuracy
The paper proposes the effect of pre-processing in the existing DWT+PCA+SVM
technique. It depicts the outcome of increased accuracy in the existing technique by
adding different pre-processing filters (Table 2).

Fig. 4. Sample of brain MRIs: (a) normal brain (b) glioma tumor (c) Meningioma tumor
(d) Alzheimer’s (e) Alzheimer’s along with visual agnosia (f) Pick’s disease (g) sarcoma
(h) Huntington’s disease.

Table 1. Tabular representation of training and validating images (5-fold cross validation)

Total no. images Trained Validated
Benign Malignant Benign Malignant

66 26 24 10 6
23 11 12 4 3
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5 Conclusion

This study proposes the effect of classification accuracy through different pre-
processing techniques in the existing method tested on different Kernel SVM. This
proposed method helps in enhancing the brain MR image in order to distinguish
between benign and malignant tumour of the brain. The experiment gives different
accuracy results on the basis of three different filters, resulting in noise reduction and
increase classification accuracy. Further future work could be focused on multi-level
tumor grade classification. Since the binary classification does not provide help in
treatment phase. The most important contribution of this paper is to propose a method
which helps in exact and detail diagnosis of tumor region.
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Abstract. Internet of Things (IoT) envisages the idea of ubiquitous inter-
connectivity, and aims at building smart blocks of next generation technologies
by integrating physical world with the Internet. Concepts of IoT are making a
huge impact in health sector by facilitating remote medical services including
health monitoring, rescue in emergency situations, and so forth. Devices for
imaging and diagnosis when embedded with sensors and actuators, build the
core of IoT-enabled health care. However, this new paradigm of health care
comes along with various security and privacy challenges, such as unauthorized
access, that may lead to serious consequences if not handled appropriately. This
paper presents an Attribute Based Deterministic Access Control Mechanism
(AB-DACM) explicitly designed to ensure secure remote access in medical
organisations using Attribute Based Access Control (ABAC) model and Elliptic
Curve Cryptography (ECC). Moreover, the proposed authorisation algorithm is
validated and verified using Access Control Policy Testing (ACPT) tool.

Keywords: Internet of Things � Smart Health Care � Security �
Attribute-Based Access Control � Authentication �
Access Control Policy Testing

1 Introduction

Concept of IoT is re-defining the physical world by means of inter-connecting uniquely
identifiable devices [1]. Technologies like Wireless Sensor Networks (WSNs), Artifi-
cial Intelligence (AI) based algorithms, different communication interfaces, and Cloud
and Fog Computing, collectively form a typical IoT environment. With advancements
in Micro-Electro-Mechanical-Systems (MEMS), various applications are being re-
designed. Distributed IoT environment offers varying range of applications from
generic to specific ones, by providing ancillary smartness to the devices. Now-a-days,
major sectors like health care rely on IoT services for better and unprecedented
development.

Digital health care ecosystem integrates patients and doctors onto a common plat-
form for intelligent health monitoring by analysing day-to-day human activities. Smart
wearable devices facilitate patients with real-time monitoring of their body parameters
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including glucose, blood pressure, heartbeat, and so forth. Early diagnosis ensures
prevention from hazardous illness among the patients. Similarly, smart homes and
vehicles provide doctors the facility for operating the toolkits remotely for personalized
treatment of the patients. Body Sensor Networks (BSNs) is one of the tremendous
technologies which plays a vital role in the mobile health care services [2]. Diverse
nature of health sector demands traceability. Although in general terms, traceability can
be understood as a process of identifying all the data from its origin till consumption [3].
However, in health sector, it can be defined as the information of the patients from their
appointment till treatment, and also afterwards as long as patients are associated with the
organization. This abundant amount of data and digitization of medical objects compel
us to enforce strong security mechanisms that would not only ensure privacy of their
data, but also authorized implementation of the medical devices [4, 5].

There is plethora of challenges in the way of ensuring security of the data collected
from the patients and for operating medical devices. Many researchers try to achieve
this goal by using steganography techniques for hiding the critical information in an
image which can be a viable solution. However, cryptographic techniques are more
preferable. The classical encryption algorithms like Advanced Encryption Standard
(AES) and River-Shamir-Adleman (RSA) are not suitable for IoT devices as these
devices have low power as compared to other battery-powered devices. Hence, there is
a need to use cryptographic solutions that are not only light-weight in nature, but also
provide better security. Elliptic Curve Cryptography (ECC) provides the same level of
security as of AES and RSA with lesser key size which makes it suitable for resource-
constrained devices [6].

By considering the requirements of providing stronger authentication and autho-
rization, we develop a framework which will utilize the concept of ECC for producing
secure authentication, and Attribute Based Access Control (ABAC) model for ensuring
authorization. Moreover, we use Access Control Policy testing (ACPT) tool for vali-
dating and verifying the correctness of the proposed algorithm in eXtensible Access
Control Markup Language (XACML) format. Rest of the paper is organized as follows.
Section 2 presents the related work in the field. Section 3 discusses the proposed
framework in detail. Section 4 discusses the results of implementation and analyses
various security aspects in detail. Finally, Sect. 5 concludes the paper with future work.

2 Related Work

Traditional model for health care sector followed hospital-centric approach. For
instance, when people fell sick, then only they used to visit the hospitals. But in recent
years, adoption of IoT based devices in the health care sector provides the facility to the
end users that they are able to monitor their health on their own. In some cases, they
take prescription without making a physical visit to the hospital. Increase in the use of
health care devices is also increasing challenges in terms of privacy and security as
attackers are always trying to capture the patient’s health record and devices. Never-
theless, researchers are always trying to make efforts for developing better schemes that
provide resistance to attacks. This section reviews some of the related access control
and authentication schemes as summarized in Table 1.
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Moosavi et al. [7] proposed a secure and efficient authentication and authorization
mechanism on a prototype IoT-based health care system. The proposed architecture is
built using Pandaboard, WiSMotes and SmartRF06, and by using the fundamental
concept of certificate based Datagram Transport Layer Security (DTLS) handshake
protocol. The authors believe that their architecture is more secure than centralized
delegation based architecture, and impact of the Denial of Service (DoS) attacks is
reduced up to some extent. They also proved that due to the optimized key manage-
ment scheme, overhead between sensor nodes and smart gateway reduces up to 26%
and communication latency reduces up to 16% between smart gateway and end users.
In [8], the authors presented a robust and efficient authentication protocol for health
care based applications by using wireless medical sensor networks. They compared
their scheme with the authentication protocol proposed by Kumar et al. [9]. Based on
their observations, latter is vulnerable to privilege insider and off-line password
guessing attacks, and also failed to provide user anonymity. Hence, former is better
with higher computational efficiency and stronger security.

Bernabe et al. [10] proposed an access control system TACIoT which provides
flexible and trust-aware end-to-end security for IoT devices. The authors claimed that
their novel mechanism provides reliable light-weight authorization by considering trust
values based on the Quality of Service (QoS), device’s social relationships, and rep-
utation. They successfully implemented and evaluated their mechanism on real test-bed
designed for non-contained and constrained IoT devices. Pal et al. [11] reduced the
number of authentication policies and proposed an access control architecture which

Table 1. Related work – application areas and problems addressed.

Year Authors Area Problems Solutions

2015
[7]

Moosavi
et al.

Smart
Health Care

• Resource-constrained sensors
cannot perform computational
intensive authentication and
authorization operations

• DoS attacks

• Distributed smart e-
health gateways to
perform trivial tasks

• Distributed nature of
architecture

2015
[8]

He et al. • Security and privacy of sensor
collected data

• Anonymous
authentication protocol

2016
[10]

Bernabe
et al.

IoT
applications

• Pervasive communication
• Reliability

• End-to-end security
• Trust based mechanism

2017
[11]

Pal et al. Smart
Health Care

• Unauthorized access to smart
things

• ABAC, RBAC and CAPBAC
require highly centralized
solution and unmanageably large
policy base

• Fine-grained access
control mechanism

• Hybrid mechanism with
reduced number of
authentication policies

2018
[12]

Cruz-
Piris
et al.

IoT
applications

• Access control for heterogeneous
devices

• Protection of Internet-based
services along with IoT devices

• Modelling
Communication
procedures as resources

• Integrating authorization
mechanism with
communication protocol
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provides fine-grained access control by improving management policies. They
described their implementation with hybrid access control by applying attributes,
capabilities and roles. This model is formally specified and demonstrated using various
use-case scenarios. Cruz-Piris et al. [12] proposed a methodology which is able to
protect resources by allowing the modelling of communication actions as resources
considering Message Queuing Telemetry Transport (MQTT) as the communication
protocol. For access control mechanism, the authors selected Open Authorization
(OAuth) 2.0 and User-Managed Access (UMA). They also validated their proposed
solution’s correctness and evaluated overhead of energy consumption.

3 Proposed Framework

This section discusses the proposed framework in detail along with the preliminary
concepts used and system entities involved.

3.1 Preliminaries and System Entities

Elliptic Curve Cryptography. Security of ECC is based on the mathematical equa-
tion, specifically trapdoor function, which states that A ! B can be easily found, but
vice versa is not true, i.e., A ← B cannot be found easily [13]. Among various elliptic
curves, WEIERSTRASS curve shown in Fig. 1 is adopted by the National Institute of
Standards and Technology (NIST) which uses 384 bits to provide similar security as of
7680 bits of RSA [14]. WEIERSTRASS curve uses the Eq. (3.1) given below –

Ep a; bð Þ : y2 ¼ x3 þ axþ b mod pð Þ; ð3:1Þ

where a and b are constants that are used to define the elliptic curves and a; b 2 Zp. Set
Zp ¼ 0; 1; 2; 3; 4; . . .:; p�1f g, where p > 3 is a large prime number which satisfies
4a3 þ 27b2 mod p 6¼ 0, along with a special point O called as ‘point at infinity’ or ‘zero
point’. Various problems are considered in ECC for providing better security, and
among these problems, Elliptic Curve Discrete Logarithm Problem (ECDLP) is very
popular which says that, if Q ¼ KP, where P;Q 2 EP a; bð Þ and K 2 Zp, then com-
puting scalar K is not easy even if we know both P and Q.

Fig. 1. Weierstrass elliptic curve.
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Attribute Based Access Control Model. In ABAC model, subject presents the
attributes based on which access can be granted. Two aspects in ABAC are – policy
based access control model, and the corresponding architecture model which is able to
apply these policies. Attributes are identified by the subjects and objects based on their
characteristics. Based on the condition defined by policy rules, permission is granted or
denied to the end user [15].

Threat and Functional Assumptions. Formulation of the proposed scheme is based
on the below discussed threat and functional assumptions –

1. Interception: An attacker has the capability of eavesdropping the ongoing trans-
mission for collecting the sensitive information [16].

2. Cloud: Devices and smart cards can be used in an independent way with respect to
any type of Cloud.

3. Authorization: An attacker may try to use the services without having the appro-
priate permissions or with stolen access privileges.

4. Privacy: Like privileged insider attack, attackers may try to breach the privacy of
the end users for accessing the unauthorized parameters.

System Entities. Proposed scheme involves following entities as discussed below
[Fig. 2] –

1. Patients/Data Providers: These are responsible for collecting the data and provide
respective data for storing in the Medical Server.

2. Medical Server: It is present in the application support layer which includes Cloud
technology. Distributed Cloud Computing technology reduces the workload on a
traditional single Cloud center. Now-a-days, some of the common demands of
users, such as to use the facilities provided by multiple service providers, need of

Fig. 2. System model of the proposed scheme.
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hybrid Cloud in peak hours of usage, and reduction in time of communication,
encourage developers to use next generation Cloud Computing.

3. Medical Staff/Resource Provider: Medical staff is capable of providing the required
services and facilities as demanded by the patients.

3.2 Working of the Proposed Scheme

The proposed scheme utilizes some useful notations as summarized in Table 2.

Working of the proposed framework is precisely divided into four phases. Exe-
cution of these phases involves authentication of various entities, and then in accor-
dance with the access control policies in use, exchange of information takes place
among these authorized and authenticated entities. The phases involved are discussed
in detail as follows.

1. Initial Setup Phase

• Medical Server MS generates some system parameters as follows –
– It chooses an Elliptic Curve E over a finite field Fpwith base point P of order n.

Table 2. Notations used in proposed scheme.

Term Description Term Description

MS Medical server BIOI Medical staff biometrics
E Elliptic curve over a finite

field FP
d_infoi Device information of medical staff

P Generator of G OTP Medical staff device’s one-time
password

p, n Large prime numbers EX Medical staff smart card parameters
x, PK Private and public key of

medical server
ti Current time stamp

h1 () Hash function chosen by
medical server

M1, M1’ Messages

Pi Patient ME Medical expert
PIDi,
PWi i

Patient’s identity and
password

RP, AT,
IA, PH

Receptionist, attendant, insurance
agent, pharmacist

RPWI Pseudo random password MEXP Medical expenditure
r, S Random number, secret

value
HUI,
HPWI

Medical staff username and
password

PDi Device identity MHY,
MED

Medical history, medication

APIDI Patients anonymous
identity

LOC Location
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– It chooses a random private key x and computes public key PK = xP.
– It chooses secure and collision-resistant hash functions h1().
– It keeps x as private and publishes the public parameters {E(Fp), P, Ps, hq}.

2. Registration Phase

• Patient Registration – In order for patient Pi to get registered at the remote
medical server MS, he/she uses the health application portal and sends his/her
identity including the wearable device identity (if any) to MS.
– Pi chooses an identity PIDi, a password PWi, a random number r, and

computes a pseudorandom password RPWi as –

Pi : RPWi ¼ h1 PWijjrð Þ

– Pi sends PIDi, RPWi, r along with device identity PDi (if any) to MS as –

Pi ! MS : PIDi;RPWi; r;PDif g

– MS checks for the identity collision. If the identity chosen by the patient or
device identity already exists, the request is discarded.

– MS computes the anonymous identity APIDi for the patient as –

MS : APIDi ¼ h1 PIDi rj jj jxð Þ

and a secret value as –

MS : Si ¼ h1 APIDi rj jj jxð Þ:

– MS stores {APIDi, r, RPWi, Si} in its database and also sends the same to the
patient.

MS ! Pi : APIDi; r; Sif g

• Medical Staff Registration –

– In order for the Medical Staff to get registered, they choose a username HUj,
password HPWj.

– They send the same along with the biometrics information BIOj and the
device information d_info over which OTP can be received to the MS as –

Medical Staff ! MS : HUj;HPWj;BIOj; d info
� �

• In return, MS issues a smart card to the medical staff with Ex{HUj, HPWj, BIOj}
stored over it.
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3. Mutual Authentication Phase

• Patient Authentication –

– Whenever a patient wants to store data at the data center or gets the treatment
from a medical expert, he/she has to prove his/her legitimacy to the MS. For
that the patient sends {APDi′, r′, S′i} and the current time stamp ti to MS.

Pi ! MS : APD0
i; r

0; S0i
� �

– MS upon receiving the same, computes

MS : Si ¼ h1 APD0
i r0j jj jx� �

:

If Si = Si′, implies that the patient’s identity is valid.
– Once the identity of the patient is validated, he/she can upload the data or can

get the required services.
• Medical Staff Authentication –

– In order for hospital staff including Receptionist, Attendant, Medical Expert,
Pharmacist, and Insurance Agent to treat the patient under them or to deal
with the insurance related aspects, they use the smart card containing the
information {MSi, BIOi} and the OTP received on their devices to access the
patient related information from the Cloud data center.

M1 ¼ HUj;HPWj;BIOj;OTP
� �þ rxP;M0

1 ¼ rP
Hospital Staff ! MS : M1;M0

1

� �

– MS checks the information and validates the identity of the respective staff
member.

MS : M1 � kM0
1 ¼ HUj;HPWj;BIOj;OTP

� �

– After validation of the identity, Attribute Based Deterministic Access Con-
trol (AB-DAC) maps the information to permissible actions by taking the
consensus of the involved entities [Fig. 3].

4. Credential Change Phase

• Pi chooses a new password PWinew computes a new pseudorandom password
RPWinew as –

Pi : RPWinew ¼ h1 PWinewjjrð Þ

which is sent to MS.

Pi ! MS : PIDi;RPWinewf g

• MS checks for the identity of the patient and stores the new password.
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4 Results and Discussion

This section presents the implementation of the proposed policy model in XACML
format along with security analysis.

4.1 Protocol Results and Comparison

ACPT tool is utilized in order to test and verify the correctness of the policies for
device level access control. This tool is used for model specification and composition
of policies through the use of rule templates. It also verifies the properties and tests the
policies against some specific properties in order to determine security holes. Table 3
shows the initial parameters chosen during the formularization of AB-DAC. Table 4
shows the results for verification and testing AB-DAC model in the proposed scheme.

Fig. 3. Pseudo code of attribute based deterministic access control.

Table 3. Initial parameter values chosen in AB-DAC.

Parameters Attribute Attribute type Attribute values

Subject Role String ME, RP, AT, IA, PH
Credentials OTP, BIO

Resource Record String MHY, ID, LOC, MED, MEXP
Action MLSDefaultAction Boolean Read, Write
Environment AUTH Boolean True, False
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Figure 4(a) and (b) show the verification of the defined policies based on the
initially defined configuration and proposed algorithm. Based on the different param-
eters, Table 5 shows the comparison of the proposed scheme with related work.

Table 4. Results based on input parameters.

Input parameters Value Output
parameters

Value

Static Dynamic

System name Fireeye
INPUT

No. of
Tests/Type

– – 25 25

Degree of
interaction

2 Execution
time

32 ms 16 ms 0.249 s 0.936 s

Mode SCRATCH Policies
mode

Merged Combined Merged Combined

Algorithm IPOG
Ignore constraints NO
Progress Info,
Debug Mode,
Verify Coverage

OFF

Fig. 4. Verification results of AB-DAC algorithm (a) Merged policies (b) Combined policies.
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4.2 Security Analysis

Our proposed framework satisfies the following security properties –

1. Patient Anonymity – Patient’s anonymity is maintained by computing anonymous
identity and using the same throughout the communication.

2. Prevention against Masquerade Attacks – Since OTP is sent to the device of
medical staff to access patient specific information, an attacker cannot pretend as a
legitimate staff member to access the same.

3. One-time Registration – Medical server checks for the identity of the patient or
device before registration which ensures that multiple patients or devices cannot
register under same identity.

4. Prevention of Forgery Attacks – Use of biometric information of the medical staff
before card issuance prevents forgery attacks.

5. Prevention against Stolen Smart Card Attacks – Since medical staff uses OTP
received on their devices along with smart cards, if the card gets stolen, an attacker
cannot use it without the OTP.

5 Conclusion

Since IoT devices are being used to generate massive scale of attacks in the health care
sector, there is a need to develop an architecture that will solace these security problems
in a much efficacious way. This paper, presents an Attribute Based Deterministic
Access Control Mechanism (AB-DACM) for ensuring security in health care com-
munication scenario. For end-user authorization, Attribute Based Access Control
(ABAC) model is utilized, and for authentication, concepts of Elliptic Curve Cryp-
tography (ECC) are used. The authorization algorithm is validated using Access
Control Policy Testing (ACPT) tool. For static verification, the execution time is 32 ms

Table 5. Comparison with other related schemes.

Schemes ! Moosavi
et al. [7]

He
et al.
[8]

Bernabe
et al. [10]

Pal et al. [11] Cruz-Piris et al.
[12]

Proposed
scheme

Comparison
Parameters #
Access
control model

– – Distributed
CapBAC

CapBAC,
ABAC,
RBAC

User Management
Access (UMA)

ABAC

Formal
verification

Yes No Yes No Yes Yes

Credential-
change phase

No Yes – No – Yes
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for merged policies and 16 ms for combined policies, respectively. On the other hand,
for dynamic verification, the execution time is 0.249 s for merged policies, and 0.936 s
for combined policies. The results of the implementation show the effectiveness of the
proposed model in dynamically changing application requirements and it is best suited
for resource-constrained IoT based Smart Health Care environment.
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Institute of Standards and Technology (NIST) for providing access credentials for ACPT tool.
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Abstract. Data centers with cloud computing platform host several resources
using numerous virtual machines. Such situations may cause the degradation of
performance and violations of service level agreement. These challenges are
addressed by providing an efficient load balancing mechanism for data centers,
and also the workload must be distributed dynamically between the nodes. In
this paper, hybrid meta-heuristic genetic algorithm based load balancing tech-
nique using active virtual has been proposed and simulated by Cloud Analyst.
Simulation results of this hybrid meta heuristic approach found to be encour-
aging. Obtained results of the proposed algorithm are compared and analyzed
with existing traditional strategy and it outperformed which makes it suitable for
the deployment over the data centers.

Keywords: Genetic Algorithm � Load balancing � Cloud computing �
Cloud Analyst

1 Introduction

Cluster, grid and cloud computing provides enormous computing power through vir-
tualization and resource aggregation. All these technologies, fulfills the user high
computing utility requirement. These utility based computing are paid service business
model and according to actual utilization, consumers need to pay rather to purchase
entire resource. For example, to use the electricity consumers don’t need to build a
power plant but he/she should purchase the electricity and pay according to the use.

High power computing as a services are available worldwide through Amazon,
Google, and Microsoft, and known as Cloud Computing. In cloud computing, the basic
computing infrastructure, either to perform high end complex processing or to execute
simple programs is knowns as a “cloud,” whose basic objective is to offer on demand
computing for diverse applications worldwide [1]. Thus, processing and storage “as a
service” are the prime concerns.

Cloud computing is defined as “model for enabling ubiquitous, convenient, on
demand network access to a shared pool of configurable computing resources that can
be rapidly provisioned and delivered with minimal managerial effort or service pro-
vider interaction” in NIST [2].

Distributed computing deployed over fast internet provides cloud computing to
disseminate the task for processing and executing from local workstations to remote
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clusters. Through virtualization technology, a single data center (i.e. a high power
server) behaves like multiple machines [1]. A new technology cloud computing has
significant use and various role in business, but for the practical deployment it needs to
handle issues. Load balancing is a critical issue, because all the available task
(workload) must be evenly distributed on the entire cloud to ensure that no overloaded
and underloaded processor or resources should exist on network. The requirement of
efficient load balancing algorithm by Cloud service provider (CSP) in cloud computing
platform is still in demand [2]. Thus, several application requests can be distributed
over available resources lying with data centers using efficient load balancing
approaches. However, to meet the user requirements by efficient resource utilization
also enhances the overall performance of the cloud computing environment. Load
balancing are centralize or decentralized, static or dynamic depending upon the task
handling [3].

In this paper, we proposed and simulated a hybrid genetic algorithm(GA) approach
based on priority of best suited available virtual machine(VM) using active virtual
machine load balancer. Fusion of active virtual machine load balancer with GA
algorithms provide dual optimization and helps in achieving the target of efficient load
balancing. CloudAnalyst [23] is based on CloudSim [22] facilitates the simulation and
analysis to assess the proposed algorithm. The experimental result shows that modified
hybrid algorithm amazingly improves the resource utilization. The rest of paper is
organized as follows: Sect. 2 deals about related previous work. Section 3 gives brief
overview of simulation tool CloudAnalyst [23]. In Sect. 4, modified hybrid genetic
algorithm for load optimization has been proposed and discussed. Section 5 presents
the simulation parameters and comparison and analysis of simulation result with state-
of-the-art techniques. Section 6 concludes the paper with future directions of the
research.

2 Related Work

For load balancing several approaches are found in literature and most of the inves-
tigations are categorized in two primary classifications static and dynamic. Static
approach require prior knowledge and some prospects about the communication per-
iod, executing capability of system, resource requirements for tasks, memory and
storage devices capacity. Usually in static approach [3, 4], assignment of task to
available resources is done either in deterministic or probabilistic form [3] whereas,
dynamic load balancing techniques typically use the current system status in decisions
making [4]. The design and critical implementation of such dynamic load balancing
algorithm is more complicated and complex than static, however, they provide
excellent performance, efficient and accurate solutions also [3, 5].

Both distributed and centralised approaches are used for the design of dynamic
strategies with associated pros and cons. In distributed dynamic strategies [6, 7], the
load balancing performed by every participating nodes. However, centralized dynamic
approach [8, 9] performs load balancing through single node. In semi-distributed
approach, the system consists of “n” numbers of partitions called as clusters within the
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cluster load balancing is according to centralized approach [4]. Grid and cloud com-
puting usually deploys dynamic adaptive approach of load balancing [4].

Minimum Execution Time (MET) parameter to allocate the jobs to available nodes
randomly for faster execution and without bothering the current load of the node has
been used in [10] and found to be suitable for load balancing. Similarly, AI approach of
load balancing suggested by Xu et al. [11] also improved the performance of cloud
computing.

Min-Min approach [12, 13], is a static load balancing approach the tasks which has
minimum execution time leads the starvation problem whereas, Maximum execution
time tasks have to wait for longer time period.

Max-Min Load Balancing Algorithm [14, 15] works almost similar to Min-Min but
it first finds the minimum completion time of tasks and then decides the maximum
value thus utilizing both the minimum and maximum parameters and able to avoid the
starvation.

A dynamic load balancing approach is Equally Spread current execution [16, 17] is
considering the task according to priority for allocation in random order. Some times
the size of the task can also decide the priority [17]. Here, Larger size or higher priority
task, is allocated to the lightly loaded Virtual Machine by providing enough resources
and consuming less time leads to optimum throughput [16, 17].

Round Robin algorithm [18] is suitable for static environment it selects the node
randomly for allocating a job which is least loaded. First-cum-first-serve (FCFS)
approach is applied to assign the resources to the task and organized in circular order in
time sharing manner without using priority of the task. In this approach each request
gets equal priority but resource utilization is found less efficient [18].

Ant colony optimization (ACO) approach found suitable to avoid the deadlocks in
cloud computing [19]. For load balancing, time shared and space shared scheduling
approaches are found suitable [19] for less memory consumption and efficient
usage [19, 20].

GA based approach assuming equal priority of jobs for load balancing and efficient
utilization of resource in cloud environment also guarantees QOS [21].

From the available related work, it is observed that the efficient load balancing
algorithm which handles the issues of virtualization is certainly helpful.

3 Cloud Analyst

In real world environment tomeasure or test the performance is always risky. Simulations
helps to overcome from the above situations and reducing the cost end efforts by creating
virtual framework. In cloud computing testbeds play significant role [23]. To simulate
cloud environment various frameworks are CloudSim [22] and CloudAnalyst [23]. The
CloudAnalyst is open source based on CloudSim and can assess social networks tools as
per topographical distribution of clients and data centers also [23]. CloudSim provide
mere basic facilities like simulation and modelling on cloud [23].

CloudAnalyst accepts input and produces simulationwith parameter tuning and using
GUI. It can simulate large scale application in terms of processing power and user’s
workload. Prominent components of the cloud analyst are six virtual demographic
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regions, user base, data center controller, VM load balancer and internet cloudlet. The user
bases are group of users generating traffic however, internet cloudlet are group of users
requesting for processing, Data center controllermonitors data into VMand load balancer
assigns virtual machine for computing.

4 Methodology for Genetic Scheduling Algorithm

Performance optimization objective of Virtual Machines achieved by recognizing the
jobs length, capabilities of resources and effectively estimating the underutilized VMs.
Consideration of job length parameter help in scheduling the jobs onto the right VMs,
help in minimizing the response time and overloaded VM significantly affects the job
migrations. Earlier load balancing methods does not use length of task, priority and
inherent capabilities of the resources and thus usually found to be overloaded. So the
lengthy task and having higher priority results in late response. Round robin task
scheduling approach avoids the resource capabilities, task issues and concerns, tasks
duration. Thus the long duration and prioritized task consumes higher response times.
The proposed method considers the problems of late response, importance of available
VMs. Aim is to predict the least utilized VMs and optimum utilization of available
resources by balancing the load. Genetic approach in load balancing utilizes the
resources efficiently [24, 26] and provide best optimized solution [25]. Genetic oper-
ators tuning reduces the response time. Genetic operator enhanced by considering
several factors [21]. The data center handles P tasks from Q users. The processing
elements of servers deployed within data centers handles these tasks. Thus the pro-
cessing elements have the complete scenario of utilization.

Let PE be the processing elements then Eq. 1.

PE ! f FLOPS; t; dð Þ ð1Þ

Depicts the utilization scenario where FLOPS are floating operations per second,
t is execution time and d is the delay. Delay cost is estimated penalty a data center pays
to user. Each task submitted by the user to the data center possess some attributes given
by Eq. 2.

TE ! f S;N; Ta;Mtð Þ ð2Þ

Here in Eq. 2 S is the service type, N is total instruction count, Ta is arrival time of
task and Mt is time needed by the PE to complete the task.

Thus our aim is to optimize the

H ¼ q1 � tð
N

FLOPS
Þþ q2 � d ð3Þ

Here all the parameters of equations are already described in Eq. 1 and 2. The q1
and q2 are the weights and selected based on the preferences of the users wish to submit
a task to particular data center PE.
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The proposed hybrid algorithm will try to obtain the global optimized solution of
load balancing. At First all the submitted requests are queued. The load balancer
predicts the request dimension and verifies for the availability and capability of the
virtual machine and returns the lightly loaded VM id to the data center controller. After
finding best suited available VM from VmStateList, genetic algorithm applied to group
the list of requests in packets (or chromosomes) as per fitness value.

The steps used for scheduling is as follows:
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5 Simulation Results and Analysis

Cloud Analyst toolkit has been used to analyze the simulation result and performance
of the proposed algorithm. The obtained results with 10 user bases each of 10 requests
grouping factor in data center of proposed method are matched with well-known
existing algorithms such as Round Robin(RR), Equal Spread Current Execution
(ESCE), Genetic Algorithm (GA). Optimize Response Time service broker policy has
been selected for analysis. Obtained statistical metrics characterize overall Data Center
Processing time, total response time of the system, VM utilization, and overall Pro-
cessing Cost.

Simulation results in Fig. 1 proved that the Proposed GA is more efficient in pro-
cessing and provide response in lesser time than the RR, ESCE and GA load balancing
algorithms. As results shows that the processing cost is same for all the algorithms.

The dynamic scheduling of Proposed GA allocates VMs in such a fashion that it
achieves better load balancing. Appropriate packaging of task as per genetic fitness
value in task scheduling help in balance task distribution among available resources
based on its resource capability. Migration of tasks also minimized as resource utilized
dynamically at any point of time. This process helps attain the optimal execution time
in the cloud environment by allocating the job in random order to the suitable VMs
according to best fit size and assign the job to the lightly loaded virtual machine.
Figure 2 shows that Proposed GA handles the same jobs in less number of VMs.

Overall utilization of server resources can be improved by combining the different
types of workloads. The optimum resource allocation avoids the overload in the system
and contributes in load balancing with optimum server usage and migration.
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Fig. 1. Comparative analysis of proposed modified GA, RR, ESCE, and GA
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Average Response time taken by proposed algorithm about 30% less as compared
to other algorithms. Same workload has been simulated for comparing the performance
with RR, ESCE, Genetic and proposed modified Genetic algorithms. Figure 3 depicts
the data centers average response time with user bases.

As per different simulation configurations in Table 1 the result analysis shows the
proposed algorithm achieves better performance on same workload.

Figure 4 shows that Proposed GA uses minimum processing time and less number
of VMs in same configuration in different scenarios. Response Time and Processing
Time of Proposed GA outperforms. Processing time is almost 40% less as compared to
other algorithms.
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Fig. 2. Graph for virtual machine vs userbases

Fig. 3. Graph for userbases vs response time (ms)
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This proposed technique effectively transformed cloud computing environment in
innovative way and provide efficient and enhanced scheduling to cloud resources, to
complete the processing of user’s tasks in optimum time.

6 Conclusion

This paper proposed an enhanced genetic algorithm based hybrid load balancing
strategy. The proposed algorithm also used the priority to find available VM and for the
scheduling. The obtained results show improvement in the response time, requirement

Table 1. Response Time (ms), Processing Time (ms) and number of virtual machines used as
per different configurations of simulation environment

Algorithm name UBs VMs DCs Response time Processing time Cost

RR 31 17 5 383.343 270.911 5.942
ESCE 31 17 5 382.527 270.885 5.942
GA 31 17 5 387.017 275.317 5.942
PGA 31 13 5 261.040 150.038 5.942
RR 38 17 5 356.090 250.423 6.391
ESCE 38 17 5 353.224 247.524 6.391
GA 38 17 5 345.942 240.133 6.391
PGA 38 16 5 243.608 139.000 6.391
RR 42 17 5 343.683 236.878 6.651
ESCE 42 17 5 336.402 229.745 6.651
GA 42 17 5 338.951 232.142 6.651
PGA 42 17 5 234.418 127.863 6.651
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of less processing time, efficiently utilization of the resources to balance the loads. It is
experimentally found that the proposed strategy is more appropriate, to optimize the
problem and produces significant results than Round Robin(RR), Equally Spread
Current Execution(ESCE) and simple Genetic Algorithm (GA). Proposed hybrid GA
approach is efficient load balancing strategy in virtualized cloud computing environ-
ment. As a drawback, the proposed approach is analyzed under simulated environment
with limited number of jobs and resources. So, in future proposed technique could be
analyzed by deploying in real environment, on heterogeneous VMs and variations of
crossover and selection strategies can be considered for better optimization and more
self-adaptive VM load balancing.
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Abstract. Advances in digital health records, computing and machine
learning have led to the synergistic rise of machine learning techniques
being applied to medical imaging tasks such as detection, diagnosis and
discovery. Recent advances in computer vision and image processing have
been applied to medical imaging yielding vast performance improvements
over existing methods. Breast cancer is a leading cause of death among
cancer patients in women. Mitotic count in biopsied breast tissue is an
important biomarker for predicting breast cancer prognosis as per the
Nottingham Grading System. In this work, we survey different deep
learning based approaches to detect mitotic cells with the overall aim
of assisting pathologists with the diagnosis of breast cancer.

Keywords: Deep learning · Mitotic cell detection · Object detection

1 Introduction

For the diagnosis of Breast Cancer, the concept of Breast cancer (BCa) grading
plays an important role. A key component of the BCa grade is the mitotic count,
which involves quantifying the number of cells in the process of dividing (i.e.,
undergoing mitosis) at a specific point in time. Currently, mitotic cell counting
is done manually by a pathologist looking at multiple high power fields (HPFs) on
a glass slide under a microscope, an extremely laborious and time consuming pro-
cess. The development of computerized systems for automated detection of mitotic
nuclei, is confounded by the highly variable shape and appearance of mitoses.

The most commonly used grading system that estimates the veracity of breast
cancer is the Nottingham Grading system [3]. It is a total score based on 3
different sub-scores. The 3 sub-scores are assigned based on 3 components of
how the breast cancer cells look under a microscope. Each of the 3 components
is assigned a sub-score of 1, 2, or 3, with 1 being best and 3 being worst. Once
the 3 sub-scores are added, a Nottingham score is obtained: the minimum score
possible is 3 (1+1+1) and the maximum possible is 9 (3+3+3).
c© Springer Nature Singapore Pte Ltd. 2019
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The three components of the Nottingham Score are: Tubule formation,
Mitotic Cell Count and, Nuclear Pleomorphism. Of these, the mitotic cell count
is quantitative and a critical problem. Mitotic cell detection is a challenging
problem owing to the following reasons:

– Mitotic cell occurrences are rare when compared to the other types of cells.
– It has a very similar appearance to that of apoptotic nuclei, lymphocyte nuclei

and dust particles.
– There is enormous variation in the cell appearance in terms of shape and tex-

ture as the mitotic cells undergo a variety of morphological transformations.

2 Recent Works

Early methods proposed for mitotic cell detection approached it as a classifica-
tion problem. These methods [7,8] involve obtaining hand-crafted features and
performing classification using random forest, Support Vector Machines (SVM)
and other conventional machine-learning based classifiers. The primary disad-
vantage with these methods is that they were not able to capture the wide range
of features required to perform classification efficiently.

To address this, deep learning methods were applied, with their ability to
learn robust features, offered significant performance improvements over con-
ventional methods.

There are different ways this problem has been modeled in the deep learning
literature:

– Classification approach: It is modeled as a binary classification problem
where the input image has to be classified into one of two classes - with mitotic
cells or without mitotic cells. One method uses a standard grid size of 100 ×
100, which is moved over the image pixel-wise. The extracted intermediate
representation is then used to classify the image. The drawback with this
method is the high computation time required as the grid has to cover the
whole image exhaustively [2].

– Segmentation approach: Segmentation is defined as the process of partition-
ing an image into multiple regions or segments to extract meaningful informa-
tion. This approach involves two steps. In the first step, mitotic segmentation
is carried out using deep networks such as the UNet [14]. Once the segmenta-
tion mask is created, the region of interest is obtained. Classifiers are then built,
which are used to differentiate the cells inside the region of interest as mitotic
or non-mitotic. This resolves the high computation time issue to some extent,
but the performance is not satisfactory owing to the class imbalance problem
- the number of occurrences of mitotic cells is less compared to other types of
cells and the mitotic cells occupy very little area [1].

– Object Detection Approach: Here, the mitotic cells are considered as
objects that have to be detected in an image. Different object detection algo-
rithms have been applied to detect mitotic cells. [9]. This approach has shown
improvement in performance and computation time.
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Our emphasis is on the object detection approach which has shown promising
results. We apply different deep neural network architectures for this problem
and evaluate their performance. We also attempt to qualitatively explain their
performance with respect to this problem.

3 Methodology

We explore two major families of Object Detection architectures - Region based
Object Detectors and Single Shot Object Detectors.

Fig. 1. Top pane: Faster RCNN architecture (image adapted from [13]). Bottom pane:
Single Shot Multibox Detector architecture (image adapted from [10])

3.1 Region Based Detectors

Region based detectors are a class of object detection models that have two
stages - the region proposal stage which is responsible for detecting the regions
of interest and the object detection stage which performs object detection in the
regions of interest.
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Among the region-based detection architectures, the state-of-the-art network
is FasterRCNN [13]. It has two stages - Region proposal network (RPN) and
object detection network. The input image is passed to the RPN which outputs
rectangular object proposals each with an objectness score. The region proposals
are passed to the object detection network which then performs region of interest
(ROI) pooling followed by non-maximum suppression (NMS), which is thresh-
olded to select the relevant regions. The object detection network comprises of
a classifier and regressor - the regressor’s purpose is to regress the bounding box
and the classifier’s purpose is to classify the object in the bounding box. The
loss function is multi-task - cross-entropy is used for the classification task and
smooth L2 is used for the regression task.

In this study, the experiments with Faster R-CNN are carried out using the
following state-of-the-art pre-trained detection models obtained from the Tensor-
flow Object Detection API [6]: ResNet101 [4], InceptionNet [16], NASNet [17].

3.2 Single Shot Detectors

The major difference between Region Based detectors and Single Shot Detectors
is the process: Single Shot Detectors combine the bounding box prediction and
classification into a single stage while Region Based predictors treat them as two
different stages. Thus, the SSD approach is significantly faster than the Faster R-
CNN approach. As illustrated above in Fig. 1, the SSD architecture comprises of
a base convolutional network followed by several multi-box convolutional layers.

Experiments with SSD Networks are carried out using the following state-of-
the-art models: MobileNet [5] and YOLO [12].

Fig. 2. Top pane: Tissue with mitotic cells. Bottom pane: Tissue without mitotic cells.

4 Dataset and Preprocessing

4.1 Dataset Description

The dataset [15] used is from the 2012 ICPR Mitosis detection contest. Images
are taken from the Aperio XT scanner, with the resolution of the scanner being
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0.2456µm per pixel. Each HPF has an area of 512 × 512µm2. The dataset
consists of 50 images, with 35 training and 15 test images. Dimensions of each
HPF are 2084× 2084. The total number of mitotic cells in train and test images
are 226 and 101 respectively. A sample of mitotic and non-mitotic cells are shown
in Fig. 2.

4.2 Data Preprocessing

To maintain uniform color intensity across images, color normalization is applied
using Macenko stain normalization [11], a stain color-deconvolution technique
which takes into account the prior knowledge of the reference stain vector, and
corrects every other image in the dataset. Also, due to the large size of each
HPF image, directly using it as an input to the deep learning network would
not be feasible from the hardware perspective. Resizing the image to a smaller
size would not work in this scenario since mitotic cells occupy a small area of
150×150, which would result in loss of cells. A popular method to deal with this
issue in deep learning literature is to divide the image into patches of uniform
dimension. Patches are created from each 2084× 2084 image with size 512× 512
and a stride of 32. An added advantage of this method is the increase in available
data, since the number of images in the dataset is very low.

Patches which do not contain the whole mitotic cell or do not contain any
mitotic cell are removed. In order to further increase the dataset size, data aug-
mentation techniques such as flipping images left/right, up/down and random
rotation of images between −5 and 5◦ are applied.

5 Implementation Details

Experiments were performed with the NVIDIA GeForce GTX 1060 GPU with
6GB vRAM. Models used in this paper have been sourced from the TensorFlow
Object Detection API [6], except YOLO, which has been sourced from its official
repository.

6 Experiments

6.1 Training and Testing Procedure

Training. All models except YOLO use the FasterRCNN architecture, which
is configured to have each model as the backbone, with anchor scales of 0.25,
0.5, 1.0 and 2.0, aspect ratios of 0.5, 1.0, 2.0 and batch size 1. Each model is
trained for 20000 steps, with Stochastic Gradient Descent(SGD) optimizer and
Negative Log Likelihood(NLL) Loss.



A Study of Deep Learning Methods for Mitotic Cell Detection 259

Testing. Each test image of size 2084 × 2084 is split into 512 × 512 patches
with a stride of 393. This is done to prevent overlapping of regions. To infer
images from many viewpoints, test-time augmentations like flip left/right and
flip up/down are performed. Hence, each image is passed into the test pipeline
three times, with the final detection for the image containing the union of all
predictions. Each box is predicted with a certain confidence probability, and only
boxes with confidence greater than the chosen confidence threshold is considered.
Subsequently, NMS is performed to remove redundant predictions.

(a) ResNet101

(b) InceptionNetv2

Fig. 3. Precision-Recall curves for models with varying confidence thresholds, ranging
from 0.5 to 0.95 with an increment of 0.05.
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6.2 Evaluation Metrics

Since the objective is to detect mitotic cells from a HPF containing various
structures like tubules, nuclei and dust particles, it is essential to reduce the
number of false positives (FP) and false negatives (FN) while keeping the true
positive (TP) count high. Hence, we have chosen the evaluation metrics to be
Precision (Pr), Recall (Rec) and F1-Score(F1), which are defined in Eq.1.

Pr =
TP

TP + FP

Rec =
TP

TP + FN

F1 =
2 ∗ Pr ∗ Rec

Pr + Rec

(1)

Precision-Recall(PR) curves of ResNet101 and InceptionNet models are
shown in Fig. 3. It can be observed that setting the confidence threshold to
0.5 gives the best results.

Fig. 4. Sample detection results. Blue boxes are predictions. Yellow cells are
mitotic.(Color figure online)

Table 1. Results obtained. Running times are calculated for each image patch.

Architecture Precision Recall F1Score Running time(s)

FasterRCNN+ResNet101 Backbone 0.856 0.735 0.790 32.0

FasterRCNN+InceptionNet Backbone 0.764 0.801 0.782 122.5

FasterRCNN+NASNet Backbone 0.781 0.673 0.723 74.8

FasterRCNN+MobileNet Backbone 0.712 0.514 0.597 4.1

YOLO 0.650 0.772 0.705 5.8
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7 Results and Discussion

Sample detections are shown in Fig. 4. A quantitative study of the results
obtained from Table 1 shows that the model FasterRCNN+ResNet101 backbone
and FasterRCNN+InceptionNet backbone offer the best performance in terms
of the F1-Score. FasterRCNN+MobileNet is the fastest but does not perform as
well owing to the fact that MobileNet is aimed at fast performance on mobile
devices. Also, in order to study the speed/accuracy tradeoff between Region-
based and Single shot Detectors, Fig. 5 shows the F1-Score vs Running Time
plot. It can be observed from the plot that FasterRCNN+ResNet101 backbone
hits the sweet spot of high accuracy and faster running time, while other region
based detectors such as InceptionNet and NASNet acheive comparable accuracy
with the ResNet models. On the other end of the spectrum, Single Shot detectors
such as YOLO and MobileNet perform poorly accuracy-wise, but have the fastest
running times. An intuitive explanation for the better performance of ResNet
compared to InceptionNet and NASNet architectures could be the heavy class
imbalance in each HPF. Owing to the increased depth in latter architectures,
they could be biased towards predicting non-mitotic cells in the image.

Fig. 5. Scatter Plot of F1-Score vs Running Time for all models.

8 Conclusion

Computer aided tools have been of great importance to doctors, pathologists
and scientists. For the problem of breast cancer detection, mitotic cell count
is an important parameter, which was estimated manually, by the pathologist
involved. Advances in computer vision technology in problem areas such as image
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segmentation and object detection have led to their applications in medical imag-
ing and digital pathology. In this paper, we explored the problem of mitotic
cell detection using different state-of-the-art object detection algorithms. We
have analyzed and discussed the results obtained qualitatively and quantita-
tively based on our experiments. We also explored other aspects of using these
models such as the speed-accuracy tradeoff.

References

1. Chen, H., Wang, X., Heng, P.A.: Automated mitosis detection with deep regression
networks. In: 2016 IEEE 13th International Symposium on Biomedical Imaging
(ISBI), pp. 1204–1207, April 2016. https://doi.org/10.1109/ISBI.2016.7493482
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Abstract. The growing technology in medical image processing helps in
quick as well as an accurate analysis of several life threatening diseases.
Interestingly, domain of brain tumor analysis has effectively utilized this
trend to automate core steps, i.e. extraction, detection, and the most
important proximate segmentation for tumor examination. To diagnose
neurological disorders magnetic resonance (MR) imaging methods are of
great help. Discussing the MR image types this paper briefs the param-
eters influencing the process of brain tumor detection. Also, the study
proposes a hybrid segmentation approach combining k-means with fuzzy
c-means (FCM) and support vector machine (SVM) with fuzzy c-means.
Experimentation performed show that fusion outperforms three of the
base approaches in brain tumor identification on DICOM dataset using
200 T1W and T2W MR images. The evaluation parameters show that
k-means combined with fuzzy c-means produce better accuracy. Results
further prove applicability of the proposal in detecting ranges and shapes
of brain tumor using MR images.

Keywords: Medical images · Segmentation · Brain tumor ·
Magnetic resonance

1 Introduction

Brain tumor, i.e., unwanted cell formation, is one of the most prevalent life
threatening diseases. Such tissues, if detected in time essentially leads to their
successful elimination. In last few years researchers have contributed prodigiously
in the field of medical imaging. As a result, several effective methods to extract
and detect brain tumor have been discovered. For effectiveness, a range of works
have also utilized capabilities of image segmentation techniques to extract mean-
ingful content (i.e., tumor) from medical images [1–3]. But, variable shapes and
presence of cerebrospinal fluid (CSF) make a difficult brain tumor detection
task more complex [1]. Segmentation in medical images is governed by factors
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like poor contrast, noise, and missing boundaries. For their effective control,
diagnosing imaging processes like magnetic resonance (MR) imaging and com-
pute tomography (CT) scan are employed [2]. Usage of harmless magnetic fields
and radio waves make MR images preferable. These images can be segmented
using manual, semi-automatic, and fully automatic techniques [3]. In absence
of experts, performance of automatic techniques depends solely on knowledge
bases. Researchers have proposed several methods to improve such knowledge
bases and thus the capability of tumor detection systems [4,5]. Segmentation of
MR images needs to be very efficient for proper tumor analysis. This paper thus
focuses mainly on segmentation techniques used specifically for MR images to
design and implement a hybrid system. It also discusses several parameters used
to differentiate various types of MR images. The proposed approach individually
combines fuzzy c-means with k-means and support vector machine. Comparison
with base line approaches proves that combinations are promising.

The rest of the paper is organized in four sections. Section 2 gives an overview
of MR imaging and contrast parameters. Section 3 summarizes the existing liter-
ature. Section 4 explains the proposed hybrid combinations. Comparison results
with the existing techniques are discussed in Sect. 5. Finally, conclusion followed
by highlights of future directions is presented in Sect. 6.

2 MR Imaging and It’s Types

Irrespective of superiority of employed segmentation technique, segmentation
quality depends greatly on contrast, amount of noise, and incomplete bound-
aries. In medical images good contrast supersedes all other basic requirements,
as abnormal structure identification is completely based on certain contrast char-
acteristics. However, image contrast is influenced by certain parameters listed
in Table 1. These parameters are tuned for obtaining proper contrast to differ-
entiate tumor from normal brain tissues (fat, gray matter, white matter, and
CSF). Shape, size, and integrity of tumor tissues can be identified by keen
analysis of MR images. Different compositions of tissue types result in vary-
ing MR image signals and hence various MR images like T1-weighted (T1W),

Table 1. Parameters influencing image contrast

Intrinsic (Brain tissues) Extrinsic (Image physical characteristics)

–Proton Density (PD) –Magnetic Field Strength (MFS)

–Longitudinal Relaxation Tme (T1) –Radio Frequency (RF)

–Transverse Relaxation Time (T2) –Repetition Time (TR)

–Chemical Shift –Echo Time (TE)

–Susceptibility –Inversion Time (TI)

–RF pulse amplitude (Flip angle)

–b-value
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T2-weighted (T2W), fluid attenuated inversion recovery (FLAIR), and proton
density weighted (PDW) [5,6]. Diffusion based MR images like diffusion weighted
image (DWI) and apparent diffusion coefficient (ADC) are also used for early
diagnosis and longitudinal evaluations. This study uses the two most common
MR image types T1W and T2W.

3 Related Work

A novel approach, KIFCM combines k-means with fuzzy c-means for effective
detection in minimal time [7]. Results obtained on three datasets and are com-
pared with conventional algorithms. Combination reports good accuracy rang-
ing from 90.5% to 100% on different datasets. A study focuses on reducing the
computational time by presenting bacteria foraging optimization (BFO) based
modified fuzzy k-means algorithm (MFKM) algorithm [8]. Dataset with T1W,
T2W images for diseases like astrocytoma, metastatic bronchogenic carcinoma,
meningioma, and primitive neuro ectodermal tumor are utilized. The reported
computation time is 1.98 min with acceptable similarity index (95.77%), sensi-
tivity (97.14%), and specificity (93.94%). One of the works compares k-means
with fuzzy c-means (FCM) on scales like better segmentation and computation
time [9]. Experimental results proves dominance of FCM over k-means in terms
of mean squared error (MSE) and peak signal to noise ratio (PSNR). Computa-
tionally as well FCM (8.639 s) performs better than k-means (22.831 s).

A novel user friendly segmentation approach using one-class SVM is pre-
sented [10]. It’s able to learn non-linear distribution of image data without prior
knowledge and attains sensitivity of 83% on T1W, CE-T1W images. Another
novel development combines daubechies-4 wavelet transform with support vec-
tor machine (SVM) as well as self-organizing maps (SOM) for classification of
human brain tumor from MR images [11]. Results show that accuracy with SOM
turned to be 94% and with SVM its 98%. Another study integrates SOM with
fuzzy K means (FKM) to achieve efficient segmentation [6]. The technique is
verified using the clinical images obtained from four patients, along with the
images taken from Harvard Brain Repository. SVM is also explored in union
with genetic algorithm (GA) to classify brain tissues in magnetic resonance
images (MRI) [12]. Results on Harvard medical school dataset having 83 T2W
MR images obtain accuracy in between 94.44% to 98.14% and sensitivity stretch
from 91.4% to 97.3%. SVM is also explored in combination with fuzzy c-mean for
effective segmentation and classification [13]. Comparison results on 120 patients
are considered and compared using different classifiers. Following observations
are made: ANN is better for larger number of cases where as SVM works better
with smaller number. The combination outperforms by reporting better accuracy
and lesser error rates.

As per the survey systems based on k-means segmentation are fast and simple,
but suffer from partial tumor detection, mainly for malignant cases. In contrast,
systems using FCM retain more information and detect malignant tumors accu-
rately. However, they are sensitive to noise, outliers, and have longer execution
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time. Also, for overlapped data sets FCM performs better as concept of member-
ship helps in better clustering. Combination has benefits of both the algorithms,
i.e. it effectively deals with issues like noise, illumination factor, and large data
sets, etc. and thus boost system’s performance in brain tumor detection.

In case of FCM and SVM, the SVM is robust to noise and over-fits lesser,
however it is not efficient in terms of computational time. The reason is due
to heavy computational steps and calculations involved. Furthermore, pair-wise
classifications method may be used (i.e. for all classes, one class against all others
in case of multi-class classification) which FCM withstands.

4 The Fusion Approach

The system presented here combines k-means and support vector machine with
Fuzzy C-means. Starting with working principle illustrations of all the mentioned
approaches, the hybrid approach description is followed.

4.1 Preliminary Concept

K-means clustering aims to partition n observations into k clusters such that
each observation belongs to a cluster with the nearest means, serving as a pro-
totype of the cluster. Let X = x1, x2, . . . , xn be the set of data points and
V = v1, v2, .., vc be the pool of centres, then k-means is based on minimization
of the objective function representing the total intra-cluster variance (Eq. 1).
Here, is the distance measure between every data point xi and cluster centre vi,
c represents number of cluster centres and ci represents number of data points
in ith cluster. Firstly, number of clusters and their respective prototypes are
initialized. k-means works by attributing the closest cluster to each data point.
Then recalculate new prototypes by averaging values of all the data points linked
with the cluster using Eq. 2.

J(V ) =
c∑

i=1

(||xi − vi||)2 (1)

µi =
1

|ci|
∑

xieci

xj (2)

Fuzzy c-means (FCM) is one the oldest clustering algorithms introduced by
Professor Jim Bezdek in 1981 [14]. The algorithm attempts to partition finite
pool of n data points, X = x1, x2, . . . , xn, into c fuzzy clusters using some criteria.
It maps data points to nearest cluster centres depending upon the distance values
between cluster centres and data points. The algorithm is based on optimizing
an objective function that defines the goodness of a solution and is given as in
Eq. 3. Here, m is the fuzziness exponent which is a real number greater than 1
and number of iterations to be performed depends on it. µij represents degree
of membership of data point xi in jth cluster and is defined as in Eq. 4. Here dij
represents distance of data point xi and centre of jth cluster.



268 P. K. Chahal et al.

Jm(U, V ) =
n∑

i=1

c∑

j=1

(µij)m(||xi − vi||)2 (3)

µij =
1

∑c
k=1(dij − dik)

2
m−1

(4)

Support vector machine (SVM) is a supervised learning technique used for
data analysis and classification. SVM classifier has a quick learning rate even in
extensive data; however it is utilized for two or more class classification difficul-
ties. SVM depends on the conception of decision planes, which isolates between a
lot of things having distinctive class memberships. In this paper, SVM is utilized
as the segmentation as well as classification strategy. In the first approach used
with Fuzzy c-means and k-means, the combination segments the image whereas
SVM is used to classify the tumor. In the second approach SVM is completely
used as segmentation technique. The utilization of SVM includes two essential
strides of training and testing.

In the SVM the classes are supposed to be represented as x, and the decision
boundary is estimated as y = 0, So by using the Eq. 5

y =
N∑

i=1

wixi + b = xiw + b (5)

where the input patterns, w is the weight vector, b is the offset. Since the classes
are defined as ±1 the equation for the line isolating the classes will be:

wxi + b ≥ 1 if yi = 1 (6)

wxi + b < 1 if yi = −1 (7)

The distance from the hyper plane wxi + b = 0 to the origin is −b
||w|| , where ||w||

the norm of w. The distance from the hyper-plane to the origin is:
M = 2

||w|| , where M is the margin. So the maximum margin is obtained by
minimizing ||w||.

Hybrid Approaches (Fuzzy C-Means with K-Means, Fuzzy C-Means
with SVM). This work attempts to individually combine FCM with k-means
as well as with SVM. Approach I is clustering-clustering, i.e. it combines two
clustering algorithms FCM and k-means. Whereas, in Approach II is clustering-
classifier, i.e. it integrates FCM with SVM. Approach II aims to verify the appli-
cability of SVM in different phases. Figure 1 shows process flow of the system
implemented with the hybrid approach FCM + k-means (FKM) and FCM with
SVM (FSVM). Procedure starts by taking original MR image as an input which
undergoes pre-processing mainly for noise removal. In current implementation
Gaussian low pass filter is applied. Next step is skull scripting, an important
phase of brain segmentation process to separate out normal tissues like white
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matter, grey matter, and CSF. Thus, for improved and effective detection Otsu’s
thresholding is utilized in this work followed by segmentation using hybrid app-
roach, FKM and FSVM. Lastly, to accentuate tumor shape morphological fil-
tering using two basic operations (dilation, i.e., shrinking the foreground and
erosion, i.e., expanding the foreground) is done. The highlighted white region in
the obtained image signifies tumor and the system finally classifies the image as
tumorous accordingly.

Fig. 1. The generic flow diagram of the proposed hybrid system

5 Results and Discussion

Performances of the combinations FKM and FSVM are analyzed using Digital
Imaging and Communications in Medicine (DICOM) dataset. Experiments are
performed using 200 MR brain images from different modality types, namely T1-
weighted and T2-weighted. All images have 256×256 pixels. DICOM dataset has
images of cerebrum influenced by cerebrum sore. A normal human brain is char-
acterized by symmetry in axial, sagittal, and coronal brain images whereas an
asymmetry strongly signifies abnormality. Hybrid approaches are mainly meant
for segmentation, thus visual results are presented. In addition, results of FKM
and FSVM are compared with k-means, SVM, and FCM on DICOM dataset
using accuracy performance measures. All the algorithms are implemented in
MATLAB 2014a. System runs on Window 8 and has Intel core i5 processor with
4GB RAM. Classification accuracy is defined as the probability that diagnostic
test is performed correctly and is given as in Eq. 8. It is computed using con-
fusion matrix parameters including true positive rate (TP), true negative rate
(TN), false positive rate (FP), and false negative rate (FN).

Accuracy =
TP + TN

TN + FN + TP + FP
× 100 (8)

where, TP = Number of tumorous MR brain images
Total number of MR images in dataset ,

TN = Number of non−tumorous MR brain images
Total number of MR images in dataset

FP = Number of non−tumorous MR brain images detected as tumorous
Total number of MR images in dataset

FN = Number of tumorous MR brain images detected as non−tumorous
Total number of MR images in dataset
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Table 2. Accuracy values (in %) obtained with various segmentation approaches using
SVM classifier for four different kernels

RBF LINEAR POLY QUADRATIC

FCM 74 85 60 45

SVM 70 88 85 50

FSVM 85 93 79 57

k-means 55 70 46 50

KFM 86 96 69 60

5.1 Comparative Evaluation for FKM

DICOM dataset contains two tumor classes, Benign and Malignant. Classifica-
tion accuracy shows how effectively an algorithm identifies type of tumor from
MR image scans. Higher the tumor classification accuracy value better is the
algorithm. Each of the three segmentation approaches are tested using four SVM
classifiers with varying kernels, namely linear, polynomial, Gaussian (RBF), and
quadratic. Table 2 compares base clustering approaches k-means and FCM with
hybrid FKM approach on classification accuracy for all the kernels. Clearly, k-
means reports the lowest accuracy values with all the kernels except quadratic.
For quadratic kernels the performance of FCM is the lowest, in fact this is the
minimum accuracy (45% only) reported during the experiments. However, FKM
reports maximum accuracy with three out of four kernels. The highest accuracy
of 96% is obtained when FKM is used with linear kernel. Thus the hybrid app-
roach k-means + FCM is found to classify tumor in a better way in comparison
to any of the two individual approaches. Moreover, one study develops KIFCM
and reports an accuracy of 90.5% using only 22 DICOM images [24]. In compar-
ison, the hybrid system achieves 96% accuracy with almost more than 10 times
of DICOM images.

In addition to accuracy algorithms are compared by means of visual exam-
ination as is shown in Figs. 2 and 3. In Fig. 2, an MR image having malignant
tumor type is taken for examination whereas in Fig. 3 benign tumor type is
used. Benign brain tumors are non-cancerous and less dangerous. Malignant pri-
mary brain tumors are cancerous that originate in the brain itself, typically grow
faster than benign tumors, and aggressively invade surrounding tissue. Interme-
diate results obtained with five segmentation approaches (k-means, FCM, SVM,
FKM and FSVM) are compared. In every case, same original brain MR image
is given as an input to the system followed by preprocessing and then using
Otsu thresholding. Figures 2(a) and 3(a) are depicting the outputs for k-means;
clearly formed clusters are far away from the actual tumor region which may
lead to an inaccurate identification. Thus, for the considered image k-means is
not able to detect the affected region properly even after the completion of all
the required iterations. Looking at the depiction obtained for FCM (Figs. 2(b)
and 3(b)), though better than k-means but highlights all high intensity brain
regions rather than the crucial tumor region. Further in case of SVM (Figs. 2(c)
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Fig. 2. Visual representation of malignant tumor using T1-W MRI at various stages
(a) k-means (b) FCM (c) SVM (d) FKM (e) FSVM
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Fig. 3. Visual representation of benign tumor using T1-W MRI at various stages (a)
k-means (b) FCM (c) SVM (d) FKM (e) FSVM
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and 3(c)) the intensity ranges to extreme level that the tumor area is no visible
at all. In contrast, intermediate result obtained using the hybrid approaches in
both the cases (Figs. 2(d)–(e) and 3(d)–(e)) better converge towards the tumor
region. Intensity variations are evident in the formed clusters, which thus helps
in segmenting tumorregion easily as well as effectively. The end result obtained
in FKM and FSVM are nearly same, however varies in the second level where
preprocessing and thresholding techniques are applied.

5.2 Comparative Evaluation for FSVM

In case of Approach-II the base algorithms are FCM and SVM, and thus FSVM
is compared against them (Table 2). Performance of integrated approach out-
performs the base approaches. The linear accuracy of FSVM is 93% with is just
3–4% less than FKM approach. No doubt the comparison on this scale is not
possible as human errors prevail during the experimentation. However, the dif-
ference of both hybrid approaches with bases ones (k-means, FCM and SVM)
definitely depicts a great leap in terms of efficiency. Moreover, any combination
may it be clustering-clustering or clustering-classifier, the performance surely
varies from the traditional ones. The loop holes of one algorithm overshadow the
other algorithm. The SVM is computationally slow as it involves complex com-
putational steps in its processing which in return may affect FSVM, however,
FCM is computational better than SVM so it boost the processing time than
SVM as alone.

6 Conclusion and Future Scope

Efficient tumor identification, extraction, and classification are some of the chal-
lenging tasks for physicians and radiologists. Automation of these modules thus
occupies a major proportion of research in the domain of medical imaging. Sev-
eral existing segmentation techniques are shown to achieve good performance
on different tumor datasets. Irrespective of the accuracy percentage reported by
any automatic tumor detection system using the best segmentation approach, a
second opinion is still required for better diagnosis in any of the case. MR image
contrast is a significant factor as it highly influences the process of brain tumor
detection. Similarly, systems combining two or more techniques are observed to
report better performance. The combination FKM is also observed to report
overall enhancement in terms of accuracy as well as computation time as com-
pared to traditional approaches (k-means/FCM/SVM) and even hybrid FSVM
to a minute extend. In future, a common tumor detection platform able to work
effectively on numerous tumor types using appropriate MR image can be thought
of by integrating capabilities of segmentation techniques successfully. Lastly, it’s
hard to fully automate these systems as human assistance is a critical issue. So
another future direction can be the development of a feedback driven system
that learns from each result.

hello [9]
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Abstract. Computer vision domain consists of algorithms and techniques to
enhance computers with the ability to see and perceive. Human emotion
recognition using computer vision is a challenging research area. Facial
expression may not always give accurate judgment of emotion hence needs to be
combined with other modalities such as voice, text and physiological signals.
Several fusion approaches such as direct, early and late were introduced but the
problem still persists. This paper focuses on deep neural network (NN) based
sequential late fusion approach to identify emotions from various available
modalities. Modalities are integrated into the system sequentially at the decision
level. A deep CNN was trained to identify face emotions. Short videos were
analyzed to recognize emotions. Further, frames were extracted and the emo-
tions were analyzed. The voice channel was processed and transcripts were
generated. Each channel outcome was compared for accuracy. The opinion was
recorded manually for conformance of results. The opinion matched with the
emotion classified by the system.

Keywords: Emotion recognition � Deep neural network �
Multimodal features � Late fusion � Sequential approach

1 Introduction

Emotions are the inherent feature of human being. The ability to express emotions and
the intensity of expressing emotions depends on the stimulus given. The key challenge
is to recognize the distinguished pattern and develop a robust system to identify the
expressed emotions. Further, there is a need towards automating the emotion recog-
nition system which would assist in a situation such as identifying boredom and
improvising visual experience required to maintain interestingness in gaming, website
and online tutorials [22].

There is a specific pattern involved while expressing emotions. Ekman, Pulchik,
Parrot [1–3] concentrated on clustering emotions based on their expressive state,
intensity and relationship among them. These were first studied and encoded in the
form of AU(Action Units) and FACS [4] for images and FAP’s [5] for videos.

The face was primarily studied as a key to recognizing emotions experienced by a
human being. Face images were extensively analyzed since FACS was introduced [6].

© Springer Nature Singapore Pte Ltd. 2019
M. Singh et al. (Eds.): ICACDS 2019, CCIS 1045, pp. 275–283, 2019.
https://doi.org/10.1007/978-981-13-9939-8_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9939-8_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9939-8_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9939-8_25&amp;domain=pdf
https://doi.org/10.1007/978-981-13-9939-8_25


With the introduction of various face image databases in 2D such as CK, CK+ [7], 3D
[8] and 4D [9], the study intensified. Apart from RGB other formats of images such as
thermal [10] was also taken into account for studies. It was evident from the research
that automatic face emotion recognition system with the highest accuracy failed in real
scenarios. It failed due to inaccuracy in the training dataset or other factors such as
regional, cultural, gender and age group dependencies. The approach broadened with
the introduction of other modalities for studies such as voice [11], text [12, 14] and
physiological signals [13]. The methods to recognize human emotions spanned across
modalities. The multimodal approach combines different modalities to produce desired
efficiency and accuracy. The combination of the modalities was done such as face and
voice [13], face and physiological signal [15]. The major drawback in the available
dataset is that they are acquired under an experimental environment which is quite
unrealistic categorized as a posed expression.

Several works have been carried out on the dataset in wild acquired under realistic
environment. Such studies are subjected to practical problems such as non-availability
of the frontal face as most of these algorithms work on the frontal face. Gesture-based
studies were conducted to eliminate this issue [16]. Further research is carried out
towards defining a process to combine the extracted features and produce desired
results in less computation time. Combining modalities is compute intensive process as
the complexity increases with an increase in features.

2 Related Work

Several feature fusion approaches such as direct, early, late and sequential fusion were
introduced based on correlation, synchronous or asynchronous nature of features and
their availability in time.

Direct [17] fusion approach is advantageous if the dataset is a rich feature source
and are correlated both in the spatial and temporal domain. Feature level fusion before
training the system was experimented in early [18, 19] method but required syn-
chronous feature source. There is a higher dimension of features leading to overfitting.

Late fusion [20] is applicable at the decision level either through polling or max-
imization process and can handle asynchronous data sources. But the decision needs to
be taken at the initial level regarding the feature sources that are experimented for the
purpose. Integration of features in sequential order is the key feature of sequential
fusion [21] approach such as rule-based and is less studied. The details of fusion
approaches are described in Table 1.

Further, with the introduction of different deep neural network architectures, there
was a change in choice of deep neural network architecture to increase the accuracy of
the system. A bimodal (video and voice) late fusion was applied on videos in which the
voice channel was extracted and processed [23]. A similar study was done using 3D
CNN for video and 2D CNN for voice [24]. Text and voice correlations in expressing
emotions were studied using CNN architecture [25]. Feature level fusion approach was
explored using LSTM architecture [26]. Hardware acceleration was used to speed up
the process for reduced computation time [27].
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The earlier work requires a fixed and predefined set of input sources towards
building a highly accurate system. Further there no scope for inclusion of any other
available data sources with rich features in the existing system. The main focus of our
work is to build a dynamic system which can incorporate a classification model for
various available data sources with different modalities.

3 Proposed Approach

The proposed approach provides a framework to recognize emotions based on the
devices and modality of data available during the data gathering process. Initially, the
available modality is used to classify the emotion. Based on the output class probability
we sequentially integrate the next available data channel from a different source into the
model. Then the output class probability of the modalities is compared. The process is
repeated till the same class labels are acquired with output probability greater than the
desired threshold.

Table 1. Fusion approaches with different modalities and the number of emotions detected.

Author Fusion
approach

Modalities Dataset No. of
Emotions

Model description Results Open issues

Ranganathan et al. [17] Direct Audio, face
video, body
video,
physiological
signals

emoFBVP 23 DBN (Deep Belief
Networks) and
CDBN
(Convolutional
Deep Belief
Networks) were
used to study

SVM baseline:
75.67%
DBN: 76.54%
CDBN:
81.41%

Requires rich
feature source
with the high
temporal and
spatial correlation
between data
sources

Huang et al. [18] Early with
Plain
fusion

Audio and
face

Author
collected
dataset

6 Prosodic feature for
voice, feature based
study for video

Audio: 75%
Video: 69.4%
Audio + video:
91.7%

Requires
synchronous
feature source

Gunes et al. [19] Early and
late

Face and
body

Face and
upper
body
gesture
dataset
generated
by the
author

6 C4.5 and BayesNet
were used for
classification.
Feature fusion
approach for early
and decision level
fusion for late was
used

Early fusion
overall: 96%
Late fusion Sum
rule: 86%
Product rule:
80%
Weight rule:
82%

High dimensional
feature sources
were used

Yoshitomi et al. [20] Late fusion Voice and
face

Author-
generated
voice,
thermal
(IR) and
visible
images
(VR)

5 HMM for voice,
Neural Network for
image classification
with a weighted
sum for multimodal
late fusion
approach

VR: 85%
IR: 75%
VR + IR: 95%
Voice: 84%
Voice + VR:
92.5%

Availability of IR
data source for
classification as
there is a change
in the initial
decision regarding
data source for
experimentation

Chen et al. [21] Sequential
rule-based
approach

Video images
and voice

An
author-
generated
dataset of
video
clips and
voice
samples

4 F0 contours for
voice and Fourier
Transforms
(FT) features fed
into HMM for
videos. A rule-
based approach
which exploits the
relationship
between the two
modalities

Low accuracy
due to
insufficient
data and
features

Well defined rules
need to be
established well in
advance before
integration of
features at the
initial level
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Currently, videos recorded during conversation such as project review meeting are
used to build and test the model. The selected videos contain interactions that are
conducted in a realistic environment without any specialized lab setup or devices. The
recorded video clips are fed to the system and the emotion is recognized and further
subjected to emotional analysis. The proposed system flow diagram is depicted in
Fig. 1.

4 System Architecture

A deep convolution neural network (CNN) was used to train FER2013 face emotion
dataset. The dataset comprises of 35887 pre-cropped, 48 � 48 size grayscale images of
faces. Each face image was labeled with one of the seven emotion classes: anger,
disgust, fear, happiness, sadness, surprise and neutral. A small snapshot of images is
shown in Fig. 2. Deep CNN model was trained on NVIDIA GPU system with adadelta
optimizer and softmax classifier and achieved an accuracy of 61%.

The voice component is extracted from the video using open source audio extractor.
The extracted audio was pre-processed using open source software Audacity. Noise
and silence were removed. The transcript of the pre-processed voice was generated.
The video clippings were fed to the system. The entire video summarized to one

Fig. 1. Flow diagram of the proposed system.

Fig. 2. FER2013 dataset
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emotion. The system extracted frames from a video containing a face and fed to a
trained deep CNN model. The output is a class probability representing six basic
emotion classes. The detailed architecture is shown in Fig. 3. Frame wise detailed
study was conducted to analyze the recognized emotion.

5 Results

The proposed architecture focuses on sequential approach towards a fusion of
modalities. Table 2 summarizes the results. For experimental purpose short video of a
few minutes were taken.

The numerical value depicted in Table 2 indicates the following results:

• 0 - ‘Angry’
• 1 - ‘Disgust’
• 2 - ‘Fear’
• 3 - ‘Happy’
• 4 - ‘Sad’
• 5 - ‘Surprise
• 6 - ‘Neutral’

Figure 4 gives a frame-wise classification for better analysis of the results. Further
short sentences extracted from the transcript were summarized and analyzed manually
and observation was included. At decision level, the frame outcome and video outcome
is matched based on a max count on frames.

Fig. 3. System architecture
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It was noted that frame extraction count varies due to non-availability of face region
for recognition. Experiments were repeated on Vid_gen_2 with different frame count to
study the effect. Table 3 and Fig. 4 shows the results for random count value.

6 Conclusion

Multimodal emotion is compute intensive. The purpose of this paper is to provide a
framework to integrate modalities at a later stage only if there is a difference in the
outcome of any two available modalities. In our current study, the outcome video
emotions matched with the frame outcome and further matched with the manual
opinion. Choice of modality plays a vital role and depends on the situation and device
attached for data gathering. The availability of channels with required data such as face
region might not be present always in a real scenario. Under such circumstances, our
approach assists in proceeding towards the next available modality. Further, the
experiments can be conducted with various illumination, orientation, camera quality
and an initial selection of modality.

However, our work required manual conformance of results for text and audio
channel. Hence it is a semi-automated system. This partial automation can be further
extended to a fully automated system with minimal manual observation for confor-
mance of results.

Table 3. Frame count analysis.

Count Emotion for extracted frames No. of frames
extracted

10 4, 4, 4, 4, 4, 4, 4, 4, 3, 4, 3, 3, 3, 4, 4, 4, 4, 3, 3, 4, 4, 4, 4, 4, 4, 4,
4, 4, 4, 3, 4, 4, 4, 4, 4, 4, 4

37

20 4, 4, 4, 4, 3, 3, 3, 4, 4, 3, 4, 4, 4, 4, 4, 4, 4, 4, 4 19
30 4, 4, 4, 4, 3, 3, 3, 4, 4, 3, 4, 4, 3 13

0
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Em
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Frame Number
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Fig. 4. Frame analysis with varied count values for a particular experimental video Vid_gen_2.
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Abstract. The significant rise in the rate of animal-vehicle collision on
Indian roads in recent years underline the imperative need for effective
technological interventions that help mitigate animal-vehicle collisions in
real-time. This paper proposes a deep learning approach for the imple-
mentation of the Real-Time Animal Vehicle Collision Mitigation Sys-
tem. The paper makes a comparative study of three deep learning based
object detection frameworks: (1) Mask R-CNN; (2) You Only Look Once
(YOLOv3); and (3) MobileNet-SSD. These object detectors are imple-
mented, evaluated and compared with each other on the basis of their
mean average precision (mAP) and processing times. The results show
that the MobileNet-SSD architecture gives the best trade-off between the
mAP and processing time and is best suited for Real-Time Animal Detec-
tion among the three approaches considered. Using the trained model of
MobileNet-SSD based object detection framework, an Animal Vehicle
Collision Mitigation System is implemented and shown to perform well
on several real-world test scenarios.

Keywords: Animal-Vehicle Collision (AVC) · Deep learning ·
Driver assistance

1 Introduction

In 2017, approximately 4,64,910 accidents were reported in India [1]. These col-
lisions resulted in 1,34,796 fatal accidents, 1,47,913 human fatalities, 4,70,975
human reported injuries and over 4.34 lakh crores of government property was
damaged [1]. In 2014–2017, a total of 8642 animal vehicle collisions were reported
in India [1–4]. In the year 2017, the share of accidents due to animals increased
from 0.5% to 0.8%. The top 10 Indian states with the highest number of animal
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vehicle collisions were Uttar Pradesh, Jharkhand, Gujarat, Tamil Nadu, Madhya
Pradesh, Punjab, Andra Pradesh, Karnataka, Jammu & Kashmir, and Haryana
[1–4].

Human fatalities due to the animal-vehicle collision have also increased sub-
stantially. According to the data made available by the Ministry of Road Trans-
port and Highways (MORTH), India shows that there were 1893 human fatal-
ities in 2014, while in 2017 this number increased to 3611 [1,4]. Figure 1 show
the state wise distribution of the accidents from the year 2014 to 2017 due to
animal-vehicle collision for the five Indian states.

Fig. 1. State-wise distribution of Road Accidents due to animals from 2014–2017 [1–4]

Currently, In India the network of roads are increasing at a rate of 26.9 km per
day [1]. These roads pose a serious threat to the natural habitat of the animals,
as the national highways and expressways are being constructed through the
forests, causing sudden interruptions on the road by the animals.

According to the proposed architectures for the AVC mitigation in [5,6]. The
animal-vehicle collision system architectures have been implemented mainly using
two broad approaches, (1) Passive Methods and (2) Active Methods. In Passive
methods, an effort is made to keep the animals away from the road using meth-
ods like ultrasonic noise, big lights mounted on vehicles, electronic mats, animal
reflectors, road side refractors and so on. In Active methods, an emphasis is laid on
animal detection. In [6], it is observed that the best way for animal detection is to
use camera-based methods. The use of camera for animal detection seems viable
as due to the advent of new technologies. The size of the cameras are decreasing
and the computation power of the devices is increasing, resulting in more robust
animal detection systems. The major disadvantage with camera-based system is
due to their field of view, however many positions for a camera can be tested to
obtain the best view of the road. In this paper, a computer vision approach based
on deep learning is used to detect animals on the road and generate a warning
signal in order to provide assistance to the driver.

This paper can be divided into six section. In Sect. 2, we discuss the vari-
ous existing work on the animal-vehicle collision mitigation system and also the
detection algorithms that are being used for animal detection. In Sect. 3, we pro-
pose our solution for the animal-vehicle collision mitigation system and how deep
learning could be used for improving the animal detection algorithms. In Sect. 4,
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we compare the three deep learning object detection framework namely, Mask
R-CNN, YOLOv3 and MobileNet-SSD and discuss the details about the various
components included in the framework. In Sect. 5, we present the comparative
analysis between the three deep learning based object detection framework and
compare them on the basis of Mean Average Precision (mAP), Processing time
of each frame and the detection results. We perform all the tests on a CPU.
In Sect. 6, we conclude the paper and determine that the MobileNet-SSD pro-
vides the best object recognition in Real-Time and could be used for the animal
detection in driver assistance systems.

2 Related Work

Substantial amount of work has been done on the development of animal
detection algorithms using traditional Image Processing and Machine Learning
approaches. In [7], it is shown that a driver can take control of the car during
a collision, within a response time of 150 ms. However, the human eyes cannot
look continuously on the road and need rest while driving. In [8], a face detection
algorithm is used which detects the face of the animals by analyzing their pose.
However, this approach has limited applicability as the animals may arrive at
the scene in different poses and from different directions which may not be con-
ducive for effective detection. In [9], background subtraction algorithm is used
to determine underwater animals using a static camera, however this technique
cannot be used for dynamic cameras due to the restriction of the background sub-
traction algorithm that require a reference frame for comparison. In [10], visual
models of animals are proposed using Haar-based methods. Animals detection
is performed using the following three techniques: (1) Histogram of Textons; (2)
Intensity Normalized Patch Pixel Values; (3) Scale Invariant Feature Transform
(SIFT) descriptor. The performance of the system is good, but is limited to the
lateral view of the animals. In [13], a wireless sensor network based approach is
described that can be integrated on the road sides to alert the drivers in real-time
through the road sign. The authors provide a smart management system for the
road signs. However, this approach is region based and cannot be implemented
on a large scale. In [14], an approach using FLANN (Fast Approximate Nearest
Neighbour) Based Matcher and FLANN search library is proposed. The pro-
posed system uses FLANN along with background subtraction and foreground
enhancement to improve the accuracy of detecting elephants over railway tracks
and then alerting the concerning authorities. This techniques is limited to the
application of a stationary camera and cannot be used with moving cameras.
In [15], a comparative study between three detectors: (1) Haar-Adaboost; (2)
Histogram of Oriented Gradient (HOG)-Adaboost; and (3) Local Binary Pat-
tern (LBP)-Adaboost is made. Based on this comparative study, a two stage
architecture is proposed. In the first stage, the proposed architecture detects the
region of interest using LBP-AdaBoost, while the second stage is based on sup-
port vector machine classifiers trained using HOG features. This work is limited
to the lateral view of the animal (moose) and the second stage of the system has
shown to have limited capabilities during the night time.
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In [12], a vision based approach is described to detect animals on the road.
The proposed system implements the HOG and LBP feature extractors and the
extracted features are then classified using the Support Vector Machine (SVM)
and AdaBoost classifiers. The proposed system was validated on well known
datasets. In [11], the authors present a multiclass vehicle detection system based
on tensor decomposition and object proposal. The bounding boxes are selected
based on feature ranking after tensor decomposition. Object proposal methods,
local features and image region similarities are summed up with learned weights
to compute the reliability score of each proposal. The proposed system is tested
on various nigh-time multiclass vehicle dataset for evaluation. However, detec-
tion in the proposed system is limited to the four classes of vehicles only, with
an accuracy of 95.82%. A deep learning framework called Region-based Convo-
lutional Neural Networks (RCNN) is used in [16] for the detection of Kangaroos.
Due to the scarcity of labelled data on kangaroos in traffic environment, a state-
of-the-art data generation pipeline was used to generate 17000 synthetic depth
images of traffic scenes with kangaroos instances annotated in them. The mAP
for the testing dataset was 92%. An improvement of 37% was achieved over
the other existing methods of animal detection. However, the application of this
work to real-time animal detection is limited to the use of a GPU and would not
facilitate real-time animal detection with low cost devices (such as Raspberry Pi
and Arduino micro-controllers).

3 Proposed System and Design

Little work has been done so far in the development of effective and portable
systems for real-time animal vehicle collision detection. Existing systems have
been implemented using Road Side Units (RSUs) and warn the driver through
warning signs but these systems are not portable and do not scale well with large
segments of roads. This paper proposes a deep learning framework that can be
implemented on a dashboard system. The proposed dashboard system would be
easily portable and could provide more assistance to the driver by generating a
message signal whenever there is an animal detected in the camera frame.

The proposed system is tested on several images and videos of animals com-
monly encountered on Indian roads, and shown to perform effectively. Taking
into consideration the top-5 states (Fig. 1) prone to animal-vehicle collisions,
the animal classes considered in this work are: Dog, Cow, Cat, Horse, Sheep,
Nilgai, and Bullock. Other animals commonly found in India include Elephants,
Camels, Lions, and Tigers. The proposed deep learning architecture, MobileNet-
SSD, consists of two parts namely the object detection framework and the base
network, which fits into the object detection framework. The Base Detector is
responsible for classifying the input image using the MobileNets architecture,
and the object detection framework - SSD takes the input image and generates
the bounding boxes for the class detection. MobileNet-SSD was trained on the
COCO dataset [17] and then fine-tuned on the PASCAL VOC - 2007 & 2012
(0712) dataset [18], that is VOCO-0712, to achieve a mean accuracy of 72.7%.
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The model was trained for only 20 object, which included animals like Cat, Cow,
Dog, Horse, Sheep and so on. Since the objective of this system is to correctly
detect the presence of an animal in real-time, it is allowed to classify other unla-
belled objects into the category of animals. For instance, a Camel is classified
and detected as a Horse or Cow, an Elephant is classified and detected as a Dog
or Cow or Sheep, since it is more crucial here to correctly identify an animal.
Such an approach has proven to be surprisingly effective as the results presented
in Sect. 6 show.

4 Object Detection Frameworks

In this section, the three Object Detection Frameworks, namely, (1) Mask
R-CNN [22]; (2) YOLOv3 [23]; and (3) MobileNet-SSD [20,21], are described
in detail on the basis of their architecture, mAP and running time. In the next
section, a comparative study between the three architectures is performed on
the basis of mAP and processing time. Based on the results, a deep learning
Object Detection Framework is proposed for real-time detection for mitigating
animal-vehicle collisions.

4.1 Mask-RCNN

The basic architecture of the Mask R-CNN is mainly built upon the Faster
R-CNN [24] detector. The Faster R-CNN consists of two stages: the first stage
is responsible for generating object bounding box over the proposed candidate
using the Region Proposal Network (RPN), while in the second stage, features
are extracted using the RoIPool from each candidate and then the classification
and bounding box regression is performed. In Mask R-CNN, a third stage is intro-
duced in which a branch is added in parallel to the existing second stage of Faster
R-CNN to predict and determine the object mask. Mask R-CNN runs at 5 frames
per second on a GPU, and hence is not fast enough for practical real-time applica-
tions. In Mask R-CNN, during training the multi-task loss on each sampled RoI is
defined as the sum of the loss during the classification (Lcls), bounding box (Lbox)
and the mask (Lmask). The Lmask enables the network to generate masks for every
class without competition among the other classes available. The parallel architec-
ture helps in generating the masks on the detected objects using the information
provided by the classification branch. The RoIAlign layer helps in removing the
harsh quantization of the RoIPool [24], using the bi-linear interpolation [26] to
compute the exact input feature value at four regularly sampled locations in each
RoI bin, which results in properly aligning the extracted features with the input.
The network architecture of the Mask R-CNN extends to the Faster R-CNN box
heads from ResNet [27] and FPN [28].

Mask R-CNN makes use of the Regional Proposal Networks (RPN) to locate
and generate regions on the image that potentially contain the object. Each of the
regions is characterized by its Objectness Score. In Mask R-CNN, a total of 300
regions are selected for detection, which are then passed onto the three parallel
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branches of the networks: (1) Label Prediction; (2) Bounding Box Prediction;
and (3) Mask Prediction. During the prediction, the 300 regions undergo the
Non-Maxima Supression, which results in top 100 regions, where each region is
a 4D tensor denoted as 100 × L × 15 × 15 . Here, L denoted the number of
labelled classes and 15 * 15 is the size of the original mask generated, which is
the scaled to the input image.

4.2 You Only Look Once - YOLOv3

YOLO [29] defines the object detection problem as a regression problem and
proposes to spatially separate the bounding boxes and the associated class prob-
abilities. Using a single convolutional neural network, YOLO predicts the class
and class probabilities directly from full images in one evaluation. YOLO base
network runs at 45 fps with no batch processing on a GPU, hence rendering
it more suitable for real-time applications using CNNs. YOLO outperforms the
Fast R-CNN [25]; it makes less than half the number of background errors. YOLO
is quite applicable to new and unexpected inputs due to its highly generalizable
representation of the object. However, the tradeoff in YOLO is that of speed
versus accuracy: good speed is achieved by lowering the accuracy levels.

YOLO design helps to achieve end-to-end training and real-time speeds. The
input to the network is a S × S grid, if the center of any grid is same as that of
the object, then that grid is responsible for the detection of the object. Each grid
is responsible for producing B bounding boxes,confidence and C (per grid) class
probabilities. The final prediction scores are encoded as S x S x (B*5) + C.

In 2016, a better version of YOLO known as YOLOv2 [30] was introduced
which was capable of detecting more than 9000 object categories. YOLOv2 gets
76.8 mAP on VOC 2007 at 67 fps. YOLOv2 proposes a method to jointly train
on object detection and classification. YOLO9000 was simultaneously trained on
the COCO detection dataset and ImageNet classification dataset. YOLO9000
achieved 19.7 mAP for ImageNet detection and get 16.0 mAP on the 156 classes
not in COCO. Further, an improved version of YOLO known as YOLOv3 [23]
was released, which marked in an increase in the speed and accuracy. 320 × 320
YOLOv3 runs in 22 ms at 28.2 mAP.

4.3 MobileNet-SSD

In this section, the Object Detection Framework - SSD and the Base Network -
MobileNets are described separately. Towards the end of the section, we combine
the MobileNet Network and the SSD framework to perform Real-Time Object
Detection at 33 frames per second on an Intel i5 (7th gen) 2.5 GHz processor. Due
to their small size these object detectors may be used on devices like Raspberry
Pi to run light-weight, deep neural networks.
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1. Single Shot Multibox Detector (SSD) [21] is based upon the use of the
feed forward convolutional neural networks for generating bounding boxes of
different fixed-size and then providing scores on the basis of the presence of
object class instances in the bounding boxes. The SSD network consists of
VGG16 [19] as a base network which is used for high quality image classifica-
tion, followed by an auxiliary structure for the purpose of detection. The key
features of the auxiliary structure are as follows: (1) Multi-scale feature map
for detection; (2) Convolutional predictors for detection; (3) Default box and
aspect ratio. These operation are followed by a Non-Maximum Supression for
finding the final bounding boxes. For a 300 × 300 input image, SSD achieves
an accuracy of 74.3 mAP on VOC2007 dataset at 59 fps on Nvidia TitanX
and for a 512 × 512 input image, SSD achieves an accuracy of 76.9 mAP.

2. MobileNets [20] - These models are used for various mobile and embed-
ded vision applications. The model is based on depth-wise separable con-
volutions. The depth-wise separable convolutions perform factorization over
standard convolution to divide them into depth-wise convolutions and a 1 ×
1 point-wise convolution. The depth-wise convolution applies a single filter
to each input channel, while the point-wise convolution consisting of a 1 × 1
convolution combines the output of the depth-wise convolution. A standard
convolution is responsible for filtering and combining the input into a new set
of output. The depth-wise separable convolution is divided into two layers:
(1) Layer for filtering; and (2) Layer for combining. The factorization helps
in reducing the computational time and the model size. The MobileNets use
3 × 3 depth-wise separable convolutions which reduce the computation by 8
to 9 times, as compared to the standard convolutions.
MobileNets are as accurate as the base network - VGG16, but the model
size of MobileNets is 32 times smaller than that of VGG16 and the model
is 27 times faster than the VGG16. Hence, the MobileNets provide a better
model for the base network due to their speed and accuracy tradeoff with the
VGG16 base network.

MobileNet-SSD [20], in this Object Detection Framework, the SSD and
MobileNet are combined to provide a better real time object detection. In
this framework, the VGG16 base network is replaced with a fast and accurate
MobileNet base network. The MobileNet-SSD is initially trained on the COCO
dataset and then fine-tuned on the VOC0712 dataset to achieve an accuracy
of 72.7 mAP. The MobileNet-SSD outperforms the existing framework having
VGG16 as the base network in terms of the number of parameters: for a SSD
framework with a VGG16 model the number of parameters are 33.1 million,
whereas with SSD framework and the MobileNet model, the number of param-
eters reduces drastically to 6.1 million.

5 Comparison Between Object Detection Framework

To evaluate the performance of the Object Detection Framework, the follow-
ing metrics have been used: (1) Processing Time; (2) Mean Average Precision
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(mAP); and (3) Detection results. The Pre-trained deep learning models are used
for object detection. The main objective at this point is to detect the animal on
the road rather than specify the correct class of the animal being detected. The
experimental work presented here was performed on an Intel core i5-7th gen 2.50
GHz dual core processor with 8 GB RAM.

5.1 Processing Time

The processing time for each of the three Object Detection Frameworks is based
on the frames processed per second. From Fig. 2(a), it may be seen that the time
taken by Mask R-CNN to process a single frame is 2750 ms and by YOLOv3 is
1926 ms, whereas MobileNet-SSD processes a single frame in 300 ms, thus outper-
forming the other two Object Detection Frameworks. These results were obtained
by running the deep learning frameworks on a CPU, and only MobileNet-SSD
was able to perform the Real-Time Object Detection. However, as we observe in
the next section, the mAP for the MobileNet-SSD is reduced due to the increased
speed (Fig. 2).

Fig. 2. Comparison of the Object Detection frameworks

5.2 Mean Average Precision - mAP

This section describes the detailed overview of the mean average precision for
the Object Detection Frameworks. From Fig. 2(b), we can easily see that the
mAP is highest for Mask R-CNN with a value of 35.7 and for YOLOv3 it is
28.2, whereas for MobileNet-SSD mAP value is the lowest being 19.8. A detailed
comparison is done on the basis of the mAP values for the VOC 2007, VOC 2012
and COCO 2015 dataset. The speed of each of the deep learning frameworks in
terms of the frames per second is described as recorded on a NVIDIA TeslaX
GPU (Fig. 3).
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Fig. 3. Comparative analysis of the Object Detection framework using mAP

5.3 Detection Results

In this section, we present the results of various object detection (animals) per-
formed using the deep learning based Object Detection Frameworks. Results
obtained for Mask R-CNN, YOLOv3 and MobileNet-SSD respectively are pre-
sented in sequence.

1. Mask R-CNN - The task of object detection using Mask R-CNN gives very
good detection results on various objects of different shape and size and also
generates a mask around the detected objects. The accuracy of Mask R-CNN
is 35.7 mAP. However, the processing time of each frame is around 2.9 s which
hampers its ability to detect objects in real-time. Mask R-CNN is able to mark
and detect the unlabelled objects of the same kind and therefore facilitates
animal detection. However, Mask R-CNN object detection framework is not
able to provide real-time object detection (Fig. 4).

2. YOLOv3 - YOLO-based object detection outperforms the Mask R-CNN
framework and gives comparably good results on the various object. The
YOLOv3 detector is able to detect medium and large size objects in the
frame but sometimes fails to detect the small sized objects in the frame.
The accuracy of YOLOv3 is 28.2 mAP. The processing time of each frame
is around 1.926 s on a CPU and hence it does not provide real-time object
detection. YOLOv3 is able to detect the unlabelled objects and can classify
them using labelled objects of the same kind and facilitates animal detec-
tion. In summary, YOLOv3 shows substantial improvement in the speed of
detection but is not suitable for running on low computing devices (Fig. 5).

3. MobileNet-SSD - The MobileNet-SSD outperforms Mask R-CNN and
YOLOv3 in terms of processing speed of each frame at the cost of accu-
racy. MobileNet-SSD detector performs good object detection on medium and
large size objects but sometime fails to detect small objects. The accuracy of
MobileNet-SSD is 19.8 mAP. The processing time for each frame is around 0.2
s on a CPU and hence it easily provides real time object detection. MobileNets-
SSD also detects the unlabelled objects of the same kind and is able to perform
animal detection with Cat, Cow, Dog, Horse, and Sheep as labelled animals.
MobileNet-SSD provides good tradeoff between the speed and accuracy to pro-
vide real-time object detection on a CPU or a low computing device (Fig. 6).
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Fig. 4. Results for the mask R-CNN detection

Fig. 5. Results for the YOLOv3 detection

Fig. 6. Results for the MobileNet-SSD detection

6 Conclusions

A comparative study of three different Object Detection frameworks is made and
the MobileNet-SSD Object Detection Framework is found to be best suited for
Real-Time Animal-Vehicle Collision Mitigation. The single stage architecture of
the SSD Network facilitates detection in the least time (0.2 s on the test system)
and generally gives good results, whereas the other two frameworks are seen
to fail in performing effective real time object detection on the CPU. However,
the real-time detection hampers the ability of the MobileNet-SSD framework
to detect small objects in the frame which decreases the detection accuracy of
network. The MobileNet-SSD framework used is trained on a small dataset of
20 objects, however the number of classes can be increased by fine-tuning the
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network with new classes. The MobileNet-SSD object detection framework can
be easily implemented on a low cost device like Raspberry Pi and could result
in the advent of a low-cost portable driver assistance system. The system only
detects a small class of labelled objects including animals, however it provides
detection to unlabelled objects also, using the labelled objects. The proposed
system has the added advantage that it can be easily implemented on a portable
device and installed for use on vehicle dashboards.
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Abstract. Parkinson’s Disease is one of the most wide spread diseases in
elderly people. This disease largely limits the patient’s movement and speech
abilities. The patient develops a tendency to fall frequently hence, ending up
hurt with various injuries. Thus, it is very important to monitor and notify either
the patients or their caregivers about the severity of the disease. This work
showcases a comparative study of the various datasets, algorithms and tech-
niques available for the classification of Parkinson’s Disease. This paper also
presents the classification of Parkinson’s Disease based on various machine
learning algorithms for UCI Spiral dataset for Parkinson’s Disease.

Keywords: Parkinson’s disease � Machine learning � KNN � Random Forest �
Decision Tree � Convolutional Neural Networks

1 Introduction

Parkinson’s disease (PD) is a long-term disorder of the brain. It is a neuro-degenerative
disorder, mainly caused by the low level of the dopamine-producing cells of the brain.
The main causes of this disease remain unidentified, but according to researchers, this
disease may be caused by either genetic or environmental factors. It is an incurable
condition; however, treatment may help control the symptoms. This disease majorly
affects the cognitive and speech abilities of the patient [1]. The symptoms of Parkin-
son’s disease can be categorized into two major categories: motor symptoms and non-
motor symptoms [2] as shown in Fig. 1.

1.1 Stages of Parkinson’s Disease

Parkinson’s disease can be broadly categorized into 5 stages [3]. The symptoms during
each stage vary significantly.

– Stage 1: Mild symptoms which do not interfere with the daily life activities of the
patient.

– Stage 2: Daily activities take more time to complete with worsened symptoms.
– Stage 3: Mid-stage Parkinson’s disease. Impaired daily life activities due to wors-

ened symptoms. Patient experiences loss of balance, moves slowly and falls easily.
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– Stage 4: Patient needs assistance while walking and performing other daily life
activities as the symptoms become severe.

– Stage 5: The Most advanced stage of the disease, the patient is bed-ridden and will
require assistance while walking or performing any activity.

1.2 Unified Parkinson’s Disease Rating Scale (UPDRS)

The Medical Diagnostic Society’s - Unified Parkinson’s Disease Rating Scale (MDS-
UPDRS) is a standard used to assess the severity of Parkinson’s disease [4]. It is used to
categorize the disease into one of the 5 categories based on the severity of a number of
symptoms. The stages of the UPDRS scale are shown in Table 1.

Fig. 1. Symptoms of Parkinson’s disease

Table 1. Categories of the UPDRS scale [4]

UPDRS Category Symptoms

0 Normal Recovers with one or two steps
1 Slight Three to Five steps, but patient recovers unaided
2 Mild More than Five steps, but patient recovers unaided
3 Moderate Stand safely, but with the absence of postural response; falls if not

caught by the examiner
4 Severe Very unstable, tends to lose balance spontaneously or with just a

gentle pull on the shoulders
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2 Related Work

Gait analysis has been performed using various machine learning techniques [5]. In this
paper, the amount of pressure that is applied by the foot on the ground while walking
was considered. The patients are provided with shoe insoles which are fitted with 8
force sensors each. When a person suffers a tremor or FoG (Freezing of Gait), the
reading is noted for 60 s. Since each person has a unique gait pattern, the gait
pattern/gait cycle for each subject is recorded. The gait cycle consists of the following:

Stance time: Duration for which the foot is in contact with the floor
Swing time: Duration for which the foot is in the air
Stride time: Stance time + Swing time

The gait cycle (Stride time) of a person with PD is higher as compared to the gait
cycle (Stride time) of a normal person. This is because while walking, a person suf-
fering from PD offers higher friction to the ground while walking. The collected data
was then classified using SVM and an accuracy of 92.7% was achieved.

The authors designed a Fuzzy Inference System to quantify tremors [6]. Each
patient was asked to wear a sensor on each of the limbs (one on the hand and other on
the foot/ankle). Then the movements/tremor of the patient was recorded and analyzed.
The data of 57 patients (123 measurements) were recorded and used in the analysis of
the system. Several different combinations of features were extracted from this data and
then classified into tremor and non-tremor. The detected tremors were then sorted into
descending order and three features based on the amplitude average of tremors which
are higher than 90%, between 90%–70%, and 70%–50% were extracted. After the
extraction of the features, the data was fed to a Takagi-Sugeno Fuzzy Inference System.
When a tremor is observed between 1 and 3, the rating is mild; however, a tremor
between 3 and 10 is rated as severe.

The authors have incorporated a sensor system with an auditory feedback mech-
anism [7]. This auditory feedback mechanism will inform the patient of FoG once
detected. Two types of devices have been studied. The first device is Sensors in the
Headset (SHE). This device is worn as a headband and consists of a direct auditory
feedback system. It has a higher sensitivity to trunk oscillations or the upper body
movements. Once a tremor of FoG is detected, the patient is informed. The second
device is the Sensors on the Shin (S3). As the name suggests a sensor is placed on the
shin of the patient. Best performance is guaranteed by this device in terms of sensi-
tivity, specificity, precision, and accuracy in case of a FoG event. The only drawback is
that an additional device is required for the auditory feedback. All the data collected by
both the devices is analysed and classified using Artificial Neural Networks (ANN).
The accuracy is higher in S3 (95.6%) as compared to SHE.

The authors proposed a system for the detection of various types of tremors [8].
Tremors may be classified into two types, namely:

• Rest tremor- Tremors which occur when the patient is at rest and
• Postural tremor- Tremors which occur when the patient is at a certain position.
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Three types of sensor placements have been compared. One, where the sensor is
placed at the wrist only, second where the sensor is placed at the finger only and third,
where the sensor is placed at both the wrist and the finger. The patient is asked to
perform finger tapping exercises. The data collected is then pre-processed using
MATLAB. After that various features were extracted and the data was classified using
an SVM classifier. Depending upon the placement of the sensor, 80% accuracy has
been achieved.

The authors proposed a PD monitoring architecture for smart cities [9]. This system
uses speech analysis to classify the patients. The architecture is as follows: Once the
voice has been uploaded, as many as 22 linear and non-linear features are extracted and
then analyzed. The classification of voice signals was performed using SVM and ANN.
The data set was divided into four parts. Three parts were used for training while the
4th part was used for testing. The same process was used until each part was tested.
This was done to remove biases in the data if any. The accuracy of SVM is greater as
compared to that of ANN.

[10] Focuses specifically on the turning during gait. The patient is made to wear an
IMU consisting of an accelerometer, a gyroscope, and a magnetometer. Then the
patient is made to walk a distance of 10 m then make a turn of 180 and then return to
the original position. A video recording is also done for this movement. Four features
such as the total number of steps, the total time taken, the number of continuous steps
and the number of hesitation steps are extracted from the data collected. These features
are then fed into a Fuzzy Inference System, where they are analyzed and the UPDRS
score is obtained as the output. Also, the results are verified with the results obtained
from the experts (who calculated the UPDRS score with the help of the video
recording). The two results are compared and a high level of accuracy is obtained.

The authors have focused on minimizing the time taken to calculate the UPDRS;
also the method used reduces the computation time and improves the prediction
accuracy of Parkinson’s disease [11]. The Incremental Support Vector Regression
(ISVR) is used for the prediction of Total-UPDRS and Motor-UPDRS, the Non-Linear
Iterative Partial Least Squares (NIPALS) is used for the reduction in the dimensionality
of the data meanwhile retaining most of the data information, and Self Organizing Map
(SOM) is used for the data clustering. 16 features of the UCI telemonitoring dataset are
used. The prediction model was trained on a 4 GHz processor PC with Microsoft
Windows 7 running MATLAB 7.10 (R2010a). An error of about 0.8158 for Motor-
UPDRS and 0.8004 for about Total-UPDRS is observed. The main advantage of this
research is that this method is efficient in memory requirement and can be implemented
effectively for large datasets.

A comparative study of various nature-inspired algorithms for the extraction of
optimal features required for the aiding in the classification of the patients from the
control subjects has been presented in [12]. A real-life dataset of 166 people (Gait
Monitoring Dataset), comprising of both patients and control subjects is used. First
optimal feature selection process is applied then, the classification is done using neural
networks. The Bat Algorithm (BBA) uses 6 features and depicts an accuracy rate of
93.6%. The Modified Cuckoo Search algorithm (MCS) uses 6 features depicting an
accuracy rate of 97.84%. Particle Swarm Optimization (PSO) uses 5 features depicting
an accuracy rate of 80.38%. Genetic Algorithms (GA) use 8 features depicting an
accuracy rate of 79.93%.
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The authors created a model for the home monitoring of early Parkinson’s disease
symptoms which works in real time and operates on a cloud platform [13]. The data
had been collected using mobile phones and various other wearable sensors. Along
with identifying the severity of Parkinson’s disease, this model also evaluates the
patient’s voice disorders or dysphonia. Along with the collected data the UCI Tele-
monitoring dataset is also used. The collected data is classified by applying various
machine learning algorithms. Decision tree algorithm depicts the highest accuracy rate
(100%), followed by KNN algorithm (99.65%), then by SVM algorithm (94.99%),
then by Naïve Bayes algorithm (85.1%) and finally Random tree algorithm (79.93%).
The main advantage of this model is that it enables remote supervision of Parkinson’s
patients.

Early diagnosis in Parkinson’s disease is very critical, [14] analyses the effective-
ness of vocal features in the early tele-diagnosis of Parkinson’s disease. A two-step
approach has been used. Only the patient data is used in the first step. The UPDRS
score is used to identify the patient group with higher severity of speech impairment. In
the second step, the data sample of the above patient group is excluded from the
dataset. A new dataset of patients having less speech impairment severity and healthy
subjects is created. A combination of three classification methods is used to address the
binary classification problem. The classification methods used are: SVM (Linear and
RBF), ELM (Extreme Learning Machine) and KNN. The highest accuracy achieved is
96.4% and the Mathew’s Correlation Coefficient (MCC) of 0.77 is obtained. Further,
the author wants to extend the model to identify the patient group with milder motor
symptoms using a dataset consisting of the UPDRS subscores.

The authors make the diagnosis of Parkinson’s disease easier. A novel approach of
using Echo State Networks (ESN) to classify patients with Parkinson’s disease has
been introduced [15]. The time series of the UCI Spiral Dataset is used without
applying any feature extraction or pre-processing techniques. The Deep ESN yields an
accuracy of 94.27% while the Shallow ESN yields an accuracy of 91.60%.

The authors aim to identify the severity in the actions of Parkinson’s patients by,
the analysis of their movement and speech patterns [16]. A Deep Multi-Layer Per-
ceptron (DMLP) was proposed for the behavior analysis for the estimation of severity.
The speech and movement data was measured with the help of an accelerometer of the
smartphone. Along with the collected data, the UCI telemonitoring dataset was also
used. Along with DMLP, other machine learning algorithms were also used for the
classification of patients. The highest accuracy was obtained by DMLP (80%), fol-
lowed by Linear Regression (77.5%), M5 (75%), KNN (72.5%) and Random Forest
(65%). Further, a security feature could be added to the model so as to restrict the
access to the patient and/or the caregiver only.

A model to diagnose Parkinson’s disease with the help of handwriting samples of
individuals has been proposed [17]. The dataset collected by the authors comprised of
data from 74 patients (59 male and 15 female) and 18 control subjects (6 male and 12
female). Each individual was asked to draw a set of images/patterns. The image data
was then converted into a time series pattern. This data was used in the training of a
Convolutional Neural Network model. The accuracy of the model was observed to be
80.75% + 2.08%.
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The UPDRS score is a measure of the extent of Parkinson’s disease. This score
ranges from 0 to 176; 0 being perfectly healthy and 176 representing total disability. The
authors have created an ensemble model for the prediction of the UPDRS score [18].
This model predicts the UPDRS score with the help of the speech signal as an input.
The UCI telemonitoring dataset is used for the training of the model. The said model has
the ability to identify more relevant and informative patient-specific risk factors and
generate more accurate UPDRS score and. A combination of the K-means algorithm
with the CART (Classification and Regression Tree) algorithm is used. An accuracy of
92.9% is achieved when 22 features of the dataset are used.

Another model for the prediction of severity of Parkinson’s disease is built in [19].
This model used Deep Neural Networks. The authors calculate the total UPDRS score
(0–176) and the motor UPDRS score (0–108). 16 features of the UCI telemonitoring
dataset have been used. The data was pre-processed by normalizing into a range of 0–1
using min-max normalization. The model has been built on a system with Intel Core i5-
5200U CPU @2.20 GHz and 8 GB RAM. The tensorflow library of python was used
to implement the Deep Neural Network. 80% of the data is used for training and 20%
for testing the model. 94.44% classification accuracy and 62.74% test accuracy is
obtained for the total UPDRS score, while 83.37% classification accuracy and 81.67%
test accuracy is obtained for motor UPDRS score.

The authors have presented an effective and efficient model for the diagnosis of
Parkinson’s disease using fuzzy k-nearest neighbor approach [20]. 22 features of the
UCI telemonitoring dataset are used. Feature reduction is done using PCA (Principle
Component Analysis). The input parameter vector is transformed into a feature vector,
thereby, reducing its dimensionality. Min-Max normalization is employed to avoid
feature values in greater numerical ranges dominating those in smaller numerical
ranges. This model has been compared with various SVM based approaches and has
been found to be significantly better. The best classification accuracy of the said model
is 96.07% using a 10-fold cross-validation method. Further, the authors wish to extend
the model for the classification of diseases others than Parkinson’s disease.

Dysphonia is an impairment of voice or difficulty in speaking. Dysphonia is one of
the major symptoms of Parkinson’s disease. Several dysphonia features, feature
reduction/selection techniques and classification algorithms have been proposed by
various researchers. In [21], the proposed model is based on a hybrid intelligent system
that is capable of feature pre-processing using the Model-based clustering Gaussian
mixture model. The feature reduction/selection is performed using principal component
analysis (PCA) along with Linear discriminant analysis (LDA), sequential forward
selection (SFS) and sequential backward selection (SBS). The classification is done
using a combination of three supervised classifiers, namely, least-square support vector
machine (LS-SVM), probabilistic neural network (PNN) and general regression neural
network (GRNN). 22 features of the UCI telemonitoring dataset have been used.
Maximum classification accuracy of 100% has been achieved with this model. The
proposed model can be applied to other medical datasets to enhance the discriminatory
power of the clinical features.
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The author draws a comparison among the many techniques for the classification of
Parkinson’s disease using the UCI telemonitoring dataset [22]. The variable selection
component reduced the number of inputs by setting the status of the unrelated variable
as rejected. The data partitioning component provides two mutually exclusive datasets
for testing and training purposes. After performing the above two steps, the following
methods are applied (testing accuracies indicated): Regression (88.6%), DM Neural
(84.3%), Decision tree (84.3%) and Neural Network (92.9%).

The authors present a hybrid model to increase the classification accuracy for the
prediction of Parkinson’s disease [23]. 22 features of the UCI telemonitoring dataset
have been used in building the model. The presented method is a combination of the
Particle Swarm Optimisation (PSO) algorithm and the Naïve Bayes algorithm. The best
training data and intended parameters for the Naïve Bayesian training are chosen using
the PSO algorithm. The model is trained for Naïve Bayesian classification using the
selected data. This process yields a very high accuracy of 97.95%. It is thus concluded,
that to increase the accuracy of a model, a new algorithm is not always required, rather
the best training data needs to be selected.

An expert disease diagnostic system for Parkinson’s disease is presented [24]. This
model is based on Genetic Algorithm (GA-) Wavelet Kernel (WK-) Extreme Learning
Machine (ELM). The UCI telemonitoring dataset has been used. This dataset comprises
of 192 samples of each patient, and each sample consists of 22 features. Thus, a matrix
of dimensions 192 � 22 is created. 128 samples have been used for training while the
remaining samples have been used for testing. The calculated highest classification
accuracy of the GA-WK-ELM method was found to be 96.81%. The optimum values
of these wavelet kernel parameters and the numbers of hidden neurons of WK-ELM
were calculated by using GA. The output of WK-ELM makes decisions about the
diagnosis of Parkinson’s disease.

The authors make use of acoustic features automatically extracted from the repli-
cated voice recording to discriminate the people suffering from Parkinson’s disease
from the healthy subjects [25]. The Naranjo voice dataset has been used. This dataset
comprises of 240 recordings from 80 people (40 patients and 40 healthy subjects). Each
voice recording was processed to yield 44 features per recording i.e. a 44 dimension
vector. Correlation-based variable reduction is performed where the number of
redundant variables is reduced while keeping the different information provided in each
group. This is followed by the Least Absolute Shrinkage and Selection Operator
(LASSO) regression method which increases and enhances the prediction accuracy and
interpretability of the model by performing variable selection and regularization. A net
accuracy of 86.2% is obtained.

The authors used more than one unique neural network to reduce the possibility of
decision (classification) with error [26]. The predictive accuracy of Parkinson’s disease
prediction based on vocal recordings is increased with the help of Parallel neural net-
works. The model is made up of two steps. In the first step, a set of feedforward neural
networks are trained with the Levenberg-Mar-quardt backpropagation training algo-
rithm. In the second step, the output of each neural network is evaluated using a rule
base. A key feature of this model is that during each step the unlearned data of the neural
network is used for the training of the next neural network. This model was implemented
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using the neural network toolbox in MATLAB. The designed parallel neural networks
increase the robustness of the model, thus yielding an accuracy of 91.4%.

The kinematic and pressure features in handwriting can be used for the differential
diagnosis of Parkinson’s disease have been depicted [27]. Also, a new dataset PaHaW
dataset (Parkinson’s disease Handwriting dataset), consisting of handwriting samples
from 37 patients and 38 healthy subjects is presented. The dataset consists of eight
writing tasks per subject. The handwriting features (20 kinematic and pressure features)
were computed from on-surface movements and pressures. Three different classifiers
were used for classification of patients from the healthy controls. The highest accuracy
was depicted by SVM (81.3%), followed by AdaBoost (78.9%) and K-NN (71.7%).
This model could be further used to perform deeper spiral analysis and extract spiral
specific features.

The authors aim at studying the differences in hand movement and muscle coor-
dination while using a pen and tablet device to identify a Parkinson’s disease patient
from a healthy control subject [28]. A total of 59 subjects participated in the study out
of which 24 suffered from Parkinson’s disease. Each subject was asked to draw a
horizontal line on the tablet keeping the velocity of the pen constant. For each line
drawn, the score vector was calculated. Then, each subject’s score vectors were
averaged. This averaged score was then fed into various classifiers. The accuracy of the
classifiers is as follows: Naïve Bayes (90.9%), AdaBoost (J48) (88.63%), Logistic
Regression (86.36%) and SVM (86.36%). The authors wish to further identify non-PD
related movement impairments by recording various other lines and trajectories; so as
to provide an insight to whether Parkinson’s disease could be identified based on its
characteristic symptoms.

2.1 Comparison of Various Techniques for the Classification of PD

Table 2 presents the comparison of the existing techniques for the classification of PD
with respect to the dataset used, algorithms used accuracy and the features used.

Table 2. Comparison of the various existing techniques

Paper
reference
number

Dataset used Algorithms used Accuracy Features
used

[5] Vertical Ground
Reaction Force
(VGRF) by
Physionet

SVM 92.7% –

[6] Collected from
observation of 57
patients

Takagi Sugeno FIS – –

[7] A group of sixteen
patients was
monitored

Artificial neural network
(ANN)

95.6% –

[8] Data was acquired
from 14 subjects

SVM 80% 12

(continued)
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Table 2. (continued)

Paper
reference
number

Dataset used Algorithms used Accuracy Features
used

[9] Voice samples from
31 male and 31
female participants

ANN
SVM

90% (ANN)
97.2% (SVM)

22

[10] 46 patients (92
readings)

Fuzzy Inference System High –

[11] UCI telemonitoring Hybrid method of Self-
organizing maps (SOM),
Incremental Support Vector
Regression (ISVR), Non-
Linear Iterative Partial Least-
Squares (NIPALS)

MAE: 0.4656 16

[12] UCI telemonitoring
and gait monitoring
dataset (MCS)

Bat Algorithm (BBA),
Modified Cuckoo Search
(MCS), Particle Swarm
Optimization (PSO), Genetic
Algorithms (GA)

BBA: 93.6%, PSO: 80.38%,
MCS: 97.84%, GA: 79.93%

BBA-6,
PSO-5,
MCS-6,
GA-8

[13] UCI telemonitoring Decision tree, Random tree,
SVM, Naive Bayes and
KNN

Decision tree-100%, Naïve
Bayes: 85.1%, KNN:
99.65%, Random Tree:
79.93%, SVM: 94.99%

–

[14] UCI telemonitoring SVM (Support Vector
Machine) SVM-linear and
SVM-RBF, ELM (Extreme
Learning Machine), K-NN

ELM: 83.70%, SVM-RBF:
77.59%, k-NN: 78.64%

16

[15] UCI spiral Dataset
for Parkinson’s
Disease

Deep Echo state network
(based on Recurrent Neural
Network)

Deep ESN: 94.27%, Shallow
ESN: 91.60%

–

[16] UCI telemonitoring,
dataset collected by
author via
smartphone sensors

KNN, Random Forest,
Linear Regression, M5P
Regression Tree, Deep
Multilayer Perceptron

KNN: 72.5%, Random
Forests: 65%, Linear
Regression: 77.5%, M5):
75%, DMLP-5: 76%,
DMLP-10: 80%

–

[17] Consists of 92
individuals (18
control and 74
patients)

Convolutional Neural
Networks

80.75% ± 2.08% –

[18] UCI telemonitoring k-means with CART
(Classification and
Regression Tree) algorithm

92.9% –

[19] UCI Telemonitoring Deep Neural Networks Total UPDRS score:
94.44%; Motor UPDRS
Score: 83.36%

16

[20] UCI Telemonitoring Fuzzy K-nearest neighbour 95.7% 22
[21] UCI Telemonitoring SVM, probabilistic neural

networks (PNN), General
regression neural network
(GRNN)

91.4% 22

(continued)
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3 Methodology

The UCI Spiral dataset consists of handwriting samples of 77 individuals among which
62 are People with Parkinson (PWP), while the remaining are healthy subjects. In this
work, the dataset has been classified using various machine learning and deep learning
techniques.

3.1 Using Machine Learning Techniques

Preprocessing
Preprocessing is an important step performed for the transformation of the dataset.
Preprocessing is done to remove the noise present in our dataset. In this paper, we have
calculated the average and standard deviation of fields for the preprocessing part. The
various features used are as shown in Fig. 2, and also as listed below:

1. Mean of Acceleration in the X-direction
2. Mean of Acceleration in the Y-direction
3. Mean of Acceleration in the Z-direction
4. Mean of Pressure

Table 2. (continued)

Paper
reference
number

Dataset used Algorithms used Accuracy Features
used

[22] UCI Telemonitoring Neural Networks, DMneural,
Regression and Decision
Tree

Neural network: 92.9%;
DMNeural: 84.3%;
Regression: 88.6%; Decision
tree: 84.3%

–

[23] UCI Telemonitoring Naïve Bayesian
classification and PSO
algorithm

97.95% 22

[24] UCI Telemonitoring Genetic Algorithm-Wavelet
Kernel-Extreme Learning
Machine (GA-WK-ELM)

96.81% 22

[25] Naranjo; 240 voice
recordings from 80
people (40 patients +
40 non patients)

Correlation-based variable
reduction followed by
LASSO regression

86.2% 10 out of
44

[26] UCI Telemonitoring Parallel neural networks 91.4% –

[27] Parkinson’s disease
handwriting
(PaHaW) database

K-nearest neighbours (K-
NN), ensemble AdaBoost
classifier, and support vector
machines (SVM)

SVM: 81.3%; KNN: 71.7%;
Adaboost: 78.9%

–

[28] Collected by the
author comprising of
44 individuals (20
control, 24 patients)

Naïve Bayes, AdaBoost
(J48), Logistic Regression,
SVM

Naïve Bayes: 90.9%;
AdaBoost (J48): 88.63%;
Logistic Regression:
86.36%; SVM: 86.36%

–
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5. Mean of Grip Angle
6. Standard Deviation of Acceleration in the X-direction
7. Standard Deviation of Acceleration in the Y-direction
8. Standard Deviation of Acceleration in the Z-direction
9. Standard Deviation of Pressure

10. Standard Deviation of Grip Angle

This section presents the classification of the dataset using various machine learning
techniques such as: K-Nearest Neighbor (KNN), Decision Tree (DT) and Random
Forest (RF), which are all described below:

– Decision Tree: DT is a type of supervised learning method used for classification
problems. It is a graphical representation of all the possible solutions to a decision.
The decisions which are made are based on some conditions and can be explained
easily. Each DT is a flow chart like structure, where each internal node denotes a
test on an attribute, each branch represents an outcome of the test and each leaf or
the terminal node holds a class label.

– Random Forest: It is a type of supervised learning method. RF builds multiple
decision trees and merges them together to get more accurate and stable predictions.
They correct the decision tree’s habit of overfitting to their training dataset. They are
capable of handling the missing values and maintain accuracy from missing data
and are also able to handle large datasets with high dimensionalities.

– K- Nearest Neighbor: KNN is a method for classifying objects based on the closest
training examples in the feature space, by storing all the available cases and clas-
sifying the new cases based on the similarity measure. The ‘K’ in the KNN algo-
rithm is the number of neighbors we wish to take the vote from. This is a type of
instance-based or lazy learning method where all the computation is delayed until
classification. It is one of the simplest classification algorithms where little or no
prior knowledge about the distribution data is required.

The Decision Tree, Random Forest, and KNN models have been built in Python
with the help of the Scikit-learn library. 75% of the data has been used for training
while 25% has been used for testing in each model.

Fig. 2. Dataset after preprocessing
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3.2 Using Deep Learning Techniques

This section presents the classification of the dataset using various deep learning
techniques: Convolutional Neural Networks with VGG16 implementation and Con-
volutional Neural Networks with MobileNet implementation, which are described as
follows:

– Convolutional Neural Networks: CNNs are a category of neural networks that
have been proven very effective in image recognition and classification. A CNN is
made up of four basic layers: (i) Convolution layer, (ii) Non-Linearity or the ReLu
(Rectified Linear Unit) layer, (iii) Pooling or Sub-Sampling layer and (iv) Classifi-
cation or the Fully-Connected layer.

– Convolutional Neural Networks with VGG16 model: The VGG16 is a pre-
trained model built using tensorflow. This model has been trained to classify the
data into 1000 classes. A total of 16 layers (Convolution layer, Pooling layer, and
Fully Connected layer) are present in this model. In an attempt to increase the
accuracy the simple CNN model was modified and a fine-tuned CNN model using
VGG16 model was built.

– Convolutional Neural Networks with MobileNet model: MobileNet [29] is
another pre-trained network designed specifically by google for small datasets and
is light weighted as compared to the VGG16 model. The main advantage of the
MobileNet model is that it avoids overfitting. MobileNet consists of around 88
layers. To further analyze the accuracy of, a simple CNN model was built over a
MobileNet model.

The CNN models are built in Python with the help of keras library using theano
backend. 80% of the data has been used for training while 20% has been used for
testing in each model.

The performance of each model is evaluated in terms of classification accuracy,
confusion matrix, True positive rate (TPR)/Sensitivity and True negative rate (TNR)/
Specificity for each model separately.

TPR=Sensitivity ¼ Number of true positives
number of true postivesþNumber of false negatives

ð1Þ

TNR/Specificity ¼ Number of true negatives
number of true negativesþNumber of false positives

ð2Þ
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4 Results and Discussions

4.1 Machine Learning Techniques

The UCI dataset was classified using Decision Tree, Random Forest, and KNN. These
models were run for 10 iterations each. The average accuracy, specificity, and sensi-
tivity of each model is tabulated in Table 3. The Random Forest depicts an accuracy of
92.1%, with the confusion matrix (of the best performing iteration) as shown in Fig. 3
(a). The Decision tree model depicts an accuracy of 90.6%, with the confusion matrix
(of the best performing iteration) as shown in Fig. 3(b). The KNN model depicts an
average accuracy of 89%, with the confusion matrix (of the best performing iteration)
as shown in Fig. 3(c).

The Random Forest model performs better as compared to the Decision Tree and
the KNN models.

Table 3. Accuracy, sensitivity and specificity of the various models over 10 iterations (in %)

Model Iteration No. 1 2 3 4 5 6 7 8 9 10 Average

Random
Forest

Accuracy 95 100 91 88 84 95 88 90 100 90 92.1
Sensitivity 100 100 100 100 93 95 100 100 100 89 97.7
Specificity 94 100 89 82 88 100 82 89 100 100 92.4

Decision Tree Accuracy 95 90 95 85 90 90 95 100 75 95 90.6
Sensitivity 100 100 100 100 88 94 93 100 64 100 93.9
Specificity 94 88 94 83 100 94 93 100 100 94 94

KNN Accuracy 85 90 85 90 80 90 90 90 90 100 89
Sensitivity 50 93 89 93 88 94 88 94 88 100 87.7
Specificity 33 93 94 93 88 94 100 94 100 100 88.9

Fig. 3. Confusion matrix for (a) Decision Tree (b) Random Forest (c) KNN
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4.2 Deep Learning Techniques

The images in the UCI spiral dataset were classified using CNN, CNN with VGG16
and CNN with MobileNet.

The CNN model with VGG16 implementation depicts an average classification
accuracy of 63.15% over 10 epochs, with the confusion matrix as shown in Fig. 4(a).
The CNN model with MobileNet implementation depicts an average classification
accuracy of 84.62% over 10 epochs, with the confusion matrix as shown in Fig. 4(b).

The accuracy, sensitivity, and specificity of various models is depicted in Table 4.
The table indicates 84.62% accuracy has been achieved using CNN with MobileNet
model and 66.67% accuracy has been achieved using CNN with VGG16 model.
The CNN with MobileNet model performs better as compared to the CNN with
VGG16 model.

5 Conclusion and Future Scope

Parkinson’s disease is a long-term disorder of the brain. This disease mainly affects the
cognitive and motor abilities of the patient. In this paper, the classification of
Parkinson’s disease has been performed using machine learning models such as
Random Forest, Decision Tree and K-Nearest Neighbour on the time series data of the
UCI spiral dataset for Parkinson’s disease. Also, deep learning models such as Con-
volutional Neural Network with VGG 16 implementation and Convolutional Neural
Network with MobileNet implementation based on the UCI Spiral dataset for
Parkinson’s disease have been implemented. The further direction is the classification
of Parkinson’s disease based on real-time data collected in the form of images.

Table 4. Accuracy, sensitivity and specificity of the deep learning models

Parameter CNN with VGG16 CNN with MobileNet

Accuracy 66.67% 84.62%
Sensitivity 66.67% 100%
Specificity 66.67% 66.67%

Fig. 4. Confusion matrix for (a) VGG16 model (b) MobileNet model
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Abstract. Malignant melanoma is the most vicious and dangerous type of skin
cancer, as it can easily diffuse to other regions of the body. This is the reason
that mortality rates of melanoma are so immense. The deadly stats about mel-
anoma can be overshadowed by the fact that melanoma can be cured if detected
early. So, it is prominent to distinguish melanocytic and non-melanocytic
lesions at initial stages. For this, use of Computer Aided Diagnosis systems are
in vogue as they does not involve painful procedures and are effective in
diagnosis. In this work, CAD system is developed based on deep learning
concept, as in recent times this concept is becoming widely popular for yielding
higher accuracies. Most popular deep neural network namely Convolutional
neural networks are exploited. Two pretrained networks AlexNet and VGG16
have been used in two different ways. These ways are transfer learning and
usage as feature extractor. It has been seen that transfer learning based concept
yields efficient results for both CNNs, as AlexNet with transfer learning gives
95% of accuracy while AlexNet as a feature extractor provides accuracy of 90%.
Same is observed with VGG16 as it shows accuracy of 97.5% for the former
case and 95% for the latter case. Lastly, comparison of all techniques is carried
out and it is evident that VGG16 with transfer learning outperform all by
exhibiting accuracy, sensitivity and specificity of 97.5%, 100% and 96.87%
respectively. Comparison of this method with other state-of-art methods has also
been carried out and it is seen that our methodology outperform them. Apart
from this, sensitivity achieved for both transfer learning based architectures is
100%, it means that all of the melanoma cases are diagnosed correctly.

Keywords: Melanoma � Deep learning � Convolutional neural networks �
AlexNet � VGG16 � Transfer learning � Feature extractor

1 Introduction

The outer covering of a body known as Skin, is a largest organ of a body, as it
constitute total area of almost 20 sq. feet and put up 16% of body mass. It serves as a
shield against foreign particles and damaging ultraviolet radiations of sun [1]. Despite
of its utter importance, skin as organ is not treated like other organs of the body and is
subjected to more negligence, thus leading to many skin disorders [2]. Malignant
Melanoma commonly called as melanoma is the most dreadful type of skin cancer
because it can easily and quickly invade to other parts of a body, thus leads to death of
a person [3]. It occurs in melanocytes cells which generate melanin pigment. Colour of
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skin depends upon this brown coloured pigment. When UV rays penetrate into mel-
anocytes, large amount of melanin is produced, which results in formation of dark-
coloured moles, these lesions become uncontrollable and take shape of cancerous
tumours which has ability to spread [4].

Statistics related to melanoma are so dreadful that death of one person takes place
each hour [5] and number of people suffering from melanoma is increasing from past
thirty years [6]. It is the fifth frequent cancer in males strata and sixth frequent cancer in
females strata [7]. Increase of 53% is seen in melanoma patients from 2008 to 2018 [5].
Various regions like, North America, Australia and Europe are adversely affected by
the evil of melanoma. Malignant melanoma is the most frequent cancer in United States
of America. Currently more than one million Americans are suffering from melanoma.
Moreover, it has been found that one in five American will likely to suffer from this
skin cancer in their life period [8]. These alarming facts can be overshadowed by
detecting melanoma in its initial stages, as from stats it is well cleared that malignant
melanoma can be cured if diagnosed early [3, 8, 9]. So, it is significant to distinguish
melanoma and non-melanoma lesions which is quite challenging and burdensome task.
Images for both melanoma and non-melanoma lesions are provided in Fig. 1.

To differentiate melanoma both invasive as well as non-invasive procedures are
available which include Biopsy and Dermoscopy respectively. In Biopsy, sample of
affected skin tissue is taken out and its examination is performed so that diagnosis can
be made whether the resultant mass is melanocytic or not. Apart from being painful, it
involves other risk factors like infection and accidental injury to other organs/areas
[10]. Further, Dermoscopy is basically a skin surface based microscopy, which is also
known as epiluminoscopy. In this, high resolution image of the affected area is taken
and accessed by the experts with the device called Dermoscope. This device reduces
surface reflections and allow dermatologists to access microstructures as well as deeper
layers. To introspect dermoscopic images highly experienced dermatologists are
required so that chances of misinterpretation of melanocytic lesions can be reduced.
But if medical experts have not been trained adequately then detection accuracy
reduces [11]. So accurate diagnosis of melanocytic lesions is challenging for non-
experts.

To address these issues, computer aided diagnosis systems are prevalent as in these
systems diagnosis is carried out by the system itself. These systems can assist der-
matologists for effective melanoma detection, apart from this, these can also be used as
stand-alone systems. CAD systems demand image of affected area only. By utilising
image, examination is performed and output is generated that whether the inputted

(a) (b)

Fig. 1. Illustration of (a) Benign lesions, (b) Melanoma lesions [30].
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image is of melanocytic or non-melanocytic lesion. Vast literature exists for CAD
systems based on machine learning that is classical computer vision process.
These CAD systems are laid on image processing concepts which include: image
acquisition, pre-processing, segmentation, handcrafted feature extraction, feature
selection and classification. In case of conventional computer vision methods, the load
is on the developer as they need engineering expertise and algorithms to extract fea-
tures from images and provide them to the classifier. Contrary to this, Deep neural
networks only require raw images as an input while bypassing all the complex and
trivial steps mentioned above [12]. Comparison of classical machine learning and
computer vision based CAD systems and deep neural network based CAD systems is
provided in Fig. 2. Sometimes deep neural networks require little pre-processing
procedures to refine the results.

In recent times, Deep learning is gaining huge popularity as they make process
automated and generate appreciable improvements in comparison to the traditional
machine learning based algorithms [13]. Deep learning have opened new doors in the
field of medical image analysis and have provided prominent results in different fields
such as Diabetic retinopathy, histological and Microscopical elements detection,
Gastrointestinal diseases detection, Cardiac Imaging, Tumor Detection, Alzheimer’s
and Parkinsons diseases detection and skin lesion classification [13]. Most popular
deep neural architectures are Convolutional neural networks as they had witnessed
huge success since past few years [14]. CNNs are known in research since past few
decades but came in vogue after the success of AlexNet [15], which won ImageNet
2012 challenge. Error rate was drastically reduced from 26% to 15% by this archi-
tecture. Since then, different new CNN architectures were introduced which include
VGGNet [27], GoogleNet, ResNet and many more. These architectures are widely used
and yield effective results, thus this field is emerging rapidly and efficiently.

In this work, classification of melanoma and non-melanoma has been carried out
using AlexNet and VGG16 by employing transfer learning and usage as feature
extractor. It has been investigated that which technique yields optimum results and
comparison with other existing methods has also been carried out. Rest of the paper is
structured as: Sect. 2 includes literature survey, Sect. 3 is comprised of methodology
which has been followed, Sect. 4 includes Experimental results and Sect. 5 is dedicated
for conclusion.

Fig. 2. Comparison (a) Conventional computer vision, (b) Deep neural networks (CNNs).
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2 Literature Survey

Convolutional neural networks can be used in three different ways to carry out clas-
sification of cancerous and non-cancerous moles. So we can say that to deal with one
problem three possible solutions can be employed. First, CNN as a feature extractor, in
this instead of evaluating hand crafted features, readymade features are extracted by
CNN architecture and these features are fed into classifier for distinction of melanoma
and non-melanoma. Pomponiu, Nejati and Cheung [16] proposed CNN architecture
and utilised it as a feature extractor and provide these features to K nearest neighbour
classifier. Features are taken from last three fully connected layers. Individual perfor-
mance accessed using features obtained from these layers. It has been seen that results
obtained using last layer features, yields better results than others. Kawahara, BenTaieb
and Hamarneh [17] performed image normalization and then evaluated features using
AlexNet. Obtained features are fed to Logic Regression classifier for melanoma
detection. Yu et al. [18] carried out resizing of images and passed them to AlexNet
architecture. From network, features are taken out and then they are concatenated with
fisher vector. Finally SVM classifier is used to distinguish cancerous moles. Dorj et al.
[19] extract features using AlexNet and pass them to ECOC SVM to diagnose mela-
noma, squamous cell carcinoma, actinic keratosis and basal cell carcinoma. Second
method is Transfer learning in this pre-trained model is used directly with little
modifications as per the requirement. This eases out the task of user as it doesn’t
demand huge number of images which is a severe problem in case of medical datasets.
Georgakopoulos et al. [20] carried out task of melanoma classification and four dif-
ferential structures. Augmentation of images performed using LOG, hessian matrix,
gabor filter bank and Gaussian filter. Then transfer learning carried out using AlexNet
and one more CNN to achieve desired tasks.

Nasr-Esfani et al. [21] acquired clinical images and pre-process them to remove
illumination and noise. These pre-processed images are augmented to increase the
dataset. These augmented images are provided to proposed CNN and by performing
transfer learning paradigm melanoma and non-melanoma lesions are classified.
Kalouche [22] took images using standard camera and these images are pre-processed
and segmented. After this, images are transferred to three models namely logistic
regression, deep neural network and VGG16 for classification of melanoma. It is seen
that VGG16 outperformed all. Menegola, Fornaciali and Pires [23] used pretrained
CNNs namely VGG16, VGGM and train them on ISBI 2016 and atlas of Dermoscopy
datasets to carry out transfer learning for malignant melanoma detection. Third method
is to generate complete architecture from scratch that is complete responsibility is on the
developer itself to adjust weights, biases, epochs, layers and all other parameters. Li and
Shen [24] considered three tasks: Lesion segmentation, lesion dermoscopic features
extraction and lesion classification. Two fully connected residual networks (FCRN) for
producing segmentation and classification results. Lesion index calculation unit for
refining coarse classification results by obtaining distance heat maps. LIN architecture is
for segmentation and classification whereas LFN architecture is for dermoscopic feature
extraction. LIN’s performance is superior as compared to other existing pre-trained
networks. Gonzalez-Diaz [25] incorporated knowledge of dermatologists and created
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dermatologists knowledge network, in this specific features of skin lesion are considered
which are of prime interest to dermatologists. Several blocks included in CNN like
dermoscopic structure segmentation block, modulation block, polar pooling block and
asymmetry block. It has been seen that proposed model yields significant results.

3 Methodology

3.1 Image Pre-processing

To refine images for further processing and prevent deviation from actual results, input
images are pre-processed. Hairs present on the body are major obstacle which can
make the diagnosis process worse. So, to eliminate hairs DullRazor [26] has been used.
Resultant images and their related masks obtained after performing pre-processing are
given in Fig. 3. After removing hairs, images are resized to make them compatible with
the pre-trained nets. In this work, AlexNet and VGG16 are used, so modifications in
size are performed according to these nets. AlexNet accepts images of size 227 � 227,
whereas VGG16 requires images of size 224 � 224. So as per need the resizing
operation has been applied.

3.2 AlexNet and VGG16

In this study, two ImageNet based pre-trained multi-layer Convolutional neural net-
works namely AlexNet and VGG16 are used. ImageNet is a large publicly available
and reputable dataset which include approximate of 1.2 million images of thousand
different categories. This dataset was built to use in visual based object detection
software research. ImageNet project conducts annual competition named Large Scale
Visual Recognition Challenge (ILSVRC). In 2012, Krizhevsky et al. [15] won this
challenge by presenting novel deep convolutional neural network to perform classifi-
cation of images present in ImageNet. This proposed architecture reduced error rate
drastically from 26% to 15%. It was the AlexNet which brought back CNNs into
existence again and confronted its ability to achieve high accuracies and efficient
results. AlexNet’s first layer is the input layer which requires images of
227 � 227 � 3 having zero-center normalization. Further it have five convolutional
layers followed by max-pooling layers. Also there are three fully connected layers and
about crores of trainable parameters. Last is the output layer which evaluate the per-
formance of a network based on the probabilities.

Fig. 3. Pre-processed Images including original images, hair masks and hair excluded images
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VGGNet [27] become prevalent by accomplishing markable performance in Ima-
geNet ILSVRC-2014. This net scored first rank in localization challenge by beating
GoogleNet, though it was a first runner up in image classification task. It works in
various configurations that is with different number of weight layers. VGG16 is a very
deep pre-trained convolutional network with 16 weight layers and consists of about 138
million parameters. Input layer of this net require images of size 224 � 224 � 3.
Images are then fed to 5 convolutional blocks. Each block involve a 2D convolutional
layer. In this, small filters of 3 � 3 receptive field are present. Hidden layers include
Rectifier Linear Units and max pooling layers. Apart from these, 3 fully connected
layers and one softmax layer is also present.

As, both the pre-trained networks include 1000 different kinds of classes but our
task is to distinguish only two classes that is melanoma and non-melanoma. So, to
make fully connected layer to perform binary classification, we changed the number of
classes from thousand to two. Original architectures of AlexNet and VGG16 are
provided in Figs. 4 and 5 respectively. Classification of melanoma and benign lesion
can be carried out using three different approaches. First is by training AlexNet and
VGG16 from scratch that is instead of ImageNet, networks are trained using different
database. Due to less number of availability of labelled medical images this method do
not provide fruitful results. That’s why other methods are employed in this work.
Others methods include transfer learning and using pre-trained networks as a feature
extractor. These two methods have been carried out with both AlexNet as well as
VGG16 Convolutional neural networks. Details on these methods are provided below.

Transfer Learning. As dermatological datasets generally have less number of images.
To overcome this issue, ImageNet based pre-trained nets AlexNet and VGG16 are
modified and learning is carried out to train them and perform melanoma recognition
task. Fine-tuning of a pretrained network is comparatively much faster and easier than

Fig. 4. Original AlexNet network taken from [28]
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constructing and training a network from scratch. In this, quick learning is executed to
diagnose malignant melanoma using a smaller set of training images. The significance
of using transfer learning is that both the pretrained networks have already learnt a rich
set of features, as they were trained on large number of images. To perform transfer
learning, all the layers are kept frozen except top layers that is last fully connected and
classification layer. These last layers are trained on domain specific features. Here,
domain specific denotes the features of both melanoma and non-melanoma lesions. All
the frozen layers which are based on ImageNet make the network learn generic features
which are useful for all applications.

Fig. 5. Original VGG16 network taken from [29]

318 S. Gulati and R. K. Bhogal



Use Pre-trained Network as Feature Extractor. In this both convolutional neural
networks are basically used to extract features. These obtained features are then fed into
classifier which will classify melanoma lesions. Low level layers are fixed so that
generic features can be obtained, whereas complete feature sets are obtained from the
fully connected layers. These features from fully connected layers are provided to
ECOC SVM to distinguish melanocytic lesions. This technique reduces the complexity
and does not require any domain or engineering expertise, as there is no need to
develop algorithms to extract hand-crafted features. Moreover the complete load is on
the CNN itself to obtain both generalized as well as domain specific details.

4 Experimental Results

4.1 Dataset

In this work, dataset used is PH2 [30], which has been acquired at Dermatology Service
of Hospital Pedro Hispano, Portugal. It is free and reputable public database, which has
been used as a bench mark for many research works in the field of melanoma diagnosis.
It has 200 images of lesions, out of which 160 images are of benign lesions and
remaining 40 images are of melanoma lesions.

4.2 Evaluation Metrics

Performance has been evaluated using three different parameters namely accuracy,
sensitivity and specificity. Accuracy gives the overall detection rate that is, it involves
correct detection of both melanocytic and non-melanocytic lesions. Sensitivity gives
detection rate of melanocytic lesions. Specificity gives detection rate of non-
melanocytic lesions. These metrics can be obtained using Eqs. (1), (2) and (3)
respectively, where True positive (TP) determines number of melanoma lesions
identified correctly. True negative (TN) determines number of non-melanoma lesions
identified correctly, False Positive (FP) determines number of non-melanoma lesions
misclassified and False Negative (FN) determines number of melanoma lesions
misclassified.

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð1Þ

Sensitivity ¼ TP
TPþFN

ð2Þ

Specificity ¼ TN
TNþFP

ð3Þ
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4.3 Implementation Details

PH2 database is randomly segregated into two sets namely training and testing sets.
From total, 80% of images are used for training and 20% images are utilised for testing.
Training is done using stochastic gradient descent with momentum (SGDM) method.
Learning rate is set to 0.01 so that algorithm, converges optimally towards true solution.
Number of epochs taken for all tasks are 20. For AlexNet using transfer learning and as
feature extractor minibatch size of 128 is used, whereas for VGG16 experiments
minibatch size of 32 is taken because VGG16 is more deeper convolutional neural
network as compare to the AlexNet, also it has huge number of trainable parameters
which are excessive for the GPU used in this work to handle it at 128 batch size.
Complete work has been carried out on a system enabled with NVIDIA GeForce
940MX GPU.

4.4 Results

Firstly, classification of melanoma and non-melanoma lesions has been carried out
using AlexNet in two different ways. Transfer learning paradigm used in which top
layers are modified and trained with dermoscopic images. Then, AlexNet is used to
extract feature and provide them to SVM-ECOC for classification purpose. It can be
seen from Table 1 that transfer learning method yields optimum results by providing
accuracy, sensitivity and specificity of 95%, 100% and 93.75%, whereas in terms of
specificity AlexNet as feature extractor provide comparable results. Secondly identi-
fication of malignant melanoma done using VGG16 architecture by both transfer
learning as well as feature extractor approach, obtained results are compared in
Table 2. Here also VGG16 with transfer learning outperformed other by yielding
accuracy of 97.5%, sensitivity of 100% and specificity of 96.87%.

Table 1. Comparison of AlexNet results

AlexNet Accuracy (%) Sensitivity (%) Specificity (%)

Transfer Learning (TL) 95 100 93.75
As feature Extractor (FE) 90 75 93.75

Table 2. Comparison of VGG16 results

VGG16 Accuracy (%) Sensitivity (%) Specificity (%)

Transfer Learning (TL) 97.5 100 96.87
As feature Extractor (FE) 95 87.5 96.87
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In Table 3 comparison of all results obtained using both AlexNet and VGG16 by
applying two different methods of transfer (TL) and feature extractor (FE) has been
performed and respective confusion matrices obtained for all techniques are given in
Table 4. It is evident that VGG16 generates more effective results as compare to the
AlexNet in terms of both techniques. Maximum accuracy of 97.5% achieved when
VGG16 employed with transfer learning. As VGG16 has deeper layers as compare to
the AlexNet which help to yield more features of melanocytic as well as non-
melanocytic lesions, thus making learning efficient. Training plots for transfer learning
approach of both the architectures are provided in Fig. 6, Whereas ROC curves for all
the experiments are given in Fig. 7. Area under the curve in receiver operating curve
also serves as evaluation measure, more the value of AUC is close to unity better is the
performance. Results are also compared with other methods in Table 5 and it is seen
that our method outperform other state-of-art methods. To make justice, comparison is
carried out with those works which are also implemented with PH2 database.

Table 3. Comparison of all techniques

Techniques Accuracy (%) Sensitivity (%) Specificity (%)

AlexNet (TL) 95 100 93.75
VGG16 (TL) 97.5 100 96.87
AlexNet (FE) 90 75 93.75
VGG16 (FE) 95 87.5 96.87

Table 4. Confusion Matrices

Techniques TP TN FP FN

AlexNet (TL) 8 30 2 0
VGG16 (TL) 8 31 1 0
AlexNet (FE) 6 30 2 2
VGG16 (FE) 7 31 1 1

Table 5. Comparison with other works

Work cited in Accuracy (%)

[31] 93
[32] 92.5
[33] 86
Ours using AlexNet (TL) 95
Ours using VGG16 (TL) 97.5
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(a)

(b)

(c)

(d) 

Fig. 6. Training plots. (a), (b) Accuracy and loss v/s iteration plot for AlexNet (Transfer
learning), (c), (d) Accuracy and loss v/s iteration plot for VGG16 (Transfer learning) [Solid lines
indicate smoothed training and dotted lines indicate actual training]
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5 Conclusion

In this work, classification of melanoma and non-melanoma lesions has been carried out
by exploiting concept of deep learning. Here most popular deep neural network namely
convolutional neural networks are employed. Detection of melanocytic lesions has been
performed using AlexNet and VGG16 in two different ways. These ways include
transfer learning and usage of pre-trained networks as feature extractor. It has been
analysed that transfer learning concept yields optimum results for both CNNs, as
AlexNet used for transfer learning gives 95% of accuracy whereas AlexNet as a feature
extractor yields 90% of accuracy. Similar is the case with VGG16 as it provides 97.5%
for the former case and 95% accuracy for the latter case. When overall comparison of all
the techniques is made it has been observed that VGG16 with transfer learning paradigm
exhibit appreciable results for malignant melanoma classification by providing accu-
racy, sensitivity and specificity of 97.5%, 100% and 96.87% respectively. Moreover it
has been seen that sensitivity achieved for both transfer learning based architectures is
100%, it means that all of the melanoma cases are diagnosed perfectly. Apart from this,
performance is also compared with other existing methods in which our method exhibit
better performance. In future, task is to exploit bigger datasets and other pre-trained
convolutional neural networks to enhance the performance of melanoma classification.
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Abstract. Today’s environment is witnessing a change in the shopping sce-
nario as most of the urban user of all the age group prefers to buy and sell the
product online. The companies allow the buyer to give feedback and reviews
related to the product and with this user can easily share their views about any
product, brand, services, hotel etc. Before making the purchase the customer
nowadays always go-through the reviews which are present on the portal or
vortal because it gives them the idea about the quality and service given by the
company related to that product or brand. Not always the reviews are genuine
but fake reviews are also available to promote and de-promote the product and
one cannot easily distinguish which one is real and which one is fake. The
positive reviews build a good impact on the user for buying the product whereas
the negative reviews always restrict the user from buying a particular product.
The proposed work classifies the reviews on the basis of rating ranging from 1 to
5. The review whose rating is greater than 3.5 is considered as the positive
reviews and whose rating is less than 3.5 is considered as the negative reviews.
The simulation of proposed work has been done in jupyter notebook and the
results are encouraging.

Keywords: Social network � Reviews � Sentiment analysis � Opinion mining

1 Introduction

Social Network is the collection of the various program over the internet through which
people can share ideas, media, do business, and connect with friends and family.
Nowadays with the advancement in technology the many e-commerce sites such as
Amazon, Flipkart, Snapdeal, etc. have emerged. With the help of these sites, anyone
can buy and sell the products online. Due to the increase in e-commerce sites, online
purchasing also increases. To buy the product, online reviews play an important role
for the other customers who want to buy online. Sentiment Analysis is the process of
extracting useful information from the source information using natural language
processing to make it meaningful. On the basis of polarity, the information is distin-
guished as positive, negative or neutral. Opinion mining is the subfield of sentiment
analysis as it extracts the user opinion about any product or service and categorizes
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them into different classes. It deals with the emotions of the user about any product. In
the current research work, the main emphasis is on the review analysis. A review is a
feedback from the customers to inquire about the service, quality, brand, details etc. for
the particular product, book, mobile phones etc. The review analysis investigates the
reviews and tags them into two classes positive and negative. The reviews which can
be against any particular item or brand can be considered as the negative review. The
reviews which are in the favor of the item, mobile phone, service etc. can be considered
as the positive review or as the authentic review. False reviews are the unauthenticated
reviews for de promoting the product or service. If the user frequently comments about
an item or content length is not precise then there is a chance that it is a false review.
Nowadays people are hired by the company for posting the reviews on the shopping
portal. They are paid just for degrading the reputation of the item or brand. They can be
hackers who want to degrade the quality, service, and details of the specific item. The
advantages and disadvantages of SARPS: Sentiment Analysis of Reviews Posted on
Social Network are as follows:

1.1 Advantages of Obtaining Reviews

• The online reviews help in promoting the product.
• The reviews are needed for an advertising point for online shopping.
• Online reviews are helpful as they provide the suggestion for a particular item for

making it better than before.

1.2 Disadvantage of Obtaining Reviews

• Nowadays online review is the medium for de-promoting the product.
• The reviews are used as the method for degrading the company’s reputation.
• Sometimes checking reviews is the waste of time especially when the review is

lengthy and fake.

2 Problem Statement and Motivation

The problem of fake reviews was that it misguides many genuine users who want to
buy a specific product. Many people were hired by the company to de-promote the
brand or other product. These problem associated with fake reviews motivate us to
undertake the research work.

3 Related Work

In the paper [1] author presents a model to construct three different types of features
which involve review density, semantic and emotion for finding the fake reviews from
various websites. For capturing the category, store and time character of fake reviews
the feature was proposed. The classifier used in detecting the nonreal reviews was
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decision tree, SVM, Naïve Bayes. When the behavior feature was used with all the
three classifiers the precision result is very low whereas when the review density,
semantics ad emotion features were used the Naïve Bayes performance was weak when
compared to SVM and decision tree.

In the paper [2] authors described the different machine learning algorithms for
classification of sentiments of datasets. There were two cases for analyzing the reviews
as positive and negative. Firstly the algorithm was applied to a dataset having stop
words and secondly applied without the stop words. The supervised learning tech-
niques were used for sentiment analysis to differentiate between the real and the fake
movie reviews. The four techniques used were (SVM) support vector machine,
k- nearest neighbor, decision tree and naïve Bayes. It shows the comparison of various
sentiment classifications using weka tool to categorized them into fake and real reviews
From all the four techniques the more accurate results were given by the SVM in both
the cases and for finding fake reviews as well.

In the paper [3] author(s) incorporated the sentiment analysis to detect the spam,
malicious and fake reviews and filter them with vulgar and curse words. Based on the
demand of the product they analyze the various features from the Amazon dataset for
calculation of sentiment score and ratings. The results were shown graphically. They
made a dictionary based on the weight given according to its polarity to a sentiment
word and then present a method with various rules for computation of sentiment score.

In the paper [4] author identified the opinion spam detection indicators based on the
behavior, feature of the reviewers. To recognize the real and similar reviews they
present two algorithms for analyzing the relation between the content and the topic.
The proposed algorithms used automatic word segment techniques. The percentage of
finding the real and fake reviews given by them was 54.7% and 46%.

In the paper [5] author(s) focused on finding the non-real reviews based on the
relational and semantic discovery. It detects the relation between the products,
reviewers and the reviews. The data mining techniques were used to extract the rela-
tional and semantic features and based on the features they used the SVM, logistic
regression, Random forest and Naïve Bayes techniques for classification of fake and
non-fake reviews.

In the paper [6] author(s) takes into account the reviews in the form of text and stars
as well. The model involved five parts which were

Feedback comments analysis
Mining of feedback comments
Computation of dimensions weights and trust
Classification of fake and authentic comments
Seller trusted profile.

For detecting real and non-real reviews the various supervised learning algorithms
were used. The fake reviews were found based on the writing style, level of details,
understandability etc.

In the paper [7] author(s) used sentiment analysis and temporal to detect fake and
authentic product reviews. It detected out that normal reviewer generally reviews
during weekends and holidays whereas the fake reviewer does review during working
hours. The methodology used follows the following steps: data collection, procedure,
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and sentiment analysis and calculated the sentiment score and kappa score. It also
concluded that the fake reviewers post positive comments whereas the genuine
reviewers post both positive as well as negative comments.

In the paper [8] author(s) present two types of features and apply supervised
learning algorithms on Yelp data for classification. The features involved were read-
ability and topic features. It uses the behavioral features related to reviewers and
reviews for learning. The classifiers used were SVM, K- nearest neighbor, Naïve
Bayes, and logistic regression. From all the classifiers the LR gave the best result with
97.2% accuracy.

In the paper [9] author detected fake reviews by created a model which classifies
the editorial articles and using sentiment analysis used different classifier for finding the
polarity of the review. The methodology includes three stages: pre-processing, pro-
cessing and post-processing. The dataset includes English news websites. The results
were shown using different classifiers like KNN, Naïve Bayes and support vector
machines and classified as positive, negative and neutral.

In the paper [10] the author examined spam detection methods based on machine
learning. It uses the decision-making process which is done with combining spam
filtering software and human analysis and then shows the different results on different
datasets. The improper dataset was concerned as the major problem in detection of
spam.

In the paper [11] presented a novel utilization of internet-based life investigation by
gathering tweets sent from vitality purchasers to their vitality suppliers. It focuses at
delayed consequences of estimation examination on customer’s tweets teaming up with
the Big Six (Britain’s greatest and most prepared gas and power suppliers) versus three
new competitors essentialness providers and mainly discussed the tweets revolving
around the use of practical power source.

In the paper [12] author proposed a model to extract sentiments from reviews
dataset. The techniques used were supported vector machine, LDA model and aspect
extraction. The proposed model was implemented in the R language of programming.
The output from lda model was used to trained the support vector machine and cal-
culated the precision, recall, f score and mean accuracy.

In [13] and [14], author(s) have conducted a statistical survey on data mining
techniques with demonstrations done on MongoDB. Author(s) have also described the
importance of big data, its techniques, and applications. To show the effectiveness of
data mining techniques, simulations have been carried out of real-time dataset where
queries have been run on MongoDB.

In [15], a comparative study between big data and big data analytics has been
conducted. Comparative analysis between two real-time Indian traffic datasets has been
demonstrated where simulations have been done on MongoDB.

In [16], author(s) have described predictive modeling in the context of social
networks. Firstly, the theoretical description has been provided. Then, a thorough
predictive analysis has been carried out on a real-time social network dataset of a
conference.

In the paper [17] author(s) used a method to extract the opinion target and an
opinion word. For finding the confidence the graph based co-ranking model was used.
The partially supervised algorithm for word alignment with hill climbing model for
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opinion detection was used and finally shows that the opinion word is more productive
when semantics and opinion both were considered.

4 Methodology Adopted

The real-time authentic schema was created for mobile phone(s) by aggregating the
data from various Online Shopping Web Portal and is described as follows (Tables 1, 2
and 3).

Based on the following mathematical equations were performed.

Table 1. Schema from flipkart

S. no. Mobile Camera Battery Value

1 Honor 7A 3.0 2.4 4.7
2 Redimi 6 3.8 2.8 4.8
3 Realme 2 3.4 4.7 4.8
4 MotoX4 4.1 3.4 4.3
5 Nokia 6.1 3.5 3.3 4.6

Table 2. Schema of amazon

S. no. Mobile Camera Battery Value

1 Honor 7A 4.0 3.8 4.1
2 Redimi 6 4.0 4.3 4.1
3 Realme 2 4.2 4.2 4.4
4 MotoX4 4.0 3.6 3.9
5 Nokia 6.1 3.4 3.6 3.5

Table 3. Equations used

Mean ¼ P5
i¼1 Xi: [19]

covariance xy ¼ X � X:meanð Þ � Y � Y :meanð Þ: [20]
cov xy ¼ xy:mean:
standard deviationx ¼ X:stdðÞ: [21]
standard deviationy ¼ Y :stdðÞ:
covariancexy ¼ covxy

stdx � stdy :

covxy ¼ xy:mean:
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5 Experiment Performed

The ratings from review table were collected and the experiment was performed. There
were two variable one is dependent and other is independent. The battery is considered
as a dependent variable and value is considered as an independent variable. The graph
plotted is between battery and value. Then a line graph, correlation matrix, and bar
graph were plotted for all the variables.

5.1 Dataset

The reviews were taken from the flipkart and amazon sites. The ratings given by user
were taken to analyze and various mathematical equations were performed such as
mean, covariance, and correlation.

5.2 Tool

The tool used is jupyter notebook in anaconda navigator. The version of the jupyter
notebook is 5.4.0. Jupyter notebook is used with ipython to create notebooks.

5.3 Algorithm

Univariate Analysis- It is the analysis on the one variable at a time and finds a pattern.
It doesn’t deal with the relationship.

5.4 Following Steps Were Performed for the Simulation Work

• The input file was loaded.
• Co-variance and correlation were calculated on the Dataset, using the mathematical

formula as detailed below: xy = (X − X.mean()) * (Y − Y.mean()) and cov_xy =
xy.mean()

• Select dependent and independent variables were selected.
• Conversion data (data cleaning) were performed.
• Apply linear transformation, standardization, normalization and data mining
• Line graph, correlation matrix, and bar graph were displayed.

6 Results Obtained

Snapshot obtained after doing computation on jupyter notebook is as follows:
Line graph, correlation matrix and its related bar graph obtained after compilation

of the dataset are as follows (Figs. 1, 2, 3 and 4).
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Fig. 1. Battery v/s Value Graph on flipkart Fig. 2. Battery v/s Value Graph on amazon

Fig. 3. Correlation matrix on flipkart Fig. 4. Correlation matrix on amazon

Fig. 5. Ratings bar graph on flipkart Fig. 6. Ratings bar graph on amazon
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Legends used in Figs. 5 and 6 are depicted in Table 4:

7 Steps for Detection of Fake Reviews

1. To send OTP to customer registered mobile number which he would use at the time
of giving reviews.

2. To send email to registered Email id and given the link for feedback.
3. Shooting the URL at the registered mobile numbers and redirecting it to the web

portal for giving feedback of the product.
4. The frequent buyers should give membership such as Gold, Silver and platinum

membership according to their purchases.
5. Employees of the same company are debarred from posting the review of the item.

8 Fake Review Detection Tools

Fake Spot: It is the tool used for detecting the unauthorized and false reviews present
on various web portals and e-commerce sites. The method used by this tool is that it
first scans, examines the comment and then identifies the type of review. The tool
inspects the comments and finds the untruthful pattern about the product and the item
which is reviewed by the user.

Review Meta: The review data is a website used for study the reviews and gives them
the type as a good review and bad review. It totally does twelve tests for finding the
doubtful reviews and categorizes them into one out of three types. The three different
types are as follow:

1. Pass
2. Warn
3. Fail

The working of the tool includes the three following steps. The data is collected that is
the product review url. The collected data is executed using the review meta analyzer,
And finally a report card is generated to show the type of review as pass, fail or warn.
The report ard generated from review meta for honor 7 A phone is shown below
(Figs. 7, 8 and 9).

Table 4. Model number with their respective phone names

Model number Phone name

A HONOR 7A
B REDIMI 6
C REAL ME2
D MOTOX4
E NOKIA 6.1
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Fig. 7. Reportcard for Honor 7A [22]

Fig. 8. Analysis of review by analyzer [22]
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9 Conclusion and Future Scope

From the above experiment, we can conclude that for the same product the customer
rating varies with the two different social network sites. The ratings above 3.5 are
considered as the authentic review whereas the ratings below 3.5 are considered as the
fake review. The company can start the reward ceremony for honest reviewers. It can
also build some incentive scheme to encourage the reviewers for doing the positive
comment such as 5% to 10% discount on the purchase of next product, Review along
with a photograph of the customer on the website and Voucher for tourist excursion.
The future work includes fetching the large data from different websites, social sites to
reduce human effort and work. The research can be used to improve the existing
algorithms for review analysis. For the future work, the reviews in the form of com-
ments and text can be considered for computation and detection of reviews.

Acknowledgment. The Author(s) wishes to express their gratitude to their institution Guru
Gobind Singh Indraprastha University for providing a great exposure to accomplish research
oriented tasks and providing a strong platform to develop skills and capabilities.
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Abstract. Feature extraction is a key step and plays a deciding role for the
performance of an image retrieval system. Success of a Content Based Image
Retrieval System depends on the used features of the image. This paper includes
a wide-range of survey on the various feature extraction process and their impact
on the working behavior of an image retrieval system. This impact is calculated
on the basis of retrieval accuracy, retrieval time, space complexity and feature
extraction time. Comprehensive survey on the recent trends and challenges to
the retrieval system has also been discussed. Furthermore, directions and sug-
gestions, based on the real world applications are also suggested for encouraging
the researchers in the area of image processing for adopting the optimized
feature extraction process. This survey also tries to fill the gap between the
traditional approaches and recent trends of feature extraction. More importantly,
this paper also surveyed the issues with the feature extraction techniques in
spatial as well as spectral domain.

Keywords: Image retrieval � LBP � DLEP � DTRCWF � TBIR � CBIR

1 Introduction

It is always challenging to handle large multimedia data with the rapid advancement in
the high computational facilities. Dependency of organizations on multimedia data has
attracted many researches to develop new data processing and retrieval techniques to
achieve better retrieval performance. Now-a-days, propagation of better quality and
economical imaging devices has motivated the research community for enhancing the
existing methods of multimedia data processing. This enhancement can further reduce
the burden on the database handlers in maintaining large image databases. One of the
most challenging issue with multimedia data is to retrieve it with acceptable accuracy
and time. However, invention of the multimedia data retrieval started from Text based
image retrieval (TBIR). Various researchers made their precious efforts towards TBIR
based approaches [16, 17, 20, 21, 23, 24, 26]. TBIR system is good only for small size
databases but if the database size increases then it creates hurdle not only for database
manager but for the end user also. TBIR approach requires huge annotation and
increases the semantic hole between the view of the user and system understanding.
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In this article a comprehensive survey is done for analyzing the current trends of the
image retrieval system and also the future aspects for the betterment of image retrieval.

Further the limitations of the TBIR approach by introducing the Content Based
Image Retrieval (CBIR) approach are reduced [52]. CBIR approach works on the
extracted visual features like color [5–8] and shape [9–13] instead of the textual
information. Present work surveyed CBIR with the variation of feature set.

This paper is organized in the following subsection: Sect. 2 specifies the types of
visual features, description and their impact analysis using spatial domain is presented
in the Sect. 2.1. Section 2.2 does the analysis of space and time complexity in spatial
domain. Feature Extraction in spectral domain is explained in Sect. 2.3. Effect of
multiple features is described in Sect. 2.4. Finally, conclusion is presented in the
Sect. 3.

2 Types of Visual Features

CBIR systems use visual features such as color, texture, shape and spatial location of
objects in images. Performance of the CBIR system depends on the types of features,
method adopted for feature extraction and also the nature of the features.

Basically, features are extracted in the spatial and spectral domain (Fig. 1). Spatial
domain approaches work directly on the pixels and the relation of the pixel values with
the neighboring pixels whereas in spectral domain approaches, work is done on the
frequency or signals. Various methods of feature extraction have been proposed till date
which deal in the spatial domain and spectral domain.

2.1 Feature Extraction in Spatial Domain

Binary patterns come under the spatial domain approach. Many researchers have
contributed in developing the different methods of binary pattern generation. These
patterns are further used for feature vector creation.

Spatial domain approaches like Local Binary Pattern (LBP) [32], Center Symmetric
Local Binary Pattern (CSLBP) [34], Block level LBP (BLK-LBP) [33], Local Tetra
Pattern (LTP) [49], Local Neighborhood Intensity Pattern (LNIP) [42], etc. are the
some of the representatives of spatial domain approaches. Local Edge Pattern for
Segmentation and Image Retrieval (LEPSEG and LEPINV) [43] are the other binary
patterns. LBP is one of the most widely used method of feature extraction. All of these
methods are used to generate the binary pattern also the histograms of the generated
patterns. LBP considers all the neighbors of the central pixels and generates the eight-
bit binary pattern whereas CSLBP generates the four-bit pattern by limiting the number
of neighboring pixels in the horizontal and vertical direction only.

LBP and CSLBP both use single threshold for pattern generation. Next enhance-
ment came by introducing the Local Ternary Pattern (LTP) which generates two binary
patterns by using lower and upper threshold (Eq. 1).
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Since LBP, CSLBP and LTP work at the global level and are not able to evaluate
geometry of the image at block or region-level. However, block-level processing is
added in the pattern generation step of BLK-LBP (Eq. 2) to overcome the issues raised
in the LBP.

Total number of pixels which take part in the pattern generation at block level are
almost less than half as compared to the pixels used in pattern generation phase.

BLK-LBPP;R blð Þ ¼ PBL
bl¼1

PP
a¼1 2

a�1ð Þ � f1 I gað Þ � I gcð Þð Þ

f1 xð Þ ¼ 1 if x[ 0
0 otherwise

� � ð2Þ

where bl is the numbering of block that has to be considered for processing, BL
represents the number of total blocks contained by the images. P is the number of
pixels to be considered as neighboring pixel and R is the radius. Directional infor-
mation is added in the pattern by the Directional Local Extrema Pattern (DLEP) [31].

Spatial Domain

Local Binary Pattern

Local Ternary Pattern

Block based Pattern

Center Symmetric LBP

Local Tetra Pattern

Directional Extrema Pattern 

Spectral Domain

Discrete Wavelet Transform

Tetrolet Transform

Curvelet Transform

Gabor Filter

Discrete Cosine Transform

Complex Wavelet Transform

Feature   
Extraction 
Methods

Fig. 1. Feature extraction methods of spatial and spectral domain
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Binary pattern is calculated in the four different directions for the single pixel. It
computes the binary feature vector in four principle path such as horizontal; vertical,
45°, 135°. It is used for calculating the spatial relationship of the pixels in four
directions which results in the local extrema pattern. Each time central pixel is eval-
uated against the neighboring pixels in the specific direction at a given angle as:

D gið Þ ¼ I gcð Þ � I gið Þ for i ¼ 1. . .. . .. . .::8 ð3Þ

The local extremas are extracted using

f ðD gj
� � ¼ 0 D gað Þ � D gbð Þ� 0

1 else

� �

la gcð Þ ¼ f ðD gj
� � ð4Þ

The DLEP for the central pixel in a direction is defined as:

DLEPðI gcð Þa ¼ la gcð Þ :; la g1ð Þ; la g2ð Þa. . .. . .. . .. . .. . .. . .la g8ð Þ� � ð5Þ

Since images are retrieved from the databases of larger sizes so size of the feature
vector and feature extraction time are also the issue of concern. CBIR system will be
practical and able to deal with the real life problems if extracted features and time in
feature extraction both are optimized along with the precision of the CBIR system.
Block level Directional Local Extrema Pattern (BLK-DLEP) [40] resolves the issues of
DLEP.

2.2 Time and Space Complexity

It is important to analyze the time and space performance of the extracted features. We
have surveyed the space and time complexities of the various binary pattern based
techniques. Figure 2 shows the relation of feature pattern size of various binary patterns
for the image of size 128 * 128.
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Fig. 2. Relation of pattern size with binary patterns
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Relation of space complexity among the variants of LBP in terms of pattern size is
as follows:

CS-LBP [ BLK-LBP[LBP [LTP[BLK-DLEP[DLEP

Time complexity of the image retrieval system is affected by the two parameters:
time required for the feature extraction and time required for searching the image in the
feature database. Presence of multi-feature in the feature vector certainly increases the
total retrieval time of the system. Total retrieval time of the CBIR system is calculated
as follows:

time complexity ¼ feature extraction timeþ searching time
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Accuracy of these methods on the Brodatz database [39] is shown in the Fig. 3.
Accuracy of the DLEP is better among all the binary pattern based approach because it
generates the pattern in four different directions. Figure 4 shows the total time com-
plexity of the existing binary pattern based CBIR systems. It can be observed that the
method which have less number of bits in the pattern, results in the less time com-
plexity. Space and time complexities are the primary concerns if the database size is
large. Space complexity can be compromised on the databases of smaller sizes.

2.3 Feature Extraction in Spectral Domain

Methods presented in the previous section suffer from the center pixel dependency
problem. Sudden change in the intensity value of central pixel results in the huge
change in the generated pattern. Dependency on the central pixel is reduced by using
the frequency domain analysis of the image features [18, 19, 22, 27–30]. Features in the
spectral domain are more robust and take lesser time in the computation in comparison
to features extracted in the spatial domain. Discrete wavelet transform (DWT) was
initially adopted by spectral domain approaches. Gabor wavelet transform [37] is used
for more robust feature extraction. However, initially only horizontal and vertical
directions were used for feature extraction purposes.

Complex Wavelet Transform (CWT), Dual Tree Complex Wavelet Transform
(DTCWT) [36] adds more directional analysis in the extracted features. Combination of
DT-CWT with the RCWF [38] produces better image features in total of twelve
directions. Better adaptability in the feature extraction is provided by the Tetrolet
transform [35]. Further, Tetrolet transform is processed at block level to provide the
more discriminative power [40]. Figure 5 shows the comparison of the time com-
plexities of spatial and spectral domain approaches.
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Fig. 5. Comparison of time complexities among spatial and spectral domain approaches on
VisTex [53] database
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2.4 CBIR Based on Multiple Features

Methods explained in the earlier section are related to the single feature. It is desirable
to achieve the better accuracy with minimum retrieval. Unfortunately, single feature
methods retrieve the images in less time but the accuracy is compromised sometimes.
Mostly methods based on single-feature are designed to analyze, evaluate and retrieve
images from the specific domain due to its narrow discriminative information. This
problem can be solved by embedding more features in the feature set. Inclusion of
supplementary features may degrade the performance sometimes. This problem is
identified and solved by methods [14, 15, 25, 41]. Some of the methods like ElAlami
[14] and Lin et al. [15] control the effect of ill features by assigning the weights to the
features (Eq. 6).

Similarity ¼ D1 � featurecolor þD2 � featuretexture ð6Þ

D1 and D2 are the adaptive weights for the features (texture and color). Weights are
the deciding the factor for each of the feature at the time of image matching. Assigned
weights are adaptive in nature and varies according to the image. Sometimes, it is better
to assign the weights to the block of the image [41] instead of allocating weights to the
features. However, selection of the weights must be adaptive and according to the
image geometry. Static weight assignment to the regions or features is not the proper
solution. Feature selection approaches use the concept of weight assignment at the time
of image similarity calculation.

Figure 6 shows the retrieval time using multi-features. Image retrieval time can be
compared with the retrieval time of the single feature based methods as presented in
Fig. 4.

It can be observed from Fig. 6 that retrieval time for the multi-feature methods is
more than the methods presented in Fig. 4.
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Fig. 6. Image retrieval time of methods based on multi-features on COREL database [54]
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However, the retrieval accuracy of the methods based on the multi-feature is better
than the single-feature methods. Accuracy of the methods like FFM [25, 44] and also
ElAlami [14] is better among the other methods as shown in Fig. 7, since these
methods provide the treatment for the ill features. Region based analysis of the image
also plays a crucial role in the image processing. Some of the representative methods
[10–12, 40, 41] are used for extracting the region level features. Multiple features can
also be extracted at block-level for providing the better discriminative power to the
features.

Initially, image is divided into non-overlapping regions then each of the non-
overlapping region is processed separately Region based features are extracted by
dividing the image into non-overlapping regions and processing of each region sepa-
rately, results in the region level features. Another way of region level processing is to
apply the better segmentation technique.

Integrating Region Matching (IRM) [51] is done for matching the all integrating
regions of the image. Similarity score is calculated by normalizing the combined effect
of all the regions.

3 Conclusion

Feature extraction is the key process in the image processing and works as a backbone
for various image retrieval approaches. The feature database stores the information
about the visual content of the image. In this paper, recent as well as past trends of
feature extraction with their effects have been discussed. Broad and open research
issues related to feature extraction with the future research directions are suggested.

Image retrieval system can be effective and scalable if its feature set is pertaining
acceptable space and time complexity as well.
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Abstract. Stock prediction is a topic undergoing intense study for many
years. Finance experts and mathematicians have been working on a way
to predict the future stock price so as to decide to buy the stock or sell
it to make profit. Stock experts or economists, usually analyze on the
previous stock values using technical indicators, sentiment analysis etc.
to predict the future stock price. In recent years, many researches have
extensively used machine learning for predicting the stock behaviour. In
this paper we propose data driven deep learning approach to predict the
future stock value with the previous price with the feature extraction
property of convolutional neural network and to use Neural Arithmetic
Logic Units with it.

Keywords: Deep learning · Convolutional Neural Network ·
Neural Arithmetic Logic Units · Stock prediction

1 Introduction

A large number of people buy and sell stocks everyday in an aim to make maxi-
mum profit. Many mathematical methods and models have been developed which
analyses the movement of the stock price. But its not sure if the future stock
prices can actually be predicted due to its dependency on various factors and its
dynamic nature.

In recent years, machine learning and deep learning are being used in almost
all the industries including finance. Machine learning in one way can be viewed
as a function approximation (or a complex multiple dimensional curve fitting)
for a given data. Machine learning can analyse and learn the complex multiple
dimensional features of the data which humans cannot visualize or learn.

Although there are several mathematical models and techniques for stock
prediction, this paper focuses on data driven machine learning approach with
least knowledge in finance. The future stock price is to be predicted given the
past prices. This paper tries to use and analyse the complex feature extraction
ability of deep learning to learn the pattern of the stock price movement and
predict the future price.
c© Springer Nature Singapore Pte Ltd. 2019
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2 Machine Learning

In recent times machine learning research in finance has been steadily increas-
ing. There are generally 2 types of tasks in machine learning, classification and
regression. Supervised machine learning regression model will be used for this
stock prediction task.

2.1 Classical Machine Learning Algorithms

Classical machine learning algorithms are much more easier to interpret and
understand than deep learning as we have a thorough understanding of underly-
ing algorithms. These algorithms works better even on smaller data set and are
computationally cheaper than deep learning techniques. Many researches have
been done in predicting the stock price using classical machine learning algo-
rithms. The author of [1] has used Support Vector Machine (SVM) for financial
forecasting and also did experimental analysis of parameters for SVM. Random
forest techniques are also used in financial data, in [2]. Random forest, Naive
bayes and support vector machine are used for classification the direction of
movement of financial data.

2.2 Deep Learning

Although many machine learning algorithms exists and are successful, the evo-
lution of deep learning marked a great milestone in the field of Artificial intel-
ligence. The base work for deep learning started in 1940s, but it became more
popular recently due to availability of more data and cheap computation devices.
The performance of deep learning models increased exponentially every year and
is projected to increase more. Image classification task is performed in [3] using
a Artificial Neural networks. After Neural Networks, many new models were
invented to increase the performance of deep learning in images, videos and
time series data such as text, voice, etc. Convolutional Neural Network [4] won
the imagenet competition as it was good in extracting features of images/frames.
Then Recurrent Neural networks [5] were used for series data such as text and
voice which needed a memory to remember the previous data features. Deep
learning also performs very good in unsupervised models such as Auto Encoder
[6], General Adversarial Networks (GAN) [7] and in Reinforcement Learning.

3 Deep Learning in Finance

3.1 Artificial Neural Networks (ANN)

ANNs are models comprised of densely connected computation nodes (neurons).
These neural networks have the ability to learn complex features of the input
data and perform the task. ANNs are series of matrix multiplication with non-
linear function to make the whole network non linear to learn more complex
features.

h1 = φ(X · W1 + b1) (1)
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hi = φ(hi−1 · Wi + bi) (2)

ŷ = φ(hn · Wn + bn) (3)

where n is the number of layers in the network, h is the hidden unit, ŷ is the
prediction in forward pass through the model abd φ is the activation function.

[8] and [9] uses Artificial Neural Networks to predict the stock price and
direction of movement of the price. Dimensionality reduction techniques such
as Principle Component Analysis (PCA) are used in [10] for stock prediction.
Artificial neural networks are also experimented for the task of predicting close
price after 5 time interval(days/hour/minute). Data got from data processing
steps explained in Proposed Approach was used and Tensors of shape (n, 20)
was used as input data, where n is the number of data. And tensor of shape (n,
1) was the label. The model consists of 4 layers of Fully Connected Dense Layer
with dropouts and ReLU Non Linearity.

3.2 Convolutional Neural Network

Convolutional Neural Network (CNN)s are stacks of convolution operations
between input which is passed through the network and filters (kernels) which
extract the features of the input. The network is also activated with some acti-
vation function like ReLU for non linearity. The dimension of the layers are
reduced with Pooling layers to reduce computation and it can also be viewed as
increasing the feature concentration.

[11] shows the potential of convolutional neural network for finance stock pre-
diction. 1-d convolutional network [12] is also used to predict the stock movement
as a classification model with 1 day close, open, high, low, volume data.

For this experiment, since the data is 1 dimensional, Conv1d (1 dimensional
convolutional layers) of Pytorch is used with 3 convolutional layers with Max-
Pooling and ReLU activation. Then the convolutional layers are flattened into
tensor of shape (n, 1, −1), where n is the number of data in the batch and −1
represents length of the layer multiplied by number of channels in the last con-
volutional layer. Followed by 3 layers of Dense or Fully Connected Layers with
ReLU activation and Dropouts to avoid over fitting of the data.

3.3 Recurrent Neural Networks

Recurrent Neural network predicts an output given an input but in a sequential
manner. The inputs and outputs are in sequence like text or audio.

ht = φ(Xt · Wx + ht−1 · Wh) (4)

ŷt = φ(ht · Wy) (5)

where Wx,Wy,Wy are the weights, ht is the hidden state or memory state of
state/time t and φ is the activation function. The financial data can be seen as a
sequential data, the future stock price is predicted in [13] using LSTM network.
A hybrid model RNN was used in [14] to predict the stock price.
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3.4 Neural Arithmetic Logic Units

Neural Networks, although can perform several tasks nearly to human level accu-
racy, but they seem to fail when it encounters quantities outside the range of
training data, like extrapolation. This shows that the models actually try to
fit the data rather than to generalize and learn it. [15] proposed a new module
Neural Accumulator and Neural Arithmetic Logic Units which can be added to
any neural network architecture which helps in generalizing quantities to neural
network and helps the model to generalize for tasks like extrapolation.

Stock prediction in one way can also be seen as an extrapolation task, where
we are trying to predict the stock price in the future which can be above or
below the range of out training data. In this paper we propose to use the ability
of the Neural Arithmetic Logic Units to generalize and extrapolate to our task
of stock prediction.

4 Proposed Approach

4.1 Data

Historical stock price data of India from Feb, 2015 to Aug, 2018 was used for this
research. The data contains columns like Date, Close, High, Low, Open, Volume.
This data changes every 1 h, a total of around 6200 price data. The data set is
checked for missing data and removed. Only Close prices are taken. All the other
columns such as Date, High, Low, Open, Volume are omitted in the data. The
goal is to predict stock closing price after 5 interval, with the closing price of
past 20 intervals. This is a regression task to predict the exact closing price. For
computational reasons and faster convergence, the data is scaled to a range of
0–1. The stock values are scaled with (Fig. 1)

xscaled =
x − xmin

xmax − xmin
(6)

Fig. 1. Closing stock prices data
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Table 1. Scaled close prices data

Close price 411.15 414.05 410.20 410.25 410.00

Scaled close 0.1840 0.1874 0.1828 0.1829 0.1826

After scaling, the data is split into input and label. Input contains past 20
scaled close prices and the label contains the scaled stock prices after 5 intervals
(Table 1).

Facebook’s PyTorch framework was used to design the computation graph and
for training the model. The arrays of data are converted into tensors and are split
into batches for faster computation using the advantage of Matrix operations. So
the input X will be a vector of shape (20, 1) and label will be of shape (1, 1).

The data was split into training and testing data in the ration of (8:2). And
a batch size of 1232 was used to split the data into 5 equal batches. So 4 batches
of 1232 data for training set and 1 batch for test set.

Each batch of data will be a tensor of shape (1232, 20) for Artificial Neu-
ral network models and tensor of shape (1232, 1, 20) for Convolutional Neural
Network models.

4.2 Neural Arithmetic Logic Units (NALU) Based Model for Stock
Prediction

Instead of PyTorch’s nn.Linear layers, a self defined NALU module which is
defined by

Neural Accumulator (NAC):

a = Wx (7)

W = tanh(Ŵ ) � σ(M̂) (8)

Neural Arithmetic Logic Unit (NALU):

y = g � a + (1 − g) � m (9)

m = σ( W (log(|x| + ε))) (10)

g = σ(Gx) (11)

Sigmoid function was used in the calculation of m instead of exponential
function which was used originally in the Neural Arithmetic Logical units paper.
Four layers of Neural Arithmetic Logic Units are stacked like fully connected
layers using defined pytorch NALU module. Dropouts are added in between each
layer as a regularization technique to avoid over fitting the data. Relu activation
function is added in between the NALU layers.

ReLU(x) =

{
0 x ≤ 0
x x > 0

(12)
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Finally sigmoid activation is used to make the prediction in the desired range
of 0–1 (as the data is scaled to 0–1 range) (Fig. 2).

Sigmoid(x) =
1

1 + e−x
(13)

Fig. 2. Architecture of NALU Network

The output of the network is compared with the true value using Squared
L2 Norm (Mean Squared Error) loss function.

MSELoss(y, ŷ) =
1
m

m∑
i=1

(y(i) − ŷ(i))2 (14)

where y(i) is the true label value and ŷ(i) is the model prediction for ith training
data. To minimize the loss, back propagation algorithm is used with Adam opti-
mizer. A cyclic learning rate [16] scheduler has been used with the optimizer as
an attempt to escape the problem of local minimum of loss. When the algorithm
is stuck in a local minimum or narrow minimum, increasing the learning rate
help it escape the local space and reach a better or wider minimum space. Each
data batch is has been used 500 times to learn and update the weight parameters
of the model so as to reduce the total loss. As we use cyclic learning rate, the
loss tends to go high when the learning rate increases, so we save the model state
with lowest loss.

4.3 Convolutional Feature Extraction and NALU Based Model
for Stock Prediction

Convolutional Neural Network has been used to predict the stock in the past.
This paper proposes a new model using the feature extraction ability of convolu-
tional neural network with the Neural Arithmetic Logic Units. As the stock data
is 1 dimensional series data, 1 dimensional convolutional layers using nn.Conv1d
in Pytorch are used and stacked 3 layers of 1-d convolutional layers to extract the
features of stock price movements. Kernel size of 4 has been used in the network
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for all the convolutional layers. The number of kernels/filters in each layers are
1, 16, 32 and 64. Max pooling layers are added in between every convolutional
layer to reduce the dimension, kernel size of 1 or 2 is used and stride is also 2,
which will reduce the layer length to half. ReLU activation function is used to
make the network non linear (Fig. 3).

Fig. 3. Architecture of CNN-NALU Network

Convolutional layers are followed by 2 layers of Neural Arithmetic Logic Units
and 2 layers of Fully connected layers as the regressor. ReLU activation function
is used in between the linear and NALU layers with dropouts to avoid overfitting
of the data. We use sigmoid activation function in the last layer of the network
to make the prediction in the range of 0–1.

Squared L2 Norm loss function was used to get the loss after the forward pass,
Adam optimizer was used for optimization and Cyclic learning rate scheduler
was used to change the learning rate in cycle from 10−6 to 10−2.

5 Results

Different models were used in this research to find which model is able to learn
the trend of the stock price and predict the future price given the last 20 prices
better. In each iteration after training the models using training set, the testing
set is used to check how good the model has learned and how good it can predict
unseen data. After training the model, the whole stock close data is predicted
using the trained model and plotted to visualize how good the model performs
on the data as a whole.

Table 2 gives the training loss of each of the model. It can be observed that
Models with Neural Arithmetic Logic Units learned better ANN and CNN mod-
els. Table 3 gives the loss of the models on testing set. Models with Neural
Arithmetic Logic Units was able to predict the stock price better than ANNs
and CNNs on unseen data. After the training and validating the testing set, the
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model was used to test the complete data. Previous 20 data points were given
and the model predicted the close price after 5 intervals. The loss of the model
with the whole data set is given by Table 4. This value has to be re scaled back
to the original interval to compare with the actual price (Figs. 4, 5, 6 and 7).

Table 2. Training loss of models

Model Training loss

Artificial Neural Network (ANN) 8.04649e−06

Convolutional Neural Network (CNN) 5.58822e−06

Neural Arithmetic Logic Units Network (NALU) 1.91356e−06

NALU CNN Network (NALU-CNN) 5.58499e−07

Table 3. Testing loss of models

Model Testing loss

Artificial Neural Network (ANN) 1.30709e−06

Convolutional Neural Network (CNN) 5.99638e−07

Neural Arithmetic Logic Units Network (NALU) 4.31875e−07

NALU CNN Network (NALU-CNN) 3.05196e−07

Table 4. Loss of models in the whole data set

Model Total loss

Artificial Neural Network (ANN) 1.29998e−06

Convolutional Neural Network (CNN) 1.07971e−06

Neural Arithmetic Logic Units Network (NALU) 3.97540e−07

NALU CNN Network (NALU-CNN) 3.30627e−07

Fig. 4. Prediction plot of Artificial Neural Network Model
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Fig. 5. Prediction plot of Convolutional Neural Network Model

Fig. 6. Prediction plot of NALU Network Model

Fig. 7. Prediction plot of CNN-NALU Network Model

6 Conclusion

In this paper we proposed to use the feature extraction property of convolu-
tional neural networks and the extrapolation and arithmetic ability of Neural
Arithmetic Logic Units to predict the stock price 5 days later.
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During the course of this experiment it was observed that the models with
Neural Arithmetic Logic Units (NALU) converged faster than the other model
not only in the task of Stock prediction but also on many other tasks. NALU
models were able to learn the pattern and other features of the stock values and
was able to predict the closing price better than ANNs and CNNs.
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Abstract. Cloud computing provides delivery of computing resources
as a services pay-as-you-go basis. It represents a shift from products
being purchased, to products being subscribed as a service, delivered
to consumers over the internet from a large scale data center. The
main issue with cloud services is security from attackers who can eas-
ily compromise the Virtual Machines (VMs) and applications running
over it. In this paper, we present a VMProtector mechanism to detect
malign processes which generate attacks against VMs running in cloud.
VMProtector extracts the n-grams and applies Principal Component
Analysis (PCA) algorithm to select relevant n-gram patterns. It further
applies fusion technique using three classifiers Random Forest (RF) and
K-Nearest Neighbour (KNN) and Logistic Regression (LR) to learn and
detect system call pattern of malign processes. The approach is imple-
mented using University of New Maxico (UNM) dataset and provides
promising results.

Keywords: Cloud security · Intrusion detection · System call traces ·
Machine learning · Malign process detection

1 Introduction

Cloud computing services are highly growing day by day and so as the attack
surface in cloud environment [1]. One of the Cloud security report [2] showed
that 90% of data are lost due to unauthorized access to legitimate resources by
using malicious code or malware. Some of the malware modify the legitimate
program and try to perform malicous activity leading to disclosure of user’s
sensitive data. Hence, the primary concern of the service provider is the secure
delivery of services to the users. Some of the key security concerns are virtual
machine (VM) security, network security, hypervisor security, hardware security,
software security and application security etc. A virtual machine (VM) is one
of the untrusted domains in cloud that can be easily compromised by attackers.
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An malicious user can install malicious software that targets the root privileges
of the guest OS.

To resolve such kind of security issues researchers are still working on dif-
ferent security domains [3]. The security techniques for detecting intrusions can
be broadly divided into two types: signature-based [4] and behavior-based [5].
Signature-based techniques looks for specific signature in the database for detect-
ing the attacks. The main disadvantage with signature based techniques is that
they cannot detect variants of attacks. Behavior-based techniques learns the
expected behavior of the system and detect the attacks based on the learned
patterns. Behavior-based techniques can detect variants of attacks and gener-
ally works in two phases: learning and detection. During learning phase, the
behaviour of system is learned using machine learning techniques in both anoma-
lous and normal scenarios and decision model is generated. In detection phase
model, decision model is used to classify the unknown patterns in normal or
attack classes. This process minimizes the response time for alert generation
and provides good accuracy specially for detecting attack variants. Behavior
analysis can be performed by two ways: static analysis and dynamic analysis.
In static analysis, program behavior is analyzed without running them where as
dynamic analysis analyses the run time behavior of the programs.

In this paper, we have proposed a dynamic analysis approach, called VMPro-
tector to detect malign processes running on VMs. VMProtector captures and
analyses the behaviour of the VMs in the form of system call traces generated
by programs running inside VMs. The system call traces are converted in many
short sequences of system calls, called n-grams. A numeric feature vector is
generated <b1,b2,b3,b4 ——bk> for each trace where each bi represents the
occurrence of n-grams in the trace. The important features are selected through
Principal Component Analysis (PCA) [6] which have potential to perform feature
selection. It selects a number of individual features from all feature components
[6]. Further, fusion technique is applied which uses three classifiers: Random For-
est (RF) [7], K-nearest neighbour (KNN) [8] and Logistic Regression (LG)[9] to
learn the behaviour pattern of monitored programs. A maximum voting scheme
is used make a final prediction based on the output of three classifiers. The main
contributions of our work are as follows:

– To propose a malign process detection approach, based on PCA based n-grams
and ensemble learning.

– To compare the results of proposed approach with existing approaches and
discuss the benefit of our technique over others.

There are a total V sections in the paper. Section 2 describes the similar work
done in the field of malware detection in cloud. Section 3 describes the various
security modules of VMProtector in detail. In Sect. 4, a detailed experiment
and result analysis is carried out and our work is compared with existing work.
Section 5 provides concluding remarks at the end with future work.
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2 Related Work

Varadharajan et al. [10] put forward an intrusion detection system (IDS) which is
comprised of intrusion detection engine, packet differentiator, Operating system
library and repository (OSLR), shared packet buffer and analyzer in a virtual
environment. This is embedded into host OS or Virtual Machine Manager.

Alarifi et al. [11] showed the use of bag of system call (BOS) for feature
extraction method to secure their virtual machines in the cloud environment.
They initially assumed that VM were not malicious in data collection phase
and services limited. In this technique, each trace system call are pre-processed
under BOS method, where every value represent the frequency of trace. In their
extended work, they used some other method but used Markov model for gen-
erating appropriate normal behaviour. Their technique is more prone to false
alarms.

VMWatcher [12] proposed the prototype implementation of the guest view
casting technique, used for extracting the VM memory information from hyper-
visor. Basically the author used Signature based technique for detecting the
attacks by looking specific signature of the attack in database. The main disad-
vantage with signature based technique is that it cannot detect the attacks from
unknown criterion. They only checked the presence of hidden processes and do
not performed behaviour based analysis.

Gupta et al. [13] proposed an anomaly based algorithm called immediate
system call sequence(ISCS) to detect malware’s, rootkits, VM escape etc in cloud
environment. Their approach fails to detect malware that hides its presence from
security tool. Nitro is a framework for tracing system calls for KVM hyper visor,
based on interrupt forcing mechanism. It is restricted to KVM hypervisor and not
publicly available. Nitro can be used as a module in KVM-based cloud security
tool for tracing system call.

Deshpande et al. [14] made a host based IDS system for cloud computing
environment that create generates the system call logs and used n-gram for
feature extraction. They used KNN classifier only for homogeneous data that is
sensitive to parameter K (number of nearest neighbour). Ensemble algorithm is
not applied that could have given better results.

Varsha et al. [15] developed a malware detection using N-gram based file
signature based method technique basically the author used N-gram technique
to detect the signature of the malware and analysed it. Signature based tech-
nique cannot detect the different pattern of unknown criterion. So using N-gram
technique as signature matching can create many false alarm.

3 VMProtector: Security Design

In this section, a detailed description of the security design of VMProtector is
provided. VMProtector consists of four detection components named (i) Pro-
gram Execution Tracer (PET), (ii) Program Trace Pre-processor (PTP), (iii)
Program Behaviour Detection Engine (PBDE) and (iv) Alert and Log Gener-
ator (ALG). PET performs the execution tracing of monitored programs and
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collects the execution logs in form system call traces. PTP performs the feature
extraction and feature selection of traces. PBDE learns and detects the malicious
program behavior. ALG generates the alerts on detection of malicious activity.
The execution flow is shown in Fig. 1.

The details of each components are given below:

Fig. 1. Execution flow chart of malware detection technique.

3.1 Program Execution Tracer (PET)

Program Execution Tracer (PET) is responsible for collecting the execution trac-
ing logs of the monitored programs running inside the VMs. There are different
utilities available for various OSes for system call log extraction. For Linux-VM,
VMProtector attaches a system call tracer (strace) to all the running processes
to create the individual system call trace log for each of them. The strace utility
produces the traces of monitored programs. Monitored programs can either be
decided by the tenant member and communicated to cloud admin at the time
of registration or automatically taken from program file of monitored machine.
The strace of monitored program produces a long list of system calls, called a
trace. Each trace log is stored in form of the two columns where first column
represents the process id and second column represents the ordered sequence of
system calls. All the trace logs of the monitored programs are merged to create
a behavior log which is later processed by other components to represent the
TVM profile.
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3.2 Program Trace Pre-processor

The extracted system call logs are not enough for behaviour analysis. They are
pre-processed to extract the meaningful information out of them using n-gram
technique. In pre-processing phase, initially, each trace is converted into many
n-grams using a sliding window of size k and gradually shifting the window
by 1 position. PTT further pre-processes the n-grams and stores the frequency
count of each unique n-gram occurring in a trace. For example, let us consider
a trace Ti = {s1s2s3s4s5s3s2s6s7/ where each si is a system call. Each trace
is first converted into collection of n-grams: <m1,m2,m3,m4—-ml> where l is
total number of n-grams obtained after processing the trace Ti. A numeric fea-
ture vector is generated for Ti represented by <b1,b2,b3,b4,b5..bq> where each
bi represents the frequency of occurrence of each unique n-gram in the trace Ti
where q is the total unique n-grams obtained. Numeric feature vectors are gen-
erated for each trace and stored in a common file. Each n-gram is representing
a feature and its frequency is presenting the feature value. For feature selec-
tion, PCA [6] is applied. PCA find a linear projection of high dimensional data
into lower dimensional subspace like the variance retained is maximized and the
least square reconstruction error is minimized. PCA find the center data and
subtract the mean then it calculate the dxd co-variance matrix. The Feature
vector matrix (FVM) log is generated.

c =
ATA

N
(1)

Now PCA calculate the eigenvector of the co-variance matrix (orthogonal). Eigen-
values to be the new spaces dimension. Now the variance in each new dimension is
given by the eigenvalues. So we have a final optimized dataset [6]. The algorithmic
steps for feature extraction and selection are shown in Algorithm 1.

3.3 Program Behaviour Detection Engine

In this phase, Program Behaviour Detection Engine (PBDE) analyses the feature
matrix log which represents the program behavior in both normal and malign
scenarios. Heterogeneous ensemble learning is used to learn and detect the malign
process behavior. Three different machine learnings such as RF [7], KNN [8] and
LR [9] are used to learn the behavior of the monitored programs. The algorithmic
steps are shown in Algorithm 2.

Let us first discuss each classifier briefly. A RF classifier is a ensemble learn-
ing classifier that consisting of a collection of randomized base regression trees
or decision trees. It is a generic principle of classifier combination that use L
tree-structured base classifiers. Every decision tree is made by randomly select-
ing the data from the available data. At the end, all the trees are combined to
form a aggregated regression estimated [7].
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Algorithm 1: Algorithm for Feature Extraction and Feature-Pre-
processing
Result: for every VM, system calls log generation
Log pre-processing() VMi = 1
while VMi! = n do

Execution log=PET(monitored progs)
while Execution log !=EMPTY do

Label=Extract name(New Tracei);
# labelling: normal or malign

while Trace i�= EOF do
FVM=PTP(Tracei)

end
Tracei ++;

end
VMi ++;

end
X data=FVM[,2:n-1]; # Features of the dataset

Y data=FVM[1] # Target of the dataset

pca=PCA(); # feature selection using PCA

pca.fit(X data);
New data=pca.fit transform(X data,Y data);

Algorithm 2: Algorithm for PBDE for learning and detecting the be-
havior of malware running inside VMs
Result: Result about the Malicious behaviour
Learning mod()
Xtr,Xts,Ytr,Yts(New data,Y,test size=0.3) Data split for testing and

training

clf1=RandomForestClassifier();
clf2=KNeighborsClassifier();
clf3=logisticRegression();
Decision Model1=clf1.fit(Xtr,Yts);
Decision Model2=clf2.fit(Xtr,Yts);
Decision Model3=clf3.fit(Xtr,Yts);
detection Engine model( )
pred1=model1.predict(Xtr,Ytr);
pred2=model2.predict(Xtr,Ytr);
pred3=model3.predict(Xtr,Ytr);
final prediction=[];
while i!=length(Xts) do

final prediction=append(final prediction,statistics(
pred1[i],pred2[i],pred3[i])
i++;

end
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The KNN classifier is an instance-based conventional and simplest classifier
that stores all the examples as training data and classifies them until a query is pre-
sented. Every instance in the example is examined and a set of similar instances are
presented to classify the query. Therefore this conventional pattern classification
has no model for approximation but many local approximations are made depend-
ing on the target function for each new query [8]. LR describes the dataset and
the relationship between one dependant variable and one or more nominal, ordi-
nal interval or ratio-level independent variable. The dependent variable should be
dichotomous in nature. Their should be no outlier in the data, which can be con-
verted into the continuous predictor to standardized the scores [9].

The results of three classifiers are combined using maximum voting based
fusion technique to achieve better detection rate as shown in Eq. 2.

C(X) = argmax
B∑

j=1

Pij (2)

Where B is the total number of classifiers and Pij is the prediction probability
of classifier j for class i. Once a process is identified as malicious, an event signal
is communicated to ALG, described next.

3.4 Alert and Log Generator (ALG)

ALG generates an alarm to cloud administrator if malign behaviour is found.
Cloud administrator can then take appropriate action for preventing the mali-
cious activities further. The logs generated by PBDE are share with cloud admin-
istrator to know more details about the processes generating the malicious behav-
ior. He/she can kill the process or can even isolate the VM for performing detailed
analysis.

4 Experiments and Results

In this phase, we describe the dataset, the configuration details of testbed and
detailed experimental analysis.

VMProtector have been validated using University of New Maxico Dataset
(UNM) [16]. Each UNM dataset represents the system call trace of privileged
process such as login, send-mail etc. The following experimental set up have
been used for developing a prototype: Linux machine with 8 GB RAM and 2 TB
hard-disk and Ubuntu 18.04 as Host OS, and one VM with Ubuntu 16.04 and
Xen 4.9 hypervisor. We used python 3.1 and spyder tool for as a programming
framework.

We executed and compared the results of various classifier such as RF, NB,
KNN and ensemble of these classifiers using fusion technique.

The ensemble machine learning algorithm considers different heterogeneous
classifiers: rule-based, distance-based and probability-based. The reason for con-
sidering the different types of classifiers is that the limitations associated with
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one type of classifier can be overcome by other type of classifier. PCA has been
applied as a feature selection algorithm with all these classifiers, as shown in
Table 1. Out of all these classifiers, NB is providing the poor results for all the
UNM datasets. The highest accuracy (92.37%) is achieved by fusion of all the
classifiers for CERT syn sendmail dataset. RF achieved slightly low accuracy
91%, KNN achieved 88.13% whereas NB is achieving very poor accuracy of
54.23% for CERT syn sendmail. For UNM ps dataset also, fusion technique is
achieving highest accuracy of 83.30% which is far better than accuracy achieved
by other classifiers that is between 75% 9%. For UNM live named dataset, NB is
achieving providing very poor accuracy of 80.8%. KNN is providing better per-
formance than NB and is achieving 90.30% accuracy. RF is achieving an accuracy
of 92.0% for UNM live named dataset. Fusion technique is again achieving the
highest accuracy of 93.30% for same dataset. For most of the UNM datasets, the
results achieved by other classifiers are lesser than the fusion technique.

Table 1. Accuracy comparison among different classifier’s on UNM datasets

Data sets PCA + RF + KNN + LR PCA + RF PCA + KNN PCA + NB Mishra et al.’s [10]

CERT syn.sendmail 92.37 91 88.13 54.23 96.217

UNM mixed xlock 96.87 96.87 96.87 84.25 96.54

UNM ps 83.30 75.0 79.16 75.0 89.20

UNM live named 93.30 92.30 90.30 80.8 83.12

UNM synthetic lpr 99.52 99.3 99.4 84.61 98.11

UNM login 85.71 85.1 85.51 64.28 72.10

UNM live inetd 92.15 92.15 92.30 84.61 81.10

UNM ftp 80.0 80.0 80.0 60.3 NA

We have compared VMProtector with existing technique (MSCSD [10])
for securing virtual machines from in cloud environment as shown in Table 1.
MSCSD [10] uses decision tree (DT) algorithm for learning the behavior of pro-
grams and DT is unstable because it uses a tree model for making decisions.
The accuracy of DT totally depends on conditional control statement. There
are higher chances of DT to overfit over the large dataset. For UNM live inetd,
MSCSD is achieving the 81.10% accuracy whereas VMProtector achieves an a
better accuracy of 92.15%. Even for UNM login, VMProtector is providing an
accuracy of 85.71% which is higher than the accuracy (72.10%) achieved by
MSCSD. For UNM live named, there is 10% difference in the accuracy of both
the methods. VMProtector is achieving better accuracy in this case as well. For
UNM synthetic lpr also, VMProtector is achieving slightly better accuracy than
MSCSD. For a few dataset, VMProtector and MSCSD are proving more or same
results. This may be because of the smaller size of such datasets. However, over-
all, VMProtector can be considered as an improved over MSCSD for detecting
intrusions in VMs running in cloud environment.
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Table 2. Detailed performance analysis of VMProtector

Data sets TPR TNR FPR FNR

CERT syn. sendmail 89.79 94.20 5.79 10.20

UNM mixed xlock 100 94.4 5.55 0

UNM ps 80 85.71 14.28 20.0

UNM live named 100 85.71 14.28 0

UNM synthetic lpr 99.33 100 0.66 0

UNM login 100 75 25 0

UNM live inetd 87.5 100 0 12.5

UNM ftp 66.6 100 0 33.3

The detailed performance results of VMProtector is shown in Table 2. For
CERT synthetic sendmail, it is providing a detection rate/True Positive Rate
(TPR) of 89.79% with 5.79% false positives. The overall detection rate lies from
66.6% to 100% and false positive alarm (FPR) ranges from 0% to 14.28% which
is acceptable performance. The false negative rate is also not too high for most
of the datasets. For some of the datasets like UNM mixed xlock, UNM login and
UNM live named, very good performance is achieved. The details about other
datasets can be refereed in Table 2.

5 Conclusion

We proposed a malign process detection system, called VMProtector for detect-
ing malicious behaviour of the programs running inside the virtual machines for
a cloud environment based system call analysis. VMProtector extracts the pro-
gram behavior in terms of n-grams of execution traces of programs and applies
PCA to select important n-grams. The use of n-gram technique eliminates the
need of storing large sequence of system call traces. The use PCA results in
optimized storage requirement and also decreases the execution time of algo-
rithms on reduced dataset. VMProtector applies fusion based ensemble machine
for learning and detecting the behaviour of attacks and their variants. The fusion
based ensemble machine learning algorithm uses Random forest (RF), K-Nearest
Neighbour (KNN) and Logestic regression (LR). It has been validated that fusion
technique is providing the most accurate results.

In future, we would like to add clustering module in VMProtector for detect-
ing completely unseen attacks.
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Abstract. Currently, Android smartphone operating systems are the most
popular entity found in the market. It is open source software which allows
developers to take complete benefit of the mobile operation device, but addi-
tionally increases sizable issues related to malicious applications. With the
increase in Android phone users, the risk of Android malware is increasing. This
paper compares the basic machine learning algorithms and different ensemble
methods for classifying Android malicious applications. Various machine
learning algorithms such as Random Forest, Logistic Regression, Support
Vector Machine, K-Nearest Neighbor, Decision Tree and Naive Bayes and
ensemble methods like Bagging, Boosting and Stacking are applied on a dataset
comprising of permissions, intents, Application programming interface
(API) calls and command signatures extracted from Android applications. The
results revealed that the stacking ensemble techniques performed better as
compared to the Bagging, Boosting and base classifiers.

Keywords: Android malware classification � Machine learning �
Ensemble techniques � Bagging � Boosting � Stacking

1 Introduction

Android is the widely used mobile platform across the world with more than 85% of
the market share [1]. The increasing use of Android-based applications (apps) is
causing the growth of malware. Nearly 17.5 million Android users downloaded
malicious applications from the official Google Play Store in 2017 [2]. These malicious
apps create several serious threats such as information leakage, system damage and
financial loss etc. According to the McAfee report [3], the growth of Android malware
is increasing rapidly with approx 750 million in 2018. Android malware may be
embedded in various applications such as gaming, educational and banking apps etc.
These infected applications can compromise privacy and security by permitting
unauthorized access to rooting devices, private sensitive information, etc. Earlier, most
of the malware detection methods were based on signature-based approach. It uses a
database of known malware signatures and compares each application against this
database. The drawback of this method is that it is not suitable for detection of new
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malware (i.e. zero-day malware) whose signatures do not exist in the database.
Recently, researchers started to use machine learning methods for malware classifi-
cation. The problem in machine learning technique is that it gives high false positive
and false negative rate [4]. Ensemble techniques such as Bagging, Boosting and
Stacking are applied in order to improve accuracy. The goal of this paper is to compare
the different ensemble methods for Android malware classification. The paper is
organized as follows: Sect. 2 provides an overview of related work. Section 3 presents
the approach used. Section 4 provides the experimental results and their comparative
analysis. Finally, Sect. 5 presents the conclusion.

2 Literature Review

In this section, numerous contributions have been explored with the aid of the
researchers in the field of Android malware detection using machine learning. Zhou
and Jiang [5] characterized existing Android malware from diverse components,
including the permissions requested. They recognized the permissions which are
extensively asked in both benign and malicious apps. The author found that malicious
apps have a tendency to request extra permissions than benign ones. In 2012, Sanz
et al. [6] introduced a new technique to detect Android malware applications through
machine learning strategies with the aid of analyzing the extracted permissions from the
application itself. In [7], the author presented a method MAMA that extracts numerous
features from the Android manifest to build classifiers and detect malware. Huang et al.
[8] presented a technique for detection of Android malicious applications based on 20
features. Their experimental results show that an individual classifier is able to detect
about 81% of malware applications. In [9], the author developed a tool named Marvin
that creates a risk by examining an application using static and dynamic features. In
2015, Bhandari et al. [10] developed an approach DRACO that combines both static
and dynamic analysis. It explains the features that contributing to the maliciousness of
the examined application and generates the score. In [11], the author introduced SigPID
named as Significant Permission Identification for detection of Android malware. The
detection device based totally on permission usage to deal with rapid growth in
Android malware. SigPID used machine learning based classification method such as
SVM and Decision tree to classify the apps into malware or benign. The results show
that SVM achieves 90% of recall, precision, F-measure and accuracy. In 2015, Cen
et al. [12] proposed a malware detection method primarily based on permissions and
API calls. They applied probabilistic discriminative model based on RLR (Regularized
Logistic Regression) and compared with other classifier named as K-NN, decision tree,
SVM and Naive Bayes. Yerima et al. [13] proposed a novel classifier fusion approach
named as DroidFusion which is based on the multilevel architecture that enables the
combination of algorithms for improving the accuracy. They applied the various
ranking algorithm on their predictive accuracy in order to drive final classifier. Their
experimental results show that the fusion method performs better for improving
accuracy than the ensemble learning algorithm. Wang et al. [14] applied a different
machine learning algorithm named as SVM, Random Forest and Logistic regression
with static analysis for detection of Android malware apps. For training machine
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learning algorithms they used platform-specific static features and app specific static
features. Experimental results demonstrate that logistic regression performs better in
comparison to other classifiers with 96% of TPR (True Positive Rate) and 0.06% of
FPR (False Positive Rate). In [15], the author introduced a novel dynamic evaluation
framework, referred to as EnDroid, which automatically extracts multiple varieties of
dynamic features to implement effective malware detection. For effective detection of
malware, they applied the stacking ensemble technique. Their experimental outcomes
show that stacking perform better for the detection of Android malware. This paper
presents a comparative analysis of base classifiers and ensemble methods for classifi-
cation of Android applications.

3 Methodology Used

This section discusses the approach followed for comparing the machine learning
algorithms and ensemble methods for detecting and classifying Android applications
into malicious and benign. First of all, a dataset [5] comprising of permissions, intents,
API calls and command signatures extracted from Android malicious and benign
applications is downloaded. Six machine learning algorithms i.e. Naive Bayes (NB),
Random Forest (RF), Logistic Regression (LR), K-Nearest Neighbor (K-NN), Decision
Tree (DT) and Support Vector Machine (SVM) and three ensemble technique i.e.
Bagging, Boosting and Stacking are applied on the dataset using WEKA (Waikato
Environment for Knowledge Analysis) [16] library and their performance is evaluated
based on different parameters. For stacking ensemble technique, the topmost four
classifiers (on the basis of accuracy) are combined in the group of three making four
different combinations. The LR is used as level-2 meta-classifier in stacking. After-
ward, comparative analysis is carried out on the results obtained. The details of the
dataset used, machine learning and ensemble algorithms used are given in the fol-
lowing sub-sections. Figure 1 depicts the methodology of the proposed work.

Fig. 1. Workflow of methodology used
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Dataset Used
Malgenome [5] dataset is used for this work. It consists of 3800 number of instances
which includes 1260 malware and 2539 benign. There are total 215 attributes which are
categorized into 4 parts i.e. API Call Signature, Manifest Permission, Command Sig-
nature, and Intent. At the time of installation, the permission is granted by the users and
these are declared in Android-Manifest file. API calls are needed to interact with the
device. Intents are also described in the Android Manifest file. It is the conceptual
information about an operation, with which we can infer the intentions of the apps.

Base Classifiers

Decision Tree
The DT [17] is used for building regression and classification model in the form of a
tree structure. It focuses on an easily understandable representation form and is one of
the most common learning methods. It can easily be visualized in tree structure format.
A decision tree is built by iteratively splitting the dataset on the attribute that separates
the data into the different existing classes until a stopping criterion is reached.

Random Forest
RF [18] is an ensemble learning method that creates numerous regression trees and
aggregates their results. It trains every tree independently by the usage of a random
sample of the data. This randomness allows making the model more powerful. The
random forest model is excellent at managing tabular records with numerical functions
or categorical functions with fewer than loads of categories.

Support Vector Machine
The SVM [19] algorithm, uses hyperplane to divide the n-dimensional space data into
two regions. It calculates the maximal margin between all dimensions i.e. it is creating
the largest distance between instances, which is reducing the generalization Error. The
basic approach to classify the data starts by trying to create a function that splits the
data points into the corresponding labels with (a) the least possible amount of errors or
(b) with the largest possible margin.

Naive Bayes
NB [20] is a classification technique based on Bayes’ theorem. This classifier is widely
using in text estimation. For instance, many spam filters are using it in order to divide
acceptable content from unacceptable. Usually, the accuracy of this method is relatively
low in contrast with other approaches. However, an advantage of this technique is a
very high speed of classification and also a very good level of tolerance to missing
values. Additionally, NB algorithm characterized by low tolerance to redundant attri-
butes. Continuous features are not permitted here.

K-Nearest Neighbor
K-NN [21] model is also a type of supervised learning algorithm. It is the simplest and
easy than other machine learning techniques. This algorithm is representative of lazy
algorithms. It is based on the assumption that records within a dataset are generally
having the same properties. K-NN algorithm is relatively slow in the classification of
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new instances coming into the model but fast during the training process. Also, this
algorithm is very sensitive to noise in the dataset.

Ensemble Techniques

Bagging: Bagging is also known as Bootstrap Aggregating. Multiple models of the
same learning algorithm are generated over a subset of the training dataset using
random sampling with replacement. For combining the models, the two methods are
used i.e. majority voting and averaging. In majority voting, the final prediction is done
on the basis of votes of each classifier. In averaging, it takes an average of the pre-
dictions of each classifier. In our work, we have used the majority vote method.
Bagging helps to avoid the problem of overfitting and can reduce variance [22].

Bagging Algorithm

For training:

1. Repeat step 2 to 3 for each iteration i = 1, 2, …, n
2. Create bootstrap samples of the training dataset using random sampling with

replacement.
3. Train different classifiers on these samples (NB, K-NN, DT etc.)

For testing:

1. Use a new dataset, to make predictions using base classifiers.
2. Combine the results of all models on the basis of majority voting.

Boosting: This method is used for improving the predictions of the model. Boosting
technique selects instances which give the wrong prediction and modify the weights.
Boosting is a little variation on bagging. In boosting, firstly equal weights are assigned
to all instances. Train the classifiers to make predictions of wrongly classified instances
then modify the weights of incorrectly predicted instances. In the end, take the weighted
mean of all weak learners to make a strong learner i.e. final model [23]. There are
different boosting algorithms such as AdaBoost, Gradient Tree Boosting and XGBoost.
The AdaBoost (Adaptive Boosting) algorithm is used to perform boosting in our work.

Boosting Algorithm

1. Assign equal weights to all instances.
2. Train the classifier to make predictions.
3. Assign higher weights to wrongly classified instances.
4. Repeat step 2 & 3 till the classifier correctly predict the instances.

Stacking: Stacking is also known as stacked generalization. It deals with combining
multiple classifiers generated by different machine learning algorithms. The process of
stacking can be divided into two phases: In the first phase, all the algorithms are trained
using the training data. In the second phase, the predictions from multiple models are
used as input to the second level to build a new model. This model is used for the
prediction on test data [24].
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Stacking Algorithm

1. Select topmost four classifiers (on the basis of accuracy) combine these in the group
of three making four different combinations.

2. Train these models using a complete training dataset.
3. Construct a new dataset of predictions made from multiple base-level classifiers.
4. Train a meta-model i.e. LR using the new dataset created in step 3.
5. Make predictions using this newly formed model.

4 Experimental Results

This section discusses the experimental results obtained. Six different classifiers i.e.
NB, LR, RF, K-NN, DT and SVM (explained in Sect. 3) are executed on WEKA 3.8
under Intel Core i3 processor, 64 bit, 2 GB RAM. All the classification models and
ensemble methods are trained using 5-fold cross-validation. The parameters used for
evaluating various models are True Positive Rate (TPR), False Positive Rate, Precision,
F-measure and Accuracy.

Table 1. Performance evaluation of base classifiers

Classifier TPR FPR Precision (%) F-measure (%) Accuracy (%)

NB 0.959 0.044 95.9 95.9 95.8
RF 0.991 0.016 99.1 99.1 99.0
LR 0.974 0.026 97.4 97.4 97.3
SVM 0.990 0.011 99.0 99.0 99.0
K-NN 0.986 0.015 98.6 98.6 98.5
DT 0.970 0.037 97.0 97.0 96.9

Fig. 2. Comparative analysis of base classifiers
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Table 1 represents the result of six base classifiers. The results show that SVM and
RF give the best accuracy i.e. 99% followed by K-NN which gives an accuracy of
98.5%. The TPR of RF and SVM is also high i.e. 0.99 and FPR is low i.e. 0.016
(RF) and 0.011 (SVM) respectively.

Figure 2 represents the comparison of six base classifiers on the basis of F-measure
and Accuracy. Herein SVM and RF classifiers are proved to be the best among used
base classifiers for the Malgenome dataset.

Table 2 represents the performance of six different classifiers using Bagging
ensemble technique. The results show that classifiers with bagging namely NB, LR,
RF, K-NN and DT give better results as compared to base classifiers. There is no
improvement in results using the bagging technique in case of SVM because bagging
work well with unstable classifiers. There is a minor improvement in TPR and FPR for
classifiers with Bagging as compared to the base classifiers.

Table 3 depicts the performance of six classifiers using Boosting ensemble tech-
nique. The results show that all the classifiers with boosting except SVM give better
results as compared to base classifiers. It is found that classifiers with AdaBoost
algorithm have performed better than classifier with bagging ensemble technique with
majority voting. There is an improvement in TPR and FPR for classifiers with Ada-
Boost algorithm as compared to the classifiers with bagging.

Table 3. Performance evaluation of classifiers using boosting ensemble technique

Classifier TPR FPR Precision (%) F-measure (%) Accuracy (%)

NB_Boosting 0.977 0.030 97.7 97.7 97.7
RF_Boosting 0.992 0.013 99.2 99.2 99.2
LR_Boosting 0.974 0.026 97.4 97.4 97.3
SVM_Boosting 0.988 0.014 98.8 98.8 98.8
K-NN_Boosting 0.986 0.015 98.6 98.6 98.6
DT_Boosting 0.991 0.012 99.1 99.1 99.0

Table 2. Performance evaluation of classifiers using bagging ensemble technique

Classifier TPR FPR Precision (%) F-measure (%) Accuracy (%)

NB_Bagging 0.961 0.042 96.1 96.1 96.0
RF_Bagging 0.992 0.016 99.2 99.2 99.1
LR_Bagging 0.979 0.021 97.9 97.9 97.9
SVM_Bagging 0.989 0.011 99.0 98.9 98.9
K-NN_Bagging 0.988 0.015 98.8 98.8 98.8
DT_Bagging 0.985 0.021 98.5 98.5 98.4
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Figure 3 represents the comparison of the base classifiers with bagging and boosting
ensemble technique on the basis of F-measure. Both Bagging and Boosting showing
better accuracy than base classifiers. Adaboost with NB and DT are performing better
than their bagged versions. Bagging with LR and K-NN has better accuracy than their
boosted version. Bagging and Boosting with RF is giving almost same result.

Herein classifier with boosting i.e. NB, RF and DT are the best among other
classifiers. The classifier with bagging is also performing better with some classifiers
i.e. RF, LR and K-NN.

Fig. 3. Comparison of the base classifiers with bagging and boosting ensemble techniques on
the basis of F-measure

Fig. 4. Comparison of the base classifiers with bagging and boosting ensemble techniques on
the basis of Accuracy

Comparative Analysis of Ensemble Methods 377



Figure 4 represents the comparison of the base classifier with bagging and boosting
ensemble technique on the basis of Accuracy. Herein classifier with boosting namely
NB, RF and DT are shown to be the best among other classifiers. The classifier with
bagging is also performing better with some classifiers i.e. LR and K-NN.

For applying stacking ensemble method, we ranked the base classifiers on the basis of
their accuracy. The ascending order of top four base classifiers is LR, K-NN, RF and
SVM. Following four stacked ensemble models (each consisting of three base classifiers
out of the top four) are designed and tested on the Malgenome dataset using 5-fold cross-
validation.

M1 (RF_SVM_LR)
M2 (SVM_LR_K-NN)
M3 (LR_K-NN_RF)
M4 (K-NN_RF_SVM)

Stacking ensemble method uses a stack of classifiers in order to achieve better
results as compared to the individual classifier. The Logistic regression is used as level-
2 meta-classifier. Table 4 represents the performance of four ensemble models. The
results show that almost all the four models designed using stacking ensemble tech-
niques perform better than the base classifiers and other ensemble methods i.e. Bagging
and Boosting. The accuracy obtained by RF_SVM_LR is 99.3% followed by LR_K-
NN_RF and K-NN_RF_SVM which provide an accuracy of 99.2%.

Table 4. Performance evaluation of four stacking ensemble models

Ensemble models TPR FPR Precision (%) F-measure (%) Accuracy (%)

RF_SVM_LR 0.993 0.008 99.3 99.3 99.3
SVM_LR_KNN 0.992 0.011 99.2 99.2 99.1
LR_KNN_RF 0.993 0.009 99.3 99.3 99.2
KNN_RF_SVM 0.993 0.009 99.3 99.3 99.2

Fig. 5. Comparison of top four base models and stacking ensemble models
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Figure 5 depicts the comparative analysis of the top four base models with the
stacking ensemble approach in terms of F-measure and Accuracy. The stacking
ensemble approach gives the highest accuracy to classify malicious apps. It is clear
from the results that the models designed with stacking ensemble technique show
significant improvement over base classifiers.

5 Conclusion

With the increase in Android phone users, the risk of Android malware is increasing.
So there is a need to develop an effective technique for better classifying the malware.
This paper presented a comparative analysis of base classifiers and three ensemble
techniques i.e. Bagging, Boosting and stacking for classifying Android apps. It is
concluded that ensemble techniques perform better as compared to the base classifiers.
Further stacking ensemble technique outperforms in comparison to Bagging and
Boosting ensemble technique. The comparison is done on the basis of F-measure and
Accuracy. It is revealed from the results that the overall stacking ensemble model has
improved accuracy in contrast to the base classifier accuracy. The result shows that the
combination of RF_SVM_LR performs better as compared to the other ensemble
models. The accuracy obtained is 99.3%.
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Abstract. Stock market trend analysis is very crucial for the under-
standing of the way stock market attributes can fluctuate with time.
Also it helps investors to analyse when to buy and/or sell financial instru-
ments. Even though the predictions can be made with a certain degree
of accuracy, the ultimate aim is to minimise the risk associated with the
predictions. In this work, Linear regression, Ridge regression, Bayesian
Ridge regression, Lasso regression and FBProphet forecasting models
are used and compared to predict stock market prices for a particular
dataset with a benchmark accuracy. Also, on the basis of the used fore-
casting models, we have devised a new risk function for long-term stock
market predictions. This risk function is derived from the risk functions
proposed by NIST and MEHARI.

Keywords: Stock market trend analysis · Time-series data analysis ·
Predictive modelling · Regression · Risk functions

1 Introduction

One of the most volatile and fluctuating dynamics of the world is the stock
market. A stock market is essentially a huge and complex system in which stocks
- shares of companies that indulge in public trading - are issued, then bought
and consequently sold, and this process goes on in this cyclic fashion. As much
as it is a place where the experienced people pit their expertise against others,
the stock market not only takes into account people’s sentiment and the public
trends in general, but also the technicalities and the economic factors that play a
very major role in this domain. A very noteworthy view in case of stock markets
is that the stock market is a highly adversarial system of trading [14].

Importance of Stock Market Prediction: Stock market predictions are
essentially what is the ruling factor of all the dynamics of every society. Stock
market prices actually influence the social political and, needless to say, eco-
nomic dynamics of the world we live in. Hence predicting stock market values
will essentially predict the future. But then, we cannot make predictions with
accuracy that is actually useful. Suppose for instance, we get predictions of
c© Springer Nature Singapore Pte Ltd. 2019
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accuracy 0.8 and 0.9 respectively. Then what we actually take into account are
the mis-predictions of values 0.2 and 0.1 respectively. Hence, since we cannot
increase the accuracy, what we can actually do with various regression analysis
techniques, is minimise the risk associated with these predictions. So the ulti-
mate aim for stock market predictions is to minimise the risk and consequently
increase the accuracy of the predictions.

It is important to note however that technical analysis does not always lead to
correct or even desirable results. However, it is not correct to discredit technical
analysis; since it does help the investor to take informed decisions and make
knowledgable predictions with respect to certain securities/stocks [15].

Analysis, documented and properly calculated, technically, will not only help
us to take appropriate decisions but also help us make near-accurate predictions
about the stock market trends and values in the future. The three most signifi-
cant benefits of proper technical analysis on stock market data for stock market
predictions, irrespective of whether it is long-term or short-term, are:

• It will help to easily identify the support and resistance levels in that partic-
ular security.

• It will help to take informed decisions about good (or bad) entry points.
• Most significantly, it will help to easily spot trends and patterns in existing

historical data and make informed and knowledgable predictions about the
future with respect to the particular stock/security that is being technically
analysed.

The objective of our work is to analyse the factors influencing our predictions
and henceforth measure the risk for the predictions. Also, here several regression
techniques are used and compared to deduce the risk that is involved in this
prediction game.

2 Review of Existing Literature

Supervised learning encompasses different regression techniques. Regression
analysis was first coined based on a biological phenomenon - that the descen-
dants of ancestors who were originally very tall, had heights that were gradually
decreasing towards a normal average or the mean; in other words, the values were
regressing down towards the mean value [1]. This concept has, since then, been
put to use in largely statistical analogies, and is now a proven way to explain
the relationships between the variables that are of explanatory nature and the
cumulative distribution of all the recorded responses [2].

Non-parametric forms of regression, Bayesian and Naive-Bayesian regression
methodologies and multi-predictor-valued regression methodologies are some of
the rather important advancements on the statistical front [3].

In their work, Pedregosa et al. developed scikit-learn, the highly beneficial
machine learning library to be used complementary to the Python programming
language. Some of the rather very significant objectives that have been met
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by scikit-learn include fast and convenient implementations of a wide range of
regression analysis techniques and methodologies in code for machine learning
purposes [4].

2.1 Linear Regression

The linear regression model is the most basic of all the models that are a part
of the module under scikit-learn called the sklearn.linear model. The main aim
of these modules is to implement comparatively statistically generalised models
based on linear regression analysis techniques. The LinearRegression module is
essentially the ordinary regression analysis taking into account the least squares,
the class definition for which is as follows:

class sklearn.linear model.LinearRegression ( )

As far as the implementation of this statistical technique is concerned, it is
very convenient, since this method takes into account only the Ordinary Least
Squares segment. To add to the convenience, the segment has been wrapped
into an object of type predictor such that it allows for easy usage and provides
efficient and reliable solutions.

The scope of this LinearRegression() class is to help us make a pattern for
the prices of a stock with respect to dates, and use it to make predictions for
the unknown dates, which serves as the test data.

2.2 Ridge Regression

The implementation of Ridge Regression enters the domain of statistical analysis
with the help of the concept of Regularisation. The Ridge module works under the
linear model of scikit-learn using the principles of l2 regularisation. So the main
principle behind ridge regression is to combine the least squares results obtained
in linear regression, with l2 form of regularisation; and the aim of this module is,
like that of LinearRegression, to minimise the cost function J(θ), where:

J(θ) =
1

2m
[
m∑

i=1

(hypothesis − predicted values)2 + λ

m∑

j=1

θ2j ]

The l2-norm of regularisation is evident from the latter half of the equation

shown above, in the segment: λ

m∑

j=1

θ2j ,

where the values of the weights of the parameters are squared to give the regu-
larised term, after multiplication with the regularisation factor (denoted by λ).
This form is also called Tikhonov regularisation [5]. The class definition for the
Ridge module is almost an evolution over that for LinearRegression, that has
been previously defined, which is as follows:

class sklearn.linear model.Ridge ( )
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2.3 Bayesian Ridge Regression

The Bayesian Ridge Regression is very much similar to the normal Ridge Regres-
sion. In fact, it is nothing more than a significant improvement over the ordinary
least squares methodologies followed till now; despite the fact that as of today,
there are many disagreements over the most optimised version of ridge regres-
sion [6]. The class definition for the BayesianRidge module, shown below, adds
to that of the Ridge module with the implementation of fitting a particular
Bayesian Ridge Regression statistical analysis model, followed by the optimisa-
tion of the significant-role-playing parameters, namely the regularisation param-
eter (denoted by λ) and the noise precision (denoted by α).

class sklearn.linear model.BayesianRidge ( )

Ridge regression is by far quite capable of preventing any forms of over-fitting
to given data leading to poor results on new data. The Bayesian Ridge Regres-
sion technique is essentially an almost equivalent methodology that takes merit
in being a very flexible approach with respect to construction of the models for
a given problem [7]. The bayesian technique is actually very intuitive when we
take into the account the uncertainty about the estimations of the weights of the
parameters involved, to help in the process of regularisation. The advantages of
the BayesianRidge computational module are quite pronounced. Not only does
it have provisions for the proper studying and estimation of the posterior proba-
bilities with regards to the weight coefficients of the parameters, but also aids in
easy interpretation. Adding to it, is the fact that there is an enhanced experience
with respect to flexibility in the design of the models for any given problem sce-
nario. However, the only noticeable and significantly observable drawback of this
approach employing the Bayesian ridge regression is that the result predictions
take significantly more time to be solved and computed.

2.4 Lasso Regression

The Least Absolute Shrinkage and Selection Operator (Lasso) is in itself a sta-
tistical method for regression analysis. The model that is analysed by the Lasso
regression technique is not only more accurate with respect to the prediction
scores, but is also significantly interpretable. This is because lasso not only fits
the parameters, but also penalises the coefficients (or the weights) such that
we can effectively assign importance levels to the coefficients, understand their
significance in the analysis and the score-predictions by the model, and use this
knowledge to essentially totally disregard some of the coefficients (depending on
their “importance levels” of course), and make use of only the most significant
ones in the prediction process [8]. The Lasso module strives to implement the
same concept. However, the equation that implements this form of regression
analysis, the lasso is as follows:

J(θ) =
1

2m
[
m∑

i=1

(hypothesis − predicted values)2 + λ

m∑

j=1

||θj ||][5]
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The class definition for the Lasso module is given below:

class sklearn.linear model.Lasso ( )

All the 4 modules discussed here, undertake some common set of functions,
that are denoted by the pre-built methods for the same in the scikit-learn library
for Python. The method-descriptions are as follows:

1. Fitting the Model: For fitting the linear regression model for any particular
regression analysis problem, it is important to call the fit method, the syntax
for which is: fit (X, y, sample weight = None)
The returned value is self - which is essentially an instance of the model itself.

2. Getting Estimator Parameters: To get the parameters for any given esti-
mator, the implementation is: get params (deep = True)
This returns a mapping (params), from that of names of the parameters con-
cerned to their values.

3. Setting Estimator Parameters: To set the parameters for any given esti-
mator, the implementation is: set params (**params); and this works not
only with single estimators, but also with pipelines and other nested objects
of that nature. It is convenient in the sense that it is possible to easily update
all the components of a nested object. The returned value is self - which is
essentially an instance of the model itself.

4. Making Predictions Using the Model: To predict by making use of the
linear regression model (the LinearRegression(), module to be specific), the
implementation is simply: predict (X), where X is an array-like shape or a
sparse data-representation. The value that is returned by this function is also
an array - the predicted output measurements.

5. Checking the Performance Score: By using score(X, y, sample weight
= None), we can find the performance score of the model with respect to a
particular regression analysis problem. The score of a prediction is essentially
its coefficient of determination (R2). The coefficient R2 can be defined as
R2 = 1 − (u/v), where u is essentially the residual sum after the squaring,
and v is the actual cumulative sum of the squares, such that:

u =
∑

(y true − y prediction)2, and

v =
∑

(y true − y true.mean())2.

The value that is eventually returned from this method is the float-type
value of the coefficient of determination (R2), which is the prediction score for
the model.

2.5 FBprophet

The FBProphet forecasting model is a relatively new development in the field of
time-series forecasting. This statistical practice applies not only to linear forms
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of regression but also non-linear regression analysis techniques. According to
Taylor et al. [9], FBProphet is providing a very practical approach to what
is known as forecasting-at-scale. Prophet makes use of a decomposable model
for the time-series forecasting, and has three main components, namely, trend,
holidays and seasonality. It is noteworthy that the model is similar to a GAM or
generalised additive model in the fact that apparently time is the only regressor,
whereas many other linear (as well as non-linear) derivatives of time are the
components of the model. The trend function serves to model non-linear and
non-periodic changes in time-series values; the seasonality component takes care
of the periodic (for instance, yearly) changes in the time-series data; and last
but not the least, the holidays function makes sure that even the effect of sudden
and potentially irregular changes in schedules affect the time-series data values,
prominently seen over one or more days. The Prophet forecasting time series
model can thus be expressed as:

y(t) = trend(t) + seasonality(t) + holidays(t) + εt,

where, the term εt refers to idiosyncratic changes [9] in the model that are not
accommodated by the same, and y(t) refers to the trend of the overall model.

2.6 Risk Analysis

The primary concept worth noting with respect to the value of the bid-ask
spread is to make sure that the investors would be at a disadvantage irrespective
of the predicted value of the bid-ask spread [10]. A very crucial step in the
domain of risk analysis and management, thereafter, is the actual calculation
with respect to the risks that are actually present in the current scenario [16].
For this very reason, risk functions have been devised to streamline the process of
risk calculation. Two very important and significant risk functions, among others,
that have been around for quite some time now are the NIST risk function [12]
devised by the NIST (the National Institute of Standards and Technologies) and
the MEHARI (Method for Harmonised Analysis of Risk) risk function [11]. It is
noteworthy that although other risk functions are in use, which are somewhat
more efficient than the NIST or the MEHARI risk functions, these two risk
functions help to properly depict the causes and the consequences when it comes
to risk in long-term stock market predictions.

The NIST Risk Function: The NIST risk function is a quantitative as well as
qualitative tool for the analysis and calculation of risk associated with a partic-
ular scenario [12]. This risk function takes as input, the impact of a given threat
or vulnerability (or, the many factors that determine stock market prices and
their fluctuations), and the likelihood of that impact factor, which is essentially
the probability associated with that risk factor ever occurring. The output of
the risk function is of course the “Risk” value, which is quantitatively defined on
a number of scale of suitable range. Both inputs, the impact and the likelihood
can have their values in qualitative as well as quantitative terms.
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The MEHARI Risk Function: The MEHARI risk function is almost exactly
similar to the NIST risk function, both structurally and functionally. The main
difference lies in the fact that the MEHARI risk function takes into account
everything in a qualitative way. Consequently, the inputs to the risk function,
i.e. the impacts and the likelihoods, are both defined only qualitatively [11].
Also, the output, which is the risk associated, is defined qualitatively, and hence
cannot be defined numerically.

3 Methodology

The dataset that has been used in the regression techniques have been recorded
for each working day for the period of approximately 8 years. The conventional
name of the financial security, of which this dataset is a part, is called the
SP500. To be precise the daily SP500 values have recorded in the dataset from
December 8, 2008 up until August 30, 2017. According to this dataset, there are
approximately 252 entries for one full year of SP500 data.

The regression analysis resulted in:
a score of 0.936747975549684 (approximating to 0.93 over 5 rounds of testing)

when model.LinearRegresssion() was used on the dataset,
a score of 0.9474807086816863 (approximating to 0.945 over 5 rounds of

testing) when model.Ridge() was used on the dataset,
a score of 0.9545439315539958 (approximating to 0.954 over 5 rounds of

testing) when model.BayseianRidge() was used on the dataset, and
a score of 0.9568207062764479 (approximating to 0.96 over 5 rounds of test-

ing) when model.Lasso() was used on the dataset.
The results can be depicted on the plot as given in Fig. 1.
The prediction by the FBProphet forecasting model can be used to actu-

ally visualise the model training parallel to the actual data points. This can be
visualised in Fig. 2. Likewise, the final outcome from the FBProphet forecast-
ing model has been depicted in Fig. 3. The greyed out areas are essentially the
confidence-bounds as well as the predictions for the values and the predicted
confidence-bounds for the respective values, over the course of the next two
years which have been used to serve the purpose of a test-dataset. The results,
as can be seen, are quite consistent initially, but then diverge out (the confidence-
bounds) for later periods of time. So, FBProphet might not apparently be able
to perform as efficiently for the long-term predictions as compared to predictions
for a shorter time.

3.1 Proposed Risk Function

To make sure that the risk associated with stock market predictions can be
analysed and predicted to a certain extent, a new risk function needs to be
devised that might turn out to be an improvement over the likes of the NIST
and the MEHARI risk functions. The risk function that has been devised to
particularly fulfill the needs for risk analysis in the domain of long-term stock
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Fig. 1. Comparative study of the regression analysis techniques

Fig. 2. The FBProphet forecast result for 8 years

market predictions is based loosely on both the NIST and the MEHARI risk
functions. Like the NIST and the MEHARI risk functions, it has qualitative
valuation for the inputs, “Impacts” and “Likelihoods”. Complementary to that,
the risk function also includes the quantitative valuation of the input parameters,
allowing for scaling and suitable-range-selection for the same. However, unlike
the lenience that is allowed by the NIST risk function with respect to the value-
levels, the new risk function has a fixed set of 4 levels for each of the input
parameters, not unlike the MEHARI risk function. The output for the newly
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Fig. 3. The FBProphet forecast result with final predictions

devised risk function for long-term stock market predictions and risk analysis,
is of course the risk associated with an investment taking into account a given
impact factor for a particular likelihood. Like the NIST risk function, this output
value is quantitative in nature, and akin to the MEHARI risk function, there are
strictly 4 levels (or, ranges) of risk that are attributed to the quantified output
value. The new risk function can be seen in Fig. 4.

Fig. 4. The new risk function

The impact areas include, but are not limited to factors that affect the stock
market namely, momentum, mean reversion, martingales, volatility, stock valu-
ations, interest rates, economic outlooks, inflation (and/or deflation), economic
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and political shocks, changes in economic policies, exchange rate valuations,
supply-and-demand factors, market (or sometimes, even individual [17]) senti-
ments, and so on and so forth.

4 Future Prospects of Study

The long-term predictions for the stock market with regression analysis tech-
niques and the FBProphet forecasting model, and the risk analysis, have kept
huge scope for improvement and future prospects for in-depth study.

1. The first scope of future prospects that this has given us is to study not
only the effect of prices for corresponding dates, but to also include other
factors in the correlation, such as the volume of the security, the asking price,
the bidding price, the bid-ask spread [13], and so on and so forth, either
individually or in conjunction with each other.

2. The second scope for improvement and future studies lies in the fact that we
can now incorporate even short-term prediction studies to make sure that we
can understand the economic dynamics even at a smaller time-scale, which
might include other important factors such as election-effects, political fluctu-
ations, social dynamics and day-to-day sentiments, terrorist attacks, natural
calamities et cetera.

And the most significant outcome from these 2 areas of study is that we will
not only be able to improve on the newly devised risk function for risk analysis
in stock-market predictions, but also be able to evaluate and consequently, map
and classify new forms of risk associated with this domain, such as market-value
risk, headline risk, rating risk, obsolescence risk, detection risk, legislative risk,
inflationary (and/or deflationary) risk, interest-rate risk, business-model risk,
marketability risk, convenience risk, safety risk, purchasing-power risk, politi-
cal/societal risk, and so on and so forth.

5 Conclusion

The ultimate aim of stock market prediction is to make sure that the risk is
minimised. Increasing the accuracy might seem synonymous to the previous
statement, but it does not hold true for all scenarios. Even when we make pre-
dictions with the maximum accuracy (in the ideal case), a certain percentage of
risk persists. However, the more the risk can be analysed and ascertained with
efficiency, the more knowledgable will be the decisions that are taken on the part
of the investor, or any other individual entity linked to the stock market. The
aim of this paper is to state that regression analysis studies and other forecasting
models can predict future trends in the long-term stock market dynamics with
certain accuracy, but only when it is combined with a proper risk function, to
properly analyse and mitigate the risk, is it actually fruitful in terms of bene-
fits provided to the real world. The results obtained from this study can safely
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suggest that, not only are we on the right track to properly work out risks associ-
ated with stock market predictions and consolidate the importances of regression
analysis in stock market predictions, but also pave the way for future studies
and improvements for more refined analysis strategies and efficient results.
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Abstract. The website has become an important factor in digitization. In recent
years the airline industry has moved to online channels to increase customer
base and provide timely information and services to the users. Persons with
cognitive, mental, physical, sensory impairment also access these websites. To
make these websites equally accessible to these disabled people, website
designers should include the accessibility options in their design. An accessible
website not only increases the participation of the disabled person in the digital
environment but also make it more usable to everyone. Web quality parameters
like usability and accessibility play an important role in customer attraction and
retention. Therefore, the objective of this paper is to evaluate the quality of
websites of airlines based in India. The evaluation is done on the basis of
accessibility, usability, and readability of the website using online automated
tools. Usability of the Indian airline websites is evaluated on various parameters
of the website such as page size, page load time, number of broken links on the
page. Accessibility evaluation of the website is done by checking the compli-
ance of Indian airline website with web accessibility guideline 2.0 and evalu-
ating the color contrast errors which makes the website inaccessible to
cognitively disabled persons. Finally, the mobile-friendliness of websites is
evaluated using online tools. The result of the study shows that none of the
Indian airline websites satisfies the WCAG 2.0 accessibility guidelines and
suffers from serious usability issues.

Keywords: Accessibility � Usability � Web accessibility guideline 2.0

1 Introduction

In the present digital world, the growing number of internet users has made web quality
an important factor for accessing online services and increasing the customer base of an
organization. The advances in information technology and the internet have opened
new dimensions in the e-commerce industry. The traditional way of doing offline
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business has been shifted to the online platform and managing an effective e-commerce
website for attracting customers for business promotion is the success mantra for any
industry. The international telecommunication union report of 2017 has claimed that
total global internet user has reached to 3.5 billion in 2016 and expected to reach 3.9
billion by the end of 2017 which has 54% of the global population [1].

The airline industry has also been heavily impacted by the IT revolution, the
adoption of the internet by the airline industry has generated a huge increase in its
profit. Almost all the airlines have their own website for direct contact with customers
and provide them timely information. The report of International air transport associ-
ation (IATA) [2] shows that in 2016, airline website contributed to nearly 33% of the
airline ticket booking and 2% of ticket booking was done using the mobile app or
mobile optimal websites and by 2021, the booking through website and mobile are
expected to reach 45%. IATA reports that by 2021 worldwide there will be a more
number of older passengers than today. There will be 12% more people in the age
range of 55 to 64 and 18.9% more people older than 65 years of age and forecast India
as one of the most tourism spending country and places it on the fourth position. In the
view of these facts to achieve market sustainability, Indian airline participants should
have a full-fledged high-quality website that caters the need of every age group people
and any elderly or physical disability should not become the barrier in web accessi-
bility. A poorly designed website will result in users dissatisfaction in service provided
and will result in a loss in sales. Websites with ease of navigation are more likely to be
used by the customers and will also attract new customers. As suggested by Spencer
Ivey [3] usability and accessibility of the website are the two important website design
metric.

In 1998 usability is defined by International standard organization ISO9241 as
“usability is the extent to which a product can be used by a specified user to achieve
specified goals with effectiveness and efficiency”.

The WHO report of 2011 on disability reported that 15% of the world’s population
is suffering from disabilities [4] and the social and economic inclusion of these people
indeed is a great challenge for the developing country like India. To cater the need of
these differently able people India has adopted the Right of persons with disability act
on 27 December 2016 which ensures that the person with a disability to enjoy equal
rights in accessing physical environment, information and communication technology
to web-based services.

W3C has published Web Content accessibility guideline(WCAG) [5] to make the
web accessible to all. The first version of these guidelines known as WCAG 1.0 was
published in 1999, the second version WCAG 2.0 was published in 2008 which has
been adopted by most of the countries as the accessibility guidelines. Recently WCAG
2.1 has been released which is based on WCAG 2.0 with some additional checkpoints.

The aim of this paper is to evaluate the usability and accessibility of the website of
the Indian airline industry as many studies in the literature suggest that usability and
accessibility are key factors in website development. The rest of the paper is organized
as follows: Sect. 2 gives the Literature review, Sect. 3 lists the research questions,
Sect. 4 gives the overview of methodology automated tools and parameters used in the
study, Sect. 5 gives the overall results, and finally conclusion is discussed in Sect. 6.
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2 Literature Review

Worldwide much research has been done to evaluate the quality of the airline website.
The authors [6] performed the usability analysis of the airline websites operating in
turkey on seven functional characteristics namely information provision, networking,
participation, campaigning, online processes, mobile application, and social media
application and six delivery characteristics of the website. The results revealed that
websites have improved from 2012 to 2014.

In another study of turkey airline [7], the author proposed the website performance
framework using hybrid multi-criteria decision-making techniques and evaluated the
performance of 11 airlines on seven parameters using online diagnostics tools.

In [8] authors performed the usability evaluation of the airline website on three
important airline website’s functionalities namely airline ticket purchase, airline
package purchase, and airline check-in service using heuristic evaluation. The results
showed that the majority of websites have three major usability issues namely presence
of broken links, absence of help menu and has consistency errors.

In [9], the authors proposed a method to evaluate web usability of Emirates airline
website based on five user’s task evaluated on three usability metrics namely time to
complete the task, total mistakes done and mistake time. Results showed that out of five
tasks, the task of ticket purchase fails on all three parameters and the best result is
obtained for the task of flight search.

In the study of Malaysian airline website [10], the author measured the performance
of airline websites using fuzzy and non-fuzzy MCDM techniques. Websites were
evaluated considering load time, page size, broken link, markup validation, page rank,
traffic as the web quality parameters, using online tools to collect the data. The authors
also proposed a hybrid multi-criteria decision-making model approach to rank the
website. The results showed that four Asian airline websites did not meet the website
quality criteria and needed improvement.

A framework (ASEF) focusing on the airline industry on the Web was proposed by
Apostolou et al. [11] to be used as a guide in order to improve the online services of the
airline industry and also, evaluated the sites of thirty major airlines across all over the
world based on the Index. The model was based on five dimensions namely interface
design, site navigability, information content, the reliability of embedded software
functions and appropriateness of technical implementation. This framework not only
ensures the delivery of service to the customer but was also useful for developer of the
airline website.

In recent studies, Oyefolahan et al. [12] evaluated the usability and accessibility of
websites of Nigerian airline. The heuristic method was used to evaluate the usability
and four different automated online tools for checking the compliance of the website
with WCAG 2.0 accessibility guidelines. The result showed that the website under
study had many functional usability and accessibility error and most of the Nigerian
airline website needs improvement.

Alwahaishi et al. proposed the framework for evaluating the quality of airline
website based on four parameters namely website design, Informational content,
transactional content and customer support and evaluated the seven airlines of the
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Arabian Gulf. Statistical correlation among various parameters was identified and
finally, the author proposed an Airline Website Assessment Index (AWAI) [13].

Another similar study conducted on Indian healthcare websites evaluated the
accessibility, usability and security aspects found that the hospital websites are not
mature enough and they are neglecting the usability and accessibility parameters in
their website design and need lots of improvement in order to meet the expectation of
people and motivate them to use the digital media for health-related information [14].

3 Research Questions

In order to investigate the quality of airline websites, the following research questions
were formulated

1. What is the status of accessibility of airline websites according to WCAG 2.0
accessibility guidelines?

2. What is the status of usability of Indian airline website based on the various
parameters?

3. What is the readability score of the airline websites using Flesch Kincaid readability
ease score?

4 Methodology

In this paper, home pages of websites of airlines based in India were investigated for
usability and accessibility criteria. As shown in Table 1, a total of 9 Indian airline
websites were investigated. Accessibility evaluation of website under study is based on
Web Content Accessibility Guideline (WCAG). The World Wide Web consortium
publishes the web content accessibility guidelines, following these guidelines makes
the web accessible beyond the limitations of disabilities. Thus forming a global web
quality standard. The first version WCAG 1.0 was published in the year 1999 [15].

WCAG 1.0 consists of 65 checkpoints divided under fourteen guidelines and has
three conformance level A, AA, AAA. Later in the year 2008, the second version of
accessibility guideline WCAG 2.0 was published [16]. WCAG 2.0 consists of twelve
guidelines included under four principles namely perceivable, operable, understandable
and robust. The first principle perceivable ensures that information present on the web
should be easily perceived by the user irrespective of any physical disability, Operable
ensures that the web interface provided is operable and provide easy navigation on the
web, Understandable principle ensures that the web content and the operation should be
understandable by all, Robust principle ensures that the assistive technology can be
easily embedded in the web page so that web is accessible to all and any future
technological advancement can be easily adapted, to implement and test these princi-
ples these guidelines consist of sixty-one testable success criteria.

Indian Airline websites under study are evaluated against WCAG 2.0 guidelines.
There are many automated online tools available to check the conformance of

WCAG 1.0 and 2.0. The tool employed for evaluating website accessibility in this
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study is Taw [17]. Taw is a set of tools for analysis of the accessibility in websites. It is
an online service to check the accessibility of websites using the URL and generate a
summary of an error on the analyzed page.

To evaluate the usability status of the website under study, page load time and page
size are evaluated using Pingdom online tool [18], broken links of the website were
evaluated through websitepulse tool [19], online version of WAVEAIM tool [20] is
used to evaluate the color contrast error on the webpage, readability score of the
websites are evaluated using the Webpagefx tool [21], Mobile friendliness and mobile
page test is evaluated using the tool illustrated in Table 2.

Expert manual evaluation of the website under study is done to evaluate the
presence of search option on the website, presence of Multilanguage option of the
webpage which increases the usability, presence of sitemap and presence of screen
reader on the webpage.

5 Results

The result of the study for accessibility, usability, and readability are presented in the
following section.

Table 2. Tools used

Parameter Website

Mobile friendly Google mobile-friendly test
Desktop web accessibility test Taw
Broken links Websitepulse
Color contrast errors Wave
Load time Pingdom
Page size Pingdom
Readability Webpagefx

Table 1. List of Airlines websites evaluated

Sr. No. Website name

1 www.airindia.com
2 www.jetairways.com
3 www.goindigo.in
4 www.airindiaexpress.in
5 www.spiceJet.com
6 www.goair.in
7 www.airvistara.com
8 www.trujet.com
9 www.zoomair.in
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5.1 Accessibility Analysis

Accessibility errors reported by TAW tool is shown in Table 3. A total of 2643 errors,
averaging 293.6 errors were found in the websites under study. The result shows that
the minimum number of accessibility errors was 63 for the website of jetairways and
the website of goindigo reported maximum accessibility errors (414 in number). 44%
of websites had accessibility errors greater than the average number of errors of the
websites under study.

As shown in Fig. 1, 40% of errors reported were of the perceivable type, showing
that the information presented on the webpages of the airline websites are perceived
with difficulty. 28% errors were of robust type i.e., assistive technology can’t interpret
the information presented on the page. 18% errors were of the understandable type,
resulting in content or operation on webpage beyond the understating of the end user.
14% of errors lie in the operable category, resulting in the non-operable interface.

The most frequently violated WCAG2.0 success criteria are listed in Table 4.
Criteria 1.1.1 Non-text content ensures that all the non-text content of the webpage
should have an equivalent text alternative. Criteria 1.3.1 ensure that information and
relationship of content should be preserved while presenting the content through
assistive technology tools to a disabled person. Criteria 2.4.4 and 2.4.9 ensures that the
text of the hyperlink on the webpage should define the purpose of the link. Criteria
2.4.10 and 3.3.2 ensures the proper organization of web page by dividing the webpage
into different sections and each section have a proper heading. It also ensures that the
page should have the proper information that can guide the people with a disability
while navigating and providing input through a web page. Criteria 4.1.1 and 4.1.2
ensures the compatibility of the web content with future assistive technology. Failure of
these success criteria will hinder the use of the assistive technological tool on the
website by the disabled people thus making it inaccessible to them.

Table 3. Accessibility issues reported by TAW of Perceivable (P), Operable (O), Understand-
able (U), Robust (R) category.

Websites P O U R Total

www.airindia.com 14 42 13 14 83
www.jetairways.com 9 32 4 18 63
www.goindigo.in 342 141 155 176 814
www.airindiaexpress.in 59 15 19 21 114
www.spiceJet.com 189 40 88 190 507
www.goair.in 186 41 75 136 438
www.airvistara.com 121 55 53 110 339
www.trujet.com 47 17 23 30 117
www.zoomair.in 75 13 38 42 168

Evaluating Accessibility and Usability of Airline Websites 397

http://www.airindia.com
http://www.jetairways.com
http://www.goindigo.in
http://www.airindiaexpress.in
http://www.spiceJet.com
http://www.goair.in
http://www.airvistara.com
http://www.trujet.com
http://www.zoomair.in


Another important factor that affects the people’s ability to perceive the information
presented on the web is the color contrast between the background of the web page and
the text written on it. The color contrast error on the webpage will hinder the acces-
sibility of the vision impaired person as he will not be able to recognize and distinguish
between text, links and other web component present on the web page, thus decreasing
the usability of website as the vision impaired person will not be able to perform simple
task on airline website such as flight booking, route identification and even navigation
on web page [22]. WCAG 2.0 accessibility guideline caters the need of these visually
impaired people by including Success Criterion 1.4.1 and 1.4.3. The objective of
former Success Criterion is to ensure that people with color vision disability should
easily perceive the difference in color on the web page and later ensures the use of
minimum contrast between text and background so that it can be perceivable and
understandable by the people with low vision. All the websites under study had very
low contrast shading with contrast errors ranging from 5(airindia express) to 164
(airvistara). Results of contrast error are shown in Table 5.

India is a diverse country in which more than 122 languages are being used so in
the Indian context the webpage should present the content in other regional languages
also and website should provide the option for changing the language of the web page
which increases its usability so the Language of the webpage is an important criterion
for increasing the accessibility of the webpage. WCAG Criteria 3.1.1. (Language of
Page) ensures that user agent and assistive technology like screen reader can identify
the syntax and semantics of the language used on the page so that the text of the page
can be correctly rendered by them. On analyzing the website for language, it was found
that almost all the websites were in English and had no other language option. Only 1
website provided the option of Hindi Language.

Fig. 1. Percentage of different categories of WCAG 2.0 errors
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Another web accessibility feature important for differently abled people is the
presence of a screen reader. Screen readers are audio interfaces that allow visually
impaired users to use computers by reading the text on the computer screen. Only one
website had a screen reader option. Results are shown in Table 5.

5.2 Usability Analysis

The usability of a website tells us how easily effectively, efficiently, and satisfactorily
users use the websites and get the information they require. Apart from the content,
user experience in using the website contributes greatly to increase the usability of the
website and increases its user base. If the website is difficult to use, users are more
likely to leave it.

The factors that affect the usability of the website include response time, loading
time, broken links, search option, sitemap, and how a website is rendered on mobile
devices.

Sitemaps are a visual representation of the entire website for users to understand the
website’s areas in a single glance. Sitemaps help users navigate the website quickly and
easily. Sitemaps help a visually impaired user to jump to a specific section on the
website. Only 5 websites under study had a sitemap. Average load time of websites
under study was 4.6 s and the average response time was 2.1 s. The average page size
was found to be 3273 kb. Larger pages take more time to load and consequently divert
user’s attention away from the page. Another factor impacting the usability of the
website is the broken links. Broken links decrease the usability quality of the website.
Broken links stop the tracking of search engine crawlers. This damages ranking by
preventing search engines from indexing the pages. It has negative impact on user
experience as it redirect visitors to error pages. There are not many broken links in the
websites under study. All the websites were found to be mobile friendly except website
of Zoomair airline for which the tool displayed the error message as the tool was
restricted by the robot.txt for anaysing.

Table 4. Frequently occurring WCAG 2.0 violation found in airline websites

Guideline Total errors No. of websites

1.1.1 Non-text content(A) 503 9
1.3.1. Info and Relationship(A) 539 9
2.4.4. Link Purpose (In Context) (A) 122 9
2.4.9. Link Purpose(AAA) 178 9
2.4.10. Section Headings(AAA) 80 9
3.3.2. Labels or Instructions(A) 436 9
4.1.1. Parsing(A) 297 9
4.1.2. Name, Role, Value (A) 440 9
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5.3 Readability Analysis

Readability is the measure of how easy it is to read and understand the written text. It
measures the complexity of the text in the content. The Internet is dynamic and fast
changing. There is a very little window of opportunity to convey the message across to
the users. If the content of the website is not easy to understand, the users will move on.
The more readable content will also result in search engines favoring the site and help it
rank higher. Therefore, it is very important that the information conveyed on the
websites is easy to understand for larger masses. In order to determine the ease of
readability, there are many algorithms. Flesch Kincaid Reading Ease(FKRE) is one
such algorithm that is used to test the readability-ease of the website content. The
scores usually range between 0 and 100. A high FKRE score indicates that the written
text is easier to understand and the low value of Score symbolizes a complicated and
difficult to understand text. FKRE uses the following formula to calculate the reading
score:

FKRE ¼ 206:835� 1:015 � words
sentences

� �
� 84:6 � syllables

words

� �
ð1Þ

For investigating the readability score of the websites under study, an online tool is
used which test readability in three ways: test by URL, test by direct input and test by
reference. In this study test by URL, was used to collect the readability score of
websites. Result obtained is shown in Table 6.

The average readability score was found to be 53.3 which is interpreted as fairly
difficult to read. While calculating the average, the readability score of jet airways
whose score was reported by the tool as –62.3 was made zero as the lowest readability
score could be zero.

Table 5. Usability and Accessibility parameters data for airline websites

Website Search Multi-
language

Sitemap Load
time

Page
size
(kb)

Broken
links

Response
time

Screen
reader

Contrast
errors

1 Y E/H Y 4.2 5734.4 4 2 Y 11
2 Y E Y 5.95 1536 3 1.199 N 31
3 Y E N 2.81 998.1 1 1.762 N 82
4 N E N 3.02 4608 2 1.48 N 164
5 N E N 6.04 1228.8 0 1.299 N 9
6 Y E Y 3.85 1228.8 2 1.526 N 23
7 N E Y 4.56 6246.4 1 7.641 N 5
8 N E N 6.25 3276.8 4 0.491 N 10
9 N E Y 5.06 4608 Access

denied
1.58 N 30
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The result shows that most of the websites under study (nearly 78%) contains fairly
easily understandable English text being understood by students in the age of 12 to 15
years. While 22% of the website (2 in number) has a readability score that is interpreted
as very difficult to read and best understood by university graduates.

6 Conclusion

This paper evaluates the accessibility, usability, and readability of Indian airline
websites. The results show that none of the websites under study satisfies the WCAG
2.0 accessibility guidelines thus making them less accessible to differently able people.
These airline websites suffer from various usability issues such as broken links, lack of
sitemap, larger page size resulting in poor usability and accessibility of airline website.
The readability score shows that the majority of the website under study has easily
understandable text. The result of the study shows that awareness regarding usability
and accessibility standards are required among website designers and developers so
that they can cater the needs of disabled people in terms of physical disability and
language disability making a universally accessible online environment.

In June 2018 the third version of web content accessibility guideline known as
WCAG 2.1 was released. WCAG 2.1 is built on WCAG 2.0 and has added seventeen
new success criteria to improve the web accessibility for the user with a cognitive
disability, low vision disability and disabilities of people on mobile devices, so in near
future, we intend to take the evaluation of accessibility by WCAG2.1 guideline.
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Abstract. Most of the users today, provide their reviews on the various products
on the Amazon website. The reviews provided by users are usually compact and
demonstrative. For this reason, it becomes an affluent source for sentiment
analysis. The objective of the paper is obtaining comparisons of the working of
four standard Machine Learning algorithms for classifying the sentiments of the
considered Amazon product reviews dataset. In our work, we determine the
performance of these algorithms, that is, how accurately can they classify the
sentiment of an unknown review. The paper provides a brief insight on sentiment
analysis and the comparison of the performance of the considered algorithms of
the classification of the sentiments based on several performance metrics.

Keywords: Sentiment analysis � Amazon product reviews � Positive tag �
Negative tag � Neutral tag � Probability of expressions

1 Introduction

Sentiment analysis is the process of recognizing positive and negative emotions and
perspectives. Majority of research on sentiment analysis can be seen implemented at
the complete document level, for instance differentiating a negative review from the set
of positive reviews. The problem of classifying documents i.e., ascertaining if a review
is of a positive or a negative sentiment, is examined by considering the overall sen-
timent and not by the topic of the document. However, tasks such as sentiment-oriented
data interpretation, and extracting product reviews needs either sentence-level or
phrase-level examination of the opinion. [8] Identifying sentiments is an arduous task.
The crucial problems in sentiment analysis are identifying the representation of sen-
timents in textual documents and determining if the expressions suggest favourable or
unfavorable view toward the subject of the document.

The sentence – “Caroline’s father agreed with view of her teacher” is tagged
‘positive’ due to the presence of the positive sentiment word ‘agreed’. If the word
‘agreed’ is replaced with a negative sentiment word ‘disagreed’, the sentence tag would
change to ‘negative’[5].

Sentiment analysis includes building models for two classification tasks: con-
structing models for classification of sentiments into positive and negative tags and a
three-class classification problem of assigning positive, neutral or negative tags [10].
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Sentiment analysis involves recognition of

• Expression of sentiments,
• Probability and strength of the expressions, and
• Relationships of sentiments with the subject.

The components stated above are interrelated. For example, consider a sentence, “A
conquers B”, the word “conquers” indicates a favourable opinion for A and an unfa-
vourable opinion for B [4].

A standard perspective to implementation of sentiment analysis proposes beginning
with a set of positive and negative terms. In the considered sets, samples are labelled
using their a priori prior probability. For example, the word ‘good’ indicates a positive
prior probability, and the word ‘worse’ indicates a negative prior probability. The
probability in terms of context, of the whole phrase in which a particular word occurs
may be quite distinct from the prior probability of the considered word.

“Ben Thomas, chancellor of the International Energy Conservation Trust, sum-
marizes ably the propelling of the reaction of environmental campaigns and pro-
grammes: “There is no logic behind believing that the contaminators are all of a
sudden, changing to become reasonable.”

In the sentence, “Trust,” “ably,” “logic,” and “reasonable” are words which have
positive prior probability, but all are not included to indicate positive sentiments. The
word “logic” has negative prior probability, which makes the contextual probability of
the sentence as negative. The phrase “no logic behind believing” causes changes to the
probability of the proposition of the sentence which follows; since “reasonable” falls is
included in the considered proposition, its contextual probability is negative. The text
unit “Trust” is fragment of the considered expression and it does not convey any
sentiment; hence, its contextual probability is found to be neutral. Likewise the term
“contaminators”: it just indicates to factories which pollute. Here, only the word “ably”
has equal prior and contextual probability.

2 Background

In this section, we briefly discuss on the prior research on non topic-based text cate-
gorization. This field of work focuses on classification of the data in accordance with
the style of the source or the source itself which serves as an important cue. For
example, documents which involve native-language background, author, publisher
(e.g., The Daily News vs. New York Times.), and “brow” (e.g., or low-brow or high-
brow vs. “popular”) all are under this category.

Another related field of research includes ascertaining the kind of content. One of
the possible categories is the ‘subjective genre’. While techniques for categorization of
genre and detection of subjectivity can aid us in recognition of documents which
denote a sentiment, while not proclaiming the particular classification method of
ascertaining the sentiment [1].

Modern analysis on the classification based on sentiments have been partly based
on knowledge. Few of the implemented work lays focus on classification of the
semantic orientation of phrases or terms, using linguistic heuristics or a pre-selected
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group of seed words. The Prior work on categorization of the complete data based on
sentiments, has frequently involved the utilisation of the manual or semi-manual
construction of discriminant-word sets or models of cognitive linguistics.

Turney’s effort of classifying the reviews is closest to the present work. He used a
particular unsupervised learning method whose basis lies on the mutual data between
the words “excellent” and “poor” and the document phrases. In distinction, we use
many complete supervised machine learning techniques that are free of any prior-
knowledge, with the aim of analysing the innate problem of the task.

Another work on Sentiment analysis uses natural language processing and infor-
mation to extract writer’s comments or reviews. In this work, Data text mining and
hybrid approach of KNN Algorithm and Naïve Bayes Algorithm is used to find the
sentiments of Indian people on Twitter [13].

It is shown that automatic classification of sentiment on corpus of noisy customer
feedback data is also possible. Making use of vectors of large features along with
technique of feature reduction, linear support vector machines can be trained which
attains high classification accuracy. It is also observed that with addition of deep
linguistics analysis contributes to classification accuracy [10].

3 Proposed Method

3.1 Data Corpus

The classification models are tested on an actual corpus of Amazon product reviews. In
a time-frame of over two decades, several customers have contributed reviews to
express their view and experiences regarding the purchased products. Each review can
be analyzed to have one among the three sentiments-positive, negative or neutral.

The dataset is the standard dataset available in the ‘Kaggle’ website. The dataset
obtained was raw and contained many redundant samples. After pre-processing of data,
it was reduced to 119 distinct samples. The distribution of the Amazon product reviews
dataset are presented in Table 1.

3.2 Feature Extraction

The dataset gathered is utilized for extracting features which are used for training the
classifier. Experiments have been implemented by considering features with n-grams

Table 1. Distribution of instances in the dataset.

Sentiment Number of samples

Positive 65
Negative 33
Neutral 21
Total 119
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and for general data extraction tasks, the number of occurrence of a keyword is an
appropriate feature.

The procedure of extracting n-grams from an Amazon review is:

1. Filtering – In this step we eliminate the URL links (e.g. http://amazon.com),
Amazon usernames, special words and characters.

2. Tokenization – Text is divided and tokenized by using spaces as a delimiter and
removing punctuation symbols to construct a bag of words. Stemming and
Lemmatization are used for further text processing.

3. Removing stop words – From the processed text, we exclude stop words-“the”, “a”
and “an” from the constructed set of words.

4. Constructing n-grams – We construct a corpus of n-grams from a set of continuous
terms. A negation word like “not” and “no” is usually connected to a term which is
prior to the term or follows it. Consider an instance, “I will not play ball” results in
formation of two bigrams: “I will+not”, “will+not play”, “not+playball”.

3.3 Naive Bayes Approach

One approach for classifying textual documents is to tag a considered record d of a
class c ‘=argmaxc P(c | d). Using Bayes’ rule, derivation of the equation for the Naive
Bayes classifier model. The Bayes’ rule is observed as,

Pðc dj Þ ¼ PðcÞPðd cj Þ
PðdÞ ð1Þ

where P(d) has no contribution in selecting c’. For estimating P(d | c), given class of d,
the classifier fragments it by presuming the term fi’s are conditionally independent. The
proposed training function comprises of frequency estimation of P(c) and P(fi | c), by
utilising smoothing [1].

3.4 Support Vector Machine Approach

Support vector machines (SVMs) are generally more effectual at standard text cate-
gorization, usually surpassing Naive Bayes. Rather than being probabilistic classifiers,
these classifiers are large-margin classifiers, in distinction to Naive Bayes. For the bi-
class case, the general intent backing the training method is identifying a hyperplane,
denoted as vector ŵ, which not just distinguishes the records vectors in a class from
another, but also ensures large margin of separation. The study correlates to a con-
strained optimization task. Let cj 2 {1, −1} (denoting positive and negative respec-
tively) be assumed as the right class for document dj, then the equation is represented as

bw :¼
X

j
ajcjbdj; aj � 0 ð2Þ

where the aj’s can be retrieved by finding the solution for a problem which is dual
optimization [1].
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3.5 Random Forest Classifier Approach

The notion of ensembling decision trees is called as Random Forest, which can be
obtained through integration of several decision trees. On considering single tree
classifiers such as decision tree classifier, we may encounter issues such as outlier data
or noisy data, which can influence the performance of the classifier function, whereas
Random Forest as a classifier provides randomness and hence it is highly robust to
noise and outliers. This classifier produces two kinds of randomness, one relating to
data randomness and the other relating to features randomness. Since this classifier
deals with integrating several Decision Trees, it includes many hyperparameters such
as:

• How many trees are to be constructed for the Decision Forest.
• How many features are to be selected randomly.
• The depth of every tree.

Random Forest is regarded as an accurate and robust classifier since it involves the
concept of bootstrapping and bagging [12].

3.6 K Nearest Neighbor Approach

KNN classifier is a type of instance based learning. In this approach, the classifier
function is approximately local and all the computations are carried over until classi-
fication. Of all the machine learning algorithms, this is one of the simplest approach.
In KNN classification, the output is class label to which a particular instance belongs
to. An instance is classified by maximum scores of its neighbours with the instance
being assigned to the class which has more similarity among its k nearest neighbour
(here k denotes a small, positive integer). The nearest neighbour is determined using
similarity index measures; generally distance functions are used. The distance functions
used commonly by KNN are [13].

The Euclidean distance function is computed as

dist A;Bð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm

i¼1 xi � yið Þ2
m

s
ð3Þ

Manhattan distance function is computed as

DMANHATTAN xi; xj
� � ¼ Xd

k¼1
xik � xjk
�� �� ð4Þ

3.7 Classifier

We built a sentiment analyzer classifier using four algorithms: Multinomial Naıve
Bayes classifier, Support vector machine, Random Forest Classifier and KNN classifier.
However, among these three classifiers the Random Forest Classifier and Naive Bayes
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classifier yielded the best results. Performance metrics are used to obtain comparison of
different classifier models implemented. We compute accuracy of the sentiment anal-
ysis classifier on the complete evaluation dataset, as

accuracy ¼ N correct classificationsð Þ
N all classificationsð Þ ð5Þ

4 Experimental Results

The four algorithms, Naive Bayes algorithm, Support Vector Machine algorithm,
Random Forest Algorithm and K-Nearest Neighbor algorithm, are implemented on the
considered corpus and the following observations are obtained. The processed dataset
was further split into training and testing sets of varied sizes. The different sized
training and testing sets were implemented for the complete set of four algorithms and
the accuracy obtained is as (Fig. 1 and Table 2).

Fig. 1. Performance of the algorithms based on the accuracy

Table 2. Comparison of four algorithms for different sizes of training and testing sets.

Train
size

Test
size

Naive
Bayes

Support Vector
Machine

Random
Forest

K-Nearest
Neighbor

67 33 65 55.95 60.71 61.9
40 60 63.88 58.33 61.11 68.05
50 50 66.66 50 70 60
60 40 60.41 52.08 68.75 56.25
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The above graph depicts accuracy produced by the four Machine Learning algo-
rithms considered. We observe that the Random Forest classifier provides highest
accuracy for the given dataset, while support vector machine provides the least accu-
racy (Fig. 2).

The above graph depicts precision of the four Machine Learning algorithms con-
sidered. We observe that the Naive Bayes classifier provides highest precision for the
given dataset, while support vector machine provides the least precision (Fig. 3).

Fig. 2. Performance of the algorithms based on the precision

Fig. 3. Performance of the algorithms based on the recall
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The above graph depicts recall of the four Machine Learning algorithms consid-
ered. We observe that the Naive Bayes classifier and Random Forest classifier provides
highest recall for the given dataset, while support vector machine provides the least
recall (Fig. 4).

The above graph depicts F1-Score of the four Machine Learning algorithms con-
sidered. We observe that the Naive Bayes classifier provides highest F1-Score for the
given dataset, while support vector machine provides the least F1-Score (Table 3).

5 Conclusion

In this paper, a comparison of Machine Learning Algorithms for sentiment analysis of
Amazon product reviews is demonstrated. The large amount of data available as
Amazon review dataset makes it a striking source of data for sentiment analysis and
classification of sentiment of the review. We have exemplified a sentiment analysis
approach using Machine Learning algorithms for extricating sentiments corresponding
to the positive or negative polarities for reviews in a text-document. However we could
represent sentiments using varied interpretations which includes indirect interpretations
which requires a certain amount of analytical reasoning, for a sentiment to be identified.
Hence it has been challenging to show the expediency of our elementary scheme of

Fig. 4. Performance of the algorithms based on the F1-Score

Table 3. Comparison of four algorithms with performance metrics.

Algorithm Accuracy Precision Recall F1-Score

Naive Bayes 70 0.77 0.78 0.77
Support Vector Machine 62.5 0.39 0.62 0.48
Random Forest Classifier 77.5 0.76 0.78 0.76
K-Nearest Neighbor 65 0.63 0.65 0.63
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sentiment analysis. The experimental observations obtained, however, demonstrate that
insightful data on sentiments from almost all the documents, can be extracted using the
proposed models. Out of the four implemented models, the Random Forest Classifier
model produced the best accuracy metrics. In future work, we intend to explore even
richer and sophisticated methods of linguistic analysis like, parsing, semantic analysis
and topic modeling. The classifier models are capable of determining positive, negative
and neutral sentiments of documents.
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Abstract. Recent advancements in the Internet of Things and mobile
internet helped the development of traditional Vehicular Adhoc-
NETwork (VANET) based systems into the Internet of Vehicles (IoV).
Vehicles in IoV make decisions based on the information from other vehi-
cles and roadside infrastructure. This information helps them make crit-
ical decisions and alert the user about unpredictable situations. Security
and privacy concerns in vehicles are increasing, hence it is important
to address these issues, thus preventing malicious nodes transmitting
falsified information or tampering critical communication data. In this
paper, we propose RealTime Blockchain for the Internet of Vehicles for
ensuring authentication and maintaining secure communication between
the vehicles. The blockchain keeps track of communication information
between vehicles to provide accountability. This paper also introduces
smart contracts based vehicle services like automatic toll payment, vehi-
cle servicing slot booking and payment, fuel payment, vehicle insurance
renewal, etc. The proposed blockchain supports native cryptocurrency
for the payments within the network.

Keywords: Internet of Vehicles · Automotive blockchain ·
Vehicular blockchain · Vehicular security · Blockchain for IoV

1 Introduction

Vehicles which were once just a medium of transport has transformed into
huge computing and communication medium. Vehicles are getting smarter and
autonomous with the rapid growth of the Internet of Things (IoT). The con-
ventional Vehicle Adhoc Networks (VANETs) are changing into the Internet
of Vehicle (IoV), which is seen as a subclass of the Internet of Things (IoT).
VANET makes every participating vehicle into a wireless or mobile node, thus
making vehicles to connect to each other, in turn creating a wide range network.
The traditional vehicular network cannot provide global and sustainable services
to customers because the objects involved are temporary, random and unstable,
and the range of usage is local and discrete [1].
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1.1 Internet of Vehicles

Internet of Vehicles (IoV) can be defined as a large-scale distributed system for
wireless communication and information exchange between Vehicle to X (V2X)
(where X: vehicle, roadside smart device, human and the internet) according to
agreed communication protocols and data interaction standards like the IEEE
802.11p standard, cellular technologies. IoV uses the IoT in the Intelligent Trans-
port System. IoV is an integration of three networks namely an inter-vehicle net-
work, an intra-vehicle network and vehicular mobile network [2]. IoV is an open
and integrated network with high manageability, controllability, operationaliza-
tion and credibility and is composed of multiple users, multiple vehicles, multiple
things and multiple networks. IoV has two main technologies: vehicles’ intelli-
gence and vehicles’ networking.

Vehicles’ intelligence is the integration of driver and vehicle as a single entity
and to make the environment intelligent by using network technologies.

Vehicles’ networking consists of VANET, vehicle telematics and mobile inter-
net. An ideal goal for IoV is to realize the in-depth integration of human-vehicle-
thing-environment, reduce the cost, improves the efficiency of transportation &
the service level of cities and ensure that humans are satisfied with and enjoy
their vehicles [1].

As the opportunities and application provided by the IoV are more, the
challenges posed by the IoV ecosystem is also multi-fold. Firstly, due to the high
connectivity among the vehicles and between vehicles & roadside infrastructure,
sensitive information is getting shared with unknown vehicles. Secondly, any
malicious node could compromise a vehicle by sending false information which
a vehicle might use for the decision-making process, resulting in a threat to the
safety of the vehicle as well as the user. Thirdly, due to the access to the internet,
a vehicle is accessible remotely, this poses a threat to take control of the complete
vehicle.

1.2 Blockchain

A Blockchain is a decentralized computation and information sharing platform
that enables multiple authoritative domains, who do not trust each other to
cooperate, coordinate and collaborate in a rational decision making process [3].
Blockchain was first introduced in the well-known cryptocurrency known as Bit-
coin by “Satoshi Nakamoto” through his whitepaper Bitcoin: A Peer-to-Peer
Electronic Cash System [4]. Blockchain has gained velocity in its application
in non-financial sectors like supply chain management, healthcare, global trade,
provenance data, etc.

Immutability, consensus, smart contracts, shared information ledger, decen-
tralization are some of the features seen as promising aspects of blockchain that
makes it best technology for the future of IoV ecosystem to address these afore-
mentioned challenges.

The rest of the paper is structured as follows: Sect. 2 describes the security
and privacy issues in the IoV. Section 3 discusses the existing solutions and
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their shortcomings. Section 4 details the proposed architecture, workflow and
comparative analysis with other blockchains. This paper is concluded in Sect. 5.

2 Security and Privacy Issues

Vehicles communicating to the external world and connected to internet face all
the security vulnerabilities and possibly be hacked. The security risks of IoV can
be mainly on four aspects namely Connected Vehicle Security, Intelligent Device
Security, V2X Communication Security and Data Security.

2.1 Connected Vehicle Security

CAN Network. Controller Area Network (CAN) [5] bus is the robust vehicle
bus allowing communications between microcontroller without a need of host
computer. The CAN bus contains no direct support for secure communication.
CAN bus offers mechanisms for data integrity, data consistency and error detec-
tion. Message spoofing is considered as one of the main threats to in-vehicle
networks since it is possible to display a falsified value to a vehicle’s speedome-
ter or tachometer or even taking control of critical safety systems [6]. Some of
the major issues in the CAN bus are lack of network isolation, lack of encryption,
lack of authentication and access control, vulnerable to Denial of Service (DoS)
attack.

OBD Interface. On-Board Diagnostics (OBD) is a computer-based system
originally designed for emission control [7]. OBD systems allow the vehicle tech-
nician or the vehicle owner to access the status of various subsystems in the
vehicle. OBD interface is the entry point for accessing the in-vehicle network [8].
Some of the major issues in the OBD interface are lack of authentication and
inability to detect malicious code.

In-Vehicle Infotainment System. In-vehicle Infotainment is the combina-
tion of hardware and software inside a vehicle which provides information and
entertainment services to users (driver and passengers). In-vehicle infotainment
systems include radio, bluetooth, CD, TV, USB and the recent addition of smart-
phone connectivity. Smartphone connectivity allows the user to use the fea-
tures in their smartphone through infotainment’s interface. Android Auto [9],
Apple CarPlay [10], Bosch mySPIN, Baidu’s CarLife are applications that pro-
vide the above functionality. During this communication session, usually, the
vehicle’s sensitive data are sent to users smartphone.

Over the Air (OTA) Update. OTA Software upgrades are pushed from the
OEM’s server to the remote vehicles. This model lacks verification of the source
and signature of the software going to be updated.
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2.2 Intelligent Device Security

The operating system in the in-vehicle network and the mobile devices getting
connected gives the vehicle computational intelligence. Vulnerabilities in the
operating system and mobile applications installed in the end user device might
threaten the safety of the vehicular environment.

2.3 V2X Communication Security

Various communication technologies are currently available for participating
nodes to communicate between them in IoV. Some of them include Dedicated
Short-Range Communications (DSRC), Long Term Evolution (LTE), World-
wide Interoperability for Microwave Access (WiMAX), Infrared communications,
Bluetooth, ZigBee (IEEE 803.15.4) [11]. This variety of communication tech-
nologies could be the main risk for short-range communications. Nodes acting
maliciously in Vehicle to Vehicle communication and protocol cracking & man-in-
the-middle in Vehicle to Network communication are threats in communication
security.

2.4 Data Security

Data Security is the major security concern in the IoV. IoV involves variety and
a large volume of data coming in at a faster rate. Processing and storing such a
large volume of data is one of the main challenges ahead in IoV. Any mishandling
of data might not only expose personally identifiable information (PII) resulting
in a loss of user privacy but also harm vehicle safety, passenger safety and road
management.

3 Related Work

The blockchain-based solution for connected vehicles is emerging recently along
with the growth of blockchain. Three level “client-connection-cloud” model was
proposed to secure data communication between nodes. This solution address
security and privacy issues faced in IoV. Register Authority (RA) maintains a
record of every vehicle in the network, which prevents any malicious vehicle from
becoming a part of the network. The solution also addresses the flow of secure
communication. Public-key cryptography is used to ensure secure communica-
tion between the vehicles [12].

CUBE Auto Blockchain is a multi-layer protection methodology to ensure
a secure automotive ecosystem using Blockchain, Endpoint protection, Cloud-
based intelligence along with Deep Learning and Quantum hash encryption for
securing the connected car environment [13]. Their Blockchain security addresses
the conventional blockchain issues through utilizing peer-to-peer hypermedia
protocol and asymmetric encryption. Connected cars engage in multilateral com-
munication from various external sources. Their Endpoint Security generates
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endpoints at all external connection points for protection. It uses the hash to
scan, distinguish and identify over 300 million ‘known attacks’ with only 10 MB
of storage space. For unknown attacks, its Cloud-based checkbox security is used.
CUBE Cloud checkbox technology uses a transnational database which shares
newly encountered malware with more than 50K corporations uploading infor-
mation on a timely basis. The ‘unknown attacks’ are sent to the sandbox, where
the files run in a virtual vehicle environment. The results are then uploaded to
the database, which is shared among the vehicles. Native tokens are used as
a payment medium, users gain tokens when they share their vehicle data and
spend tokens when they use this data for decision making. These tokens like
other cryptotokens can also be used to pay for the services at vehicle service
providing centres who accept these tokens.

3.1 Shortcomings of Existing Solutions

Below are the shortcomings of the existing solutions

1. No privacy: The blockchain being transparent, information stored on the
blockchain is available to everyone. No privacy is ensured.

2. Usage of Heavy weight Encryption: In IoV, vehicles most of time being
in motion, using heavy weight encryption scheme would add latency to the
communication and authentication mechanism. The existing solution does not
explain how vehicle is interacting with roadside infrastructure and securing
the communication between them.

3. No scope for accountability: Accountability is very important in case
of autonomous vehicles. Existing solutions does not address this issue com-
pletely.

4 Proposed Work

This paper proposes to build a Real-time Blockchain (RTBC) platform -
“VAAHAN-Namchain” with Artificial Intelligence capabilities to offer an
end-to-end solution for IoV ecosystem’s security, safety and privacy. Blockchain
solution for the vehicular environment should be real-time as it is safety-critical
and life-critical.

4.1 Blockchain Architecture

The proposed blockchain architecture is shown in Fig. 1

– Application is the topmost layer which interfaces the blockchain system and
the users. These applications could be browser-based applications or mobile
applications.

– Applications interact with smart contracts, tokens and consensus for provid-
ing intended services.
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– Pluggable Byzantine Fault Tolerant consensus algorithms like Redundant
Byzantine Fault Tolerance (RBFT) [14] or Quantum Byzantine Agreement
(QBA) [15] is supported. The consensus algorithm employs Publicly Verifiable
Secret Sharing (PVSS) [16] scheme, which ensures not only the participants
can verify their own shares, but anybody can publicly verify.

– BigchainDB is the Blockchain database which is a blockchain with traditional
database properties [17]. BigchainDB uses MongoDB for storage and Tender-
mint protocols [18] for inter-node communications. BigchainDB stores the
assets (vehicle) details and communication transactions between the vehicles.

– InterPlanetary File System (IPFS) [19] is a decentralized file system for the
storage which uses content-addressing and peer to peer method for storing
files. IPFS is used to store vehicle logs which are typically large files. The
content-address hash from the ipfs is then referenced in the blockchain trans-
action that is stored in BigchainDB.

– Libp2p [20] is a modular network stack that provides the peer to peer com-
munication between various vehicles in the blockchain. This network layer is
suitable for IoT communication. libp2p is transport agnostic, so it can run
over any transport protocol. libp2p uses multiaddress [21], a self-describing
addressing format.

Fig. 1. Proposed blockchain architecture
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4.2 Actors and Components of the Blockchain

Actors are the external participants interacting with the blockchain system
through corresponding components.

Actor - Registration Authority: Registration Authority (RA) is the central
government transport authority who verifies the new vehicles that are being
registered and issues the Vehicle Registration Number. The importance and the
need for RA is only during the initial phase of the registration.

Actor - Vehicle Owner: Vehicle Owner refers to any individual with valid
identity proof of the country of residence and owns a vehicle. Vehicles are regis-
tered against the vehicle owner.

Actors - Vehicle Service Provider: Vehicle Service providers are the orga-
nization which provides vehicle-related services like fuel refill station, vehicle
service station, vehicle insurance, etc.

Component - Identity Chain: Identity Chain (iota - ι) refers to the chain
which stores the transaction record about registered vehicles.

Component - Transaction Chain: Transaction Chain (tau - τ) refers to
the chain which stores the transaction (communication) records between various
actors of the system. SHA3-256 in Multihash format [22] is the hashing algorithm
used in Identity Chain (ι) and Transaction Chain (τ). The transactions are stored
as JSON objects.

Component - IoT: IoT infrastructure outside the vehicle is the important
component of the IoV ecosystem. Vehicles will not only communicate with vehi-
cles but also with the IoT devices installed at the roadside and the internet to
communicate with remote devices.

Component - Artificial Intelligence: Artificial Intelligence is employed in
the proposed blockchain ecosystem to learn and predict user & vehicle behaviour.
This learning and predict system would help the IoV system to encourage good
driving practices and vehicle maintenance. AI is also employed to find unusual
pattern of messages within the network, helping the network detect malicious
activities and trigger corresponding actions using smart contracts.

Component - Smart Contracts: The proposed blockchain allows an organi-
zation like government agencies, vehicle service providers to deploy Smart con-
tracts for end-user applications like insurance renewal, fuel refill payment, service
payments, reward incentive, etc.
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4.3 Workflow

The below section explains the workflow designed for Registration and Transac-
tion in the proposed blockchain solution.

Registration Workflow. There is a Registration Authority (RA) who is usu-
ally the Transport Authority (Regional Transport Officer (RTO), in case of
India) will be processing the new vehicle registration on receipt of application
from the user through the vehicle showroom. The registration flow in the pro-
posed blockchain is as below (as shown in Fig. 2)

1. The user submits the unique identification details (Aadhar Number) to the
RTO via showroom coordinator and also present in person.

2. The vehicle showroom coordinator submits the vehicle along with the vehicle
details like Engine number, Chassis number, Model number, Insurance details,
etc. and the user information like Name, Address, Contact details, Nominee.
This constitutes a transaction in the network.

3. The Registration Authority verifies the information provided and approves
the transaction. This creates a block in the ι which needs to be validated.

4. The transaction is validated by the user, vehicle showroom coordinator, Nom-
inee of the user, Transport Authority belonging to the different region, coor-
dinator from vehicle manufacturer.

5. Once the transaction is validated, it is then added to the ι and a Distributed
Identifier (DID) is given to the vehicle showroom coordinator.

6. Upon the receipt of this DID, the vehicle showroom coordinator, configures
the vehicle with this DID.

7. This DID would be then used by the vehicle for communicating to the vehicles,
roadside infrastructure, internet and any other IoT components part of the
ecosystem.

Distributed Identifier (DID) is an identifier that can be accessed and
verified by all the participants in the network, to prove that the vehicle is a
legitimate authorized node in the network. No other details stored on the ι can
be accessed by others.

Transaction Workflow. All transactions other than the Registration transac-
tion will be logged in the τ . Below usecase would describe how the τ is used to
resolve security, privacy and practical issues.

Every vehicle has a OBD unit monitoring the vehicle’s health, whenever OBD
identifies a malfunctioning a Diagnostic Trouble Code (DTC) is logged which
would help the technician to resolve this issue. There is a diagnostics service
smart contract running on the blockchain. Let us assume a vehicle’s OBD has
detected a critical fault and this vehicle is registered in our ι.

1. Vehicle sets the DTC inside the vehicle and sends the DTC code with the
vehicle’s DID, state information as a transaction to the τ .
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Fig. 2. Registration workflow

2. The diagnostic service smart contract running would be invoked based on
this transaction. Based on the critical nature, two possible actions could be
taken:

– smart contract would ignore this transaction, if the DTC is non-critical.
– or smart contract would add this transaction as a valid block in τ and

alert the vehicle service center.
3. On receiving this, now the vehicle’s service center technician can also perform

two actions
– perform a remote diagnostics to rectify the identified problem.
– or alert the vehicle owner for immediate service, which is also logged as

a transaction in τ
4. If the vehicle owner ignores this notification and if the vehicle or vehicle owner

is affected because of the identified issue. Then Insurance claim for vehicle
parts (incase of vehicle part failure) or free replacement of parts or insurance
claim for loss of life shall not be provided, since he/she did not turn up to
service center as alerted by service center technician.

Figure 3 displays the Transaction workflow as described. The above men-
tioned use case addresses the issue identified in the vehicle immediately and also
provides accountability to avoid false and invalid insurance claims. This is only
one of the many use cases that our smart contract based blockchain addresses.

4.4 Cryptocurrency

The proposed blockchain supports native cryptocurrency called “Naanayam”.
The cryptocurrency is unique tokens similar to ERC-721 tokens [23]. These can
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Fig. 3. Transaction workflow

be used for payment within the network like incentivization, transaction fees, as
payment fee for service availed from a service provider. Below are some of the
applications that uses smart contracts and cryptocurrency.

Reward for Good Driving Practices. Our proposed blockchain utilizes AI
for learning and predicting user behaviour, this algorithm would also calculate
a score called driver score based on the driving pattern, vehicle maintenance
and renewal of insurance, payment of vehicle-related taxes to the government.
A Reward Smart contract would distribute the reward on a timely basis to the
qualified users in form of our cryptotokens. This is how the tokens are circulated
within the proposed blockchain ecosystem.

Vehicle Service Booking and Payment. Smart vehicles continuously moni-
tor their health and they could be made self-aware and decide themselves when
should they visit for the servicing of the vehicle. Vehicles can automatically
invoke a smart contract to book a slot for service with user consent. Once the
vehicle service is completed, a smart contract would automatically deduct the
corresponding charge from the user wallet.

Automatic Toll Payment. Automatic toll payment services are already avail-
able, this could be one of the applications where the usage of proposed cryptocur-
rency is helpful.
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4.5 Comparative Analysis

Below we are presenting the comparative analysis of proposed blockchain solu-
tion with other existing blockchain system which could be used for IoV (Table 1).

Table 1. Comparison with other blockchains

Features BigchainDB Indy [24] CUBE VAAHAN

Native tokens � �
Support for native tokens � � �
ZKP � �
Identity management � � �
Database query support � �
BFT � � �
File storage �
Smart contracts � �

5 Conclusion

This paper discussed the security and privacy issues in IoV like but not limited
to issues in CAN bus, OBD interface, in-vehicle infotainment, vulnerabilities in
over the air software update and communication & data security. The proposed
blockchain platform uses Registration authority (authorized government repre-
sentative) to ensure the authentication of the vehicle as well as the user. The
identity chain also provides pseudo-anonymity through a Distributed identifier.
Smart contracts are used to trigger events based on communication between
vehicle & service provider and vehicle & smart devices. In addition, the pro-
posed native token can be used for incentivization for encouraging good user
behaviour and payments across the network.
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Abstract. Day by day Indoor Agricultural system is becoming more popular
and enhancing agricultural productivity. Smart agriculture systems call on dif-
ferent type of Internet of Things (IoT) capabilities to improve farming pro-
duction and deliver new monitoring facilities. In Smart agriculture system,
sensors are placed within the ground may record real-time data on soil moisture,
temperature and pH. The main challenges of a smart agriculture system are the
integration of these sensors and tying the sensor data to the analytics driving
automation and response activities. When integrated, the use of data analytics
can reduce the overall cost of agriculture and contribute to higher production
from the same amount of area through precise control of water, fertilizer and
light. The aim of this paper is to develop an automatic decision making system
to watering, lighting and airing the plants based on sensor data. Finally, the
paper gives an idea of a prediction formula to find the value of the sensors which
will reduce the cost of the sensor.

Keywords: Agriculture � Sensors � Temperature and humidity � Light �
Moisture � Arduino Uno � Prediction formula

1 Introduction

At present time, the most popular and fastest growing industry is Indoor Agriculture.
The amounts of available arable land and water to support conventional agriculture are
dwindling due to huge population. To provide food supply for huge population farmers
are opening up indoor agriculture system. Farmers are using different types of tech-
nology and artificial intelligent to monitor the plants inside indoor agriculture system.
Increased control allows for a higher degree of precision and also allows growers a
wider range of crop selection. Maintaining optimal climate control is the most important
factor for indoor farmers. The future of the agriculture industry is data and technology
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based. Using modern technology, it is possible to control the climate. If we control the
climate it is possible to increase the productivity in indoor agriculture system.

At present time, Farmers use different type of sensors to measure the environmental
parameters according to the plant requirement in a smart agriculture system. The farmer
also can create a cloud server for remotely accessing using IoT. The manual monitoring
is totally eliminated here. The Arduino Uno enables the data processing and it is an
open-source platform used for building electronics projects. Arduino consists of both a
physical programmable circuit board and IDE (Integrated Development Environment)
that runs on computer. The smart indoor agriculture system uses some sensors to
provide information of the light levels, pressure, humidity, and temperature. These
sensors can control the actuators automatically turn on lights, control a heater, turn on a
mister or turn on a fan, all controlled through the Arduino Uno.

The paper is organized as follows: Sect. 2 contains an overview of existing
approaches; Sect. 3 introduces proposed method and the algorithms to solve the issue;
Sect. 4 explains the performance of the system; finally, Sect. 5 concludes the paper
with limitations of the proposed approach.

2 Overview of Existing Approaches

Ref. no. Proposed system Technology used Advantages Disadvantages

[1] Used remote
controlled system for
control the
agriculture
management

IoT, Wi-fi, Li-fi Remote
controlled
farm

Controlling
system is not
automated

[2] Their system can
monitor temperature
and humidity of the
field

They have used
Camera to interface
with CC3200 for
capture images

Making use
of IoT on
agriculture

Used
expensive
instruments

[3] Agricultural
cultivation
technology with
indoor aquaponics.

IoT, Smartphone Monitoring
the plants

Need to
remember the
ON/OFF
switch

An agriculture-based survey says that indoor can give more productivity than
normal cultivation in USA. Indoor agriculture can provide 4000 times more produc-
tivity than outdoor cultivation [5].

3 Proposed Method

The “Smart Indoor Agriculture System” is an automatic system where sensors are used
for collecting data of temperature, humidity, light, moisture of soil. A smart automation
watering system has been developed for watering the plants, LEDs for lighting, and a
12 V fan for air flow (it effects on heavy cold or dry season).
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Based on sensors sense data, our developed automatic system can watering,
lighting and airing the plants which is controlled by the code written in Arduino Uno.

The system is for indoor which is controlled by only the sensors. Here, LEDs are
used for increasing the time of the day. So, it is not necessary to monitor the plants time
as a result cost of the land will be decreased. The proposed technique is providing some
features such as:

• The collected data provides the information about different environmental factors
(humidity, light, air, temperature) which helps to monitor the system.

• Secondly, it includes smart control and intelligent decision making based indoor
agriculture system on accurate real time field data.

3.1 Proposed Sensor Based Agricultural Monitoring System

In this project, several types of sensors are used to monitor the plants. Although, the
system is in indoor so the climate change is not noticeable. The automation watering
system, lighting system, airing system is the best part of the project which makes easier
the agriculture system.

The actual code loads on Arduino Uno and relay module control the voltage of the
device. This was the basic part of this project. Here, the materials that used for
implementation of Smart Indoor Agriculture system.

DHT11 (Digital Humidity and Temperature Sensor)
The DHT11 is an ultra-low-cost digital temperature and humidity sensor which senses
the steam of the environment and a thermistor to measure the surrounding air. It has
digital input pins (Fig. 1).

LDR (Light Dependent Resistor)
LDR is a light-controlled variable resistor and detect the darkness (Fig. 2).

Fig. 1. DHT11 module
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Soil Moisture
Soil moisture sensors are used to measure the volume of water content in soil (Fig. 3).

pH Meter
A pH meter is a tool that has capability to measures the hydrogen-ion activity in water-
based solutions and indicates its acidity (Fig. 4).

Fig. 2. LDR (Light Dependent Resistor)

Fig. 3. Soil moisture sensor module

Fig. 4. pH meter
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The pseudocode of the indoor agriculture system is:

1. Input Temperature, Humidity, pH, Soil Moisture, Light
2. IF Temperature>30 Or Humidity <30 THEN
3. Start Fan
4. IF Soil Moisture<45 THEN
5. Start Water Motor
6. IF Light <500 THEN
7. Start LED
8. END IF
9. WRITE Temperature, Humidity, pH, Soil Moisture, Light

Algorithm 1: Indoor Agriculture System

The architecture for the smart agriculture system is shown in the Fig. 5 which
contains various services from the sensors when it is needed for the plants.

The flowchart is given below which is shown in the Fig. 6 which clearly make
sense about the project. In the Flow chart (Fig. 6) and Fig. 7 conditional on/off of an
Actuator is given.

Fig. 5. Architecture of the smart agriculture system
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After calculating proper situation to start or stop Actuator this simple graph can
make full visual.

Fig. 6. Flow chart of smart agriculture system
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4 Experimental Results

In this project has been experimented with data of the sensors. The experimental data
are recorded in an excel sheet which contains the light intensity, temperature, humidity,
moisture and the pH. A trial was done to create a prediction formula based on the
results.

Linear regression is a most famous prediction algorithm all over the world. This is a
single independent variable is used to predict the value of a dependent variable. In this
paper the idea of linear regression is used to create a new prediction formula which is
appropriate for predict the value of the sensors.

Firstly, the algorithm will measure the current actual value of the sensor. Secondly,
it will calculate the average value of previous actual and predictive seven day’s value.
Thirdly, it will find the difference between average of actual previous seven day’s value
and average of predictive previous seven 7 day’s value. Finally, the result will be added
with the current actual value of the sensor. The pseudo code is shown below.

Fig. 7. Actuator on/off condition.
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1. Input: Xn= Regularization value of 7th day,
a[100] Actual value of previous seven days, 
b[100] predictive value of previous seven days

2. Output: Xn+1= Desirable predictive value of tomorrow
3. Initialize sum=0, sum1=0
4. n Input value
5. For i=0 to n-7 do
6. sum sum+a[i]
7. End for
8. sum=sum/7
9. X1=sum average of actual value of seven days
10. For j=0 to n-7 do
11. sum1 sum1+b[j]
12. End for
13. Sum1=sum1/7
14. X2=sum1 average of predictive value of seven days
15. Xn+1=Xn+(X1-X2)
16. End

Algorithm 2: The prediction formula

After using the above formula, the values of sensors at Night are recorded in an
excel sheet and plotted in a graph. The graph is shown in Figs. 8, 9, 10, 11, 12, 13, 14,
15, 16 and 17). This is the visualization of the difference on the graph and X axis stands
for the Day and Y axis stands for the value (Actual and predict) of the DHT11 sensor.

Fig. 8. Actual value Vs predict Light value
at Night

Fig. 9. Actual Vs predict Temperature value at
Night
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Fig. 10. Actual value Vs predict Humidity
value at Night

Fig. 11. Actual value Vs predict Moisture
value at Night

Fig. 12. Actual value Vs predict pH value at
Night

Fig. 13. Actual value Vs predict Light value at
Day
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On the above graph (Figs. 8, 9, 10, 11 and 13) the blue series is the actual value of
the sensor and the orange series is the predict value. It shows the difference between
actual and predict value graphically.

In case of Day the value of the sensors are very different. The data of sensors at Day
has been recorded in an excel sheet and plotted graphs using same formula.

Fig. 14. Actual Vs predict Temperature value
at Day

Fig. 15. Actual value Vs predict Humidity
value at Day

Fig. 16. Actual value Vs predict Moisture
value at Day

Fig. 17. Actual value Vs predict pH value at Day
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On the above graph (Figs. 14, 15, 16 and 17) the blue series is the actual value of
the sensor and the orange series is the predict value. It shows the difference between
actual and predict value graphically.

This is the visualization of the difference on the graph and X axis stands for the Day
and Y axis stands for the value (Actual and predict) of the DHT11 sensor.

5 Conclusion

The proposed research work provides smart indoor agriculture solution using different
types of wireless sensor and this project has been experimented with data of the
sensors. The experimental data are recorded in an excel sheet which contains the light
intensity, temperature, humidity, moisture and the pH. Due to the use of smart devices,
the system will provide automated solution for data which sensors monitor from the
farm. This methodology will give accuracy and provide low-cost communication for
the farmer. At the last, a developed linear regression algorithm formula is used to
predict value for the system to provide farmer status of their farm based on previous
actual value to take decision about crop monitoring for irrigation, fertilizer and possible
future decision.

This system is very efficient as they do not need any soil in this farming system.
Instead of soil the system uses Coco-peat which is very popular now. There is no need
for highly toxic chemicals and other expensive till age equipment.

Future Work
Future work should focus on implementing framework based model on the predictive
value where there is no use of sensor. Our aim is to reduce cost of the sensor, and based
on the predictive methodology and it is expected that the framework shows accurate
results. This research paper future aim is uploading the code into Arduino Uno of the
prediction formula, then there is no need to use of sensors. Only the Arduino Uno and
the actuators like LEDs, Fan, motor are needed. As a results it is expected that in the
future without using sensor, by using the predictive formula and previous value
Arduino Uno will give a result that will very close to the actual results. So, it can be
reduced the cost to cultivate in the way of smart. So it is going to be in the focus of the
authors’ future research.

Appendix

In this project when low light comes in the room automatic LED can give light to the
plant. Water Airflow can also make the growing environment of a plant (Fig. 18).
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Abstract. The growth in IT sector is touching new pinnacles day by day, and
hence the number of devices that are connected through Internet have increased
tremendously, resulting into Big Data issue, more computation time and an
increased rate of malicious activities. Thus, to provide more security, Intrusion
Detection System (IDS) were introduced which played a major role in the past
few years, when it comes to security. With an intent to develop a more efficient
IDS, one needs to explore several Data Mining Strategies in the domain of Data
Analytics. While consulting the domain of Data Analytics one fundamental
problem that is encountered is high dimensional data. Hence, for reducing the
dimensions of data a Data Dimensionality Reduction Scheme has been proposed
which minimizes the number of features, dimensions and tuples in the Training
set in order to increase detection rates for IDS. The scheme proposed has been
evaluated with two approaches - Ensemble approach and the Standalone Clas-
sifier approach. The dataset used for the experiment is benchmark dataset NSL-
KDD and latest intrusion dataset CICIDS 2017.

Keywords: Intrusion Detection System (IDS) �
Data Dimensionality Reduction (DDR) � Ensemble � Standalone

1 Introduction

Last decade witnessed exceptional growth of devices communicating over Internet. The
growth has already touched acme, hence, opening a pool of opportunities for Hackers.
Evidently, the side effect could be analyzed by realizing, that, the number of malicious
activities like MITM, DDoS, Spoofing have also become more common in today’s
generation of computing. On the other hand, we have shields like Intrusion Detection
System (IDS) for Cyber Security, which have defended such attacks and would pos-
sibly protect our devices in future too. Intrusion Detection System is the automated
controller of network traffic or the events occurring in the network and it examines
them by searching for mischievous activities [1]. Additionally, it scrutinizes the attacks
done by the hacker to ruin the Confidentiality, Integrity, and Availability (CIA). IDS
and the humongous amount of data it uses are inter-related when it comes to speed and
time. Data being collected from data packets contains a lot of irrelevant information
which adds to the increased size and dimension of data sets used by IDS, hence leading
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to the high dimensionality problem. No doubt, IDS encounters lot many problems such
as low detection rate, high false positive rates due to the intense quantity of data.

In order to overcome the challenges like high dimensional data [2], we hereby
propose a strategy for reducing dimension of data or Data Dimensionality Reduction
(DDR) Scheme. Often, Data Reduction Schemes subjects to loss of information in the
Training phase [15], but they also hold credit for high running time during the same
Training phase. The DDR scheme so proposed promises less computation time for
building classifier and would also lead to increase in detection rates. This high accuracy
is yielded through the usage of Standalone and Ensemble classifier approach. Further,
each of the classifier approach is divided into two categories, such as Extreme Gradient
Boosting algorithm (XGBoost) and Conditional Inference tree (CTree) fall under
Ensemble approach and Support Vector Machine (SVM) and Neural Network (NNet)
could be grouped as the Standalone classifier.

This paper has been arranged in the following way - Sect. 2 discusses the related
work about data reduction challenges. The proposed scheme has been introduced in
Sect. 3. Further, Sect. 4 provides the brief introduction about the chosen datasets. For
Experimentation and description of used classifiers, Sect. 5 could be referred and
ultimately, the conclusion and future work are outlined in Sect. 6.

2 Related Work

One major issue in the domain of Big Data is Dimensionality Reduction. In IDS
Training and Testing of models consume a lot time as the datasets are high in dimen-
sions. This causes more consumption of resources and hence less detection stability. In
order to make the detection more accurate and stable, the data must be relevant with
lesser dimensions. This could be done by eliminating the data that doesn’t contribute to
detection before the training of classifiers. Therefore, a need to develop an effective
feature reduction policy [35], [36] is a must thing, as it can reduce time and provide more
accurate results with IDS. Data Dimensionality reduction can be done either in tuple
(instance) or in terms of column (features) [13]. Apparently, three methods have been
proposed so far: feature selection [16–18], tuple selection [19–21] and hybrid technique,
where feature and tuple selection are grouped as discussed in [13, 14].

Various researchers use different kind of approaches to find better results. As like,
Chou et al. [22] describe the feature selection on the basis of correlation. They used
Symmetric Uncertainty algorithm for finding the correlation between features. Ahmad
et al. [23] uses Principal Component Analysis method for finding the related feature
and select feature through Genetic Algorithm by choosing highest Eigen values.
Sharma et al. [24] chooses an entropy-based filter for feature selection followed by
Naïve Bayes classifier to find an intrusion.

Al-Jarrah et al. [25] selects the feature based upon Random Forest approach, that is
actually not a suitable idea for selecting the feature, because, on the basis of this
classifier we cannot judge the selection. Their result leads to huge information loss. In
[26], SVM and simulated annealing is used to define the feature set. This approach
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selected 23 features out of 41 in KDDCUP 99 dataset. Like [20, 21] describes the
instance or tuple reduction strategy for a large dataset, but in this there is the issue with
the runtime.

Furthermore, in [27] feature selection is done through the mutual information
among the feature and the class. However, this mutual information gave unbalanced
sample distribution set which has a great impact on the IDS performance. Wang et al.
[28] describes the wrapper approach for feature selection. This approach utilizes the
classifier for the selection process, that takes too much time to build the model for IDS.
Saurabh et al. [30] describe the vitality based feature reduction approach which can
identify important feature and anomalies in IDS through Naïve Bayes classifier.

Shantharajah et al. [31] use the NSL-KDD dataset and SVM and Naïve Bayes, also
Decision tree (C4.5, J48) has been implemented on it. From their findings, it was
noticed that the best accuracy for all kinds of attack was given by C4.5, considering
that the normal data possess 6 feature subsets. Shadi et al. [32] describe the voting
algorithm to finding the reduced feature set. They find only 8 features to train the
classifier. This technique has a great loss of useful information for finding an attack in
an accurate manner. Even they utilized the NSL-KDD dataset for intrusion detection.

Considering all the existing approaches, we can say that they have many pros and
cons in terms of accuracy and loss of useful information when it comes to finding an
attack. Even the redundant data has increased the complexity of the IDS. Hence,
depending on literature survey, we hereby propose an intelligent IDS through this study
which also showcases a feature selection algorithm that selects only those features that
have a great impact.

3 Proposed Methodology

In this section, we introduce Data Dimensionality Reduction (DDR) scheme more
profoundly. As shown in Fig. 1, DDR contains various steps including preprocessing,
Feature Selection, Dimensionality Reduction and Tuple Reduction. First, Data
numericalization has been performed on training dataset (D). In this step the normal
traffic is represented as 0 and rest of the traffic i.e. abnormal traffic is represented by 1.
After that, Data Dimensionality Reduction has been performed on training dataset.

The selected methods calculate the correlation amongst an attribute and class with
the use of different measures and after analyzing, we found that the most frequently
used metrics are entropy based (Information Gain, Gain Ratio, and Symmetric-
Uncertainty), Statistical based (ChiSquared) and Instance-based (ReliefF, oneR) [13].
Our approach is based on three algorithms one from each category i.e. Symmetric-
Uncertainty (SU), Chi-squared (CHI) and ReliefF (RF). Moreover, in [14], Information
Gain algorithm has been chosen for the entropy-based filter, which has a problem with
their criterion as mentioned in [5] because it is biased towards feature with fewer
values. In the proposed approach, Symmetric-Uncertainty has been used as entropy-
based filter.
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Symmetric-Uncertainty (SU) [13] measures the amount of information regarding
feature related to the class or label. The SU is measured by using the below formula.

SUðP;QÞ ¼ HðPÞ � HðQÞ � HðP;QÞ
HðQÞþHðPÞ ð1Þ

Where H(P) illustrates the entropy for variable P (i.e. Features). Let pðaÞ be the prior
probabilities of all the features represents as of P and Q is another random variable (i.e.
class). H(P) (or H(Q)) computed through the following formula.

HðPÞ ¼ �
X

a2P
pðaÞlog2pðaÞ ð2Þ

H(P, Q) measure the conditional entropy that defines the uncertainty of P for the
given variable Q. HðP;QÞ is computed through the below formula.

HðP;QÞ ¼
X

b2Q
pðbÞ

X

a2P
pðajbÞlog2pðajbÞ ð3Þ

Where pðajbÞ describe the posterior probability of a given the value of b of Q.

Chi-Squared (CHI) [33] is a statistical metric which computes the correlation
amongst the features and class. Pearson chi-square static has been used to measure the
correlation and it is computed through the below formula.
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Fig. 1. Scheme for Data Dimensionality Reduction (DDR)
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CHI ¼
Xt

m¼1

Xnl

n¼1

OBm;n � EXm;n
� �2

EXm;n
ð4Þ

Where t represents the total number of values in the feature, nl is the number of
labels (or class). OBm,n represents the observed value of tuple with the feature value m
in the class n and EXm,n represents the expected mean of the instance.

ReliefF (RF) [34] measures how uniquely a feature differentiates the instances for
same or different class by looking for the nearest neighbor of the instance. RF can be
measure through the following formula.

RFðPÞ ¼ 1
h

Xh

e¼1

DF gi; gað Þ � DF gi; gbð Þ½ � ð5Þ

Where, P represents a feature, h is the total number of instances, gi is the value of
feature. Then the differentiate function DF() compare the feature values from
DF gi; gað Þ for the former and DF gi; gbð Þ for the latter. The differentiate function DF()
is defined below, where gmin, gmax are the minimum and maximum values of P
respectively.

DF P1;P2ð Þ ¼ g1 � g2j j
gmax � gmin

ð6Þ

In Feature and Tuple Selection of DDR scheme Symmetric-Uncertainty algorithm
(FSU) obtains a score (SSU), which assigns a score Sf 2 SSU to every feature f given
their relevance. For this, when FSU equals SSU, its score mean µSU can be computed. In
case feature f meets the value SSU > µSU, then f is assigned to feature set FSU. For other
algorithms, the same strategy has been applied to get features. Reduced feature FR is
obtained by FSU [ FCHI [ FRF. After selecting the reduced feature set (FR),
Dimensionality Reduction step has been performed in which the columns representing
all features f does not belong to FR. Consequently, we obtained a reduced data set (RD).
Later on, in tuple reduction, the removal of duplicate instances from the RD, who has
same feature values and same class and get the final reduced dataset (TRD). This
approach is illustrated in Algorithm 1.
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Algorithm 1: Feature and Tuple Selection Algorithm 

Step 1: Input original dataset D after data numericalization that include features P 
and target class (= Label) Q. 

Step 2: Repeat step 3 to step 5 in parallel order. 
Step 3: For each feature Pi

Step 3.1: Calculate score SSU for each feature f using Symmetric-

Uncertainty (Sf  SSU). 

Step 3.2: Sort SSU in descending order. 

Step 3.3: Compute mean SU for score (SSU). 

Step 3.4: if feature f satisfy SSU > SU. 

Step 3.5: Feature f is assigned to feature subset FSU.

Step 4: For every feature Pi

Step 4.1: Evaluate score SCHI for each feature f using chi-squared (Sf  SCHI). 

Step 4.2: Arrange SCHI in decreasing order. 

Step 4.3: Compute mean CHI for score (SCHI). 

Step 4.4: if feature f satisfy SCHI > CHI. 

Step 4.5: Feature f is assigned to feature subset FCHI.

Step 5: for every feature Pi

Step 5.1: Evaluate score SRF for each feature f using reliefF (Sf  SRF). 

Step 5.2: Sort SRF in descending order. 

Step 5.3: Compute mean RF for score (SRF). 

Step 5.4: if feature f satisfy SRF > RF. 

Step 5.5: Feature f is assigned to feature subset FRF.

Step 6: Reduced feature set (FR) = FSU  FCHI  FRF. 

Step 7: Remove the feature f from D which are not available in FR and 

get reduced dataset RD. 

Step 8: Remove the duplicate tuple from RD and get final reduced dataset TRD. 
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4 Dataset Description

For the experimental purpose and DDR scheme’s evaluation, two datasets have been
considered, which are benchmark NSL-KDD dataset and CICIDS 2017 dataset.

NSL-KDD Dataset: This dataset is the revised form of KDD Cup 99 dataset. It almost
covers the inherent drawbacks of KDD Cup 99 dataset. NSL-KDD is the finest version
of KDD Cup 99 dataset. In NSL-KDD, a number of records in train and test sets are
acceptable. This improvement makes the dataset consistent and comparable. The
dataset consists of 40 features and one label by which abnormal behavior is detected.
Furthermore, NSL-KDD dataset has training and testing sets which include 125973 and
22544 instances respectively. Table 1 depicts the name of that 40 features and one
Label (normal and attack).

CICIDS 2017 Dataset: The CICIDS 2017 dataset [3, 4] has been created by the
Canadian Institute of Cybersecurity (CIC) in 2017 which is used in this research and it
comprises of mandatory and revised attacks such as DoS, DDoS, Brute Force, XSS,
SQL injection, Infiltration, Port scan, and Botnet. The earlier publically available
datasets lack traffic diversity, volumes, anonymized packet information payload,

Table 1. Features of NSL-KDD

S no. Feature name S no. Feature name

1 Duration 22 Is_guest_login
2 Protocol_type 23 Count
3 Service 24 Serror_rate
4 Src_bytes 25 Rerror_rate
5 Dst_bytes 26 Same_srv_rate
6 Flag 27 diff_srv_rate
7 Land 28 Srv_count
8 Wrong_fragment 29 srv_serror_rate
9 Urgent 30 srv_rerror_rate
10 Hot 31 srv_diff_host_rate
11 Num_failed_logins 32 Dst_host_count
12 Logged_in 33 Dst_host_srv_count
13 Num_compromised 34 Dst_host_same_srv_count
14 Root_shell 35 Dst_host_diff_srv_count
15 Su_attempted 36 Dst_host_same_src_port_rate
16 Num_root 37 Dst_host_srv_diff_host_rate
17 Num_file_creation 38 Dst_host_serror_rate
18 Num_shells 39 Dst_host_srv_serror_rate
19 Num_access_files 40 Dst_host_rerror_rate
20 Numoutbound_cmds 41 Dst_host_srv_rerror_rate
21 Is_hot_login 42 Label
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restraints on the variety of attacks, lack of the feature set and metadata. Thus, CICIDS
2017 overpower the issues like various protocols such as HTTP, HTTPS, FTP, SSH
and email protocol are present. The dataset listed on Wednesday has been chosen
which consists of a diverse type of DoS Attack. Subsequently by capturing the network
traffic, the .pcap file is converted to CSV file using CICFlowMeter [5]. Denial-of-
Service attacks present in this dataset have been categorised into five classes, namely
DOS Slow Loris, DOS Slowhttptest, DOS Huk, DoS Goldeneye and recently talked
about attack called Heartbleed. The dataset consists of 79 features suggested by CIC [5]
presented in Table 2.

Table 2. Features of CICIDS 2017

No Feature No Feature No Feature

1 Source Port 28 Bwd IAT Total 55 Average Packet Size
2 Destination Port 29 Bwd IAT Mean 56 Avg Fwd Segment Size
3 Protocol 30 Bwd IAT Std 57 Avg Bwd Segment Size
4 Flow Duration 31 Bwd IAT Max 58 Fwd Avg Bytes/Bulk
5 Total Fwd Packets 32 Bwd IAT Min 59 Fwd Avg Packets/Bulk
6 Total Backward Packets 33 Fwd PSH Flags 60 Fwd Avg Bulk Rate
7 Total Length of Fwd Pck 34 Bwd PSH Flags 61 Bwd Avg Bytes/Bulk
8 Total Length of Bwd Pck 35 Fwd URG Flags 62 Bwd Avg Packets/Bulk
9 Fwd Packet Length Max 36 Bwd URG Flags 63 Bwd Avg Bulk Rate
10 Fwd Packet Length Min 37 Fwd Header Length 64 Subflow Fwd Packets
11 Fwd Pck Length Mean 38 Bwd Header Length 65 Subflow Fwd Bytes
12 Fwd Packet Length Std 39 Fwd Packets/s 66 Subflow Bwd Packets
13 Bwd Packet Length Max 40 Bwd Packets/s 67 Subflow Bwd Bytes
14 Bwd Packet Length Min 41 Min Packet Length 68 Init_Win_bytes_fwd
15 Bwd Packet Length (avg) 42 Max Packet Length 69 act_data_pkt_fwd
16 Bwd Packet Length Std 43 Packet Length Mean 70 min_seg_size_fwd
17 Flow Bytes/s 44 Packet Length Std 71 Active Mean
18 Flow Packets/s 45 Packet Len. Variance 72 Active Std
19 Flow IAT Mean 46 FIN Flag Count 73 Active Max
20 Flow IAT Std 47 SYN Flag Count 74 Active Min
21 Flow IAT Max 48 RST Flag Count 75 Idle Mean
22 Flow IAT Min 49 PSH Flag Count 76 Idle packet
23 Fwd IAT Total 50 ACK Flag Count 77 Idle Std
24 Fwd IAT Mean 51 URG Flag Count 78 Idle Max
25 Fwd IAT Std 52 CWE Flag Count 79 Idle Min
26 Fwd IAT Max 53 ECE Flag Count 80 Label
27 Fwd IAT Min 54 Down/Up Ratio
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5 Experimentation

This section, showcases the performance of recommended DDR scheme on the
benchmark NSL-KDD and CICIDS 2017 dataset in presence of both, ensemble and
standalone classifiers. The experiments are executed on Intel Quad Core 3.2 GHz
processor having 8 GB RAM. R Studio has been used for conducting experiments. The
details of chosen classifiers are presented as followed:

5.1 Ensemble Approach

Extreme Gradient Boosting classifier (XGBoost) [9] is extended version of Gradient
Boosting Machine. It integrates the weak learner into an individual strong learner in a
repetitive method. The whole algorithm is based on assigning weights to the learner. To
find, a strong learner uniform distribution is used by assigning the weights. Uniform
distribution has been finding through the following formula.

DtðiÞ ¼ Dt exp �at yi ht xið Þð Þ
Zt

ð7Þ

Where Dt is the distribution, a is the learning rate, h is the weak learner, x is the
training fragment (attribute), y is the label class and Zt is the previous distribution. The
same formula has been used to find Zt.

Conditional Inference Tree (CTree) [10] is the statistical approach for recursive
portioning. It covers the two fundamental problems of exhaustive search procedures are
handled by CTree. It reduces over-fitting and also reduces the biasing of covariates
missing values and multiple splits.

5.2 Standalone Classifier

SVM [11] has been used for analyzing classification generally using two class labels.
SVM allows choosing several kernels like linear, polynomial and radial bias function.
In this study, we chose radial bias function for binary classification as normal or
intrusion.

Neural Network (Nnet) [12] is a computational model influenced by the design of
biological neural network. It includes an interconnected group of artificial neurons
which process information. It is also known as a feed-forward neural network.

5.3 Experimental Results

This section highlights the results evaluated by our proposed strategy using the above-
mentioned classifiers. For evaluating we use the two datasets: KDDCUP 1999
(benchmark dataset) and CICIDS 2017. For NSL-KDD, the training set DNSL contains
125,973 instances which contain both normal traffic and abnormal traffic (attack). Each
instance containing 41 features which contain both discrete (9 features) and continuous
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(32 features) features. Afterward, we apply DDR strategy on D(NSL) for data reduction
we get reduced dataset TRD(NSL). TRD(NSL) contains 119,220 instances and 22 features
which is less than as discussed in [26] and [27]. A reduction of around 6% of the
number of instances has been observed from DNSL. For CICIDS 2017, the total dataset
has 692,703 instances. We split the dataset for training and testing the classifiers. After
splitting the training dataset DCIC contain 500,000 instances and 79 features. Moreover,
every instance is identified as normal or an attack. By implementing DDR on DCIC, a
compressed dataset TRD(CIC) was achieved with 117,200 instances and 36 features.
Approximately 18% of the number of instances in DCIC has been observed. The chosen
feature from the NSL-KDD dataset has been described in Tables 3 and 4 depicts the
chosen feature for the NSL-KDD dataset and CICIDS 2017 dataset respectively.

Before applying the classifiers, we apply the normalization on the reduced dataset.
As we know training set consists of huge number of instances and every instance has
multiple features, a challenge about training dataset is that values in the features. Some
attributes have the values that have maximum scope among the minimum and maxi-
mum value, for this large scope, we normalize the features using logarithmic scaling
method for obtaining the ranges and to get the values in the range [0, 1] through the
following formula (8).

Aj½i� ¼ Aj½i� � Amin½i�
Amax½i� � Amin½i� ð8Þ

Where Aj[i] represents the value of i
th feature of jth data instance. Amin[i] depicts the

lowest value of ith feature in the dataset A (A = RD), while Amax[i] depicts the largest
value among the values in that feature.

For NSL-KDD dataset, three attributes such as “duration”, “src_bytes”, “dst_bytes”
are there on which we apply normalization steps. There are also some attributes are
there in CICIDS 2017 like “Flow Duration”, “Fwd Packet Length Std”, “Flow
Bytes/s”, “ Flow Packets/s”, “Flow IAT Mean”, “Flow IAT max”, etc. on which we
apply the normalization process to get the values in range between [0,1].

Now we apply the classifiers on reduced dataset RD. Table 5 describes the accuracy
of detecting an intrusion between the classifiers, time comparison has been represented

Table 3. Selected feature of NSL-KDD.

Features Selected feature

22 6, 27, 4, 24, 29, 26, 38, 39, 3, 12, 5, 34, 35, 23, 33, 8, 7, 2, 13, 11, 10, 20

Table 4. Selected feature for CICIDS 2017

Features Selected feature

36 1, 2, 21, 78, 4, 26, 7, 65, 39, 23, 75, 18, 20, 31, 42, 24, 19, 44, 45, 11, 56, 9, 73,
43, 79, 29, 28, 68, 25, 71, 40, 55, 37, 17, 35, 3
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in Figs. 2 and 3 for NSL-KDD and CICIDS 2017 datasets respectively. Figures 4 and 5
describes the True Positive Rate comparison between the classifiers for the NSL-KDD
and CICIDS 2017 datasets respectively.

Figure 6 represents the error comparison for the NSL-KDD dataset and Fig. 7
depicts the error comparison for CICIDS 2017 dataset. In this experiment, we only
compare the measurements for NSL-KDD with other proposed methodology, because
they choose only KDD dataset for their experiment as shown in Fig. 8. Confusion
matrix for various classifiers has been represented in Table 6 (Attack and Normal).
Moreover, in this proposed model other evaluation metrics for NSLKDD has been
performed after applying DDR scheme. The evaluation metrics has been described in
Table 7.

Table 5. Accuracy comparison

Accuracy (%) NSL-KDD CICIDS 2017
Without DDR With DDR Without DDR With DDR

XGBoost 94.3 98.85 95.3 98.42
CTree 85.45 92.51 85.56 95.90
SVM 73.34 79.25 79.56 85.32
Nnet 71 73.2 78.5 80.25
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Table 6. Confusion matrix for NSL-KDD

XGBoost CTree SVM Nnet

Predicted
Attack Normal Attack Normal Attack Normal Attack Normal

Actual Attack 12584 40 11455 133 8490 4513 6820 6020
Normal 229 9690 1565 9390 180 9360 214 9487

Table 7. Evaluation metrics for NSL-KDD

S.No Metrics XGBoost CTree SVM Nnet

1 True positive 12584 11455 8490 6820
2 False negative 229 1565 4513 6020
3 False positive 40 133 180 214
4 True negative 9690 9390 9360 9487
5 Sensitivity (TPR) 0.982 0.879 0.652 0.531
6 False Alarm Ratio (FPR) 0.0041 0.0139 0.0188 0.0220
8 Precision (%) 99.68 98.45 97.13 96.95
9 Recall (%) 97.3 84.1 72.4 70.1
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6 Conclusion

Dimensionality reduction without affecting the classifier’s accuracy is one of the
biggest challenge faced by data sets with plenty of dimensions. In order to suggest a
solution to cope up with the challenge of high dimension, DDR scheme has been
proposed which reduces dimensions without compromising with the accuracy of
classifiers. The scheme so proposed uses SymmetricUncertainty, Chi-Squared and
ReliefF in a combined way, to chalk out important and useful features. Moreover, the
scheme covers various processes like data numericalization, feature selection, dimen-
sionality reduction and tuple selection as well.

For the experiment we used two datasets NSL-KDD and CICIDS 2017. CICIDS
2017 is the recent intrusion dataset, which is very descriptive in nature. It covers almost
all the protocol types and hots down attack diversity too. CICIDS 2017 hasn’t been
used by the researchers to find the intrusion till date, for this reason we chose this
dataset for our experiment. CICIDS 2017 has in all 79 features which are like hurdle in
the way to find the malicious activity in an efficient way. Our proposed DDR scheme is
very suitable for this kind of volumetric data. Also the elapsed time for building the
classification model, is considerably reduced by the usage of DDR scheme making it as
one of the most advantageous feature of our proposed scheme. Apart from this, both
ensemble approach and standalone classifier approach give better result when applied
with the DDR scheme, with regard to accuracy and computation time. The study will
also boost up the researchers in the field of big data and data science in their concern
work, and would yield more Data analysis opportunities in the domain of cyber
security.

The work so proposed, can be enhanced to achieve the optimal set of features with
the help of fuzzy logic, and other correlation feature selection method. The efficiency of
system can be further improvised by using deep learning techniques. Deep learning
techniques like Convolutional Neural Network and Long Short Term Memory (LSTM)
network can be used to find the accurate results without reducing the features from the
datasets.
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Abstract. The Forecasting of agriculture commodity price plays an important
role in the developing country like India, whose major population directly or
indirectly depends upon farming. There are several forecasting techniques like
Time series analysis, regression techniques, learning techniques. We used Auto
Regressive Integrated Moving Average (ARIMA) model under Time series
analysis for forecasting, which consider only the historical data.We selected price
of sunflower seed for the period 1st January 2011 to 31st December 2016,
gathered from “data.gov.in” for the market Kadiri, Anantpur district, Andhra
Pradesh, India. We used the data from 1st Jan, 2011 to 31st Dec 2015 for training
purpose and the data from 1st Jan, 2016 to 31st Dec 2016 for testing purpose.
Based on the training data, ARIMA(1, 1, 2) selected as best model. Mean Average
Percentage Error (MAPE) for the selected model is calculated as 2.30%. The Root
Mean Square Percentage Error (RMSPE) observed by the model as 3.44%.

Keywords: Forecasting � ARIMA � Time series analysis �
Agriculture commodity price

1 Introduction

As India is developing country and the larger population depends upon the farming.
The agriculture commodity price affects all the human beings directly or indirectly
specially the farmers, whose sole income depends upon the selling price of agriculture
commodities. There are several factors like demand, supply, geographical location etc.,
which can affect the agriculture commodity price.

1.1 Short Term Forecasting Techniques

Based on the duration, Forecasting categories into three major parts: “long term,
medium term and short term”. Long term forecasting refers to the predicting the price for
years, while medium term forecast ranged between 2–5 years. The short term forecasting
techniques used to predict in the range of day to one year. Forecasting can be done by
daily basis, weekly basis, monthly basis, quarterly basis or yearly basis. The forecasting
techniques mainly divided into two parts: Based on economical factors and based on
historical data. Here we mainly focused on techniques based on historical data.
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1.2 ARIMA Model

ARIMA model stands for “Autoregressive Integrated Moving Average Model”
sometime also referred as Box-Jenkins model. This model contains three parameters
namely p, d and q and represented as ARIMA(p, d, q). The parameter p is associated
with Autoregressive model i.e.; AR(p), parameter d is associated with Integrated model
i.e.; I(d) and the parameter q is associated with Moving Average model i.e.; MA(q).
This model totally depends upon the past data and do the prediction.

1.3 Model Building Strategy

Box-Jenkins [7–10] proposed “model building strategy” which consist three parts, as
shown in Fig. 1. The first part is model identification, in which we analyze the time
series data on the basis of various facts like: different plots of the data, our subjective
knowledge in that particular area, statistic etc. By analyzing we mainly choose the
model.

The second part of this strategy is to finding the optimal parameters by fitting the
chosen model in first part. The third and last step of the model is to analyze the accuracy
of the fitted mode. If we get the desired accuracy for the model, then we can accept the
model, otherwise we iterate this three step strategy, until we get the desired model.

In [1], Razali et al., used ARIMA and GARCH model for forecasting of crude palm
oil and black pepper for Malaysian market. They concluded that best models for crude
palm oil and for black pepper are ARIMA(1, 1, 1) and ARIMA(2, 1, 1) respectively.

In [2], Ussenbayev, et al., used Dynamic Model Averaging (DMA) for forecasting
of commodity price and compare the accuracy with the ARIMA model.

In [4], Idrees et al., used ARIMA model for forecasting of stock price, based on
Indian stock market. In [5] Kibona et al., used ARIMA model to forecast the price of
Maize. Based on the chosen data, ARIMA(3, 1, 1) was the best model (Fig. 2).

1.4 Data Preprocessing

The price of sunflower seed is taken from the website “data.gov.in” for the period 1st
January 2011 to 31st December 2016. The sample format of data is shown in the given
table. As we can see that the price is not available for the date 20/01/2016. So we
assume that,

Price on date (X) = Price on date (X − 1)

Fig. 1. Model building strategy
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The data is divided in two sets: Training set and Testing Set, the data from 1st Jan,
2011 to 31st Dec 2015 for training purpose and the data from 1st Jan, 2016 to 31st Dec
2016 for testing purpose (Table 1).

1.5 Challenges in Forecasting of Agriculture Commodity Price

Forecasting of agriculture commodity price is complex in nature. As per the nature of
agriculture commodity, its price depends upon several factors like- time, season, status
of monsoon, geographical location supply, demand etc. ARIMA model totally rely on
the historical data. In the time series data there are several practical issues like: missing
data, the size of the series, conversion from daily price to weekly price/monthly
price/quarterly price or conversion from weekly price to monthly price/quarterly price.

2 Methodology

2.1 ARIMA

This model contains three parameters namely p, d and q and represented as ARIMA(p,
d, q). The parameter p is associated with Autoregressive model i.e.; AR(p), parameter d
is associated with Integrated model i.e.; I(d) and the parameter q is associated with
Moving Average model i.e.; MA(q).

2.2 Autoregressive (P)

AR(P) is also known as autoregressive model of order ‘p’. Autoregressive means
regression on themselves. Here ‘p’ denotes the number of past terms of the series
involved to find the next term. Suppose Yt

Table 1. Daily sunflower seed price in Indian market

State District Market Commodity Arrival date Price

Andhra Pradesh Anantapur Kadir Sunflower seed 14/01/2016 4800
Andhra Pradesh Anantapur Kadir Sunflower seed 15/01/2016 4800
Andhra Pradesh Anantapur Kadir Sunflower seed 16/01/2016 4800
Andhra Pradesh Anantapur Kadir Sunflower seed 17/01/2016 3900
Andhra Pradesh Anantapur Kadir Sunflower seed 18/01/2016 3900
Andhra Pradesh Anantapur Kadir Sunflower seed 19/01/2016 4000
Andhra Pradesh Anantapur Kadir Sunflower seed 20/01/2016 NA
Andhra Pradesh Anantapur Kadir Sunflower seed 21/01/2016 4000
Andhra Pradesh Anantapur Kadir Sunflower seed 22/01/2016 3800
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00 Yt ¼ u1Yt�1 þu2Yt�2 þ . . .upYt�p þ et 00

In AR(p), p is the order of autoregressive process, denotes the number of previous
terms involve in the regression analysis for the series Y. For example, ARIMA(2, 0, 0)
is equivalent to AR(2). The AR(2) can be is represented as

00 Yt ¼ u1Yt�1 þu2Yt�2 þ et 00

Here, u1 and u2 are model parameters, et is the error term.

2.3 Moving Average (Q)

A moving average (MA(q)) component is mainly used for specifying the error of the
model. The error can be obtained by the combining the previous error terms. Here the
parameter ‘q’ represent the total number of previous error terms required to specify the
present error.

00Yt ¼ et � h1et�1� h2et�2. . .� hqet�q
00

Here h1, h2, … − hq are the weights which applied on the error terms et−1, et−2,
……et–q, respectively.

2.4 Integrated (D)

In Integrated (d) component, d represent the degree of differencing. It is used to
stabilizing the series when the time series is non-stationary. We can get the stationary
series from non-stationary series by subtracting the current value of the series from the
previous value of the series ‘d’ times.

2.5 Framework for ARIMA

The first step in ARIMA framework is to visualize the time series data. On the basis of
visualization we analyze that whether the series is stationary or non-stationary.
As ARIMA model works with stationary series only. The second step of ARIMA is to
stationarize the series. A series is stationary or not that depends upon expectation,
variance and co-variance. For example if the expectation of a series is time dependent
then the series will be non-stationary. There are several methods like differencing,
detrending to stationarise the series. The third step of ARIMA is to apply model
building strategy to find the optimal parameters p and q. These parameters can be
obtained by using ACF plot (autocorrelation) and partial autocorrelation function
(PACF plot) [11]. After getting the parameters p, d and q we apply ARIMA model to
forecast.
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3 Result and Analysis

Step-1: Analyzing the Time Series Data
For analysis, We have taken the dataset of daily wholesale price of sunflower seed in
various Indian market (during January 2011 to December 2016) from the website
www.data.gov.in. Implementation work is done in R programming language. Figure 3,
shows the plot of daily price of sunflower seed during 2011 to 2016 by using the
following code:
“tsData = ts(MyData$Price, frequency = 365, start = c(2011))

plot(tsData, main = “Wholesale Price of Sunflower in 2011–16”)”

From Fig. 3, we can say that the given series is time dependent. The price is at peak
generally in September to December of every year and while the price is lower in the
season of February to May.

Fig. 2. Framework for ARIMA

Fig. 3. Daily price of sunflower seed for Jan, 2011 to Dec, 2016
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Step-2: Components of Time Series Data
Whenever we analyze any time series data, generally we get following components:
Seasonality, Cycle and Trend. As from the Fig. 1, it is clear that the dataset containing
seasonal component (Price at peak and low at particular point of every calendar year) as
well as trend (refers that over the period of time whether the time series follows some
pattern or not. For example with time whether price is increasing or decreasing).
Decomposition of the sunflower time series data is shown in Fig. 5 (Fig. 4).

Step-3: Stationarize the series
As from the Fig. 3, it is clear that the series is not stationary. ARIMA model cannot be
applied on non-stationary series. Hence we applied Augmented Dickey-Fuller Test for
getting the stationary series.

Fig. 4. Components of time series data

Fig. 5. ACF and PACF plot
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Step-4: Find the optimal parameter p, d, q for ARIMA
We used the function “auto.arima()” for finding the optimal parameter p, d and q. In
Table 2, the various ARIMA model with respective drift values shown, obtained by the
auto.arima() function. The best model after refitting, chosen by this function is ARIMA
(1, 1, 2) with drift value −7379.147.

Step-5: Make prediction
We apply the model ARIMA(1, 1, 2) for forecasting of sunflower seed price for the
period of 1st January 2016 to 31st December 2016. The forecasted result is shown in
the figure. The Y-axis represent the logarithmic price and the X-axis represents the time
(Fig. 6).

Table 2. Various ARIMA model with parameters

Model Drift value

ARIMA(2, 1, 2) −7367.08
ARIMA(0, 1, 0) −6948.638
ARIMA(1, 1, 0) −7267.765
ARIMA(0, 1, 1) −7368.718
ARIMA(0, 1, 0) −6950.554
ARIMA(1, 1, 1) −7367.672
ARIMA(0, 1, 2) −7368.356
ARIMA(1, 1, 2) −7371.344
ARIMA(1, 1, 2) −7371.827
AHJMA(0, 1, 2) −7369.831
ARIMA(2, 1, 2) −7368.505
ARIMA(1, 1, 3) −7369.316
ARIMA(2, 1, 3) −7368.691

Fig. 6. Forecasting by ARIMA model
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4 Error Analysis

We compared the forecasted price with the actual price as shown in Fig. 7, and cal-
culated the two important parameters: Mean Absolute Percentage Error (MAPE) and
Root Mean Square Percentage Error (RMSPE) (Fig. 8).

Absolute Percentage Error = (|Actual Price − Forecasted Price|) * 100/Actual Price

MAPE ¼
X

Absolute Percentage Error
� �

=n

Here, n is the number of days, for which the forecasting is done.
The MAPE and RMSEP of ARIMA(1, 1, 2) for sunflower seed is 2.30 and 3.44

respectively. In Fig. 9, we plotted the error (Actual Price − forecasted price).

Fig. 7. Comparison of actual price and forecasted price

Fig. 8. Daily error
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5 Conclusion and Future Work

As we know that, ARIMA model is one of the model used for forecasting based on
time series analysis. We consider wholesale price of sunflower seed, taken from “www.
data.gov.in” for the period of 1st January, 2011 to 31st December, 2016 from one of
the Indian market. ARIMA(1, 1, 2) selected as the best model. For accuracy mea-
surement, we considered two parameters: MAPE and Root Mean Square Percentage
error. The MAPE for the selected model ARIMA(1, 1, 2) is 2.30. As we know that,
time series data for the agriculture commodity price is non-linear in nature and the
ARIMA model deals with the stationary time series model. Hence the artificial neural
network can give more accurate result in terms of accuracy.
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Abstract. The factor driving the lucrative IoT (Internet of Things) domain is
the amalgamation of diverse technologies and their associated solution strate-
gies. This research paper reports the recent review work on IoT for data ana-
lytics methods and applications. It also work IoT data classification holding
diverse dimensions. In addition, a recent and intense survey of different kinds of
data analytics techniques pertaining to different applications with datasets
picked up from diverse domains are unfolded and packed into domain categories
for usage in IoT in this work. In the present heterogeneous IoT scenario, this
recent survey is dedicated to the ones who wish to loom towards this complex
domain and dream to bestow upon its research and development. A wide
spectrum of visions related to data techniques for IoT is presented along with the
intense review of the allied enabling technologies. Open research issues and
future directions of research are also presented.

Keywords: IoT � Data analytics � Cloud computing � Fog computing

1 Introduction

The Internet of Things (IoT) technology is comprised up of the integration of smart
heterogeneous constrained devices or smart real world objects or things which may
include thousands of mini computers, sensors, supercomputers, televisions, chair,
animals to name a few with almost no human intervention. These real world entities are
responsible for collecting all sorts of unstructured, semi-structured, structured data
which is available on any kind of social media platform for humans or any integrated
smart machine (Yan et al. 2014). The lead objective associated with IoT is to offer to
the users, a flexible, scalable and usable infrastructure using middleware software and
communication protocols (interoperable in nature) to establish connections amongst
heterogeneous devices present in the complex environment. Further, there comes a box
full of challenges and research issues when it comes to the low cost and scalable
integration of Internet of Things with other technologies like cloud computing. (Díaz
et al. 2016). The IoT environment as depicted above consists up of a huge number of
smart things with different architectures and communication mechanisms. The
demands for these kinds of systems are consistently rising and bringing a lot of
associated challenges as well like information retrieval, storage and management to
name a few (Alaba et al. 2017). Specifically, the IoT network is responsible for
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touching human lives in numerous ways by generating magnanimous amount of data
which needs to be semantically and intelligently processed, restored and managed. The
IoT data also requires monitoring, controlling, evaluation and testing to deliver efficient
performance in complex integrated environments (Zhou et al. 2018). Figure 1 is a
pyramid of Internet of Things with Cloud and Fog technologies. Cloud computing is a
technology that is responsible for offering the countless virtualized resources over the
network as services (Dabas et al. 2010). Fog computing primarily expands the idea of
central networks used in cloud computing to edge networks (Ning et al. 2019).

This study presents recent literature works related to the data analytics mechanisms
related to the Internet of Things paradigm. The prime target of this research paper is to
figure out crucial categories for some of these very significant and widely used tech-
niques. This will further enhance the research on data analytics for Internet of Things
systems in the time to come. In specific, the contributions of this research work can be
summarized as below:

1 This research paper exposes the reviews on prime architectural components of
Internet of Things.

2. This research work presents the data classification for Internet of Things paradigm
from interesting dimensions

3. The author figures out six prime data analytics categories for Internet of Things.
4. This paper exposes a number of open issues and presents research directions to

instil future research in the Internet of Things environment integrated with other
technologies.

5. Finally, a conclusion is drawn at the end of this research work.

The remainder of this research paper is organized in the following manner. Sec-
tion 2 presents the prime architectural components for the Internet of Things paradigm.
Section 3 depicts the Internet of Things data classification. Section 4 instigates six
prime data analytics categories for the Internet of Things in extensively. Section 5
focuses on the open research issues. Section 6 throws light on the directions for future
research. Conclusion of this recent research work study is written in Sect. 7.

Fig. 1. Pyramid of Internet of Things with Cloud and Fog technologies
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2 Internet of Things: Prime Architectural Components

Figure 2 presents the prime components (https://www.postscapes.com/internet-of-
things-protocols/) associated with the Internet of Things technology. These components
include hardware devices, internet mechanism, communication protocols, and appli-
cation domains and data analytic techniques. The Infrastructure protocols which may
be applied in the Internet of Things arena to the smallest of constrained devices and the
examples include 6LoWPAN, IPv4/IPv6 and RPL. 6LoWPAN is a name assigned to
Internet protocol version 6 (IPv6) over low power wireless PANs (personal area net-
works) at lower data rates. The application areas of 6LowPAN include entertainment
and automation applications at home or offices. RPL refers to routing protocol for
wireless sensor networks specially designed for low power consumption. The internet
communication protocols for the Internet of Things include MQTT, AMQP, CoAP to
name a few. Figure 2 is a self explanatory pictorial representation of the prime
architectural components associated with the Internet of Things paradigm.

3 Internet of Things (IOT) Data Classification

The Internet of Things Data comes from various sources, carries a number of attributes,
holds a numbers of associated phases and has data analytics techniques associated with it.

This classification of the Internet of Things data is presented in Fig. 3 above.
Sources of the Internet of Things data include the data originations from different kinds
of sensors, smart entities to name two. Then there are attributes related to the big kind

Fig. 2. Prime architectural components of Internet of Things (https://www.postscapes.com/
internet-of-things-protocols/)

464 C. Dabas

https://www.postscapes.com/internet-of-things-protocols/
https://www.postscapes.com/internet-of-things-protocols/
https://www.postscapes.com/internet-of-things-protocols/
https://www.postscapes.com/internet-of-things-protocols/


of Internet of Things data like its value, visualization, volatility, validity, vulnerability,
validity, veracity, variability, variety, velocity and volume. Internet of data is acquired
from various sources which also include sensors and other low power memory con-
strained devices. Other phases of Internet of Things data include processing, retention,
transportation, processing and data leveraging to multiple uses and applications in
diverse domains. In the future generation Internet of Things systems, there will be dire
need to express semantically intelligent and optimized decisions which will require to
keep all the above data ingredients into consideration along with the most appropriate
data analytic technique to be applied catering to the needs of context specific micro
services and micro applications. In the light of the above discussion, Sect. 4 is coming
up with six identified categories of data analytic methods for the Internet of Things
systems.

4 Internet of Things: Data Analytics Techniques

4.1 Logic/Rule Based Learning

As per a research work, the authors of a paper (Darshan et al. 2015) presented an
application related to the healthcare system which presents a review on the implications
of the Internet of Things. The authors of this work have highlighted that it is important
to predict the Chronic Disorders as early as possible. The authors of this work proposed
a methodology inferring both knowledge and information in context with the healthcare
data. Their methodology consisted primarily of three phases namely data pruning, data
prediction and data presentation. Further a number of reviews and challenges have been
addressed in this work and holds an example of rule based learning in the IOT arena
considering the domain of healthcare system.

Fig. 3. Internet of Things data classification
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4.2 Machine Learning/Deep Learning

Reported by a recent research work (Martis et al. 2018), Internet of Things and
Machine Learning along with big data form prime ingredients for the design of future
computing systems which are artificial intelligence oriented. This study has presented
trans-disciplinary kind of trans-informative review work in the above specified research
areas. Two examples include the discussion of the enhanced version of Computer
Aided Diagnostic method to evaluate cancer with the analysis of masses which are
mammographic. For the relieving of the probable attacks, this work also presents a
discussion on the median data issue while using vernacular resources in order to enable
the Internet of Things techniques. The research work projected by (Ravi et al. 2017)
highlights the intensity of the role of deep learning in the environment of constrained
low powered IOT devices for efficiently utilizing the computing platform which are
high performance in nature. The authors of this paper proposed a technique which
utilizes the combination of features derived as a part of the data retrieved from the
inertial sensor data and balancing information of the associated shallow features. Their
proposed method merges the learnt and shallow features retrieved with the help of a
deep learning technique related to the time-series oriented data classification. The
authors have also evaluated their proposed method with the existing techniques while
considering both the real world activity and laboratory datasets. The authors of this
work present their results in form of pie charts and histograms of various activities by
comparing the times (computation) while considering the limitations related to the on-
node processing (real-time) using wearable sensor platforms and smart phones which
composes the Internet of Things settings. As per one more recent work, authors of a
research paper (Li et al. 2018a, b, c) have presented a model called DCCM (Deep
Convolutional computation model) for nig data in Internet of Things environment. This
model considers tensor convolution for improving training efficiency and preventing
over fitting and exposing hidden correlations across various modalities corresponding
to the things. Further, it also learns the hierarchical features from this tensor model. In
high-order space, for the training of the parameters of the proposed model, this work
also proposed a technique called HBP (high-order back propagation) where the min-
imization of the reconstruction of the loss function is performed. Their proposed model
is evaluated while making use of the datasets namely SNAE2, CUAVE, and STL-10.

Further, a recent study (Li et al. 2018a, b, c) suggests the extraction of accurate
information from the complex Internet of Things infrastructure with raw data (sensor)
while making use of deep learning. Further, it connects the multiple layers of this envi-
ronment to the edge computing environment with constrained computing capabilities. In
the edge computing scenario, the authors have specifically taken up the issue of
scheduling the network layers corresponding to the Internet of Things deep learning
environment and carried out performance evaluation in the Python (Version 2.7) pro-
gramming language. The results of this research work are plotted in terms of operations
versus reduced data size ratio related to the number of layers in the Internet of Things deep
learning environment. The authors of this work further claims that their proposed solution
can accommodate the rise in the tasks (deployed in edge servers) to a higher numberwhile
maintaining better Quality of Service (QoS) necessities in the complex and resource
constrained scenarios like IoT. In a more recent research work (Fekade et al. 2018)
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for telemetry applications in the Internet of Things, a probabilistic method is proposed for
recovering the incomplete data from the sensors located embedded inside IoT environ-
ment. Here, the proposed method works in a sequential execution of three phases namely
the K-means technique for the clustering of sensors in the IoT environment, PMF
(ProbabilityMatrix Factorization) for recovering themissing data (in each cluster), EPMF
(Extended Probability Matrix Factorization) for the improvement of the data recovery
precision. For the experimental evaluation of the proposedwork, the authors have utilized
diverse sensors planted in the Intel Berkeley Research Laboratory. The results of this
work are tabulated while presenting the RMSE (Root Mean Square Error) enhancement
with the proposed PMF technique as compared with the other existing Support Vector
Machine and Deep Neural Network techniques. In one more recent hot vaporizing
research work (Diro and Chilamkurti 2018), in cyber-security, an attack detection tech-
nique (distributed) for social Internet of Things scenario is presented using deep learning
methodology. For Fog-to-things networks, the authors have also presented distributed
attack detection architecture. TheNSL-KDD dataset has been used as an intrusion dataset
in this work. For normal and attack, the 2-class categories have been utilized and for
normal, probe, DoS a 4-class category has been used in this work. An algorithm for local
training and parameter exchange has been discussed. This work has been compared with
the other existing shallow methods in terms of Precision, Recall and F1 Measure and the
results are tabulated. The authors of (Mohammadi et al. 2018) have proposed a Deep
Reinforcement Learning (DRL) methodology consisting up of a network (deep varia-
tional auto-encoder type) which bears semi-supervised form. This work has been carried
out for the services related to the Internet of Things environment and considering smart
city applications. Here, the dataset arrived from a deployment (real-world) in form of a
campus library area consisting up of a grid of iBeacons and in relation with the learning
agent, the use of both unlabeled as well as labelled data has been made for the improvi-
sation of the accuracy and performance has been made in this work. The results are
projected in form of accuracies related to various feature sets inside a DNN (Deep Neural
Network) in the Internet of Things environment. The authors of this paper specifically
reveal that the learning agents can be significantly benefitted by the context-awareness
being applied to the unlabeled data for improving the accuracy and performance in an
Internet of Things scenario. According to the authors of a research work (Zhang et al.
2018), a huge count of attributes is associated with the big data samples especially in the
portable devices (constrained and low power) like those found in the common settings of
Internet of Things. This fact further puts hinderances on the performance of the HOPCM
(High-Order Possibilistic c-means) techniques. For the clustering of big data in the IoT
environment, the authors of this work have investigated and proposed methods which are
inclined on TT-HOPCM (tensor-train network) and CP-HOPCM (canonical polyadic
decomposition) and forms variants of HOPCM. The datasets exploited in this work are
SNAE2 and NUS-WIDE-14. The results of this work signifies that for saving the memory
in heterogeneous samples in the Internet of Things systems, a soaring compression rate
can be achieved by the proposed TT-HOPCM and CP-HOPCM techniques while merely
effecting the accuracy (clustering) on the lower side.
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4.3 Re-use Domain Knowledge

In a book (Höller et al. 2014) the visions for machine to machine and its evolution in
the direction of Internet of Things have been presented explaining how the existing
domain knowledge can be reused.

4.4 Linked Stream Processing

The authors of research work (Soldatos et al. 2015) pertaining to the applications in the
arena where semantic portability carries due importance, proposed open source solution
which are meant for the Internet of Things paradigm. They gave it a name called
OpenIoT. This is further based on the SSN (W3C Semantic Sensor Networks) con-
taining both virtual and physical sensors in the Internet of Things sensors and services
scenario. In this work, different capabilities of the OpenIoT platform has been inves-
tigated conceptually like registration, data-acquisition, and deployment related to the
sensors (X-GSN), inter-connected objects and data-streams, authenticated and autho-
rized access to the resources and others in an Internet of Things environment. The
authors of (Hromic et al. 2015) presents the analysis of the sensor data associated with
the IoT environment while performing real time event processing and clustering. This
work has utilized OpenIoT platform which offers an extensive back up for the stream
processing in IoT systems. In this work, in order to carry out a correlation analysis for
the IoT sensors, crowd-sensed data had been utilized. Specifically, SenseZG Air dataset
with its time range, number of data points and unique co-ordinates has been considered.
A modified version of the existing K-means algorithm has been utilized to perform the
geographical partitioning (of the dataset).

One more research work (Dastjerdi et al. 2016) presents a conceptual introduction
on the association of Fog computing with Internet of Things considering different
applications. The authors in specific mention that the IoT paradigm is capable of
enabling innovations which can improve the quality of life as in activity tracking and
healthcare for example. The authors of the research work (Qin et al. 2016) reveals that
since the IoT paradigms comes with volatile and changing environments with volu-
minous data which is noisy and continuously generated, one of the basic issue per-
taining to these kinds of systems still remains IoT data management. This research
work presents an exhaustive study of the data-centric IoT systems. For example, Data
stream processing, complex event processing in the Internet of Things environment has
been extensive discussed using the data centric perspective in this research paper. Open
research issues in relation with the data management for IoT are highlighted by the
authors of this research work. In order to exploit the analytics associated with real time
computing scenarios catering to the complex IoT, Fog Computing and Edge scenarios,
the research paper (Gupta et al. 2017) presents a toolkit for simulation and modelling
and simulation of resource managing methods. The authors of this research work
describe policies related to resource management in an Internet of Things environment.
The authors of (Malek et al. 2017) have thrown light on the continuous real-time data
stream processing and monitoring for the usage of Internet of Things along with the big
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data technologies. In this work real case scenario related to Kaa and Storm applications
has been presented and their experimental study is carried out using different types of
sensors like temperature, pulse and CO2 sensors in the Internet of Things environment.

4.5 Distributed Reasoning

For Internet of Things oriented smart homes, in a very recent research work, the authors
(Tao et al. 2018) proposed a framework offering multi-layer cloud structure (to address
heterogeneity) along with an ontology oriented service (for security) during interop-
erations. Future directions and challenges in the similar context have been also dis-
cussed towards the conclusions of this paper. In association with sensor data fusion and
treatment in the context of the Internet of Things pervasive systems, the authors of
(Rodríguez-Valenzuela et al. 2014) have proposed a service-based approach which is
distributed in nature. Here, the authors discuss that Unified Modelling Language is
useful in representing the Internet of Things system and a component diagram for
modelling an IoT system has been presented by the authors of this paper. Further a full
composition map and deployment diagram of the IoT system has been presented. Here,
the results of network traffic analysis for the IoT environment has also been shown as
graphical snapshots and for composite services the fluctuations in the execution times
are also presented as a part of this work. The very recent research paper (Su et al. 2018)
on the edge of IoT, presents the distribution associated with the semantic reasoning.
The edge and cloud oriented Internet of Things architectural structure is described in
this research work. In order to show the demonstration of the facilitation of edge
computing for the Internet of Things paradigms, three experiments have been per-
formed by the authors. Further, the impact on the performance of the system has been
evaluated by the analyzing the association of tasks corresponding to distributed rea-
soning which happens amongst edge and cloud devices in an IoT environment. Another
very recent paper (Ploennigs et al. 2018) discusses the materialistic aspects corre-
sponding to the cognitive Internet of Things. The authors of this work proposed a
cognitive IoT architecture which is adapted to different buildings and kept its name as
CIoT (Cognitive Internet of Things). The authors have also discussed the brick
ontology. In relation with physical relationships, the authors have also presented a
semantic knowledge graph. For learning the behaviour of the building, the authors of
this paper claim that their proposed model has incorporated numerous numbers of
sensors and it guides its users in detection of unwanted events. Further this work claims
that their proposed CIoT architecture is adaptable and scalable in the IoT environment.
For cognitive IoT arena, the authors of one recent work (Li et al. 2018a, b, c) have
investigated the distributed behaviour oriented model orchestration where the chances
related to the application of cognitive computing are explored in relation with the
instrumented and interconnected worlds. Further in this work, the chances related to the
application of DDDAS (Dynamic Data-Driven Application System) oriented tech-
niques with real-time decision support and analyzing capacities in the Internet of
Things environment are discussed.
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4.6 Recommendation Systems

For IoT related to healthcare, recently, a research work (Ali et al. 2018) proposed Type-2
fuzzy (ontology-aided) recommendation systems in order to effectively suggest diets
pertaining to specific drugs and foods for monitoring the patient’s body. As an impli-
cation of this recommendation system proposed by the authors who make use of sensors,
patient risk factors are extracted and prescriptions are suggested for medicine box
(smart) as well as food for refrigerator (smart). The accuracy related to prediction of the
patient’s condition as well as precision rate corresponding to the drug with food sug-
gestions is found to be appreciably enhanced with the usage of fuzzy ontology and T2FL
(type-2 fuzzy logic). This work has made use of OWL-2 (Web Ontology Language),
SWRL (Semantic Web Rule Language), DL (Description Language), Simple protocol
and SPARQL queries for different purposes. Results of the recommender system pro-
posed by the authors depict efficiency to extract the patient risk factors along with
prescriptions related to diabetes in the Internet of Things environment. For Internet of
Things to be capable to process and store sensor data (scalable) related to healthcare
domain, another recent work (Manogaran et al. 2018) presents an architectural model for
smart and secure healthcare alerting and monitoring system using prediction method
which is Mapreduce oriented. The proposed work primarily is composed up of archi-
tectural components namely MF-R (Meta Fog-Redirection) along with GC (Grouping
and Choosing) for storage and collection of sensor data from a wide variety of sensors in
the IoT environment. It is for securing integration of fog computing with cloud com-
puting. Here, the proposed framework makes use of the MapReduce oriented prediction
model for predicting the heart diseases and also provides security services. Metrics for
performance like accuracy throughput, f-measure and sensitivity are tabulated in this
work to measure efficiency of the prediction model and the designed framework.
A survey of crowd sensing methods (Liu et al. 2018) was carried out recently for the IoT
applications. This study is an exhaustive literature review of the existing state of art
research work based on crowd sensing techniques while paying special attention to the
Quality of Service and low resource cost. This work addresses wide range of methods,
systems, techniques and models for mobile crowd sensing in the Internet of Things
domain. Future directions are also discussed as a part of this work. A PLD (power level
decision) method (Chen et al. 2018) was discussed recently related to Internet of Things
in the e-Healthcare sector. For each node, for transmission of data every bit, this work
enabled the selection of power level (optimum) leading to less energy expenditure.
Further, a PPD (packet size decision) method gets discussed for deciding the packet size
which is optimal. Also, another method called GLD (global link decision) is presented
by the authors for reducing the delay and improving the reliability in. All these methods
are proposed by the authors for providing recommendations in the IoT environment in
the e-healthcare domain. Knowledge management scheme was discussed in a recent
research work (Santoro et al. 2018) for the IoT domain. Investigations related to samples
containing hundreds of Italian companies hailing from diverse domains were considered
in order to carry out research employs modelling (structural equation). Investigation by
the authors of this paper signifies the creation of collaborative and open environments
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for the knowledge management systems in an Internet of Things paradigm and depicts
the recommendations of managerial decisions. The pros and cons of the above discussed
techniques are given in Table 1. The summary of the above Internet of Things data
analytics techniques is tabulated in Table 2.

Table 1. Pros and cons of data analytic techniques for IoT

Technique orientation Pros Cons

Logic Logical intelligence High latency
Machine/Deep learning Improved business insights Moderate latency
Re-use domain knowledge Improved customer experiences Moderate latency
Linked stream processing Continuous pattern detection, low cost Filtering noisy data
Distributed stream processing Scalability, low latency Filtering noisy data
Recommender systems Product improvement High costs

Table 2. Data analytics techniques for Internet of Things

Category name Ref Methods IoT
environment/Datasets

Application/Case
study/Product

Logic/Rule based Darshan and
Anandakumar (2015)

Presents conceptual
modeling of data pruning,
data prediction and data
presentation phases

Google web standard
for IoT

IoT facilitated
remote health
monitoring system

Machine/Deep
learning

Martis et al. (2018) Study of transdisciplinary
work in Big Data analytics,
IoT and Machine Learning

Review work Healthcare
diaganostics and
behavioral sciences

Ravi et al. (2017) Proposes deep learning
technique with time-series
classification of inertial
sensor data

ActiveMiles,
WISDM v1.1,
WISDM v2.0,
DaphnetFog datasets

Human activity,
smartphones

Li et al. (2018a) Proposed a tensor
convolution operation and a
backpropagation method
(high-order) for deep
convolutional neural
networks

CUAVE, SNAE2,
STL-10 datasets

Tensor Model

Li et al. (2018b) Designed offloading
mechanism for optimizing
performance of Internet of
Things based deep learning
applications in edge
computing scenarios

Python 2.7
Language, Intel Core
i7 7770 CPU,
NVIDIA
Geforce GTX 1080,
Caffe.

Edge Computing

Fekade et al. (2018) Probabilistic approach is
presented for recovering
incomplete
Data using k-mean algorithm

Intel Berkeley
Research Laboratory
deployed 54
Mica2Dot sensors,
Pycharm

Intel Berkeley
Research
Laboratory sensor
data

Diro and Chilamkurti
(2018)

For social IoT and Fog to
Things networks, presented a
deep learning technique in
cybersecurity for enabling
the detection of attacks

NSL-KDD dataset.
Distributed Fog
nodes, 1-n encoding
technique

Cybersecurity

(continued)
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Table 2. (continued)

Category name Ref Methods IoT
environment/Datasets

Application/Case
study/Product

Mohammadi
et al. (2018)

Proposes algorithm for semi-
supervised DRL model for
learning agent’s enhanced
performance

Grid of iBeacons and
RSSI

Indoor localization
in the smart city
context

Zhang et al. (2018) Presented a Double-
Projection
Deep Computation Model
(DPDCM) for feature
learning of the associated big
data in cloud and IoT
scenarios

NUS-WIDE-14 and
Animal-20 datasets

Laboratory of
Computer
Architecture and
Cloud Computing

Re-use domain
knowledge

Holler et al. (2014) Presented the derivation of
information and its
integration into enterprise
tasks

IETF 6LoWPAN,
IETF RPL, IETF
CoAP

Real world services

Linked stream
processing

Soldatos et al. (2015) Discusses semantic
interoperability between
Internet of Things and the
Cloud

Open IoT, X-GSN
Sensor

Phenonet
Experiment, Urban
Crowdsensing
Application, Smart
Campus
Application

Hromic et al. (2015) OpenIoT oriented method
for data stream analytics and
cloud environments with
acquisition, processing and
analysis of real time sensor
data

OpenIoT, X-GSN
Sensor

Air quality
monitoring related
to Urban crowd
sensing

Dastjerdi and
Buyya (2016)

Conceptual presentation of
the integration of IoT and
Fog Computing

Conceptual
discussion

Activity tracking in
Healthcare

Qin et al. (2016) Performed study associated
with data-centric Internet of
Things systems

Review work Universities

Gupta et al. (2017) Propose iFogSim simulator
related to modelling for the
Fog and Internet of Things
and scenarios

iFogSim iFogSim

Malek et al. (2017) Investigation and analysis
associated with vital signs
prediction on buildings’
occupants to the exposure of
bioeffluent and pure carbon
dioxide

Non-invasive
biomedical sensors

Kaa and Storm

Distributed
reasoning

Tao et al. (2018) Proposed architecture for
multilayer cloud in Internet
of Things environment

Cloud server, IoT
nodes

Smart Homes

Rodríguez-Valenzuela
et al. (2014)

Proposed a method for
handling data fusion and
acquisition (on a distributed
service) for the Internet of
Things pervasive systems

Five raspberry pies,
ANROID tablet,
MPL115A2

Weather forecasting
system

Su et al. (2018) Performed data analytics for
Edge computing for IoT
systems for assessing
semantic reasoning

IoT nodes Edge
nodes, Cloud
Amazon M4 Deca
Cloud, MQTT server

Taxi cabs smart
systems

(continued)
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5 Open Research Issues

Some of the data management techniques in the IoT domain are still not adapted to
parallelism. A lot of issues like security, privacy, scalability, data management,
interoperability, device–network–human interfaces needs dire attention. Further, threats
related to linkable components comes in packages like data sanitization, data, publi-
cation, data access to name a few and all in the Internet of things environment. Plenty
of other issues like voluminous data, heterogeneity of devices, vertical and horizontal
scalability, needs attention when the Internet of Things is working in collaboration with
other technologies for big data analytics still remain as open research issues.

Table 2. (continued)

Category name Ref Methods IoT
environment/Datasets

Application/Case
study/Product

Ploennigs et al. (2018) Conceived CIoT architecture
for diagnosing anomalies
related to temperature using
machine learning. Proposed
solutions with automated
analytics and semantic meta-
data modelling in the IoT
environment

Smart devices, meta-
deta API, Six
buildings containing
3300 sensors

Buildings

Li et al. (2018c) Applied cognitive
computing for Internet of
Things in a conceptual
manner

Progressive data
maps

Energy
applications, Health
monitoring

Recommendation
systems

Ali et al. (2018) IoT-based theoretical health
prescription assistant is
discussed.

Theoretical work Healthcare

Manogaran
et al. (2018)

Proposed architectural
structure for IoT for storing
along with processing sensor
data (scalable) for health
care applications

Fog Nodes, IoT
Nodes

Smart Healthcare
monitoring and
alerting system

Liu et al. (2018) Discussed resource
limitations, QoS issues and
solutions for mobile
crowdsensing in IoT
environment

Survey work Natural
Environment
Monitoring

Chen et al. (2018) Proposed mechanisms for
Packet size decision and
global link decision for
Internet of Things paradigm

IoT Nodes e-Healthcare

Santoro et al. (2018) Investigation is performed
for the relationship amongst
open innovation, knowledge
management in IoT scenario

Sample of 298 Italian
firms

Italian firms
knowledge
management
systems
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6 Future Directions of Research

Data vernacularism, security and analytical aspects with respect to the integration of
Internet of Things along with other technologies like Fog Computing, Edge Com-
puting, Cloud Computing, Blockchain, Radio Frequency Identification (RFID) shows
the future directions of research. Workability of Internet of Things data analytical
techniques using polyglot approaches still remain crucial ingredient for future direction
of research.

7 Conclusion

In this sensory IoT world integrated with numerous of data oriented complex envi-
ronments, wise decisions will take the time investment in the data analytical techniques
discussed as a part of the presented research work for future system optimization in
multiple ways. This paper reports the Internet of Things data classification from
interesting dimensions and presents the data analytics techniques in a recent research
oriented fashion. Here, an exhaustive survey was performed related to the existing state
of art data analytics techniques for Internet of Things was performed. Precisely, this
survey included the application domains, datasets specifications, approaches followed,
performance notes, evaluation mechanism and usability with respect to other tech-
nologies (to name a few) with respect to diverse data analytics techniques for Internet
of Things. In specific, this research work is directed to equip the audience of this paper
for handling data analytics for the future Internet of Things environment. Finally, this
work ponders open research issues and projects future research directions targeting at
the complex heterogeneous IoT environment handling large scale data.
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Abstract. The frequency of occurrence of forest fires have increased expo-
nentially in India in the past few decades. This can be attributed to the increasing
human settlements and involvement in the forest area. Forest fires can be con-
trolled if proper information about them is being made available to appropriate
authorities at the right time so that they can take timely action to prevent it from
turning into a major disaster. We propose an information delivery system along
with its associated algorithm which uses different parameters, wireless tech-
nologies, sensors and Internet of Things along with cloud computing so as to
deliver real time information about the forest fire occurrences. The probability of
fire occurrence is transmitted to the user in the form of interactive charts and
images along with latitude, longitude of the location. The system will have a
Service Oriented Architecture and will transmit information to the local as well
as central authorities.

Keywords: Sensors � Wireless Sensor Networks � Cloud computing �
Internet of Things � Service oriented architecture

1 Introduction

Forest fire refers to the act of witnessing uncontrolled fire which causes a devastating
loss to resources, both human as well as natural. In recent times, the total incidents of
forest fires have increased due to multidimensional reasons. Forest fire is one scenario
where early detection and prevention can be very helpful if the appropriate authorities
are informed about it. In this paper we will primarily focus upon the in-time
acknowledgment of the occurrence of forest fire and the design of the information
delivery system for faster delivery of information so that quick and prompt action can
be taken in minimum possible time in order to minimize the loss of resources.

There are two terms generally used for forest fires. One is surface fire [1] which
only burns at the surface level igniting the senescent leaves falling on the floor. This
type of fire occurs primarily in autumn season when dry leaves availability is quite high
than normal. Surface fires are also helpful in natural regeneration of forests and increase
the overall microbial activity of the soil. The other one is known as crown fire [1]
where the surface fire increases in density and burns the entire suburbs of trees and
shrubs. It is a very dangerous type of fire and spreads fast uphill than downhill.
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The causes leading to forest fires can be either man-made or natural. Factors such as
lightning, favorable environmental conditions that may lead to ignition of fire etc. all
come under the category of natural causes of forest fire whereas anthropogenic factors
include electricity sparks, cigarette, man-made flames etc. Indian forests have been
affected by fires but in recent times with increased human settlement in and around the
forests, have led to increased cases of forest fires being caused by manmade factors.
After ignition, factors such as air pressure, wind, moisture level etc. all lead to an
increase in the intensity of forest fires in the affected area.

Forests account for nearly 22% [1] of the total land area of India and one of the
major reasons of degradation and reduction of forest cover in India is forest fires. The
forests in the northern India are more prone to fire incidents as compared to our south
and north eastern forests. The months of April, May and June experience the most
fierce of forest fires due to present of dry leaves and increased temperature of forests in
the daytime. Mostly, such incidents are initiated by human error which soon turns into
the worst nightmares for the most of us. The historic fires of Uttarakhand [2] are still
fresh in the hearts of most of us. On an average, nearly 20 thousand fire incidents are
reported yearly in India.

There are varied impacts of forest fire on the environment as it leads to forest
degradation and other damages which can be in the social, ecological and economic
dimensions. Fires lead to loss of timber, biodiversity, vegetation and extinction of flora
and fauna in the affected area. It leads to soil erosion, decrease in forest cover and
carbon sink and correspondingly also leads to an increase in global warming and the
percentage of harmful gases in the environment such as carbon monoxide, carbon
dioxide etc. In some cases, it also affects the livelihood of the people residing in the
area, mostly tribal and rural population.

Currently helicopters [3] are used to spray water and fire restricting materials to
bring fire under control. However such methods are highly expensive and uneco-
nomical for the country in the long run. Another method is to contain the fire within a
restricted area by making barriers [3] around it which are beforehand cleaned so that
they become devoid of vegetation. One more method used is to set a counter fire in
response to the fire, when both the fires meet at a point, the fire is extinguished.

There are major health effects of forest fire on people who go close to it in order to
contain it. Lack of breathable oxygen in the near vicinity of fire leads to asphyxia [3].
Especially in the people who are involved in the process of extinguishing it.
Asphyxiation combined with dehydration may lead to fatal effects on the person.

The Forest Survey of India [4] states that we have nearly 63 million hectares of
forest out of which 38 million hectare are dense forests. Considering the Indian
demography, we are currently using our 1% of world’s resources to satisfy the day to
day needs of 16% of world’s population along with the needs of 19% of world’s cattle
population which we account for. This clearly represents the level of pressure under
which we currently are as a country to save our forests.

In this paper, we will deploy the latest technologies to develop such a model which
can be implemented in Indian scenario with an effective integration of forest personnel
in the process [17]. The use of wireless technology will enable the effective dissemi-
nation of information to the appropriate authorities in real time. The authorities will
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then be able to take care of the situation before it gets out of hand and turns into a
disaster [18].

The rest of the paper is divided as: Sect. 2 gives a brief introduction of the latest
technologies being leveraged in the paper which form a background of the paper.
Section 3 will give the detailed description of our proposed system along with the
architecture of the system. Section 4 showcases the proposed algorithm and describe
the implementation of the model in the Indian administrative scenario. Section 5 will
elaborate upon the security considerations of the system, after which the paper is
concluded.

2 Background

With the onset of a technology oriented world, now these days almost every field is
leveraging the reach of latest technologies in order to benefit themselves and achieve
their means in the best possible manner [11]. As for the same case, the following
technologies are used in the implementation of our project and a brief introduction of
each of these technologies is provided as:

(a) Cloud computing: Cloud computing [7] provides a paid on the go service of
computing to the user on a dynamic and subscription basis. It has revolutionized
the aspect of computing as a service and has made computing ability a resource
which is easily available through an online service portal and is most affordable
compared to other means. We use cloud computing resources so as to generate
graphs, charts and other visual data based on the information received.

(b) Wireless Sensor Networks: A wireless sensor network [6] is a network consisting
of automated nodes in form of sensors which are primarily targeted at observing
and exchanging data about the physical environment surrounding the sensors at
any given point of time [9].

(c) Communication technologies: There are various communication protocols which
are now available to be used while using wireless communication [5, 10]. Many
such technologies are there such as General Packet Radio Service used to com-
municate via packets over a 2G, 3G or 4G connection of Global System for
Mobile communication, protocols and standards such as ZigBee and IEEE 802.11
are the most affordable, efficient and reliable technologies available for wireless
communication [13].

(d) Internet of Things: Internet of Things [8] refers to a network of sensors where
sensors acts as nodes in the network and these nodes are capable of small com-
putation and communication. They work on reception of some particular input
and generate signals based on the results obtained by the computation carried on
the input [21]. Recently, sensors have been used in all the trending fields so as to
obtain real time on the go information about the environment in which they are
deployed.
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3 Proposed System

Many systems have been proposed for forest fire detection in near past [4, 5] but most
of them suffer from the anomaly of raising false alarms. This problem has led to
wastage of resources due to false alert as well as due to negligence in cases when a
forest fire has indeed occurred. In order to detect the occurrence of fire in a forest with
least number of false alarms [9], we propose a system which leverages the technologies
such as Internet of Things, Cloud Computing and other wireless technologies and aims
at providing an efficient, smart, tracking facility for forest fires [14, 15].

The resultant model is intelligent and uses different types of sensors to detect fire.
These sensors when scattered in the forest at appropriate distances, sense the data and
keep on transmitting it to their master nodes. After receiving the data, it will be
forwarded to the user in charge [12]. The user will be at the receiving end and will keep
on getting updates about the possibility of occurrence of fire with respect to time and
the rest of measured parameters [19].

Once the user is notified through the user application programs, steps can be taken
in time to extinguish the fire so as to minimize the overall losses [21]. The purpose of
proposing this model is to minimize the false alarms as well to as to reduce the human
effort which is needed to patrol the forests, especially in the months of March, April
and May [3] when the probability of forest fire occurrence is greatly increased in
tropical regions [2].

The proposed system will be self-dependent and autonomous in functioning with
minimum need of outside interference and support. The entire stretch of forest area to
be covered will be categorized and divided into three layers. The first layer will cover
the outermost area and will contain multiple sensors, which are termed as sub nodes
over here. The second layer will lie in the middle of the forest and will contain multiple
sensors called as nodes. Nodes will be receiving data from sub nodes and process it
accordingly. The last layer will be containing master nodes which are responsible for
processing of data and forwarding it to the cloud service.

Types of Sensor Nodes: The sensors being scattered over the entire area of forest are
categorized on the basis of level of authority and data reporting.

(a) Sub Nodes: These are the most primitive nodes which will collect all the basic
environmental data depending upon the type of sensors being deployed. The data
about the environmental conditions such as temperature and relative humidity
(DHT22), smoke, light, carbon dioxide intensity, carbon monoxide intensity is
sensed by these nodes. The list of parameters being sensed can be decreased or
increased depending upon the cost of infrastructure or the criticality of the forest
on which they are being implemented.

(b) Nodes: The data being sensed and collected by the sub nodes will be forwarded to
these nodes which will act as a master node for the sub nodes.

(c) Master nodes: Master nodes are embedded with a GSM or GPRS module along
with a Wi-Fi backup in adverse situations. Master nodes will sense the infor-
mation regarding the net wind speed and direction and will integrate it with the
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information obtained by the other nodes so as to generate useful set of data. This
data is forwarded to the could computing based services through GPRS/GSM
module. The services then process the data and visualizes it in the form of graphs
and charts which are then sent to the user application, so as to make it very
descriptive and informative to the user.

In a normal scenario, considering the environmental conditions, there are numerous
natural factors which support the sustaining forest fires. Temperature, humidity level,
wind, presence of dry mass etc. all account for such factors. In [10], the rule of 30 is
proposed which states that if three critical factors surpass their threshold values then
there is a high probability of catching fire. The rule states that if the temperature of a
forest is more than 30 °C, the humidity value or moisture content in the air is more than
30% and finally if the wind speed in that area is more than 30 km/h then there might be
chances of occurrence of fire in the area.

In our proposed model, we will be using a fuzzy logic function which will take few
parameters as input and will be generating the output in the form of graph. The
parameters listed below will be observed and transmitted by the sensors which will be
dispersed along the geographical area of the forest. Different sensors will be evaluating
different parameters. Since sensors have a very limited battery life, it is proposed
hereby that they should be equipped with solar panels so that they can function
autonomously for as long as possible before we need to manually change their batteries
which may be needed in 10 months or so [11]. To further save the battery life, we
propose that sensors should remain in any of the three states:

The mean separation for deployment of sensors is proposed to be around 75 m from
each other where they can communicate using ZigBee protocol [12] and in case of
emergency can also use GPRS for transmission of alerts. The placement of sensors is
done in such a manner so as to form a grid of sensors [16] which cover each and every
section of the forest. ZigBee offers a frequency of 2.4 GHz with a −96 dBm sensitivity
index and a range of 75 m. The alert probability will be calculated using the algorithm
proposed in the next section. The model will be using a service oriented architecture
which is briefly given as [17, 18]:

Table 1. Power consumption of sensors

S.no. Mode of operation Power consumed

1. Sleep 62 µA
2. On 9 mA
3. Hibernate 0.7 µA
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4 Proposed Algorithm

This section deals with the details of the algorithm which is being implemented for the
proper functioning of the system. The algorithm takes in input in the form of data being
transmitted by the sensors and then executes its function so as to provide most accurate
results to the user (Table 2).

The following table details out the modules being used in the model whereby every
module is responsible for some or other functioning of the system.

Fig. 1. Service oriented architecture

Table 2. Notations of parameters used

Parameter Symbol

Temperature T
Wind W
Relative humidity H
Air pressure P
Smoke S
Light L
Sub-node Sn
Node N
Master node Mn
Sn (counter, max. no.) Sn(i,x)
N (counter, max. no.) N(j,y)
Mn (counter, max. no.) Mn(k,z)
Status (on, off) (1,0)
Time (minutes) &
Graphs and charts Gr
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Considering the above mentioned parameters, the algorithm which uses the
parameters as well as modules is given as:

1) Start (&) where &={5,10} for February to May; &={10,15} for June- 
October and &={20,25} for November-January
2) Start Mobile_app();
3) From (i=0 to x)

Start_Sn(i)
Sense (&, Sn(i));

4) From (j=0 to y)
Start_N(j)
Sense (&, N(j));

5) From (k=0 to z)
Start_Mn(k)
Sense (&, Mn(k));

6) Sub_node_data(t,s,l,h)→Node(ij);
7) Node_data(t,s,l,h,p,w)→Master_Node(jk);
8) Master_Node(t,s,l,h,p,w)→Exec_func();
9) Exec_func()=tslhpw(q)=min[μt(q),μs(q),μl(q),μh(q),μp(q),μw(q)];
10) Exec_func()→res→Master_node();
11) Master_node(res) →Cloud_service();
12) Cloud_service(res) →Visualize();
13) Visualize(gr) →Cloud_service();
14) Cloud_service(gr) →Mobile_app();
15) Repeat till &=∞;
16) End.

Table 3. The list and function constituent modules

Module Functionality

Start() Awakes the entire system and the corresponding modules

Mobile_app() A user interface through which information will be transferred

Sub_node_data(t,s,l,h) This function is used to report the sensed data to the nodes in tier 2

Node_data(t,s,l,h,p,w) This function is used to report the sensed data to the nodes in tier 3

Master_node_data(res) It takes input and produces the output based upon a function

Sense(&, sub_node)/Sense(&, node)/Sense
(&, master_node)

This function will make the parameter to sense and report data as and
when the function is called

Exec_func(t,s,l,h,p,w) A fuzzy logic based function which will predict the forest fire occurence

Status(on,off) When invoked, all the working nodes will broadcast 1 to mark that they
are alive

Send_result(res) Sends the processed result to cloud service

Visualize(res) The obtained result is put into graphs and charts

Notify_user(res, gr) The user is notified via the mobile application

Cloud_service() Data will be sent by master node to remote cloud services

Tag() Keeps track of information such as serial number, status, product ID etc.

Sleep() Allows the nodes to go into hibernate mode
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The above mentioned algorithm when implemented using a test case over the iFog
simulator generates correct results for nearly 9 out of 10 cases. The data for the test
cases is as provided in the table:

The obtained results are in accord with our model and algorithm. The user interface
and the mobile application can further be divided into two types where one user
interface can be for the professionals guarding the forest and the other is for the people
who are the administrators. A link to it can also be made to the emergency response
services such as fire brigades, helicopters etc. which will serve as quick hand measures
in action of extinguishing the fire or controlling it.

5 Security Considerations

With the rapid advancement in technology and numerous information dissemination
techniques, the rate of information breach and hacking frequency has also been
increased at an exponential rate [19]. The proposed system is aimed at information
delivery to the appropriate authorities so as to minimize the overall loss of resources.
The system does not focus ample enough to strengthen the security of its constituting
components. Since the available resources that we have at our disposal are quite low
therefore the computation ability is preserved to keep the system up and running for
longest period of time which leads to sidelining of security. However as per the
resources available, we always have an opportunity to deploy another layer which will
handle the security related aspects of the system. Various encryption techniques can be
used which can be expended up to 128 bits of keys [21] which can be used to encrypt
and decrypt the data. This domain of security is open for future research by the aspiring
researchers.

Table 4. Prediction of fire results

Temp Light Humidity Smoke Wind Fire

20 300 80 30 10 27.8
80 300 80 30 10 41
20 300 80 80 15 33.8
20 900 80 30 12 39.7
20 300 100 30 20 19.3
20 300 80 30 10 30.3
80 300 80 80 8 50
80 800 80 80 50 53.6
80 800 40 80 10 63.1
100 800 40 80 20 70.1

484 R. Tomar et al.



6 Conclusion

In order to effectively manage the occurrence of forest fires, it is paramount that the
instant information about it is being provided to appropriate authorities on time. We
propose a model along with its working algorithm whereby we predict the probability
of occurrence of forest fire on the basis of some parameters. These parameters are being
sensed using various sensors which will form a wireless sensor network and it will use
a service oriented architecture along with leveraging the concept of Internet of Things
and cloud computing. The paper concludes with the outline of the due considerations of
security perspective on the system.
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Abstract. The current business environment made helpless to rethink that how
software component is developed so that in future if similar feature required then
it could be reused. For the reuse process the component-based software engi-
neering was useful. In component-based development scenario the challenging
task is to identify the software logical components. In the literature there are
various clustering techniques with expert judgment are available to identify
logical software components. In this context, all the previous methods use the
similarity measure technique for finding the software cohesion. It has been
observed that if any change has been made to similarity measure then it reflects
changes in value of software cohesion. So, the goal of this paper is to show the
effect of similarity measure for identify the logical software component of
software system. For the validation and justification various feature-based
similarity measures and standard parameter (Precision, Recall and Accuracy
etc.) are used for software cohesion for the design of Online Broker System
(case study).

Keywords: Logical component � Data mining � Software Cohesion �
Software coupling � Software complexity � Similarity measure

1 Introduction

In component-based software development process, collection of similar types of
component is a challenging task. There are various clustering techniques along with
expert judgment methods are used to collect the component, and it gives remarkable
assurance for the similar type of the logical software component for software system.
Such combinatorial problem is known as NP-hard problem. In previous techniques
various corelational/non-corelational or distance-based similarity measures are used to
predict the similar type of logical components for a software system. All generic
techniques were performed the sensitivity analysis in respect of weight value over
feature parameters. But none of them describe the generalize hypothesis of similarity
measure for such type of NP-hard problem. In this paper, author concentrate on
experimental evaluation of effect of similarity measure in identification of logical
components and in the results, it shows that there may be the possibility to improve the
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result. As observed in previous techniques, similarity measure plays a vital role in
identification of logical components and It is responsible as prerequisite point for have
similar type of component for the base point of designing of software architecture [1]. It
is a challenging task to decompose the system by identifying the similar feature-based
logical component without using any tool support [2]. Researcher are used several
correlation, Non-correlation or distance-based Binary similarity measure in form of
automatic or semi-automatic methods to avoid the conflict situation or biasing condi-
tion about functionality during the identification of logical components. Out of all
available standard methods some of the clustering methods [3–5] and some of the
based-on optimization [6, 7] are also used the binary similarity measure for identifi-
cation of logical components. In all cases fitness function indirectly depend on the
similarity measure. In each method the fitness function variable e.g., Software Cohe-
sion has computed by binary similarity measure [8–15]. The selection of a feature
similarity measure is also a NP-hard problem.

Choi et al. [19] done a few comprehensive surveys on binary measures and he
collected in three categories of feature vector i.e. correlation, non-correlation and
distance-based binary similarity measures used over last century. In this paper for
performing the experimental evaluation we used Choi, S.S. et al. listed binary similarity
measure for calculation of fitness variable which is mentioned in Tables 5 and 7. It has
been observed that each similarity measure gives different value for software cohesion
and these values give the resultant change in fitness function value. This is shown by
the Fig. 1. The experimental evaluation of effect shown by using real world example
online broker system (OBS) [7]. The OBS is real world example of software which is
used for automate the traditional stock trading using internet and gives faster access to
stock reports, current market trends and real-time stock prices. The OBS case consist of
30 use cases (UC1, …, UC30), 04 actors (A1, A2, A3, A4), 22 analysis classes and 6
entity classes (AC1, AC2, …, AC6). The component diagram of OBS is mapped with
the actors with use cases is given in Eqs. (1)–(4).

Actor A1ð Þ ! UC1. . .UC18;UC19;UC20;UC26; . . .;UC30
� � ð1Þ

Actor A2ð Þ ! UC2;UC3;UC4;UC21; . . .;UC25f g ð2Þ

Actor A3ð Þ ! UC12f g ð3Þ

Actor A4ð Þ ! UC2UC3UC4UC12UC15. . .UC20f g ð4Þ

The use case matrix Table 1 is arrange in the 30 � 10 metrics size which gives the
feature relation between the Actor, Entity classes and use cases. If any use case mapped
with the any actor or entity-class then it represented by binary value 1 otherwise 0. For
evaluation the SCI-GA [7] fitness equation (5) is use for showing the effect of
similarity.

FF ¼ SoftCoh� SoftCoupþ SoftCompð Þ ð5Þ
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Where, SoftCoh = Software Cohesion, SoftCoup = Software Coupling and
SoftComp = Software Complexity

SoftCoh ¼
Xn
c¼1

CCðcmpcÞ
n

; ð6Þ

SoftCoup ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

c¼1 CCR cmpcð Þð Þ2
No: of usecases

s
ð7Þ

SoftComp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

c¼1 CompComp cmpcð Þð Þ2
No: of usecases

s
ð8Þ

cmpc = cth component, CC (cmpc) = Cohesion of cth component, n = number of the
component and CCR (cmpc) = Coupling of the cth component.

Table 1. Use case matrix of online broker system case study

Use
case

Actor(Ai)
i = 1, 2, 3, 4

Entity Class (ACj)
j = 1, 2, 3, 4, 5, 6

Use
Case

Actor(Ai)
i = 1, 2, 3, 4

Entity Class (ACj)
j = 1, 2, 3, 4, 5, 6

1 2 3 4 1 2 3 4 5 6 1 2 3 4 1 2 3 4 5 6

UC1 1 0 0 0 0 1 0 0 0 0 UC16 1 0 0 1 0 0 0 0 0 1
UC2 1 1 0 1 0 1 0 0 0 0 UC17 1 0 0 1 0 0 0 0 0 1
UC3 1 1 0 1 0 1 0 0 0 0 UC18 1 0 0 1 0 0 0 0 0 1
UC4 1 1 0 1 0 1 0 0 0 0 UC19 1 0 0 1 0 0 0 0 0 1
UC5 1 0 0 0 1 1 0 0 0 0 UC20 1 0 0 1 0 0 0 0 0 1
UC6 1 0 0 0 1 1 0 0 0 0 UC21 0 1 0 0 0 0 0 0 0 0
UC7 1 0 0 0 1 1 0 1 0 0 UC22 0 1 0 0 0 1 0 0 0 0
UC8 1 0 0 0 1 1 0 0 0 0 UC23 0 1 0 0 0 1 0 0 0 0
UC9 1 0 0 0 1 1 0 1 0 0 UC24 0 1 0 0 0 1 0 0 0 0
UC10 1 0 0 0 0 0 1 0 0 1 UC25 0 1 0 0 0 1 0 0 0 0
UC11 1 0 0 0 0 0 1 0 0 0 UC26 1 0 0 0 1 0 0 1 1 1
UC12 1 0 1 1 0 0 0 0 0 1 UC27 1 0 0 0 1 0 0 1 1 1
UC13 1 0 0 0 0 0 0 0 0 1 UC28 1 0 0 0 0 0 0 1 0 1
UC14 1 0 0 0 0 0 1 0 0 1 UC29 1 0 0 0 1 0 0 1 1 1
UC15 1 0 0 1 0 0 0 0 0 1 UC30 1 0 0 0 1 0 0 1 1 1
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2 Literature Review

In previous suggested methods several clustering methods like (a) RBR (b) RB
(c) Agglomerative (d) Direct (e) Graph-Based (f) FCM (g) Hierarchical clustering and
(h) Competitive Neural Network are used for identification of software component. In
methods (a) to (e) based on the similarity matrix using CLUTO tool [16]. In methods
(e) and (h) clustering is performed on feature matrix of use cases using MATLAB
software [17]. Shahmohammadi et al. suggested a clustering-based approach for
identification of logical component and he was used coefficient of Jaccard construct a
similarity matrix for binary features [5]. He was performed sensitivity analysis of
weight for binary and continuous similarity matrix and concludes that weight value 0.5
is suitable for binary and continuous similarity metrics. Because already it concluded
by R. Xu et al. that in both the cases problem is related to information loss [18]. As on
effect of weight value in method SCI-GA [7] use the simple coefficient approach for
similarity measure. But in this work the result shows that improve is possible by other
similarity measure coefficient. Numerous correlation and non-correlation binary simi-
larity measure are used in various fields. Each of them considers the different synaptic
properties. Some of similarity coefficients include the similarity measure and some of
do not consider it. These binary similarity coefficients were applied in various field i.e.
biological data set [20, 21], ethnology [22], taxonomy [23], image retrieval [24],
geology [25], and chemistry [26] etc. Recently, they have been frequently used to solve
the NP-hard problem like identification problems in biometrics such as fingerprint [27],
iris images [28], and recognition [29, 30]. Various research articles [20, 31–34]
elaborate their properties and features.

3 Experimental Evaluation

Similarities have direct geometric interoperability; they express the relative positions of
points in the multidimensional space. If the points represent a random sample from a
statistical population, then the strength of correlation can be tested for significance by
methods well-known from univariate statistics. It can be said that the pair wise simi-
larity of objects is meaningful only if it calculated based on characters present in at
least one of the objects, and those characterizing only some others in the simple are
irrelevant.

Similarity measure is processing to compute the completely similar types of object.
Usually the completely similar or up to the maximum similarity is described by the
value 1 (Sij = 1) and if Si and Sj is not similar or minimum similarity then it is denoted
by the 0 (Sij = 0). If binary variables are in fact two-state nominal characters (i.e., the
presence/absence from is just a “disguise”), then coding by 0 and 1 is arbitrary: 1 does
not mean more than 0. Here in this paper authors are use the use-case matrix for the
feature of software component. For the validation of use-case property recall and
precision are calculating as follows;
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3.1 Precision (p)

In binary classification context precision is referred to as positive predictive value. For
the Table 1 (use-case matrix of Online Broker System) the calculated precision p is
given in Table 2. In Table 2 the rows are shows the exactness between two use case
pair like in first row the precision value of UC1 to UCje1, 2, 3….,30 are shown. The value
of UC1 to UC1 is 1 that means 100% like each other. The UC1 to UC2 value is 0.5
shows that only 50% similarity is present in both the use case pair.

3.2 Recall (r)

In binary classification the recall is out of all items i.e. completely true, how many are
items classified by the similarity measures or classifiers. For the Table 1 (use-case
matrix of Online Broker System use case only) the calculated recall is given in Table 3
below.

The above Table 3 shows the recall value for all use-cases of OBS component.

3.3 F-Measure

The F-measure is a measure of a similar type of use cases test’s accuracy. It considers
both the positive predictive value (Precision: p) and the sensitivity of data (Recall: r) of
the test to compute the measure: Precision (p) is the number of correct positive results
divided by the number of all positive results, and Recall (r) is the number of correct
positive results divided by the number of positive results that should have been classified.

Table 2. Precision for OBS Use case

UCj, where j = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, …, 30}

Uci, where
i = {1, 2, 3,
4, 5, 6, 7, 8,
9, 10, 30}

1.0 0.5 0.5 0.5 0.7 0.7 0.5 0.7 0.5 0.3 0.5 0.3 – 0.3 0.0 0.5 0.5 0.5 0.5 0.2 0.2 0.3 0.2 0.2

1.0 1.0 1.0 1.0 0.7 0.7 0.5 0.7 0.5 0.3 0.5 0.5 – 0.7 1.0 1.0 1.0 1.0 1.0 0.2 0.2 0.3 0.2 0.2

1.0 1.0 1.0 1.0 0.7 0.7 0.5 0.7 0.5 0.3 0.5 0.5 – 0.7 1.0 1.0 1.0 1.0 1.0 0.2 0.2 0.3 0.2 0.2

1.0 1.0 1.0 1.0 0.7 0.7 0.5 0.7 0.5 0.3 0.5 0.5 – 0.7 1.0 1.0 1.0 1.0 1.0 0.2 0.2 0.3 0.2 0.2

– – – – – – – – – – – – – – – – – – – – – – – –

0.5 0.3 0.3 0.3 0.7 0.7 0.8 0.7 0.8 0.7 0.5 0.5 – 0.7 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0

0.5 0.3 0.3 0.3 0.3 0.3 0.5 0.3 0.5 0.7 0.5 0.5 – 0.7 0.0 0.0 0.0 0.0 0.0 0.6 0.6 1.0 0.6 0.6

0.5 0.3 0.3 0.3 0.7 0.7 0.8 0.7 0.8 0.7 0.5 0.5 – 0.7 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0

0.5 0.3 0.3 0.3 0.7 0.7 0.8 0.7 0.8 0.7 0.5 0.5 – 0.7 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0

Table 3. Recall (Sensitivity) for OBS use case

UCj, where J = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, …, 30}

UCi, where
i = {1, 2, 3,
4, 5, 6, 7, 8,
…, 30}

1.0 1.0 1.0 1.0 0.2 0.2 0.3 1.0 1.0 0.5 0.5 0.5 – 0.5 0.0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

0.5 1.0 1.0 1.0 0.3 0.3 0.3 0.5 0.5 0.3 0.3 0.5 – 0.3 0.3 0.5 0.5 0.5 0.5 0.3 0.3 0.3 0.3 0.3

0.5 1.0 1.0 1.0 0.3 0.3 0.3 0.5 0.5 0.3 0.3 0.5 – 0.3 0.3 0.5 0.5 0.5 0.5 0.3 0.3 0.3 0.3 0.3

0.5 1.0 1.0 1.0 0.3 0.3 0.3 0.5 0.5 0.3 0.3 0.5 – 0.3 0.3 0.5 0.5 0.5 0.5 0.3 0.3 0.3 0.3 0.3

– – – – – – – – – – – – – – – – – – – – – – – –

0.2 0.2 0.2 0.2 0.3 0.3 0.4 0.4 0.6 0.4 0.2 0.4 – 0.3 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.6 1.0 1.0

0.3 0.3 0.3 0.3 0.2 0.2 0.3 0.3 0.7 0.7 0.3 0.7 – 0.3 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0

0.2 0.2 0.2 0.2 0.3 0.3 0.4 0.4 0.6 0.4 0.2 0.4 – 0.3 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.6 1.0 1.0

0.2 0.2 0.2 0.2 0.3 0.3 0.4 0.4 0.6 0.4 0.2 0.4 – 0.3 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.6 1.0 1.0
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For the Table 1 (use-case matrix of Online Broker System use case only) the
calculated F-Measure for pair of use-cases is given in Table 4 below.

3.4 Accuracy

Accuracy is defined as to the closeness of a measured value to a given threshold or
standard. For the Table 1 (use-case matrix of Online Broker System use case only) the
calculated Accuracy is given in Table 5 below.

3.5 On the Basis of Correlation Similarity Measures

For evaluation we are using Sokal & Sneath-II measure for computing the similarity
measures.

SSokel&Sneath�II ¼ 2 aþ dð Þ
2aþ bþ cþ 2d

ð9Þ

Where, a = Number of variables present in both the object Si & Sj value having 1,
b = Number of variables present in object (Si) and absent from object (Sj), c = Number
of variables present in object (Sj) and absent from object (Si), d = Number of variables
absent from both the objects.

Table 4. F-Measure for OBS use cases

UCj, where J = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, …, 30}

UCi, where i = {1,
2, 3, 4, 5, 6, 7, 8, 9,
…, 30}

1.0 0.7 0.7 0.7 0.3 0.3 0.3 0.8 0.7 0.4 0.5 – 0.4 0.0 0.5 0.5 0.5 0.5 0.3 0.3 0.4 0.3 0.3

0.7 1.0 1.0 1.0 0.4 0.4 0.4 0.6 0.5 0.3 0.3 – 0.4 0.4 0.7 0.7 0.7 0.7 0.2 0.2 0.3 0.2 0.2

0.7 1.0 1.0 1.0 0.4 0.4 0.4 0.6 0.5 0.3 0.3 – 0.4 0.4 0.7 0.7 0.7 0.7 0.2 0.2 0.3 0.2 0.2

0.7 1.0 1.0 1.0 0.4 0.4 0.4 0.6 0.5 0.3 0.3 – 0.4 0.4 0.7 0.7 0.7 0.7 0.2 0.2 0.3 0.2 0.2

– – – – – – – – – – – – – – – – – – – – – – –

0.3 0.2 0.2 0.2 0.4 0.4 0.5 0.5 0.7 0.5 0.3 – 0.4 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.8 1.0 1.0

0.4 0.3 0.3 0.3 0.2 0.2 0.4 0.3 0.6 0.7 0.4 – 0.4 0.0 0.0 0.0 0.0 0.0 0.8 0.8 1.0 0.8 0.8

0.3 0.2 0.2 0.2 0.4 0.4 0.5 0.5 0.7 0.5 0.3 – 0.4 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.8 1.0 1.0

0.3 0.2 0.2 0.2 0.4 0.4 0.5 0.5 0.7 0.5 0.3 – 0.4 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.8 1.0 1.0

Table 5. Accuracy for OBS use cases

UCj, where J = {1,2,3,4,5,6,7,8,9, 10, ………..,30}

Uci, where
i = {1,2,3,4,5,6,
7,8,9,10,…….,30}

1.0 0.8 0.8 0.8 0.9 0.9 0.8 0.2 0.2 0.2 0.2 – 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

0.8 1.0 1.0 1.0 0.7 0.7 0.6 0.4 0.4 0.4 0.4 – 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4

0.8 1.0 1.0 1.0 0.7 0.7 0.6 0.4 0.4 0.4 0.4 – 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4

0.8 1.0 1.0 1.0 0.7 0.7 0.6 0.4 0.4 0.4 0.4 – 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4

0.8 0.8 0.8 0.8 0.7 0.7 0.6 0.2 0.2 0.2 0.2 – 0.4 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

0.8 0.8 0.8 0.8 0.7 0.7 0.6 0.2 0.2 0.2 0.2 – 0.4 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

0.5 0.3 0.3 0.3 0.6 0.6 0.7 0.5 0.5 0.5 0.5 – 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

0.5 0.3 0.3 0.3 0.6 0.6 0.7 0.5 0.5 0.5 0.5 – 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

0.7 0.5 0.5 0.5 0.6 0.6 0.7 0.3 0.3 0.3 0.3 – 0.5 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3

0.5 0.3 0.3 0.3 0.6 0.6 0.7 0.5 0.5 0.5 0.5 – 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

0.5 0.3 0.3 0.3 0.6 0.6 0.7 0.5 0.5 0.5 0.5 – 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
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For OBS real world example the value of a, b, c & d for UC1 to UC1 and UC1 to
UC2 is calculated in the Table 6. Sokel & Sneath-II applied on OBS case study and
finding the fitness parameter using Eq. (9).

Similarly, we can calculate the other object value of use cases. Now the Sokal &
Sneath-II similarity measure for UC1 to UC2 is: Sim (UC1, UC2) = 2(2 + 6)/(2 * 2 + 2
+ 0 + 2 * 6) = 16/18 = .88

Similarly, we can compute the similarity measure for all combination of use cases,
calculated value is given in Table 7.

According to the sensitivity analysis [5] both the properties i.e. Actor and Entity
classes have high impact in logical design of software component. Software cohesion is
core point of design of software system. Here for calculation of software cohesion we
use Eq. 6. The CC (cmpc) is cohesion of cth component and n is the number of
component. The cohesion of component is calculated by Eq. 10. If number of use case
in component is only one, then the cohesion value of that component is 1 otherwise it is
calculated by the similarity measure between two feature objects (use case) and that
will have divided by the combination of mc to 2.

Table 6. The parameter value for UC1 to UC1 and UC1 to UC2

Use case pair a (TT) b (TF) c (FT) d (FF)

UC1-UC1 2 0 0 8
UC1-UC2 2 2 0 6

Table 7. Similarity Metrix/Proximity Metrix for OBS use cases

UC1 UC2 UC3 UC4 UC5 UC6 UC7 – UC24 UC25 UC26 UC27 UC28 UC29 UC30

UC1 1.00 0.89 0.89 0.89 0.95 0.95 0.89 – 0.89 0.89 0.67 0.67 0.82 0.67 0.67
UC2 1 1 1 0.82 0.82 0.75 – 0.89 0.89 0.46 0.46 0.67 0.46 0.46

UC3 1 1 0.82 0.82 0.75 – 0.89 0.89 0.46 0.46 0.67 0.46 0.46
UC4 1 0.82 0.82 0.75 – 0.89 0.89 0.46 0.46 0.67 0.46 0.46
UC5 1 1 0.95 – 0.82 0.82 0.75 0.75 0.75 0.75 0.75

UC6 1 0.95 – 0.82 0.82 0.75 0.75 0.75 0.75 0.75
– – – – – – – – – – – – – – – –

UC25 – 1 0.46 0.46 0.67 0.46 0.46
UC26 – 1 1 0.89 1 1
UC27 – 1 0.89 1 1

UC28 – 1 0.89 0.89
UC29 – 1 1

UC30 – 1
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Hence, For OBS component diagram the cohesion of the component 1 is:

CC cmpcð Þ 0;1½ �¼
sim UC1;UC2ð Þþ sim UC1;UC3ð Þþ sim UC2;UC3ð Þ

3!= 2! 3� 2ð Þ!f g
� �

ð10Þ

Similarly, we can compute cohesion value for all six components. According to the
Eq. (6) the OBS software cohesion value using SSokel & Sneath-II is 0.944. The effect of
similarity measures of other method’s results is shown in Table 8.

Table 8. Calculated software cohesion result for OBS case study by corelational similarity
coefficient

Use-
Case

Measure Formula/Method Soft.
Cohn.

Soft.
Coupl.

Soft.
Compl.

Fit.
Fun.
Value

OBS SJaccard COMO(CRUD-Based) (Lee, S.D.,
Yang, Y.J., Cho, F.S., Kim, S.D., &
Rhew, S.Y. (1999))

0.825 0.171 0.079 0.575

Clustering Based
(Shahmohammadi, G., Jalili, S., &
Hasheminejad, S.M.H. (2010))

0.927 0.163 0.083 0.681

FCA Based (Cai, Z.G., Yang, X.H.,
Wang, X.Y., & Kavs, A.J. (2011))

0.919 0.183 0.087 0.649

SSimpleCoffecient
aþ d

aþ bþ cþ d/SCI-GA (Hasheminejad,
S.M.H., & Jalili, S. (2013))

0.969 0.159 0.0771 0.733

SPearson &Heron-I
ad�bcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

aþ bð Þ aþ cð Þ bþ dð Þ cþ dð Þ
p 0.796 0.159 0.0771 0.560

SPearson &Heron-II cos p
ffiffiffiffi
bc

pffiffiffiffi
ad

p þ ffiffiffiffi
bc

p
� �

0.99 0.159 0.0771 0.754

SMichael
4 ad�bcð Þ

aþ dð Þ2 þ bþ cð Þ2
0.769 0.159 0.0771 0.533

SKulczynski-II
a
2 2aþ bþ cð Þ
aþ bð Þ aþ cð Þ

0.885 0.159 0.0771 0.649

SDriver&Kroeber a
2

1
aþ b þ 1

aþ c

� �
0.884 0.159 0.0771 0.648

SBraun-Blanquet a
max aþ b;aþ cð Þ 0.783 0.159 0.0771 0.547

SSokel&Sneath-I
a

aþ 2bþ 2c 0.698 0.159 0.0771 0.462

SSokel&Sneath-II
2 aþ dð Þ

2aþ bþ cþ 2d
0.944 0.159 0.0771 0.708

SSokel&Sneath-IV
a

aþ bð Þ þ a
aþ cð Þ þ d

bþ dð Þ þ d
cþ dð Þ

4
0.778 0.159 0.0771 0.542
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3.6 On the Basis of Non-correlation Similarity Measures

For evaluation based on non-correlation Similarity measure Gower & Legendre simi-
larity measure Eq. (11) is used to explain the procedure for calculation of software
cohesion.

SGower&Legendre ¼ aþ d
aþ 0:5 bþ cð Þþ d

ð11Þ

Using Table 6, similarity measure of OBS case study by Gower & Legendre is as
follows:

Sim UC1;UC2ð Þ ¼ 2þ 6ð Þ
2þ 0:5 2þ 0ð Þþ 6

¼ 0:888

Now similarly can be calculating similarity measure for other component. The
Software Cohesion has been calculated based on Gower & Legendre similarity measure
is 0.959. The other non-corelational similarity coefficient results are shown in Table 9.

4 Result Analysis

It has been observed in literature survey that various software component identification
approach uses the use-case property for composition of services in software compo-
nent. By using the feature of usecase the software component design recomposed based
on the fitness function value. The fitness function value computed by the software
cohesion, software coupling and software complexity. Higher fitness function value
shows that the composition of use cases is adequate for software component of system
design. As explained in section experimental evaluation: the software cohesion is
calculated by the similarity coefficient. But due to the various approach of similarity
coefficient, the software cohesion value is not fixed for a same use case composition.
So, it is not possible to conclude that obtained fitness function value is accurate with
highest accuracy. As authors have shown in Tables 8 and 9 on different similarity

Table 9. Calculated software cohesion result for OBS case study by non-corelational similarity
coefficient

Use-
Case

Similarity Formula/Method Soft.
Cohn.

Soft.
Coupl

Soft.
Compl.

Fitness
function
value

OBS S3W-Jaccard
3a

3aþ bþ c
0.922 0.159 0.0771 0.686

SRussell&Rao
a

aþ bþ c 0.806 0.159 0.0771 0.570

SDice 2a
2aþ bþ c

0.895 0.159 0.0771 0.659

SRoger&Tanimoto
aþ d

aþ 2 bþ cð Þþ d
0.876 0.159 0.0771 0.640

SSokel&Michener
aþ d

aþ bþ cþ d
0.925 0.159 0.0779 0.729

SFaith aþ 0:5d
aþ bþ cþ d

0.589 0.159 0.0771 0.749
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coefficient gives the different cohesion value for same feature value of OBS case study.
Authors observed that the selection of similarity coefficient is a NP-hard problem.

Byusing Precision, Recall, Accuracy&F-Measure obtained values authors computed
various similarity measures like SJaccard, SYuleQ etc. For example, row no. 1 of Table 10
shows the value corresponding to Precision (0.5, 0.5, 1), Recall (0.5, 0.5, 1), Accuracy
(0.8, 0.8, 1) and F-measure (0.7, 0.7, 1) for component 1. Based on these standard
parameter values, coefficient parameters (a, b, c & d) and similarity measure SJaccard (as
defined in Table 8) authors obtained similarity measure SJaccard = [0.8, 0.8, 1].

The results in the Tables 10 and 11 shows that the use-case feature of software
component is valid. By experimental evaluation authors observed that a pattern which
concludes that software cohesion accuracy is depending upon the selection of similarity
measure coefficient. For example, tuple no 3 & 6 in Table 10 on computed value of
precision, recall, accuracy and f-measure the different similarity coefficient gives same
result i.e. SYuleQ [1] and SPearson&Heron-II [1] but when authors compute the software
cohesion value by both similarity coefficient using both the value he get different value
cohesion result. By the similarity coefficient SYuleQ is not applicable for computation
and SPearson-Heron-II gives .99. In Table 10: Validation and similarity in between the
usecases by corelational similarity coefficients shows that the usecase feature property
is suitable for the composition of similar functionality of services.

Table 10. Validation and similarity in between the use cases by corelational similarity
coefficients

Sr.
No.

Precision Recall F-Measure Accuracy Similarity

UC1–

UC2

UC1–

UC3

UC2–

UC3

UC1–

UC2

UC1–

UC3

UC2–

UC3

UC1–

UC2

UC1–

UC3

UC2–

UC3

UC1–

UC2

UC1–

UC3

UC2–

UC3

Method UC1–

UC2

UC1–

UC3

UC2–

UC3

1 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SJaccard 0.8 0.8 1

2 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SSimpleCoff 0.8 0.8 1

3 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SYuleQ 1 1 1

4 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SYuleW 1 1 1

5 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SPearson&Heron-I 0.61 0.61 0.04

6 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SPearson&Heron-II 1 1 1

7 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SSokel&Sneath-IV 0.81 0.81 NA

Table 11. Performance validation based on all measures and result of various non-corelational
similarity coefficients

Sr.
No.

Precision Recall F-Measure Accuracy Similarity

UC1

UC2

UC1

UC3

UC2

UC3

UC1

UC2

UC1

UC3

UC2

UC3

UC1

UC2

UC1

UC3

UC2

UC3

UC1

UC2

UC1

UC3

UC2

UC3

Method UC1

UC2

UC1

UC3

UC2

UC3

1 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 S3W-Jaccard 0.75 0.75 1

2 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SRussell&Rao 0.5 0.5 1

3 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SDice 0.66 0.66 1

4 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SRoger&Tanimoto 0.8 0.8 1

5 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SSokel&Michener 0.8 0.8 1

6 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 STanimoto 0.5 0.5 1

7 0.5 0.5 1 0.5 0.5 1 0.7 0.7 1 0.8 0.8 1 SFaith 0.5 0.5 1
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According to the experimental evaluation it is proof that fitness function value for
identification of software component development is directly proportional to the
software cohesion. It has been observed that the highest software cohesion value 0.99
gives the highest fitness value for a use case matrix of Table 1. According to the
experimental analysis the best similarity coefficient for OBS case type data set is
Pearson & Hearon-II.

5 Conclusions and Feature Works

This experimental evaluation performed for validation of use-case features and effect of
similarity coefficient for identification of software logical component. According to the
use-case feature a use-case metrics is prepared in combination of four actor and six
entity class. In second step a similarity/proximity metrics obtained by similarity
coefficients listed in Tables 8 and 9. By using similarity metrics and Eq. (6) the
software cohesion is calculated. In result of experimental evaluation, it is observed that
for such type of use case feature data the Pearson & Hearon-II similarity coefficient
gives better result in comparison to other similarity measure coefficient. It is observed
that the software cohesion by similarity coefficient is not admissible heuristic. There
may be a possibility of some other optimum value (in terms of maximum) that can be
predicted with same data structure.

Since, there is bunch of measures used in the literature for the computation of
similarity measures; one can work for finding the generalized criteria instead of using
various similarity measures that is further used in the computation of design
parameters.

Fig. 1. The effect of software cohesion of fitness function value.
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Abstract. The quality of drinking water is being deteriorated due to rapid
increment of industrialization and population in India. This issue results in the
interest of research by several researchers to check the prominence of drinking
water quality from different parts of India in view of the physicochemical
properties of drinking water just as the nearness of different pathogenic
microorganisms. Microbial impurities in water are a noteworthy general well-
being anxiety. Pathogens have been recognized as an essential danger to stream
water quality in the India, conceivably affecting drinking and water system
water sources and recreational waters. The aim of this paper is to ensure the
providing of safe drinking water quality that must be monitored within a existent
time of applications and are utilized for the physical as well as chemical
requirements of the water can be studied. These requirements such as physical
and chemical substances that can be determines to their size depending on the
properties of water based on their nature. Utilizing Geological Information
framework and statistical software (SPSS and SAS) connections of affirmed
Giardiasis have been contrasted and accessible atmosphere and hydrologic
information. The research in this paper suggest that there is no visible difference
in illness event related with measure of precipitation or extraordinary disease
occurrence. In India, there is a seasonal disease occurrence due to the temper-
ature. For this purpose, the samples were collected from different southern
India’s region watersheds.

1 Introduction

The waterborne diseases like diarrhea, systematic illnesses and gastrointestinal are
increasing day by day and approximately per year 2.3 million deaths occurs due to
these diseases which becomes a global burden [1, 2]. The most effect of these diseases
is children that are about 1.5 million. About 12 billion US dollars economic loss are
estimated worldwide [3]. Waterborne diseases are brought about by ingestion, airborne
or contact with polluted water by an assortment of irresistible specialists which
incorporates microscopic organisms, infections, protozoa and helminths. Worldwide
about 2.6 billion people do not have access to improved sanitation and about 790
million people are not using the purified water sources. About 3.3% yearly death is due
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to lacking of purified water and sanitation worldwide [4]. World Health Organization
suggested that only with improving the quality of water, about 5% deaths can be
reduced worldwide [5].

Water is the universally significant and greatest esteemed inherent assets. It is an
embodiment of something in the existence of all subsisting bodies by the simplest plant
with respect to the most composite subsisting system recognized as human body [6].
A person can live without food for five weeks or more, but without water he can
survive for only a few days. Water is an association of hydrogen and oxygen atoms
with a chemical compound as H2O and the greatest part of generous synthesis (70%)
with regard to the earth’s exterior [7]. It is a finite resource and is necessary for land
management, conscientiousness and for creatures alive on earth including human
beings. Lots of people don’t be aware of the true importance of drinking sufficient
water every day. A huge quantity of water can be misspending in so many ways of
human occupation [8]. Water is an outstanding asset caused by its unique chemical and
physical characteristics. It is a pivotal element for evolution and the superiority of
living creatures in crowded countries. In distinctive dreary region it has similarly come
to be a reality constituent [9]. Therefore, “water situated for human swallowing not
necessary contain pathogen-microbes or injurious of chemicals”, by virtue of water
attenuates with micro-organisms in the causation of ubiquitous [10]. Namely, good
drinking water is not a splendor but one of the majorities crucial necessity of life
intrinsically. Water constructs the majority weight of human body weight of roundly
two-third of its weight, human brain is composed of 94% of water, lungs can be
composed by 90% of water and blood can be 83%. Although in progressive countries
possess the continues from an inadequacy of retrieved to have secured drinking water
from improved references and to acceptable disinfection amenities [11]. The WHO [12]
brings to light specifically seventy-five percent in every respective injury in progressive
countries develops caused by mistreated drinking water.

Accordingly, water standards deal with the frequently of the majority crucial
constituent of considering the quality acquires to rectified water authorities. A sufficient
water standard depicts the protection of drinking water with regarded to physical,
chemical as well as biological parameters. Worldwide and also regional areas are
accepted those requirements and describes the physio-chemical standard requirements
of drinking water [13]. The complication related with chemical compounds of drinking
water proceeds essentially from their proficiency provoke the unpropitious or harmful
health injuries sustained the succeeding time of intervals in relevant of certain concerns
are toxins that have collecting poisonous attributes such as substantial metals and
contents that are destructive injuries [14]. The general complications in household
employment of water provides may be solidity, iron, sulfates, sodium-chlorides,
alkalinity, acidity and dissolved solids and some chemical contamination [15]. The
slightly description of water requirements of drinking water quality about their prop-
erties such as physical, chemical and also biological properties are examined below
Fig. 1.
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2 Why Can’t Waterborne Pathogens Be Eliminated?

We can find the Microorganisms anywhere in our environment. With bare eyes, we
can-not find them. Water, air, soil and sustenance having tremendous quantities of
these organisms. In spite of the fact that people are basically free of microorganisms
before birth, consistent conditions of introduction (e.g., breathing, eating, and drinking)
speedily permit the basis of innocuous microbial lushness in our bodies [16].

Microbial pathogens (microorganisms fit for causing illness), nonetheless, can and
frequently do harm the individuals who become infected. Also, illnesses that healthy
people “climate” well may demonstrate lethal to people with traded off resistant
frameworks. Now and again, a contamination can persevere to make a “bearer state”
where a disease-causing operator is harbored by the body (and spread) with no clear
manifestations. Waterborne sicknesses are normally viewed as those illnesses coming
about because of ingestion of sullied water. Extra pathways of contamination being
contemplated by EPA incorporate inward breath of water vapors just as body contact
amid washing (deft pathogens) in the emergency clinic condition [17].

Since intentional water ingestion (drinking water) and washing are all inclusive
practices and unintentional ingestion amid recreational exercises (e.g., swimming,
water skiing, swimming) is normal, lacking security of water respectability could
prompt across the board episodes (the Centers for Disease Control characterizes a flare-
up to be at least two instances of ailment that can be followed to a typical source). Since
side effects can be mellow and fleeting, it is assessed that just a small quantity of
waterborne flashes is apparent, announced and explored. Also, specialists trust that
some food related illness episodes may begin with a fundamental illness (e.g., of an
eatery laborer) brought about by polluted drinking water. Microscopic organisms, to
wipe out these pathogens from our water, particularly from our drinking water, appears
to be hypothetically direct. Basically, blend in a disinfectant, permit satisfactory contact
time to guarantee inactivation (rendering the organisms unfit to create infection), and
siphon the water into the circulation lines [18].

Fig. 1. Graphical representation of water nature requirements
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3 Abundant Physical Parameters of Drinking Water Quality

The physical features of water quality principles can be evaluated and to analyses the
quality features of water samples. That is pH, Turbidity, Conductivity, Hardness, Total
Dissolved salts, Dissolved Oxygen can be listed below:

3.1 pH

The word pH stands for potential of hydrogen. It deals with measure of hydrogen ion
concentration in water. And it decides the nature of water that is dyspepsia or alkalinity
nature of water. If the pH value of nearly 1, it acts as acidic nature of water. The value
of pH at its specific range of 14, its essential nature of the particular specimens is in
strongly basic or alkaline nature. The standard value of pH is 7 (that is Neutral) [19].
Generally, the pH value of drinking water is ranges between 6.5–8.5. It is considered to
be a standard level concentration of standard organizations. The range exceeds degree
level of concentration causes the harmful effects to consumers. The study concluded
that the supreme of admissible limit of water of their pH is 6.5–8.5 (Table 1) as
prescribed by WHO and BSI.

3.2 Dissolved Oxygen

Dissolved oxygen (DO) can be described insides the units of milligrams of oxygen gas
(O2) dissipate in respective liter of water (i.e. mg/L) or as a grade of the supreme
constitute of DO is specifically realizable within the water body at a designate con-
dition and also the degree of salt nature (% saturation) of water [18]. DO collections are
based on environmental coercion, along with this is taken into consequence for the time
of factor register. The substantial distinction between DO engrossment at the facade of
water and the intricacy in water bodies can marks from arrangement of the water
formation, because of febrile or saturation effects. Such realizes are mostly definite in
the summer times the instant waters exterior are great deals with warmer than obscured
waters. Excessiveness of DO can lead to ‘electrocute globule injuries’ in fishes, where

Table 1. Analysis of pH parameter.

Property Range
(mg/l)

Effects

pH <4.0 Critical danger effects for health due to dissolved poisonous metal
ions

4.0–6.0 Poisonal impacts integrated with dissolved metals, which involves
lead

6.0–9.0 No health effects, Aluminum solubility and amphoteric oxides
begins to increase at pH 6 and 8.5 respectively

9.0–11.0 Possibility of noxious impacts integrated with deprotonated nature
expands sharply. Water savouracetous at a pH of greater than 9

>11.0 Critical jeopardy for health
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oxygen globule can build in the vacuole system, pale stratum and eyes, amongst
contrasting organs, which can lead to demise. It can evaluate the both (mg/L and %
saturation) should be recorded. The study concluded that the extreme admissible limit
of Dissolved oxygen in water of 5 and 3 prescribed by WHO and BSI respectively.

3.3 Hardness

In drinking water, hardness is principally responsible for highly dissolved minerals of
calcium andmagnesium. It is a function of physical structure area of horizontal surface of
water is syndicated. Water is elementary by means of limestone are susceptible towards
hard water since rainfall, which is inherently acidic for the reason it accommodates the
CO2 gas, it repeatedly dissolves and carries the cations to the water. The permitted
desirable boundary of complete hardness is 300 mg/L, whereas the apex boundary is
600 mg/L. It can be classified as smooth, fairly, hardened and very hardened. In
accordance with this categorization most of the specimens occur under the fairly to
hardened categories. Due to this origin of categorizing it has been surveyed that no water
specimens are smooth but all the sustained values were surrounded by the permissible
merits of BIS (300 mg/L) and WHO (500 mg/L) as prescribed in the Table 2.

4 Hypothesis of the Research

A general objective of the investigation is to decide the degree of waterborne exposures
to pathogenic microorganisms. This can be practiced through the investigation of the
spatial and transient changeability of affirmed announced human instances of a
microorganism, for example, Giardia. Giardia is a decent reference pathogen for a few
reasons: (1) it is a standout amongst the most normally distinguished etiologic spe-
cialists in waterborne ailment flare-ups; (2) it has a huge number of ecological sources
that might be affected by watershed hydrology; (3) it is more impervious to ordinary
treatment than the bacterial pathogens. Hence affirmed human cases are required to be
bound to happen from a waterborne course (when contrasted with different pathogens
that are all the more effectively expelled by treatment forms). Consequently, the
connections between precipitation, streamflow, expansive watershed qualities and
affirmed human instances of Giardia for southern India will be analyzed.

Table 2. Analysis of total hardness.

Property Range (mg/l) Effects

Total hardness 50–100 Fairly smooth
100–150 A little bit hardened
150–200 Fairly hardened
200–300 Hardened
>300 Especially hardened
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(A) Infection rates for waterborne pathogens are because of contact with untreated
water and will be identified with recreational practices, occasional access and
utilization of recreational water. Specific Aim (1) To decide whether regular
patterns in affirmed human instances of Giardia diseases agree with occasional
recreational water use.

(B) Characteristics and states of watersheds impact the worldly and spatial bounty of
waterborne pathogens and related gastrointestinal sickness. Explicit Aim (2) To
look at general wellbeing information from Southern India from an assortment of
watersheds to decide whether a connection exists between waterborne ailments
and watershed conditions and attributes (land use appropriation of the watersheds,
presence of a particular highlights in. Explicit Aim (3) To decide the effect of land
use (urban versus provincial) on the recurrence of affirmed Giardia cases.

(C) Combined Sewer Overflows (CSO’s) enable untreated water to pollute drinking
water sources bringing about expanded presentation to waterborne pathogens.
Explicit Aim (4) Evaluate the distinctions in recurrence of affirmed Giardia cases
in watersheds with and without Combined Sewer Overflows (CSOs) upstream of
drinking water sources.

(D) High spillover instigated by overwhelming precipitation makes a more prominent
inundation of pathogens drinking water sources prompting higher contamination
rates from waterborne pathogens after these precipitation occasions. Explicit Aim
(5): To look at the worldly relationship between high precipitation occasions and
flare-ups of Giardia cases.

5 Result and Discussion

5.1 Comparison of Watersheds (Urban Vs Rural)

Of enthusiasm for this investigation was a correlation of dispersion of instances of
affirmed giardiasis among different watersheds in southern India. These destinations
were of enthusiasm for their portrayal of urban, rustic and CSO in drinking water
framework separately. These gatherings were contrasted two at any given moment with
grant appraisals of provincial versus urban, rustic versus CSO and urban versus CSO.
For these investigations, two example t-test were performed. The needy variable for
these examinations was the quantity of affirmed cases per 10,000.

5.2 Student t-Test

Utilizing SPSS, understudy’s t-tests were performed to assess the impacts of land use
and CSOs on human instances of giardiasis. It was discovered that there was no
noteworthy distinction (P = 0.546) between the urban watershed and the country
watershed with respect to pathologically affirmed instances of giardiasis.

The Table 3 demonstrates the predominance rates of giardiasis saw in different
investigations in India however there is a plausibility that a higher number of cases
might be identified with a higher populace thickness inside the watersheds.
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So as to beat that predisposition we determined yearly Giardiasis cases in per
10,000 populaces for every one of the watersheds. Figure 2 speaks to the absolute
yearly number of cases per 10,000 individuals for the three watersheds. As found in the
figure, there is an expansion in the quantity of giardiasis cases in the Deerfield
watershed in contrast with the Blackstone watershed when determined per 10,000
populaces which could be because of some announcing predisposition.

In this way, the crude number of giardiasis cases (before normalizing with 10,000
populaces) may have been affected by the bigger watershed territory and populace
thickness (Fig. 3). Likewise there is a plausibility of detailing inclination. In any case,
the Vellore rustic Watershed keeps on appearing number of giardiasis cases even after
standardized per 10,000 populaces.

Table 3. Prevalence rates of Giardiasis observed in southern India.

Site of study Population % Prevalence

Bangalore Children in urban slum 8–10
Pune Children in urban slum 7.9
Chennai Rural population 16
Chennai Semi-urban and urban population 22.6
Karnataka Rural population 37.1
Karnataka Semi-urban and urban population 2.5
Vellore Rural population 53.8
Vellore Semi-urban and urban population 28.2

Fig. 2. Total annual confirmed Giardia cases per 10000 populations in the semi-urban, urban,
and rural watersheds.
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6 Conclusion and Future Scope

A large portion of the recorded waterborne sickness flare-ups in provincial territories
were from recreational waters that included new lake/lake water. A restriction of our
informational collection is that most of the detailed illness information is with no data
concerning the causative media or wellspring of the contamination. Next to no data is
accessible with respect to the beginning of these revealed diseases, for example,
regardless of whether these cases are nourishment borne or waterborne. In any case,
these sorts of constraints in wellbeing office information are normal. Human instances
of gastrointestinal ailments are commonly underreported. Thusly, the data predispo-
sition may have an effect on the outcomes. People may likewise obtain ailments outside
of their watershed limits.

Another serious issue of getting exact information of gastrointestinal sickness is
under detailing. In the vast majority of the cases the accessible malady information
from Department of Public Health is gathered from self-detailing techniques. Along
these lines, the possibility of announcing predispositions cannot be maintained a
strategic distance from. Such kind of predisposition isn’t exceptionally phenomenal
with gastrointestinal malady related research. Mohanty revealed in 1997 in Hyderabad,
the first number of gastrointestinal cases were multiple times higher in contrast with
under announcing of Disease. No noteworthy distinction (P = 0.546) between the
urban watershed and the Semi-Urban watershed has been found with respect to
affirmed instances of giardiasis.

The provincial watershed had fundamentally higher quantities of affirmed instances
of Giardia disease (P = 0.003) when contrasted with the urban and semi-urban
watershed which may have originated from its tainted drinking water source this is
affected by CSOs. The affirmation is just conceivable in the event that it very well may
be contrasted and another watershed in country territory with CSOs and all similar
criteria. One piece of our goal is affirmed that a connection exists between waterborne
maladies and watershed conditions and qualities and effect of land use has some
connection with of announced Giardia cases in country territories.

Fig. 3. Before normalization total annual confirmed Giardia cases in the semi-Urban, urban, and
rural watersheds.
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