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Preface

Inorganic chemistry is based on the understanding of various elements on the Earth,
and the wide variety of functional materials have been created by chemical design
starting from atoms or molecules. They are extensively used as essential and crucial
matters in our life and industry activities and have also contributed to the develop-
ment of new fields of environment, energy, informatics, biomaterials, and so
on. Ceramics are typical inorganic materials. They have made a widespread evolu-
tion by generation of new substances, innovation of new technologies, and precise
design of structure and morphology. The concept of material chemistry is a key for
production and utilization of practical ceramics. This book introduces a comprehen-
sive content from fundament to application on the backbone of inorganic synthetic
chemistry and solid-state chemistry.

Ceramic industries have advanced from traditional ceramic manufactures: pottery
and porcelain, refractory, glass, and cement. They are produced by firing process
using kiln. The raw materials are natural silicate compounds. Silicates are composed
of silica, alumina, alkaline oxide, and alkaline earth oxide and easily mined on the
Earth’s crust. The advantage is the low melting point. Therefore, sintered ceramics
and melted glasses do not require a very high temperature. Meanwhile, new ceramics
have developed using artificial raw materials during the past half-century. Industrial
new ceramics seem to start from electric insulator. Ceramic insulators are superior in
mechanical strength and insulation performance to suspend high-voltage electrical
power lines. New ceramics mean the usage of new substances and compounds.
Oxides are typical ingredients of ceramics, but highly pure oxides are required.
Non-oxides such as nitride, carbide, and boride have high strength and thermal
stability but are naturally not afforded. Various inorganic compounds can be made
by a combination of numerous elements in binary, ternary, and multiple systems,
leading to appearance of a variety of electromagnetic devices. Fine ceramics aim at
new and high function based on material design, that is, homogeneous composition,
fine microstructure, and morphological control such as nanoparticle, nanosheet,
nanofiber, etc. Such a trend of new materials has induced high-pressure and high-
temperature technologies, or new synthetic methods like chemical vapor deposition
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(CVD), sol-gel technique, etc. As a result, many kinds of ceramics have been
practically applied as high-temperature structural material, mechanical part, cutting
tool, semiconductor, dielectric, magnetic device, optical fiber, artificial bone, and
so on.

Ceramic structures are classified into single crystal, polycrystal, and amorphous
crystal/glass. Single crystal has a regular arrangement of atoms in whole body.
Amorphous crystal and glass have no long-range regular arrangement with random
atomic bonding. Polycrystal is an aggregate of small crystalline grains. Since most of
ceramics are fabricated by sintering of raw powder, they are obtained in polycrys-
talline form. Even by homogeneous processes (CVD, sol-gel), the final products are
mostly polycrystalline. Chemical design means the synthesis from atomic or molec-
ular level through chemical route and the intentional control of microstructure and
morphology toward desirable properties. Thus, we need the basic knowledge in
chemical synthesis, crystal structure, and physical and chemical characteristics of
solids to establish the practical technologies for functional material design. This
book describes the structure and synthesis of ceramics in the anterior half and then
the practical functions of ceramics in the posterior half. The last organic-inorganic
hybrid is a new scope beyond the category of ceramics. It is our great pleasure if all
of the readers understand what ceramics are and how we can use it. Please create the
future ceramics for the next generation.

Fukuoka, Japan Junichi Hojo
November, 2019
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Chapter 1
Crystal Structures of Inorganic Materials

Junichi Hojo and Miki Inada

Abstract Ceramics have high hardness and mechanical strength, excellent chemical
and thermal stabilities, and particular electromagnetic and optical properties. Based
on these unique properties, they have been widely used in our life, industry activities,
and various environmental and energy fields. The durability of ceramics is derived
from strong chemical bonding, that is, covalent and ionic bonds, and tight atomic
packing. The electrical properties are dominated by crystal and electronic band
structures and typically classified into insulator, dielectric, semiconductor, and
metallic conductor. Typical covalent crystals are diamond, graphite, and hexagonal
boron nitride (h-BN). Diamond, having 3D carbon network, is extremely hard,
whereas graphite and h-BN are soft due to the hexagonal layer structure. Structural
principle in ionic crystal is the alternate arrangement of cation and anion different in
charge and size. The coordination configuration consisting of centered cation and
surrounding anions is the elemental unit: for example, silica is constructed by SiO4

tetrahedrons and titania by TiO6 octahedrons. Lattice defects, such as vacancy and
interstitial atom, provide a large influence on semiconductor and ionic conductor.
Glass has a random network structure and has been applied in optical fields. Recent
trend is the dimensional control of morphology from zero- to three-order. New
functions of ceramics have been created using nanoparticle, nanofiber, nanosheet,
hybrid, and nanoporous materials.

Keywords Chemical bonding · Crystal · Glass · Defect structure · Dimensional
control
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1.1 Fundamental Structures and Properties of Materials

Materials are generally classified into ceramic, metallic, and organic ones. Organic
materials are comprised mainly of carbon, hydrogen, oxygen, and nitrogen.
Although the number of constituent element is small, there are many organic
compounds owing to the variety of molecular structures based on directional cova-
lent bonding. Plastics are formed by connection of small monomers. The main chain
is strong due to the covalent C-C bond, but hydrogen bonding or van der Waals
bonding between main chains is weak. Therefore, they are soft and flexible, but
inferior in heat resistance. Typical metallic materials are iron, aluminum, copper, etc.
Most of metallic elements belong to transition metals. Metal crystals are constructed
by regular packing of spherical atoms. Metallic bonding is a kind of covalent
bonding in a broad meaning. The heat resistance is high compared to organic
compounds. Since electrons are not localized but extensively shared among atoms,
electrons easily move, causing high electrical and thermal conduction. The displace-
ment of atoms is also easy, causing high ductility. Ceramics are mainly composed of
positive and negative elements in the left and right sides, respectively, of the periodic
table. They are connected by covalent and ionic bonding. Since shared electrons and
electrostatic attraction among atoms cause strong bonding force, they are mechan-
ically rigid and undeformable, and thermally and chemically stable. Furthermore, the
electronic state is wide-ranged owing to the combination of various atoms, leading to
the appearance of versatile electronic materials, such as insulator, dielectrics, semi-
conductor, and so on.

Typical fabrication process and schematic model of microstructure in ceramics
are demonstrated in Fig. 1.1. Most of ceramics are fabricated by powder forming and
subsequent high-temperature sintering, resulting in polycrystalline structure com-
posed of agglomerated crystal grains. There are grain boundaries between grains
with different crystal orientations. If raw powders include metallic impurities,
foreign particles remain as inclusions. If the sintering is not completed, pores remain

Crystal grain Grain boundary

PoreInclusion

Powder

Forming

Sintering

Machining

Die pressing
Slip casting 

Pressureless sintering
Hot pressing
Hot isostatic pressing

Cutting
Polishing

Fig. 1.1 Schematic of fabrication process of ceramics and model of sintered texture
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in sintered body. Grain boundary, inclusion, and pore seriously affect the mechanical
strength. The total structure of ceramics is classified into texture and transgranular
structure. The texture means the agglomerated-grain structure. The final properties of
ceramics are affected by various factors: grain size, pore size, volume, and so on. The
transgranular structure is involved with atomic bonding and crystal structure. In this
chapter, the crystal structures of ceramics are introduced for better understanding of
the principal properties and functions.

1.2 Crystal Structure of Inorganic Material

1.2.1 Packing Manner of Rigid Spheres

Crystal structures are simply explained from packing manner of rigid spheres.
Figure 1.2 demonstrates fundamental crystal structures. The minimum unit of crystal
is called unit lattice or unit cell. Simple cubic (SC) structure has four atoms in the
corners. Body-centered cubic (BCC) structure includes an additional atom in the
body center. Close packing structures are most stable. As shown in the packing

(d) Hexagonal closed packing (HCP)

(a) Simple cubic (SC) (b) Body centered cubic (BCC)
(c) Cubic closed packing (CCP)

Face centered cubic (FCC)

: B layer

: C layer

: A layer

Fig. 1.2 Fundamental crystal structures based on packing of rigid spheres, and closed packing
manner in HCP, ABAB order, and CCP(FCC), ABCABC order

1 Crystal Structures of Inorganic Materials 3



manner of spheres, the stable packing is based on triangular arrangement. When
putting spheres on the first layer (A), they are settled on the concave of three spheres
in underlayer to form the second layer (B). There are two possibilities for the third
layer. When spheres are placed on the same positions of (A), they form hexagonal
close packing (HCP) structure in the ABAB order. It is normally illustrated as
hexagonal column, but the unit cell is rhombohedral column with equivalent a-
and b-axes and c-axis. When the third spheres are placed on the different positions
from (A), the new layer is recognized as (C), forming cubic close packing (CCP)
structure in the ABCABC order. The unit cell is illustrated as face-centered cubic
(FCC) structure placing atoms in the center of cube face. The close packing direction
is in the diagonal of cube.

SC structure is scarcely observed because the open space inside the cube makes it
unstable. Metals have simple crystal structures of BCC, CCP, and HCP because
spherical atoms with the same size are packed. In contrast, ceramics have different
types of complicated crystal structures because constituent atoms are different in size
and charge.

1.2.2 Coordination Configuration

In crystal structures, atoms are surrounded by the other atoms. It is called coordina-
tion configuration which is determined by atomic size and bonding direction. The
variation of coordination configuration with ionic radius and bonding orbital is
explained as in Table 1.1. Typical coordination figures and numbers are triangular
(3), tetrahedral (4), octahedral (6) and cubic (8). The coordination number of
12 means the close packing, but it is not the case in ionic crystals.

Coordination polyhedrons of ionic crystals are illustrated in Fig. 1.3. Ionic bonds
form between positive and negative elements. For instance, MgO is composed of
Mg2+ and O2�. Cations and anions are bonded by electrostatic attraction (the
Coulomb’s force). The bonding force depends on distance between ions, but not
on direction. Generally, cations have smaller size than anions. Cations form with
release of electrons from atoms, resulting in the increase of effective nuclear charge.
The outer electrons are strongly attracted by nuclear, causing the shrinkage of

Table 1.1 Variation of coordination configuration with radius ratio of cation to anion and shape of
hybrid orbital of center atom

Coordination number

Cation/anion radius ratio

Configuration Hybrid orbitalTheoretical Range

3 0.155 0.155–0.225 Triangular sp2

4 0.225 0.225–0.414 Tetrahedral sp3

6 0.414 0.414–0.732 Octahedral d2sp3

8 0.732 0.732–1.000 Cubic

12 1.000 Closed packing
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cations. On the other hand, anions form by addition of extra electrons, which lowers
the effective nuclear charge and causes the expansion of anions. In ionic crystals,
small cations are settled in voids of packing structure of large anions. The coordi-
nation number of anions surrounding cation is determined by the ionic radius ratio.
Large cation can be surrounded by many anions. Therefore, the coordination number
increases with an increase in radius ratio of cation to anion. It is called “Pauling’s
law.” Theoretical ratio means the calculated one when cation just fits the void of
surrounding anions. When the cation-to-anion radius ratio is equal to the theoretical
one or above, the crystal structure is stable. When the cation size is smaller than the
theoretical one, the structure becomes unstable because small cation cannot be
settled in the center of interstice surrounded by anions.

Covalent bonds form by sharing of localized electrons in overlapping of atomic
orbitals, in which the orbital direction determines the coordination configuration.
Generally, it can be explained from hybrid orbitals of centered cation which are
constructed by s, p, and d orbits: sp2 hybrid (3-coordination, triangular), sp3 hybrid
(4-coordination, tetrahedron), and d2sp3 (6-coordination, octahedron). These coor-
dination figures are similar to those in ionic bonding. The compounds constructed by
different elements exhibit both covalent and ionic behaviors. When the coordination
configuration expected from ionic size is the same as in atomic orbital, the crystal
structure is stable. SiO2 is expected to have 4-oxygen coordination from both ionic
size and atomic orbital of silicon. It is hard and thermally stable. ZnO is expected to
have 6-oxygen coordination from ionic size but 4-oxygen coordination from atomic
orbital of zinc. Therefore, ZnO is less stable than SiO2.

1.2.3 Covalent Crystals

Typical covalent material is a carbon family with various crystal structures, includ-
ing diamond, graphite, fullerene, carbon nanotube, and graphene. The crystal struc-
tures and bonding orbitals of diamond and graphite are illustrated in Fig. 1.4.

(a) 3-coordination (b) 4-coordination

(c) 6-coordination (d) 8-coordination

Fig. 1.3 Typical coordination configuration in ionic crystals. Small cation is centered and
surrounded by large anions
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Diamond has three-dimensional network structure consisting of carbon tetrahedrons
with 4-coordination. This structure is derived from sp3 hybrid orbital. Graphite has
two-dimensional layer structure consisting of stacked hexagonal planes with
3-coordination. This structure is derived from sp2 hybrid orbitals. Diamond has an
extremely high hardness because all four orbitals covalently bond. Since there is no
free electron, it is an insulator and the single crystal is transparent. Graphite has
strong covalent bonds in the in-plane direction of hexagonal network, but the van der
Waals bonding between planes is so weak that hexagonal planes easily exfoliate.
Since graphite is soft, it has been applied as solid lubricant. One p orbital remains in
the perpendicular direction of sp2 hybrid orbital. One electron exists in this p orbital,
and the unpaired electron works as free electron. Therefore, graphite has high
electrical conductivity due to the easy electron transport along hexagonal planes.
The free electrons absorb light in wide range, and, therefore, graphite looks black.

Boron nitride forms graphite-like hexagonal structure (Fig. 1.5). Boron and
nitrogen atoms are alternately bonded and form BN hexagonal planes through

109 28’

120

(a) Diamond

(b) Graphite

sp3

sp2

C

p orbital

free electron

Fig. 1.4 Crystal structures of diamond derived from sp3 hybrid orbital and graphite derived from
sp2 hybrid orbital. There is a free electron in p orbital perpendicular to sp2 hybrid orbital of graphite

: B : N

B N

empty p orbital pared electronsFig. 1.5 Crystal structure
of h-BN and electron
configuration in p orbitals
perpendicular to sp2 hybrid
orbitals of boron and
nitrogen
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covalent bonding between sp2 hybrid orbitals of boron and nitrogen. Since the
bonding between planes is weak, the hexagonal boron nitride (h-BN) is soft. The p
orbital in the perpendicular direction of sp2 hybrid orbitals is empty in boron, but has
two electrons with antiparallel spins in nitrogen. Since the pared electrons are stable
and localized, they cannot move. Therefore, h-BN is an insulator. Since light is
scattered without absorption, the powder looks white. The h-BN is called “white
graphite.” Boron nitride can form cubic crystal structure similar to diamond under
high pressure. The cubic boron nitride (c-BN) also has high hardness. Silicon carbide
(SiC) has diamond-like crystal structure, and the hardness is high. The similarity in
crystal structure among carbon, boron nitride, and silicon carbide is easily under-
stood in the periodical table. Boron and nitrogen are placed in the left and right from
carbon, and silicon is placed just under carbon. They can form the similar covalent
bonding using s and p orbitals.

1.2.4 Ionic Crystals

Ionic crystals are formed by alternate arrangement of cation and anion. The crystal
structures are determined by coordination number based on ratio of ionic radius and
chemical composition. Multicomponent ceramics have more complex crystal
structures.

1.2.4.1 Coordination Number and Crystal Structure

When the size of cation is large, the cation can be surrounded by many anions. That
is, the crystal structures with high coordination number become stable. This is
demonstrated for one-to-one compounds as follows.

Zinc blende and wurtzite structures have 4-coordination number. Zinc blende is
the mineral name of β-ZnS. β-SiC belongs to this structure. Zinc blende structure is
illustrated in Fig. 1.6. Anions form CCP structure. Cation is surrounded by 4 anions
in the shape of tetrahedron. The number of 4-coordination position is 8 in the unit
cell. Four cations are placed in half of the 4-coordination positions in the sterically
alternate manner to reduce the repulsion between cations. Coordinate graphic is
convenient to indicate the positions of atoms. In zinc blende structure, anions are
located at the corners and faces of cube. The origin of unit cell is situated at the basal
plane. The positons of origin, half unit, and lattice unit are represented by 0, 1/2, and
1, respectively. Cations are located at 1/4 and 3/4 units from origin. Wurtzite is the
mineral name of α-ZnS. Anions form HCP structure and cations are placed in half of
the 4-coordination positions. This structure is easy to understand as hexagonal
column (Fig. 1.7a). However, the unit cell should be written as rhombohedral
column (Fig. 1.7b). α-SiC, AlN, and ZnO have this structure. AlN has been applied
as insulating substrate and ZnO as semiconductor.

1 Crystal Structures of Inorganic Materials 7



Typical crystal structure with 6-coordination number is rock salt type. Rock salt is
the mineral name of NaCl. The crystal structure is illustrated in Fig. 1.8a. Anions
form CCP structure. Cation is surrounded by 6 anions in the shape of octahedron. All
6-coordination positions are occupied by cations. Cation and anion, respectively,
form FCC structure. However, this structure cannot be assigned to FCC, because the

: Cation : Anion

0, 1 1/2 0, 1

0, 1

0, 1 0, 1

1/2 1/2
1/4

1/4

3/4

3/4

1/2

: Cation    :  : Anion

Fig. 1.6 Zinc blende structure and coordinate graphic (projection figure)

: Ca�on : Anion

(a) Hexagonal column (b) Rhombohedral column

Fig 1.7 Wurtzite structure
illustrated in two manners:
hexagonal and
rhombohedral columns

(a) Rock salt (b) CsCl

: Cation : Anion

Fig. 1.8 Crystal structures
of rock salt and CsCl types
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crystal consists of different ions. The rock salt structure is observed in many metal
compounds, such as halide (LiF, NaCl, KCl, AgCl), oxide (MgO, CaO, MnO, CoO,
NiO), nitride, carbide (TiN, TiC), etc.

CsCl structure has 8-coordination number as seen in Fig. 1.8b. Anions are located
at the corners of simple cube, and the body center is occupied by cation. However,
this structure should not be assigned to BCC. NH4Cl has this structure. Although
atomic radius of nitrogen is small, cation size of NH4+ becomes large. As described
here, the large cation can form high-coordination crystal structures.

1.2.4.2 Various Chemical Compositions

Metal ions have various electric charges. Depending on the electric charge, the
cation-to-anion ratio is changed. It makes the crystal structure complicated. As
one-to-two compound, SiO2 and TiO2 are typically cited. SiO2 is considered as
ionic crystal, but the contribution of covalent bonding is large between silicon and
oxygen. Therefore, the crystal structure is explained based on SiO4 tetrahedron. SiO4

units are shared at the corner of tetrahedron by covalent bonding through oxygen.
The bonding angle at the corner is flexible. Therefore, there are many polymorphic
structures: α and β phases of quartz, tridymite, and cristobalite.

Rutile is one of the crystal structures of TiO2 (Fig. 1.9). Anions form HCP
structure, but it is distorted to form tetragonal unit cell. Cation is placed in the
6-coordination position. This structure is also explained in the connection manner of

: Ti : O

Fig. 1.9 Crystal structure of rutile: unit cell and connection manner of TiO6 octahedrons

1 Crystal Structures of Inorganic Materials 9



TiO6 octahedrons. As seen in Fig. 1.9, TiO6 units are shared at the edge of
octahedron in c-axis direction, and the connected chains are bonded by corner
sharing in a- and b-axes. The other crystal structures of TiO2 are anatase and
brookite. They are also explained in different connection manners of TiO6 octahe-
dron. The connection model of oxygen polyhedron is convenient to explain the
complicated crystal structure. TiO2 has been applied as white pigment,
photocatalyst, semiconductor, dielectric, etc. SnO2 has the rutile structure. It has
been used as transparent semiconductor, gas sensor, and so on.

Corundum is the mineral name of α-Al2O3. Anions form HCP structure. Cations
are placed in 2/3 of the 6-coordination positions. The distribution of cations is not
random, but periodical from A to B layers in HCP structure. The crystal structure of
α-Al2O3 is also explained by the connection model of AlO6 octahedron, in which
AlO6 units are shared at the edge and face of octahedron. The stability of sharing of
oxygen polyhedron decreases in the sequence of corner, edge, and face because the
short distance between cations increases electrostatic repulsion. Therefore, Al2O3

tends to form the other polymorphic structures such as γ-Al2O3 with spinel structure.
Among them, α-Al2O3 is most stable. It has been widely applied as mechanical part,
cutting tool, crucible, sodium vapor lamp, IC substrate, etc., because of the balanced
excellent properties in hardness, heat and chemical resistance, electrical insulation,
heat conduction, and optical transparency.

1.2.4.3 Solid Solution and Complex Compound

ZrO2 has a cubic type of fluorite structure with 8-coordination number. Fluorite is the
mineral name of CaF2. ThO2 and UO2 have this structure. Since the cation size is
large, they can have high-coordination number. ZrO2 has been applied as typical
ceramics material. However, the cubic phase (c-ZrO2) needs to be stabilized by solid
solution. The crystal structure of c-ZrO2 is illustrated as overall view in Fig. 1.10. SC
oxygen lattice and CsCl-type lattice including Zr in 8-oxygen coordination are
alternately arranged. Figure 1.11 shows the unit cell and the coordinate graphic. Zr
forms FCC structure, and SC oxygen cube is placed in the FCC center. c-ZrO2 is a
high-temperature phase. During cooling, it transforms to tetragonal phase at 2370 �C
and to monoclinic phase at 1000 �C. Transformation to monoclinic phase causes
abnormal large-volume expansion, resulting in collapse of ZrO2 ceramics. Since the

: Zr : O

CsCl-type lattice

SC oxygen lattice

Fig. 1.10 Crystal structure
of c-ZrO2: alternative
arrangement of SC oxygen
lattice and CsCl-type lattice
including Zr at the center
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ionic radius of Zr4+ (0.082 nm) is smaller than optimal radius (0.102 nm) in
8-oxygen coordination, c-ZrO2 becomes unstable at low temperatures. The c-ZrO2

can be stabilized by substitutional solution of Ca2+ (0.103 nm) and Y3+ (0.096 nm)
having larger ionic radius. This is the “stabilized zirconia.” The substitution of
low-valent cation for Zr4+ forms oxygen vacancies, leading to the application to
oxide ion conductor. Partially stabilized zirconia (PSZ) is produced by reducing
amount of stabilizer. The tetragonal zirconia polycrystal (TZP) has high toughness,
leading to mechanical and structural application.

Complex oxides include different metal ions at the cation site. Typical one is
perovskite represented in ABX3 formula. Perovskite is the mineral name of CaTiO3.
BaTiO3, SrTiO3, PbTiO3, and PbZrO3 have this structure and have been applied as
dielectric and piezoelectric materials. A-site cation is large and B-site cation is small.
The crystal structure of BaTiO3 is explained here. Large Ba2+ cation is coordinated
by 12 oxygens and small Ti4+ cation by 6 oxygens. The structure based on TiO6

octahedron is generally used as seen in Fig. 1.12a. Ba2+ cations are placed at the
corners and TiO6 unit inside the unit cell. The ideal structure is cubic, and the cubic
phase is stable above 120 �C. It is distorted around room temperature and changes to
tetragonal phase. The reason is the small size of Ti4+ cation compared to the optimal
size in 6-oxygen coordination. For practical application, the tetragonal phase is

0, 1 1/2 0, 1

0, 1

0, 1 0, 1

1/2 1/2
1/4, 3/4

1/4, 3/4

1/4, 3/4

1/4, 3/4

1/2

: Zr : O : Cation : Anion

Fig. 1.11 Crystal structure
of c-ZrO2: unit cell and
coordinate graphic

Ba

Ti

O

(a) Cubic la�ce (b) Ion displacement in tetragonal

: Ba     : Ti             : O

Fig. 1.12 Crystal structure
of cubic perovskite
(BaTiO3) and displacement
of ions in tetragonal phase
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important. As illustrated in Fig. 1.12b, Ti4+ cation somewhat sifts from the center of
O2� coordination. The displacement between centers of plus and minus charges is
aligned in small domain, causing spontaneous polarization. Thus, tetragonal BaTiO3

has been applied as high capacitance condenser because of the ferroelectricity.
Various metal cations can be incorporated in A and B sites of perovskite. Such a
versatile design of solid solution has developed many functions of perovskite
compounds.

Spinel is represented in AB2X4 formula. Spinel is the mineral name of MgAl2O4.
This is main component of refractory brick for steel making, and also used as
transparent ceramics etc. The crystal structure is cubic, and explained like fluorite
structure in alternate arrangement of two types of cubic units including A-site or
B-site. A-site has 4-oxygen coordination and B-site has 6-oxygen coordination.
When A-sites are occupied by A2+ ions and B-sites by B3+ ions, that is, in
(A)[B]2O4, it is called normal spinel, including MgAl2O4, ZnFe2O4, CdFe2O4, etc.
When A-sites are occupied by the half of B3+ ions, and B-sites by A2+ ions and the
half of B3+ ions, that is, in (B)[A,B]O4, it is called inverse spinel, including
MgFe2O4, NiFe2O4, etc. Such a substitution in A and B-sites is possible between
A and B atoms with similar ionic sizes. γ-Fe2O3 (maghemite) is represented as
(Fe)[Fe5/3□1/3]O4, in which there are cation vacancies in B-sites. Magnetic iron oxide
compounds are called ferrites. Generally, spinel ferrites are easy for magnetization
and inversion of magnetic dipole, and, therefore, applied as soft magnetic material in
magnetic recording and high frequency transformer. Fe3O4 (magnetite) has the
mixed valence in the inverse spinel type of (Fe3+)[Fe2+,Fe3+]O4. This is classified
into hard magnetic material and used as permanent magnet.

1.3 Defect Structures in Crystal

Crystal structures are understood on the assumption of perfect ones, in which atoms
are ideally arranged in an orderly manner at lattice points. However, there are lattice
defects in real crystals. This is caused by thermal oscillation of atoms. Unless the
absolute temperature is 0 K, atoms jump out of lattice points with a certain proba-
bility and move to the other positions. Defect structures are thermodynamically
considered to be stable. The Gibb’s free energy increases in the term of enthalpy
due to decrease in the number of atomic bonds, but decreases in the term of entropy
due to the structural diverseness of atomic arrangement, totally leading to the
decrease in free energy by defect formation. There are some kinds of lattice defects.
Point defects form at the lattice points themselves. Extended defects form by three-
dimensional aggregation and rearrangement of point defects: cluster, sheared struc-
ture, and block structure. Dislocation is the line defect by linear arrangement of point
defects, and plays an important role in plastic deformation of metal crystals. Point
defects provide a large influence on atomic diffusion, and electromagnetic and
optical properties of ceramics.
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1.3.1 Point Defects

Fundamental point defects in solid crystal are vacancy and interstitial atom. Impurity
atom and associated center are also considered. In many cases, different point defects
coexist in crystal structure. The point defects are summarized as follows:

Vacancy: regular lattice points are empty.
Interstitial atom: some atoms exist between lattice points.
Impurity atom: foreign atoms occupy lattice point or interstitial site.
Associated center: Point defects interact with each other by the Coulombic force.

Point defects form in covalent and ionic crystals. The defect structures are deter-
mined by atomic size and ionic charge balance. Figure 1.13 illustrates the schematic
model of point defects in ionic crystal. These point defects are notated in a peculiar
manner to clarify defect reaction among ions and electrons. The Kröger-Vink
notation is widely used to symbolize point defects as Aa

b. “A”means atomic symbol.
Vacancy is represented by “V.” The subscript “a” means atomic position on lattice
which is denoted by original atom. Interstitial site is represented by “i.” The
superscript “b” means effective charge, indicating the relative charge based on
original charge of lattice point. It is denoted as plus ( • ), minus ( 0 ), and neutral
( x ). This notation is explained for M+X� crystal as below. Vacancies at M and
X-sites are denoted as VM

0 and VX
•, respectively. This means that vacancies exist at

M and X-sites. The real charge of vacancy should be neutral. Based on the charge of
M+ and X�, the effective charge of vacancy negatively sifts by minus one for M-site,
and positively by plus one for X-site. M+ and X� at interstitial sites are denoted as
Mi

• and Xi
0, respectively. This means that M+ and X� exist at i-sites. Since the real

charge of interstitial site is neutral, the effective charges of M+ and X� at interstitial
sites are plus one and minus one, respectively. Impurity cation, L2+, substituted for
M+ is denoted as LM

•, and impurity anion, Y2� , substituted for X� as YX
0. L2+ and

Y2� at interstitial sites are denoted as Li
•• and Yi

00, respectively.

Fig. 1.13 Point defects in M+X� crystal. Foreign cation (L2+) and anion (Y2�) are included as
impurities
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1.3.2 The Schottky Defect and the Frenkel One

Typical point defects in ionic crystals are the Schottky type and the Frenkel type as
shown in Fig. 1.14. The Schottky defect consists of the paired vacancies at cation
and anion sites as VM

0-VX
• in M+X� crystal. They are found in many metal

compounds, such as halides (NaCl, etc.) and oxides (MgO, etc.). The Frenkel defect
consists of the pair of cation vacancy and interstitial cation as VM

0-Mi
• or the pair of

anion vacancy and interstitial anion as VX
•-Xi

0. CaF2 and UO2 have the Frenkel
defects because the interstitial sites are large. Generally, the ionic radius of cation is
small in ionic crystals, and therefore, the Frenkel defect tends to appear in cation
sublattice. AgBr and AgCl have the Frenkel defects. This is explained as polarizable
Ag ions easily enter interstitial sites. Table 1.2 demonstrates some reaction formulas
for formation of the Schottky defects and the Frenkel ones. The Schottky defect is
written to form from “null.” The Frenkel defect is written to form from neutral atom.
Different defect structures can coexist in some compounds.

Fig. 1.14 The Schottky defect and the Frenkel one in M+X� crystal

Table 1.2 Reaction formulas for formation of the Schottky defect and the Frenkel one in halides
and oxides

Compound Defect equilibrium Compound Defect equilibrium

NaCl null ¼ V0
Na þ V •

Cl MgO null ¼ V00
Mg þ V • •

O

LiF null ¼ V0
Li þ V •

F CaO null ¼ V00
Ca þ V • •

O

CaF2 FX
F ¼ V •

F þ F0i UO2 OX
O ¼ V • •

O þ O00
i

CaXCa ¼ V00
Ca þ Ca • •i UX

U ¼ V0000
U þ U • • • •

i

null ¼ V00
Ca þ 2V •

F null ¼ V0000
U þ 2V • •

O

BeO null ¼ V00
Be þ V • •

O AgBr, AgCl AgX
Ag ¼ V0

Ag þ Ag •
i
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1.3.3 Nonstoichiometric Defects

Compounds of typical elements have definite compositions depending on the ionic
valence. On the contrary, transition metal compounds exhibit a variation of compo-
sition from the integer ratio of cation to anion, because the atomic valence of
transition metal is variable. They are called “nonstoichiometric compound” and
classified into the following four types. Here, “δ” means the deviation from
stoichiometry.

Cation-deficiency type (cation vacancy): Fe1-δO, Co1-δO, Ni1-δO, Cu2-δO
Cation-excess type (interstitial cation): Zn1+δO, Cr2+δO3, Cd1+δO
Anion-deficiency type (anion vacancy): ZrO2-δ, PrO2-δ

Anion-excess type (interstitial anion): UO2+δ

Since the ionic radius of cation is smaller than that of anion, cation-deficiency and
cation-excess types easily form. Fe1-δO has a large amount of cation vacancy as δ �
0.15, but the defect amount is ordinarily small as δ < 0.01 in Co1-δO, Ni1-δO, and
Zn1+δO. When the cation size is large, the anion-deficiency and anion-excess types
are found because the lattice space expands. The oxygen vacancies form in ZrO2-δ.
The formation of interstitial anion is rare as in UO2+δ.

The nonstoichiometry in transition metal oxides provides a large influence on the
electronic properties. ZnO works as n-type semiconductor due to cation-excess
defect. According to the Kröger-Vink notation, the equilibrium equation for the
formation of interstitial cation is written as follows:

ZnO ¼ Zni
x þ 1=2O2 ð1:1Þ

This equation means that oxygen is removed from stoichiometric ZnO, leaving Zn at
interstitial site, where neutral Zn atom (Zni

x) is assumed although the formal cation is
Zn2+ on lattice. The neutral Zn atom releases the first electron and then the second
one as follows:

Znix ¼ Zni
• þ e0 ð1:2Þ

Zni
• ¼ Zni

• • þ e0 ð1:3Þ

There are three interstitial defects: Zni
x, Zni

• and Zni
••, which depend on temperature

and oxygen partial pressure (Po2). The content of interstitial Zn increases at low
oxygen pressure. The major interstitial defect is suggested by applying the mass
action law to these equilibrium equations. When Zni

x is major, the content is
proportional to Po2

�1/2. When Zni
• is major, the content is proportional to Po2

�1/4.
When Zni

•• is major, the content is proportional to Po2
�1/6. According to Eqs. (1.2)

and (1.3), the concentration of electron (n) is determined from the content of
interstitial Zn: n¼[Zni

•] or n¼2[Zni
••]. Therefore, the electrical conductivity depends

on oxygen partial pressure. Figure 1.15 illustrates the schematic of the dependence
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of electrical conductivity on oxygen partial pressure and electron energy band model
of ZnO. The conductivity is proportional to Po2

�1/4 at low temperature, indicating
that the major defect is Zni

•. At higher temperature, the proportionality to Po2
�1/6

indicates the major defect of Zni
••. Zni

x and Zni
• form shallow impurity level and

deep one, respectively, within the bandgap between valence and conduction bands.
The impurity levels work as electron donor, that is, electrons are excited from donor
levels to conduction band.

CoO works as p-type semiconductor due to cation-deficiency defect, where
vacancies form at Co sites. Some Co2+ ions change to Co3+ ions for charge
compensation. The extra positive charges are not localized at specific Co sites and
move as positive holes, resulting in the electrical conduction. Theoretically, Co
vacancies are assumed to trap positive holes. It means that the vacancies are
positively charged and release positive holes. According to the electron energy
band model, the positively charged vacancies work as electron acceptor. Electrons
in valence band are excited to the acceptor levels and leave positive holes as charge
carrier in the valence band.

1.3.4 Defects in Solid Solution

Solid solution between definite compounds with different ionic valences forms point
defects to keep charge balance. The solid solutions of c-ZrO2 with CaO and Y2O3 are
typical. The equilibrium equation in CaO-doped ZrO2 is written as follows:

CaO ¼ CaZr
00 þ VO

• • þ OO
x ð1:4Þ

Fig. 1.15 Schematic of dependence of electrical conductivity on oxygen partial pressure and
electron energy band model of ZnO
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Ca2+ is substituted for Zr4+. Since the positive charges are deficient, oxygen vacan-
cies form. Through the oxygen vacancies, O2� ions easily diffuse, resulting in oxide
ion conduction. As shown in Fig. 1.16, the electrical conductance increases with an
increase in Ca content owing to the formation of oxygen vacancies. However, it
decreases at high Ca content. This is caused by the association between CaZr00and
VO

•• with the Coulombic force, because the associated vacancies cannot be used for
oxide ion conduction.

Electrical conductivity of nonstoichiometric metal-oxide semiconductor can be
controlled by doping of definite metal oxide with different ionic valences. The
equilibrium equation in doping of Al2O3 to n-type semiconductor, ZnO, is written
as follows:

Al2O3 ¼ 2AlZn
• þ 2OO

x þ 2e0 þ 1=2O2, ð1:5Þ

where Al3+ is substituted for Zn2+ with release of O2. The concentration of electron
increases by Al2O3 doping, leading to the increase in electrical conductivity of
n-type semiconductor. The equilibrium equation in doping of Li2O to p-type semi-
conductor, CoO, is written as follows:

Li2Oþ 1=2O2 ¼ 2LiCo
0 þ 2h • þ 2OO

x, ð1:6Þ

where Li+1 is substituted for Co2+ with introduction of O2. The Li2O doping forms
positive holes, which is the same meaning as disappearance of electrons. This causes
the increase in electrical conductivity of p-type semiconductor. Higher-valence
metal ions are doped to n-type semiconductor, while lower-valence metal ions are
doped to p-type semiconductor. This type of semiconductor is called valence-

Fig. 1.16 Dependence of
oxide ion conductivity on
Ca content in CaxZr1-X O2-X

1 Crystal Structures of Inorganic Materials 17



controlled semiconductor, and applied to control the electrical properties of many
oxide semiconductors.

1.4 Network Structure of Silicate

Ceramics have been developed on the basis of technologies of pottery and porcelain.
The main components are SiO2 and Al2O3. They are abundant in the earth’s crust as
seen in the Clarke number, O 49.5%, Si 25.8%, and Al 7.56%, and exist as silicates
with alkali and alkaline earth oxides (Na2O, CaO, etc.). Silicates are traditional
materials, but important in ceramic industries. The feature is the polymerized
network structure of Si-O bonds with highly covalent behavior, and they are
understood as inorganic polymers.

Fundamental unit of silicate is SiO4 tetrahedron, and they are connected at the
corner of tetrahedron in various manners, forming network structures in one, two,
and three dimensions. Typical structures are illustrated in Fig. 1.17. Connection
mode of SiO4 unit is ordered with O/Si atomic ratio ranging in 2 � O/Si � 4. When
O/Si ¼ 4, SiO4 exists as monomer. They are polymerized to chain, layer, and steric
structure: one-dimensional chain or ring at O/Si ¼3, two-dimensional layer at
O/Si ¼ 2.5, and pure SiO2 at O/Si ¼ 2. The polymerization degree is low at high
O/Si ratio, including Na+, K+, Mg2+, Al3+, OH�, etc. for charge compensation.

(a) One dimensional chain (b) Two dimensional layer

(d) Three dimensional cage
(zeolite)

(c) Layer structure of kaolinite

O
Si
O, OH
Al
OH

Fig. 1.17 Typical network structures of silicates by one-, two-, and three-dimensional
arrangements
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Chrysotile, Mg6(OH)6Si4O11∙H2O, has double-chain structure. This is natural
inorganic fiber and called asbestos. This has been widely used as heat-insulating
material, but the use is now prohibited owing to the hazardous nature of sharp
crystalline fiber. Kaolin has double-layer structure consisting of SiO4 and AlO6

layers. The composition is written as (OH)3Al2(OH)∙Si2O5 according to the layer
structure. SiO4 and AlO6 layers are covalently bonded through oxygen. The van der
Waals force works between the double layers. When kaolin is kneaded with water,
H2O molecules are intercalated between the double layers, causing plasticity. After
drying, it solidifies due to removing H2O molecules. This phenomenon has been
applied for shaping of pottery and porcelain. The other layer structures are found in
talc and mica. Mica is exfoliative. Mica films have been applied as insulating sheet in
electrical parts. Zeolite forms spherical cage consisting of SiO4 and AlO4 tetrahedron
units. This is featured for pore size at nanometer level in the network, providing
various functions of molecular sieve, ion exchange, and adsorption of organic
substances.

1.5 Glass Structure

Glass is amorphous solid which is frozen as it is from supercooled liquid. Typical
inorganic glass is SiO2-based one. The structural features of oxide glasses are
summarized as follows:

(1) The number of cation bonded to oxygen is one or two: M-O and M-O-M bonds
are allowed.

(2) The oxygen coordination number of cation is 4 or less.
(3) Oxygen polyhedron shares corner, but does not share edge and face.
(4) Oxygen polyhedron should share at least 3 corners.

The conditions, (1), (2), and (3), are required to allow flexibility of glass structure,
but the condition, (4), is required to hold the structure. The covalent valence number
of oxygen is two, but the number of cation bonded to oxygen can become three
or over in ionic crystals, causing rigid framework. The bond angle at the corner of
SiO4 tetrahedron is flexible, allowing amorphous random structure of glass.

Glass components are classified into glass former, intermediate and modifier.
Glass former is fundamental component to constitute glass: SiO2, B2O3, P2O5, etc.
Intermediate works as a part of glass former and improves the property of glass:
Al2O3 and ZnO improve chemical stability, and PbO increases refractive index to
produce crystal glass. Modifier lowers melting point and viscosity: Na2O, K2O,
CaO, etc., because Si-O networks are cut off as following equation:

� S
j

j
i� O� S

j

j
i�þNa2O ! 2 � S

j

j
i� O�

� �
þ 2Naþ ð1:7Þ
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Network structures of glasses are illustrated in Fig. 1.18. Silica crystal has regular
structure. Quartz glass is pure glass. It is produced by fusion of quartz crystal, and
called fused quartz or fused silica. SiO4 units are randomly connected, which
is different from regular arrangement in quartz. The quartz glass has been applied
as high-grade refractory glass because of high melting point, low thermal expansion
coefficient, and high thermal shock resistance. However, it is expensive. Soda-lime
glass includes Na2O and CaO as modifier. The composition of practical soda-lime
glass is SiO2 65–75, Al2O3 0.5–4, CaO 5–15, and Na2O 10–20 in wt%. Na+ and Ca2+

are incorporated into SiO2 network. The low melting point makes it easy to
produce usual flat glasses. Borosilicate glass includes B2O3. The addition of B2O3

to SiO2 network weakens the glass because the number of bonds decreases by
doping of BO3 triangle compared to SiO4 tetrahedron. The simultaneous addition
of Na2O and B2O3 forms BO4 tetrahedron, yielding stable glass. The composition of
practical borosilicate glass is SiO2 65–75, B2O3 5–12, Al2O3 1–5, CaO 5–8, Na2O
8–14, and K2O 1–5 in wt%. Since the borosilicate glass is superior in thermal
and chemical stability, it has been used as laboratory glasses and kitchen utensils.
The famous commercial name is “Pyrex.”

1.6 Highly Ordered Structure by Dimensional Control

Materials are constructed from atoms or molecules by chemical bonding to form
crystal or amorphous structure. Crystals and amorphous phases form assembled
structures and bring out their functions. From the practical viewpoint, morphological
control is important for their applications. The morphology of material is hierarchi-
cally classified as follows: zero-dimension (particle), one-dimension (fiber),
two-dimension (film), and three-dimension (bulk). They are totally termed the highly
ordered structure. Table 1.3 summarizes highly ordered structures: morphology,
characterization, and application.

(a) Crystalline silica (b) Quartz glass (c) Soda-lime glass 
: Si : O : Na : Ca

Fig. 1.18 Network structures of crystalline silica and amorphous silica glasses (2D model)
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Fine ceramic particles have been required to produce high-density sintered bodies
because of its high sinterability. Dispersive particles are desired as filler of polymer
composite to improve mechanical strength and thermal conductivity. High specific
surface area enhances catalytic activity. Nano-sized particles are expected to exhibit
quantum size effect in electromagnetic and optical properties. Ceramic fibers have
been applied for reinforcement of composite with polymer, metal, and ceramics.
Carbon and SiC fibers with high strength and heat resistance are typical. There are
long fiber, short fiber, and whisker. SiC whisker has high strength. SiC-based long
fibers with high heat resistance have been developed. Quartz glass fiber has been
widely used for optical telecommunication. Carbon nanotube and graphene attract
great attention as new materials in the fields of battery, capacitor, photocatalyst, and
so on. Ceramic thin films and thick ones play an important role for surface modifi-
cation to protect metal substrate. Thermal-barrier coating on refractory alloy is
promising in application of high temperature engineering materials. Functionally
gradient materials with graded composition are effective to relax the stress between
substrate and coating. The functions of coated films themselves are unique due to
their anisotropic size effect in electronic devices.

Table 1.3 Highly ordered structures: morphology, property and application

Dimension Morphology Material Property Application

Zero-dimensional
control

Powder Size effect Conducting
fluid

Particle Surface effect Magnetic
particle
Phosphor,
catalyst

One-dimensional
control

Fiber High thermal
stability

Composite filler

Whisker High strength Optical fiber
Transparency

Two-dimensional
control

Thin film Surface
modification

Heat insulating
coating

Thick film Electrical
property

Electronic
device

Optical property Solar cell

Three-dimensional
control

Sintered body High strength Structural part
Composite Heat resistance Engine part
Organic/inorganic
hybrid

Wear resistance Machining part
Electromagnetic
property

Electronic
device

Spatial control Porous material Molecular sieve Filter, Gas
sensor

Layered
compound

Molecular
recognition

Catalyst

Zeolite Separation/
adsorption
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Fine-grained microstructure is required to enhance the mechanical strength of
sintered ceramics. Ceramic composites have widened their application by combining
different properties. Si3N4 is high strength material. The addition of soft h-BN is
effective to provide machinability and improve thermal shock resistance. The
addition of electrically conductive TiN enables electrical discharge machining.
Microstructural control at nanometer level creates novel functions. This is named
nanocomposite. Si3N4-BN nanocomposite exhibits extremely high thermal-shock
resistance compared to the conventional composite. Organic-inorganic hybrid is
attractive due to combination of flexibility of organics and rigidity of inorganic
substance. Sol-gel method is useful to polymerize organic and inorganic frame-
works. Hybrid of siloxane system is famous for hard contact lens. Layer compound
like clay is applicable to produce polymer composites. The layers are exfoliated and
dispersed by incorporation of polymer such as nylon and polystyrene to produce
polymer nanocomposites.

Porous ceramics are superior in durability and applied for water purification and
exhausted gas treatment. Sintered porous ceramics are widely used. The size and
amount of pores can be controlled by sintering condition of powder compact.
Mesoporous materials have small pore size at meso-level. Mesoporous silica is
typically synthesized by sol-gel method. Layer compound and zeolite are micropo-
rous materials at molecular level. Fine porous materials have unique functions like
molecular sieve and molecular recognition and can be applied for gas separation,
sensor, and catalyst.
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Chapter 2
Phase Equilibrium and Phase Diagram

Junichi Tatami

Abstract Phase equilibrium and phase diagram advise us what is the stable sub-
stance under certain circumstances and what condition is needed for the stability of
the substance. This chapter describes the fundamental to understand the phase
equilibrium and the phase diagram: the phase rule, the phase transformation with
the change in the temperature or the pressure, the relationship between the temper-
ature and the pressure in the phase transformation (so-called the Clausius–Clapeyron
equation), and the phase change in compositional variation. The ways of reading and
understanding of one-, two-, and three-component phase diagrams are explained
using several practical phase diagrams.

Keywords Phase equilibrium · Phase diagram · Phase rule · Phase transformation ·
Eutectic reaction · Peritectic reaction

2.1 Fundamental of Phase Diagrams

A phase diagram is a map that indicates which phases are present when substances
are in equilibrium with the surrounding environment [1–5]. An equilibrium state is
achieved for the combination of phases that have the minimum total free energy, that
is, the most stable system in the environment of interest. Therefore, a phase diagram
is an illustration of the trajectory of the stable phases, and it gives the number and the
composition of the phases present, as well as their relative proportions, as a function
of temperature, pressure, and composition.

A phase is any portion distinguished by an interface and has homogeneously and
specifically physical and chemical properties. It is classified by the basic state of
matter: solid, liquid, or gas. For example, in a glass of iced water, the ice and water
are different phases. A system composed of two or more phases is described as a

J. Tatami (*)
Graduate School of Environment and Information Sciences, Yokohama National University,
Yokohama, Japan
e-mail: tatami-junichi-xv@ynu.ac.jp

© Springer Nature Singapore Pte Ltd. 2019
J. Hojo (ed.), Materials Chemistry of Ceramics,
https://doi.org/10.1007/978-981-13-9935-0_2

23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9935-0_2&domain=pdf
mailto:tatami-junichi-xv@ynu.ac.jp


heterogeneous system, whereas a system composed of only one phase is termed a
homogeneous system. A system composed of gases is always a homogeneous
system because the gases are completely mixable in each other. A liquid can be
composed of only one phase, such as a mixture of water and ethanol, or two or more
phases, such as a system of water and oil. Solids are treated in the same way as
liquids. In particular, crystalline solids having different crystal structure are regarded
as different phases, even if their chemical composition is the same. For example,
diamond and graphite are different allotropes of carbon. This is called polymor-
phism. A solid in which different atoms or ions are dissolved is a single phase, as is
the case with a liquid phase, and is called a solid solution. For example, NiO and
MgO form a solid solution because both have cubic crystal structures, the valences
of Ni and Mg are equal, and the difference in the ionic radius of Ni2+ and Mg2+ are
within �15%. In this case, the solute atoms or ions are substituted by solvent atoms
or ions. This is called a substitutional solid solution. Alternatively, smaller atoms or
ions can dissolve into the interstices of the host crystal, thus forming an interstitial
solid solution.

2.2 Phase Rule and Phase Transformation

2.2.1 Gibbs Phase Rule

In a heterogeneous system at equilibrium, the relationship between the number of
phases and the components of the system is determined by the following phase rule,
as proposed by Josiah Willard Gibbs [6]:

F ¼ C � Pþ 2 ð2:1Þ

Here, F is the number of degrees of freedom, C is the number of components, and
P is the number of phases. This rule remains true as long as the system is at
equilibrium, even in complex cases. For example, when ice, water, and water
vapor coexist, the chemical composition of each phase is H2O; thus, it is a
one-component system, not a two-component system of H and O. If H2 gas is
added to this system, it becomes a two-component system of H2O and H2. Further-
more, when a system is composed of CaCO3 and its decomposition products (CaO
and CO2), it is also two-component system because choosing any two of the three
phases fixes the composition of the remaining phase, even if all three phases are
present at equilibrium. Depending on the number of components, a one-component
phase diagram or two-component phase diagram is drawn. The number of degrees of
freedom is the number of independent variables, such as pressure, temperature, and
concentration of the components, without changing the number of phases. In
general, a phase diagram is illustrated on the projected temperature–concentration
or pressure–temperature coordinate plane.
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The Gibbs phase rule is derived as follows. To determine the concentration of
each phase, C�1 concentration terms are required for each phase because the sum of
concentration terms is 100%. In the whole system, the number of concentration
terms is P(C�1) in total, considering the number of phases. Because the temperature
and pressure must be specified, the total number of variables is P(C�1) + 2. There
are P�1 equilibrium equations for each component; thus, the total number of
equations is C(P�1). Consequently, the number of independent variables (i.e., the
number of degrees of freedom, F) becomes P(C�1) + 2�C(P�1) ¼ C – P + 2.

2.2.2 Phase Transformation

Melting, solidification, sublimation, vaporization, and polymorphic transitions result
from changes in the temperature or pressure. Such state changes are termed phase
transformation. Because the state having minimum free energy at a certain temper-
ature and pressure condition is the stable phase, a phase diagram can be drawn by
estimating the stable region of each phase from the change in the free energy. Here,
the phase transformation between phase α and β on temperature change is consid-
ered. The Gibbs free energy is given as follows:

G ¼ H � TS ¼ U � TSþ PV ð2:2Þ

where G is the Gibbs free energy, H is the enthalpy of the system, T is the absolute
temperature, S is the entropy of the system, U is the internal energy, P is the pressure
on the system, and V is the volume of the system. The enthalpy, H, dominates the
Gibbs free energy at lower temperatures, and TS plays an important role at higher
temperatures. When the free energies of phases α and β and Gα and Gβ intersect at
temperature T0, as shown in Fig. 2.1a, both phases have the same stability because
the free energy is the same at T0. If phase β has a larger absolute value of the slope of
the free energy ((∂G/∂T )P ¼ �S)) under constant pressure, P, at temperature, T0,

Fig. 2.1 Temperature and pressure dependence of free energy and phase transformation
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than phase α, the phase α is stable at temperatures lower than T0, and phase β is stable
at higher temperatures; that is, a phase transformation from α to β occurs at
temperature T0. At this point, latent heat (L ¼ T0(Sβ�Sα); Sα and Sβ are the entropy
of phase α and β, respectively) must be provided for the phase transformation. Phase
transformation by pressure change can be considered in the same way as for
temperature change (Fig. 2.1b). Because the free energies of phases α and β are
equal at pressure P0 and constant temperature T, a phase transformation from α to β
occurs. The slope at pressure P0 ((∂G/∂P)T ¼ V ) is equal to the volume (Vα and Vβ

are the volume of phase α and β, respectively) of the system, which means that the
phase having the smaller volume (i.e., higher density) is stable at higher pressure
when the volume changes with the phase transformation.

The enthalpy and density change at the phase transformation point, and this is
called a first-order phase transformation because the first derivative of the free
energy is discontinuous. The melting of solids, vaporization of liquids, and poly-
morph change are first-order phase transformations. On the other hand, the phase
transformation in which the second derivative of the free energy is not continuous is
called a second-order phase transformation, such as magnetic phase transformation
and superconducting transformation.

In the case of a first-order phase transformation, the relationship between the
temperature and the pressure for the phase transformation is described by the
Clausius–Clapeyron equation:

dP

dT
¼ ΔH

TΔV
¼ ΔS

ΔV
ð2:3Þ

where ΔH, ΔS, and ΔV are the changes in the enthalpy, entropy, and volume
accompanying the phase transformation. This relationship indicates the slope of
the boundary line between two phases and, like the Gibbs phase rule, is an important
equation. Ordinarily, the melting of solid and the vaporization of liquid occur with
the endothermic change (ΔH > 0) and the volume increase (ΔV > 0), resulting in
positive slope of pressure vs. temperature line in one-component phase diagram.

2.3 Phase Diagram

2.3.1 One-Component Phase Diagrams

The Gibbs phase rule for a one-component phase diagram (C ¼ 1) is

F ¼ 1� Pþ 2 ¼ 3� P ð2:4Þ

The number of degrees of freedom is zero, one, or two. The two valuables are
assigned to pressure and temperature. The composition is not important because
only one component is considered. Figure 2.2 shows a typical one-component
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phase diagram. In the region where only one phase exists, the number of degrees of
freedom is two (F¼ 3�1¼ 2), and the number of phases does not change, even if the
pressure and temperature change slightly; that is, the pressure and temperature can be
varied independently. On the boundary line between two phases, both phases coexist
(for instance, there are solid and gas phases on line BO); that is, the number of phases
is two. In this case, the number of degrees of freedom is one (F ¼ 3�2 ¼ 1), and,
when the temperature or the pressure is changed, the other valuable is determined
dependently. The boundary lines between solid and liquid, liquid and vapor, and solid
and vapor are called the fusion curve (or the melting point curve, line CO), the vapor
pressure curve (line A’O), and the sublimation curve (line BO), respectively. The
point where three phases coexist in a one-component system (P ¼ 3) under equilib-
rium conditions, as is the case for point O in Fig. 2.2, is called the triple point. The
temperature and the pressure are invariant, and the point is also called an invariant
point because the number of degrees of freedom is zero (F¼ 3�3¼ 0). Furthermore,
there is no longer a difference between the liquid and gas phases at a higher
temperature and pressures beyond point A0, which is called the critical point.

A phase diagram can be determined from some physical relationships between
the phases. A hypothetical construction contributes strongly to better familiarity with
phase diagrams and their understanding. Thus, the following exercise is considered:

• A one-component system consisting of two solid phases (S1 and S2), one liquid
phase (L), and one vapor phase (V).

• Density: S1 > S2 > L.
• S1 and S2 are melted and sublimated.
• The phase transformation from S1 to S2 is endothermic.

This phase diagram has boundary lines between the liquid and solid phases and
between the vapor and solid phases; that is, there are two melting point curves and
two sublimation curves. Furthermore, one vapor pressure curve and a boundary line
between S1 and S2 also exist.

The slopes of the lines can be determined from the Clausius–Clapeyron equation
(Eq. 2.3). In the phase transformation from S1 to S2, the reaction is endothermic

Liquid
phase

Gas 
phase

Solid
phase

Pr
es

su
re

Temperature

O：Triple point

A’：Critical
point

B

CFig. 2.2 Typical
one-component phase
diagram

2 Phase Equilibrium and Phase Diagram 27



(ΔH > 0) and the volume expands (ΔV > 0). This means the slope of the boundary
line between S1 and S2 is positive. The slope of the other boundary line can also be
estimated.

Because the volume of the vapor phase is much larger than those of the solid and
liquid phases, the volume change for vaporization or sublimation is nearly equal to
the volume of the gas. In addition, the vapor behaves as an ideal gas, and the
Clausius–Clapeyron equation becomes

dP

dT
¼ ΔHVP

RT2 ð2:5Þ

whereΔHV is the enthalpy change of sublimation or vaporization. By integrating this
equation, the sublimation and vapor pressure curves are derived as

P ¼ exp � ΔHV

RT

� �� �
ð2:6Þ

This means that the sublimation pressure and the vapor pressure are expressed by the
exponential function, resulting in a concave pressure vs. temperature line. On the
other hand, the fusion curve and the boundary line of phase transformation between
solid phases are straight because the volume change is very small. At the triple point,
the slope of the fusion curve is larger than the sublimation curve, considering the
volume change (ΔVfusion << ΔVsub), and the slope of the sublimation curve is larger
than the vapor pressure curve, considering the enthalpy change (ΔHsub > ΔHvapor),
in the Clausius–Clapeyron equation. Consequently, the phase diagram is as that
shown in Fig. 2.3.

Figure 2.4 shows the phase diagram of water. The melting and boiling points of
water at 1 atm are 0 and 99.974 �C, and the triple point is at 0.01 �C and 0.006 atm.
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Fig. 2.3 Phase diagram determined from the given condition. Tables indicate the change in the
enthalpy and volume accompanying the phase transformation. The △H and △V of solid and liquid
to gas phase are always positive

28 J. Tatami



This phase diagram is introduced as a typical one-component phase diagram.
However, the slope of the fusion curve is exceptionally negative because the density
of liquid water is larger than that of ice near its melting point, as can be seen from the
floating of ice on water. In this case, the ice melts on the application of pressure. This
is the reason for being able to skate on ice: water forms under the ice skate blade
because of the pressure, and the liquid turns back to ice after the release of the
pressure. The triple point is important to decide the physical state of matter. Carbon
dioxide is frozen directly from gas without going through liquid phase, because the
pressure at the triple point is above 1 atm. This is the dry ice.

Figure 2.5 shows the phase diagram of SiO2. As shown, there are many poly-
morphs. The solid lines indicate boundaries between equilibrium phases, and the
dashed lines show metastable phases which exist during cooling. Molten SiO2 is
frozen in glassy state. High-temperature phases sometimes appear instead of the
equilibrium phase, which is explained by the difference in the crystal structure
between polymorphs. The phase transformation from α- to β-quartz occurs rapidly
because of similarity of their structures. On the other hand, because the crystal
structure of tridymite differs from that of cristobalite and a major change in the
structure accompanied by significant atomic migration is required, rapid phase
transformation from cristobalite to tridymite is difficult. The transformation from
tridymite to quartz is also difficult. In these cases, the high-temperature phases of
cristobalite and tridymite remain during cooling and then transform to the
low-temperature phases.

Figure 2.6 shows the phase diagram of ZrO2. Although the slopes of the boundary
lines of the liquid/cubic phases and cubic/tetragonal phases are positive, that of the
tetragonal/monoclinic phases is negative. This means that the volume expansion

Fig. 2.4 Phase diagram of water
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occurs in the phase transformation from the tetragonal phase to monoclinic phase. In
the case of pure ZrO2, the sintered body is fractured in the cooling process because of
the large volume change. However, tetragonal ZrO2 ceramics can be obtained by
adding CaO or Y2O3 because the additives make solid solutions and stabilize the
tetragonal phase, even at room temperature. This material, known as tetragonal
zirconia polycrystal (TZP) or partially stabilized zirconia (PSZ), shows high fracture
toughness and strength because compressive forces arising from volume expansion
are applied to the crack front.

Figure 2.7 shows the phase diagram of carbon. The thermodynamically stable
phase at room temperature and ambient pressure is graphite. Diamond is the stable
phase at higher temperatures and higher pressures and is naturally formed under high
pressures and high temperatures in deep underground. This means that diamond is
the metastable phase at room temperature and ambient pressure. Because there is
large difference between the crystal structures, diamond almost never converts to
graphite in the ordinary circumstance.

Fig. 2.5 Phase diagram and crystal structure of SiO2. β-Cristobalite and β-tridymite are
transformed to α and β’ as metastable phases at low temperatures
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Fig. 2.6 Phase diagram of ZrO2
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2.3.2 Two-Component Phase Diagrams

According to the Gibbs phase rule for two-component system, the maximum number
of degrees of freedom is three (F ¼ 2 – P + 2 ¼ 4 � P). Therefore, the
two-component phase diagram is influenced by three valuables, temperature, pres-
sure, and composition, and it should be illustrated as a three-dimensional figure. In
most cases of inorganic compounds, a gas phase does not appear until very high
temperatures are reached and the vapor pressures are low. Furthermore, inorganic
compounds are processed at almost atmospheric pressure. Therefore, it is convenient
to treat the pressure as a constant in consideration of only liquid and solid phases. A
system of only liquid and solid phases is called a condensed system. Because
pressure is used as one of the degrees of freedom, the phase rule of the
two-component condensed system is F ¼ C – P + 1, and the number of variables
is two: temperature and pressure. This is referred to as the “condensed phase rule.”

Figure 2.8 shows an example of a two-component condensed phase diagram. The
temperature and composition are placed on the vertical and horizontal axes, respec-
tively. The liquidus line is the boundary line above which only a liquid phase exists,
and no crystal can exist in this region. This means that the primary crystal begins to
appear on cooling the melt under equilibrium condition at the liquidus line. On the
other hand, below the solidus line, no liquid phase can exist. In the phase diagram, an
isothermal line can be drawn between the compositions of two phases that are in
equilibrium at that temperature. This line is called a tie line. Therefore, the compo-
sition of the liquid phase can be estimated from the liquidus line by drawing a tie line.
In Fig. 2.8, solid phases are pure A and B, and the mixture of A and B appears under
the solidus line. As shown in the Figs. 2.9 and 2.10, when the solid phase varies in
composition at the equilibrium, the composition of the solid phase is also expressed
by the intersecting point between the solidus line and the tie line. When only a single
phase exists, the number of degrees of freedom is two (F ¼ 2 – 1 + 1 ¼ 2), and the
temperature and the composition are the independent valuables. For example, in the
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region of the liquid phase alone, the number of phases is one, even if the composition
and temperature change slightly. If both liquid and solid phases exist, such as A +
Liquid or Liquid + B, the number of independent valuables is one (F¼ 2� 2 + 1¼ 1).
This means that the solid and liquid compositions are automatically fixed when the
temperature is set. The relative proportion of each phase is derived from the mass
balance. For example, the proportion of the liquid phase to the solid phase at the
average composition X in Fig. 2.8 can be expressed as AX/XM. This is called the
lever principle from mechanical analogy to the mass balance calculation in the lever.

Fig. 2.9 Complete solid-
solution phase diagram of A
and B system

Fig. 2.10 Eutectic phase diagram of A and B system
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2.3.2.1 Complete Solid-Solution Phase Diagrams

There are several types of two-component phase diagram. A complete solid-solution
phase diagram, as shown in Fig. 2.9 between A and B, is characterized by the
formation of a solid solution at all compositions. This phase diagram is composed of
single solid, single liquid, and two-phase regions. When a melt of composition x0 is
cooled from the temperature TA (point a), the primary crystal of composition xαi
appears at the temperature T1 corresponding to the intersection (point b) of the tie
line and the liquidus line. At this point, the composition of the liquid phase is x0. By
further cooling to point c at the temperature of T2, the compositions of the solid and
liquid phases become xα and xL, which are estimated from the tie line, liquidus line,
and solidus line. The distances on the tie line from point c to the liquidus and solidus
lines are p and q, and the proportions of the solid and liquid phases are q/( p + q) and
p/( p + q), respectively. At the temperature T3 (point d), there is no liquid phase, only
a solid phase.

2.3.2.2 Eutectic Phase Diagrams

Figure 2.10 shows the eutectic phase diagram of A and B. Phases α and β are solid
solutions of A and B into which B and A are dissolved, respectively. When a melt of
composition x0 is cooled from the point a, the primary crystal of composition xαi
forms at point b on the liquidus line. With further cooling, phase α continuously
precipitates. The compositions of the liquid and solid phases change along the
liquidus and solidus lines, and their proportions are estimated by the lever principle,
as is the case with the complete solid-solution phase diagram. For example, at point
c, the liquid and solid phases of composition xL and xα coexist in the proportion of p/
( p + q) and q/( p + q), respectively. At temperature Te, the two crystals of compo-
sition xαe and xβe precipitate from the melt of composition xe. The eutectic reaction is
expressed as L ⇄ α + β. This is a eutectic reaction, and it is an invariant reaction.
During the eutectic reaction, one liquid and two solid phases coexist at equilibrium,
and the number of degrees of freedom is 0 (F¼ 2 – 3 + 1¼ 0). The microstructure of
the solid phase formed at the eutectic point is characteristic. Te and xe are called the
eutectic temperature and the eutectic composition, respectively. The most commonly
observed microstructure is a fine lamellar structure of alternating layers of phase α
and β. The cooling rate decreases because of the exothermic heat evolution of
solidification, and the temperature during the eutectic reaction is constant until the
reaction is completed. This phenomenon is utilized to prepare phase diagrams
experimentally.

34 J. Tatami



2.3.2.3 Congruent Melting-Type Phase Diagram

Intermediate compounds of two or more components frequently form in a system.
Phase diagrams including intermediate compounds are classified concerning their
melting behavior. One type of phase diagram including intermediate compounds is
the congruent melting-type phase diagram, as shown in Fig. 2.11. In this phase
diagram, intermediate compound AB melts directly to a liquid having the same
composition as the solid. The congruent melting-type phase diagram may be
regarded as a combination of two simple eutectic phase diagrams of A-AB and
AB-B systems. TA-AB,e and TAB-B,e are eutectic temperatures of A-AB and AB-B,
respectively.

2.3.2.4 Peritectic Phase Diagram

Figure 2.12 shows a typical peritectic phase diagram, which appears when the
composition of the liquid phase in the three-phase equilibrium is not between
those of the solid phases at equilibrium. Phases α and β are solid solutions of A
and B. Tp is the peritectic temperature and xβp is peritectic composition. At temper-
ature Tp, phase β forms in addition to phase α, and the liquid phase L of composition
xLp, the solid phase α of composition xαp, and the solid phase β of composition xβp
coexist. Since, at this point, the quantity of component B is in the sequence of α
< β < L, the liquid phase is lack of component A to precipitate phase β. Eventually,
the phase β is formed by the reaction between liquid phase L and solid phase α to
compensate the shortage of component A in the liquid phase L. As a result, phase β is
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precipitated at the interface between the melt and phase α in a way to cover phase α
and form peritectic crystals. The peritectic reaction is expressed as L + α ⇄ β.

When there is an intermediate compound at a composition below xLp instead of
solid solution β, the phase diagram is also peritectic. The solid phase β decomposes
to form liquid and solid phases having different compositions from the original
intermediate compound.

2.3.2.5 Phase Diagram Including Immiscible Liquids

Liquids are not always soluble to one another, for example, water and oil. Phase
diagram for system containing immiscible liquids is also possible, as shown in
Fig. 2.13. This is the monotectic phase diagram. The area ACB in the figure is
two-liquid region. When a liquid of composition X is cooled, two liquid phases
appear at the point C. The compositions of the two liquid phases are given by the
intersection of the tie line with the boundary of the two-liquid region. For example,
at the temperature T1, the tie line is A0�B0, and the compositions of the two liquid
phases LA and LB are XA1 and XB1, respectively. At the temperature T2 corresponding
to the isothermal A-B, the two liquid phases have the compositions of XA2 and XB2,
respectively, and the solid R forms by decomposition of liquid LA (LA!R + LB).
This reaction is referred to as a monotectic reaction, and the temperature T2 is called
monotectic point. At this temperature, the number of degrees of freedom is zero as
calculated from the phase rule (F ¼ 2–3 + 1 ¼ 0). When an intermediate compound
is formed from two immiscible liquids, it is called the synthetic phase diagram.

Fig. 2.12 An example of
peritectic phase diagram
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2.3.2.6 Thermodynamic Considerations of Two-Component Phase
Diagrams

Let us consider the two-component phase diagram thermodynamically by calcula-
tion of the free energy when atoms A and B are mixed. It is assumed that the binding
energy is determined only by the nearest neighbor atoms, the internal energy is equal
to the sum of the binding energy, the coordination number is Z, the total number of
atoms is N, the proportion of A atoms is fA, and the binding energies of A–A, A–B,
and B–B are UAA, UAB, and UBB (UAA > UBB), respectively. Under these conditions,
the number of A and B atoms around an atom is fAZ and (1–fA)Z, respectively, and
the number of A–A, B–B, and A–B interatomic bonds are fA

2ZN/2, (1–fA)
2ZN/2, and

fA(1–fA)ZN, respectively.
The internal energy of the solid solution at absolute zero temperature can be

expressed as

U ¼ ZN

2
f A

2UAA þ 1� f Að Þ2UBB þ 2f A 1� f Að ÞUAB

h i
ð2:7Þ

By substituting fA
2 ¼ fA � fA(1 � fA) and (1 � fA)

2 ¼ (1 � fA) � fA(1 � fA) , the
following equation can be derived:

U ¼ ZN

2
f AUAA þ 1� f Að ÞUBB þ 2f A 1� f Að Þ UAB � UAA þ UBB

2

� �� �
ð2:8Þ

The change in the enthalpy, ΔH, is equal to the sum of the change in the internal
energy, ΔU, and the PV work, Δ(PV). Because Δ(PV) is much smaller than ΔU, in
the solid, ΔH is almost equal to ΔU. The sum of the first and second terms in the
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square bracket of Eq. (2.8) is the free energy in phase separation (the dash-dot line in
Fig. 2.14). The mixing entropy of the atoms can be expressed as follows:

S ¼ k ln
N!

f ANð Þ! 1� f Að ÞN½ �! ð2:9Þ

where k is the Boltzmann constant. When a small amount of A (or B) is added to B
(or A), the free energy decreases because of the increase in the mixing entropy. The
formation of solid solution is always stable in the term of mixing entropy. When the
enthalpy change is negligible, the solid solution is called the ideal solution. When the
enthalpy change is considered, it is called the regular solution.

If the third term in the square bracket of Eq. (2.8) is negative (i.e., UAB is smaller
than (UAA+UBB)/2), the free energy is totally concave up, and the solid solutions are
more stable than the simple mixed state of A and B at all compositions. As a result,
the relationship between the temperature and the composition is given by a complete
solid-solution phase diagram (Fig. 2.14a). On the other hand, when the third term is
positive in Eq. (2.8) (i.e., UAB is larger than (UAA+UBB)/2), there is a possibility that
the free energy is concave down between the A and B compositions (Fig. 2.14b) and
phase separation occurs. Sometimes, the partial solid solutions, which mean that a
small amount of A or B is dissolved into B or A, respectively, are formed near A and
B axes. In this case, the phase diagram becomes eutectic or peritectic. The compo-
sitions at the minimal points of the free energy near A and B axes are the solubility
limits of solid solutions (α and β) as seen in Fig. 2.10. Figure 2.8 indicates no
solubility near A and B axes. In this way, the phase diagram can be drawn from the
dependence of the free energy on the temperature and the composition.
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Fig. 2.14 Schematic illustration of free energy in A and B system: (a) complete solid solution and
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2.3.3 Three-Component Phase Diagrams

In the three-component phase diagram, the maximum number of degrees of freedom
is 3 (F ¼ 3–P + 1 ¼ 4–P). Therefore, the three-component phase diagram should be
drawn as a three-dimensional figure, as shown in Fig. 2.15. This is a triangular prism
consisting of compositional axes on the triangle base plane and temperature axis in
the perpendicular direction. As seen in the side planes, this is a combination of A–B,
B–C, and C–A eutectic systems. The top of the figure indicates the liquidus surface.
When the liquid of composition X00 is cooled, the composition of liquid phase
migrates along liquidus surface. However, it is difficult to understand or draw such
three-dimensional figures. To solve this problem, a two-dimensional triangle figure
is used in which the compositions are marked on three axes of plane, and the
temperature of the liquidus surface is sometimes represented as contours. Further-
more, isothermal sections, in which triangular prism is cut at a certain temperature,
are also useful to understand the three-component phase diagram.
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2.3.3.1 Compositions in Three-Component Phase Diagrams

The compositions in three-component phase diagrams can be read on the triangle
plane as follows. (1) The lengths of the perpendicular lines drawn from the point X to
the sides of the triangle are proportional to the compositions of the terminal
components (Fig. 2.16a). For example, the composition of X in Fig. 2.16a is
A:B:C ¼ p:q:r ¼ 50:20:30. (2) The line drawn through the point X parallel to
the opposite side of the triangle gives the proportion of two components at
the fixed composition of one component. For example, the composition of X
is constant as 50% A, and the compositions, B and C, are variable. Further-
more, on the line drawn thorough the point X from the corner to the opposite
side of the triangle, the composition of one component is variable, and the
compositional ratio of the other two components is constant. The dashed line
in Fig. 2.16b indicates that B:C is equal to 2:3. The lever principle can also
be used in three-component phase diagrams.

2.3.3.2 Three-Component Eutectic Phase Diagrams

An example of a three-component eutectic phase diagram is shown in Fig. 2.17,
without formation of solid solutions. EAB, EBC, and EAC are the eutectic points of
two-component phase diagrams of A-B, B-C, and A-C systems, respectively. E0 is
the eutectic point of three-component phase diagram of A-B-C system. The regions
separated by the connecting lines (EAB-E0, EBC-E0 and EAC-E0), indicated as A, B,
and C, are called the primary phase region where primary crystal appears during
cooling the melt. In other words, the solid phases coexist in equilibrium with the
liquid phase in its primary phase region, which are present on the liquidus surface.
Two solids and one liquid exist at equilibrium on the boundary between the primary
phase regions. For example, the eutectic reaction of L ⇄ A + B occurs on the
boundary of regions A and B (line EAB – E0), and L, A, and B coexist.

When a melt at the point X, as shown in Fig. 2.17, is cooled, phase B precipitates
as the primary crystal at 600 �C. On further cooling along the contour line, more

A B

C

q
p

r
X

A B

C

B:C=20:30X

A=50%

(a) (b)

Fig. 2.16 Compositional characteristic in the triangle of three-component phase diagram
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phase B forms from the liquid phase. Because the proportion of A and C in the liquid
is not changed by the precipitation of B, the composition of the liquid migrates from
X to Y along the line segment of B-X. The proportion of the liquid and solid phases
can be calculated by the lever principle. For example, when the composition of the
liquid phase is located at point D, the proportions of the solid and liquid phases are
DX/DB and XB/DB, respectively. After the composition of the liquid reaches
point Y, it migrates toward E0 along the boundary line EAB-E0 where a eutectic
reaction (L ⇄ A + B) takes place. Accordingly, the composition of the solid phase
changes toward A. The average composition of X and the compositions of the solid
and liquid phases must be present on a straight line. Therefore, when the composi-
tion of the liquid phase is at E0, the composition of the solid phase is at F, which is
the intersection of the trigonal side of A-B and the extension of E0-X. At the point
E0, the number of degrees of freedom is 0 (F ¼ 3–4 + 1 ¼ 0), where the eutectic
reaction (L ⇄ A + B + C) occurs, and the composition of solid phase migrates from F
to X. The E0 is called the ternary eutectic point.

2.3.3.3 Three-Component Phase Diagrams with Alkemade Line

Intermediate compounds of two or more components also form in a three-component
system in the same way as in a two-component phase diagram. In this case, a primary
phase region of a compound is separated by boundaries with the other phases. When
the primary phase regions of two phases have a common boundary line, a straight
line connecting the compositions of the two phases is drawn as a so-called Alkemade
line. It cannot be drawn between phases without a common boundary line. The
Alkemade line divides a ternary phase diagram into small compositional triangles.

Fig. 2.17 An example of a
three-component eutectic
phase diagram
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Figure 2.18 shows typical three-component phase diagrams in A-B-C system
including an intermediate compound. The intermediate compound AmBn is formed
between A and B. The connecting line between AmBn and C is the Alkemade line. In
this diagram, triangles A-C-AmBn and B-C-AmBn are the divided compositional
triangles. The triangles are characterized by invariant points, such as eutectic point or
peritectic point. Final average composition of solid phase agrees with the initial
composition of liquid phase, and final composition of liquid phase is equal to the
invariant point.

As shown in Fig. 2.18a, when the boundary line (E0-E1) intersects with the
corresponding Alkemade line (C-AmBn), the phase diagram consists of two three-
component eutectic phase diagrams of A-C-AmBn and B-C-AnBm systems. This is
understood from schematically illustrated cross-sectional image. AmBn congruently
melts. E0 and E1 are ternary eutectic points. The temperature is the lowest on the
Alkamade line and the highest on the boundary line at the intersection of E0-E1 and
C-AmBn. When the initial composition of liquid phase (i.e., the average composition
in the system) is left or right from Alkemade line, the composition of liquid phase
migrates toward E0 or E1, respectively, during cooling, giving the final composition
of liquid phase. At these points, the eutectic reactions take place as L⇄A+C +AmBn

at E0 and L ⇄ B + C + AmBn at E1.
On the other hand, when the Alkemade line and the boundary line do not cross,

the phase diagram is peritectic. Since AmBn is apart from the primary phase region,

A

EA-C

C

AmBn

B

C

A
AmBn

EA-AmBn

EB-C

E0 E1

BEAmBn-B
A

EA-C

C

AmBn

B

C

A
AmBn

EB-C

E0

E1

B

(a) (b)

EAmBn-B

Te
m

pe
ra

tu
re

Te
m

pe
ra

tu
re

CompositionA BCompositionA B

Fig. 2.18 Examples of three-component phase diagrams with Alkemade line
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the phase diagram becomes peritectic. Figure 2.18b is the combination of peritectic
and eutectic phase diagrams. AmBn incongruently melts, that is, decomposition
melting takes place. In this case, E0 is ternary peritectic point, and E1 is ternary
eutectic point. Arrows indicate the direction of the compositional change of the
liquid phase during cooling. When the composition of the initial liquid phase is
present in the triangle A-C-AmBn, the composition of liquid phase migrates to E0

during cooling, where the peritectic reaction (L + A ⇄ C + AmBn) occurs. Within the
triangle B-C-AmBn, the composition of liquid phase migrates to E1, where the
eutectic reaction (L ⇄ B + C + AmBn) occurs. Although the actual phase diagram
has many intermediate compounds and is very complex, it is possible to decipher it
according to the basic concepts stated above.
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Chapter 3
Solid State Reactions and Sintering

Satoshi Tanaka

Abstract Solid state reactions are mainly used to synthesize fine raw particles and
to sinter advanced ceramics. To control the powder characteristics and sintering
process, several analyses have been conducted based on classical thermodynamics
and kinetics. In this chapter, we describe the thermodynamics and kinetics including
the temperature-dependent standard free energies of formation and diffusion coeffi-
cients. Then, practical studies of solid state reaction kinetics are introduced using
classical theories, such as the Jander and Ginstling-Brounstein equations. Finally, we
discuss classical sintering theory using a two-particle model. Although several novel
sintering methods recently have been developed, classical sintering theory is still
important.

Keywords Solid state reaction · Thermodynamics · Diffusion · Powder synthesis ·
Sintering

3.1 Features of Solid State Reactions

Solid state reactions are classified as either reactions involving a change in chemical
composition—such as the reactions between the solid and vapor, solid and liquid,
and solid and solid phases—or those not involving a change in chemical composi-
tion, such as sintering and phase transitions. Reaction rates have been proposed for
solid state reactions between single crystals and particles. It is well known that vapor
and liquid phase reactions proceed homogeneously owing to the homogeneous
distributions of the components independent of a place and time. Reaction rates
can be described as functions of concentration and time. In contrast, solid state
reactions between solid-solid, solid-liquid, and solid-vapor phases only occur at
contact interfaces between two solids and progresses by mass diffusion over phase
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boundaries, so the overall reaction rates are determined by the mobility of the
boundaries between reactants and products. In particular, the atomic-level mixing
of reactants is impossible in the solid-solid reactions, and the reactions start from the
particle contact points, so particle sizes significantly affect reaction rates. For
sintering and phase transition, however, mass transfers occur in closed ranges, so
the experimental data have been treated theoretically for the diffusion mechanisms.

As previously mentioned, solid state reactions depend on material characteristics
including not only particle sizes and specific surface areas but also point defects,
crystal lattice irregularities, and crystallinities. Because such intrinsic parameters
affect the kinetics of solid state reactions, they are often controlled to improve
reaction efficiency, to reduce reaction temperature, and to accelerate sintering
rates. For example, low-crystallinity nanoparticles increase solid state reaction rate
and reduce reaction temperature.

Furthermore, extrinsic parameters such as pressure, atmosphere, electric and
magnetic fields, radial irradiation, and phase transfer affect solid reactivity, and
controlling such parameters is applicable to activate solid state reactions, reducing
reaction temperature and controlling product morphologies and shapes. For crystal-
lographic transformations of solids, the transition states effectively enhance solid
reactivity, a phenomenon referred to as the Hedvall effect [1].

3.2 Thermodynamics of Solid State Reactions [2–4]

3.2.1 Activation Energies

Although the actual solid state reaction processes are very complicated, their fun-
damental processes and equilibria are based on chemical thermodynamics, so the
basic mechanism of solid state reactions is mutual atomic diffusion, which is similar
to the usual mechanism of other atomic-level chemical reactions. However, solid
state reactions only occur at material boundaries, and the reactions proceed hetero-
geneously. For solid state reactions to progress, the reactant atoms must come to the
boundaries and then diffuse from there throughout the whole material matrix.
Further, the reactants must temporarily pass through activation states (i.e., activated
complexes). The activation energy, ΔG�, is the energy barrier that must be
surmounted for the reaction to progress and is defined as the difference between
the standard free energies of formation of the reactants and the energy of the
activated complex. The reaction rate constant, k, is expressed in terms of activation
energy as follows:

k ¼ k0exp �ΔG�

RT

� �
¼ k0exp

ΔS
R

� �
exp �ΔH�

RT

� �
, ð3:1Þ
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where ΔS and ΔH are the entropy and enthalpy of the activated complex, respec-
tively. If a solid state reaction consists of multiple elementary reactions, each
reaction will satisfy Eq. (3.1). The total reaction rate is limited by the reaction
showing the highest activation energy, ΔG�, which is referred to as the rate-
determining process. For simultaneous reaction pathways, the reactions will pro-
gress through the pathway showing the lowest activation energy, ΔG�, which is
estimated from the temperature dependence of the reaction rate constant as follows:

d ln k
dT

¼ ΔG�

RT2 , ð3:2Þ

All solid state reactions consist of diffusion and chemical reaction. Diffusion in
the solid limits the rates of solid state reactions since chemical reactions usually
occur faster than diffusions. Further, other physical chemistry factors such as phase
transition, crystallization, sintering, sublimation, and melting either independently or
simultaneously affect solid state reactions. The total rates and mechanisms of solid
state reactions are affected by the physical chemistry factors of all the individual
elemental process. The reaction rate constant, �k, in the total reaction rate is expressed
similar to those in the rates of other chemical reactions as follows:

�k ¼ �k0exp � Q

RT

� �
, ð3:3Þ

where Q is the apparent activation energy and depends on the activation enthalpies
of diffusion, chemical reaction, nucleation, and other limiting processes. Reaction
rates are often increased by the small amounts of additives or by the contributions of
liquid phases because the additives either leads to low-ΔG� elementary processes or
behaves as catalysts thereby reducing ΔG�. Controlling activation energies is impor-
tant for synthesizing materials.

3.2.2 Standard Free Energies of Formation

The standard free energies of formation of solid state reactions, ΔGr
�, are considered

the same as those of general chemical reactions. ΔGr
� is defined as the difference

between the standard free energy of the reactant and product. Ellingham diagrams
shown in Fig. 3.1 [4] are well known and show ΔGr

� for 1 mol oxide materials at
constant temperature and pressure. The general thermodynamics equation is
ΔG� ¼ ΔH� � TΔS�. Since ΔH� and ΔS� are temperature-independent constants,
ΔG� monotonically changes with increasing temperature along a slope of �ΔS�
(Fig. 3.2). For oxidation, ΔG� increases with increasing temperature because the
entropy change by consumption of gas phase is negatively large, ΔS� < 0. ΔG� is
independent of temperature and is constant for the reaction, C + O2 ! CO2, because
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of no gas volume change, ΔS� ¼ 0. In contrast, ΔG� decreases with increasing
temperature for the reaction, 2C + O2 ! 2CO, because of gas volume expansion,
ΔS� > 0. If all the reactants in solid state reactions are solids, the change in volume
and ΔS� are both approximately zero, that is, ΔGr

� ¼ ΔHr
�. When ΔGr

� < 0, the
reaction will progress, meaning that the standard free energy of the solid state reaction
should be ΔGr

� ¼ ΔHr
� < 0 and that the reaction from solid to solid phase is

exothermic, as referred to the rule of Van’t Hoff. Furthermore,ΔGr
� can be estimated

from the difference between the lattice energies of the reactants and the products.
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3.2.3 Equilibria of Solid State Reactions

The equilibria of metal oxide syntheses (e.g., M + O2 ! MO2) or metal oxidations
depend on the oxygen partial pressure, where each activity of metal or metal oxide is
assumed to be 1, and the equilibrium constant, K, can be expressed as follows:

K ¼ 1
Peq
O2

, ð3:4Þ

where PO2
eq is the equilibrium oxygen pressure. When a reaction reaches thermo-

dynamic equilibrium, the motivating energy to progress the reaction is 0, so

ΔG ¼ ΔG
� � RT lnP

�
O2

¼ 0, ð3:5Þ

where RTlnP�
O2 means the difference between the free energies depending on the

oxygen partial pressure. According to Eq. (3.5), if ΔG� is measured at a certain
temperature from the Ellingham diagram, the equilibrium oxygen partial pressure
can be calculated at any temperature. For only solid state reactions, if the reaction
energy is less than 0, i.e., ΔGr

� < 0, the reaction apparently finished at equilibrium.

3.2.4 Diffusion Couples and Phase Diagrams [5]

When solid state reactions of A and B phases, for example, occurs in eutectic
systems, the α+β eutectic crystal phase appears at the interphase boundaries between
A and B diffusion couples, as shown in Fig. 3.3. In practice, ionic radii and balances
are slightly different, and the partial solid solution, α or β phase, appears near the

Fig. 3.2 Temperature
dependence of free energy
change for solid state
reaction, (a) oxidation
reaction, (b) solid state
reaction
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interfaces. The interfaces between A and B diffusion couples are the boundaries of
the solid solution α and β phases. When new compositions of AB form by the
reactions of this diffusion couple, the interfaces between A and AB consist of α and
γ, which are partial solid solution of the A and AB phases, respectively, while the
interface of AB and B consists of γ and β, which are AB phase and partial solid
solution of B, respectively. The reaction progresses forming of the AB product
phase.

3.3 Practical Studies of Solid State Reaction Kinetics

3.3.1 Experimental Determination of Solid State Reaction
Kinetics

The kinetics of the solid state reactions are examined by various experimental
methods. Thermogravimetric analysis (TGA) measures the changes in weight of
materials accompanied by the reaction as a function of temperature and time.
Differential thermal analysis (DTA) gives the endothermic or exothermic tempera-
ture change, and differential scanning calorimetry (DSC) gives the calorific change
as a function of temperature. The crystal phases or compositions of the reactants and
products are examined by powder X-ray diffraction (XRD). TG-DTA, TG-DSC, and
TG-XRD are often used simultaneously for the kinetic analysis of the reaction.
Further, scanning electron microscope (SEM) and transmission electron microscopy
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Fig. 3.3 Diffusion couple
of A and B phases
corresponding to phase
diagram in eutectic system
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(TEM) with energy dispersive X-ray spectrometry (EDX) are used to characterize
nanoparticle morphologies and elemental contents. In addition, gas chromatography
(GC), Raman spectrophotometry, infrared (IR) absorption spectrometry, and dielec-
tric and magnetic measurements are utilized. The atomic-level reactivities of ions in
solid state coordination environments can be quantitatively monitored using magic
angle spinning-nuclear magnetic resonance (MAS-NMR) spectroscopy for solid
27Al and 29Si. These analytical methods are utilized to determine reaction rate
equations and compare parameters, to compare the activation energies obtained
from the temperature-dependent parameters in the Arrhenius plots, to measure
reaction rates (i.e., the rates at which products are formed by solid state reactions)
under constant temperatures and ambient pressures for various reaction times, to
compare the initial and final reaction temperatures obtained from TG-DTA curves
for constant high-temperature reactions, to compare the residual reactant and product
phases detected from IR and XRD spectra, and to determine sintering rates by
measuring shrinkage and grain growth rates.

Differential thermal analysis (DTA) is used to measure the thermal energies of
solid state reactions. When reactants are heated at a constant rate, the reaction heat,
which is endothermic or exothermic, is measured from the difference between the
temperatures of the reactants and the standard material (i.e., α-alumina powder). We
can obtain information about the thermodynamics of endothermic and exothermic
reactions from DTA plots as functions of temperature and from the changes in
temperature from the start to the end of reactions. However, since the crystal phases
and chemical species of reaction products cannot be determined from DTA plots
alone, they are simultaneously identified using XRD, IR, Raman, spectroscopies,
and gas analysis.

For example, Fig. 3.4 shows DTA plots for various kaolinite powders
[6]. Although kaolinite compositions depend on the mineral natures, the following
series of reactions generally occurs and corresponds with the DTA plots shown in
Fig. 3.4. At ~600 �C, an endothermic reaction is caused by dehydration. Then, in the
range 800–1000 �C, metakaolin is formed, or alumina phase transition occurs by an
exothermic reaction. The solid solution with mullite appears above 1100 �C. Fig-
ure 3.4 indicates that the reaction heats and temperature in the DTA plots vary
depending on the composition of minerals.

3.3.2 Powder Reactions [7–9]

3.3.2.1 Features of Powder Reactions

Powder synthesis is a representative solid state reaction. The reaction between raw
particles starts at the surfaces of contacted particles, where product layers form with
increasing reaction time. Then, the reactant particles and the product layers sequen-
tially react at the interfaces between particles and layers, and the interfaces move to
the non-reacted particles. Either the interfacial chemical reaction rate or the diffusion
rate limits the overall reaction rate. The diffusion depends on the ionic species in the
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crystal lattice, the ionic concentration gradient, the vacancy concentration, the
temperature, etc. If the ionic diffusion is slower than the chemical reaction, the
diffusion limits the overall reaction.

3.3.2.2 Diffusion-Controlled Reaction Rates

Equations for powder synthesis reaction rates have been proposed to control powder
characteristics. Among them, the Jander equation is simple and versatile, which is
based on the illustration in Fig. 3.5a. For the Jander equation, some conditions are
assumed for simplicity: (i) diffusion limits the reaction, (ii) ions diffuse unidirec-
tionally, (iii) the surface reactions occur quickly and the product homogeneously
covers the particle surface, (iv) the particle size does not change, (v) the volume ratio
of the reactant and product is 1:1, and (vi) the diffusion coefficient is a time-
independent constant. Here, the non-reacted particle volume, V, of a spherical
particle is as follows:

V ¼ 4π r0 � xð Þ3
3

, ð3:6Þ

where x is the thickness of the reacted phase, i.e., the product layers, and r0 is the
particle radius. V also can be expressed using the reaction ratio, α, as follow:

V ¼ 4πr30
3

1� αð Þ, ð3:7Þ
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Fig. 3.4 Differential thermal analysis of kaolins during heating: K1, kaolinite and muscovite; K2,
kaolinite, muscovite, and quartz; K3, kaolinite, illite, and quartz; K4, kaolinite and quartz. (From
ref. [6]. It is partially modified)
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Since Eqs. (3.6) and (3.7) are identical, the thickness of the product layer, x, can be
expressed as follows:

x ¼ r0 1� 1� αð Þ1=3
h i

, ð3:8Þ

where x is proportional to the square root of time, and the reaction proceeds
according to the parabolic rate law as follows:

x2 ¼ kt, ð3:9Þ
α2 ¼ kt: ð3:10Þ

The Jander equation is then expressed as follows:

kt

r02
¼ 1� 1� αð Þ1=3

h i2
: ð3:11Þ
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Fig. 3.5 Schematic illustration of model particle for each reaction equation. (a) Jander equation,
(b) Ginstling-Brounstein equation, (c) Carter equation, (d) rate-controlled interface reaction
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Similarly, Ginstling-Brounstein equation has been proposed. The non-reacted
particle volume, V, is expressed using the non-reacted particle radius, rt, as shown
in Fig. 3.5b, as follows:

Vt ¼ 4πrt3

3
: ð3:12Þ

The rate at which the volume of the non-reacted particle decreases can be related to
the equation for the thermal diffusion flow through the non-reacted phase as follow:

�dVt

dt
¼ 4πkDr0rt

r0 � rt
, ð3:13Þ

where D is the diffusion coefficient and k is the diffusion constant.
Equation (3.12) can be rewritten using the reaction ratio, α, as follows:

Vt ¼ 4πr03

3
1� αð Þ: ð3:14Þ

From Eqs. (3.7) and (3.13), the non-reacted particle radius, rt, is as follows:

rt ¼ r0 1� αð Þ1=3: ð3:15Þ

Differentiating Eq. (3.12) yields

�dVt

dt
¼ �4πrt

2dr

dt
: ð3:16Þ

Since Eqs. (3.13) and (3.16) are identical, the differential equation is derived,

rtdrt � rt2

r0
drt ¼ �kDdt: ð3:17Þ

Integrating Eq. (3.17) and using the boundary conditions rt ¼ r0 at t ¼ 0 yields

rt2

2
� rt3

3r0
¼ �kDt þ r02

2
: ð3:18Þ

By substituting Eq. (3.15) into Eq. (3.18), the Ginstling-Brounstein equation is
obtained.

kG:Bt ¼ 2kDt
r0

¼ 1� 2α
3
� 1� αð Þ2=3: ð3:19Þ
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The Jander equation, Eq. (3.11), and the Ginstling-Brounstein equation,
Eq. (3.19), are both based on the assumption that the molar volume of the product
phase is equal to that of the non-reacted phase. If this condition is not applicable to
the reaction, then the relation between the product and the non-reacted phase is
modified using a novel parameter, Z, on the illustration in Fig. 3.5c. Since the total
volume consists of those of the non-reacted and product phases,

4πr23

3
¼ 4π r03 � rt3ð ÞZ

3
þ 4πrt3

3
, ð3:20Þ

where r0 is the initial particle radius, rt is the radius of the non-reacted particle at time
t, and r2 is the total particle radius, i.e., the sum of the radii of the non-reacted and
product phases at time t. Equation (3.20) can be simplified as follows:

r2
3 ¼ Zr0

3 þ rt
3 1� Zð Þ: ð3:21Þ

Using the Ginstling-Brounstein equation, Eq. (3.21) can be expressed according to
the Carter equation as follows:

2ktD
r02

¼ Z � Z � 1ð Þ 1� αð Þ2=3 � 1þ Z � 1ð Þα½ �2=3
Z � 1

: ð3:22Þ

3.3.2.3 Rate-Controlled Interface Reactions

When diffusion rates are sufficiently high, interfacial reactions control the overall
reaction rates, whose equations are derived for the interfacial-reaction-controlled
reaction rates on the illustration in Fig. 3.5d. For the derivation, the following
assumptions are made: (i) the interfacial reaction at the phase boundary limits the
reaction rate, (ii) the reaction rate depends on the surface area of the non-reacted
phase, and (iii) nucleation instantly occurs and the nuclei cover the non-reacted phase.

The reaction progresses proportionally to the surface area of the non-reacted
phase as follows:

� dVt

dt
¼ kSt, ð3:23Þ

where Vt and St are the volume and surface area of the non-reacted phase, respec-
tively, at time t. Equation (3.23) then becomes

� d 4πrt3=3ð Þ
dt

¼ k4πrt
2, ð3:24Þ

and
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� drt
dt

¼ k: ð3:25Þ

Thus, the reaction rate is a constant corresponding to the rate at which the radius of
the non-reacted layer of the particle decreases. The ratio of the non-reacted volume
(1�α) is expressed as follows:

1� α ¼ Vt

V0
¼ rt3

r03
, ð3:26Þ

where, V0 is the initial particle volume. Equation (3.26) can thus be expressed as
follows:

rt
2 ¼ 1� αð Þ2=3r02: ð3:27Þ

The reaction rate is derived from Eqs. (3.25), (3.26), and (3.27) as follows:

� d 1� αð Þ
dt

¼ d Vt=V0ð Þ
dt

¼ kSt
V0

: ð3:28Þ

Then,

dα

dt
¼ � k4πrt2

4πr03=3
¼ 3k 1� αð Þ2=3

r0
, ð3:29Þ

so the reaction rate can be expressed as follows:

1� 1� αð Þ1=3 ¼ K 0t
r0

, ð3:30Þ

which is called the contraction equation, and it is used for interfacial-reaction-
controlled reaction rates and the hydrogen reduction of metal oxide particle.

3.3.2.4 Nucleation and Growth

For homogeneous particle phase transitions, the kinetics are expressed by the
Avrami-Erofeev equation:

Vt

V0
¼ 1� exp � ktð Þn½ �, ð3:31Þ

where V0 and Vt are the initial particle volume and the volume of the reacted phase at
reaction time t, respectively, and n is a constant depending on the reaction mecha-
nism, nucleation rate, and nuclei geometries.
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3.3.2.5 First-Order Reaction Equations

Although the order of solid state reactions do not have any physical meaning, the
rates of nucleation may be expressed as the first-order reactions as follows:

ln 1� αð Þ ¼ �kt: ð3:32Þ

3.3.3 Analysis of Reaction Rates [10]

Six equations proposed in Section 3.3.2 for the rates of powder reactions, i.e.,
Eqs. (3.10), (3.11), (3.19), (3.22), (3.30), and (3.32), can be rearranged as follows:

D1 αð Þ ¼ α2 ¼ kt: ð3:33Þ

D3 αð Þ ¼ 1� 1� αð Þ1=3
h i2

¼ kt

r02
, : ð3:34Þ

D4 αð Þ ¼ 2kDt
r0

¼ 1� 2α
3
� 1� αð Þ2=3 ¼ kBt, : ð3:35Þ

R3 αð Þ ¼ 1� 1� αð Þ1=3 ¼ ktt

r0
, : ð3:36Þ

A3 αð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� ln 1� αð Þ3

p
¼ kt, : ð3:37Þ

F1 αð Þ ¼ ln 1� αð Þ ¼ �kt, : ð3:38Þ

All these equations are functions of the reaction time. Here, when the reaction ratio,
α, is 0.5, time is taken as t0.5. For example, using Eq. (3.38),

F1 0:5ð Þ ¼ ln 1� 0:5ð Þ ¼ �kt0:5: ð3:39Þ

The ratio t/t0.5 is defined as the conversion time, and Eq. (3.38) is then divided by
Eq. (3.39) as follows:

F αð Þ
F1 0:5ð Þ ¼

t

t0:5
, and F αð Þ ¼ F1 0:5ð Þ t

t0:5
: ð3:40Þ

When the relation between α and (t/t0.5) is plotted for various values α, a curve is
obtained, as shown in Fig. 3.6. Using the other equations, relations between α and (t/
t0.5) can be obtained.

For the experimental data of solid state reactions, the relationship between α and
(t/t0.5) is calculated using the reaction ratio, α, and reaction time, t. The reaction
mechanism can be examined by comparing the experimentally obtained data, α and
(t/t0.5), and the curves, as shown in Fig. 3.6. In practical reactions, e.g., oxidation
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reactions, the rate-determining step may change as the reaction proceeds. The
various reaction mechanisms can be estimated from the comparison using the
reaction rate equation.

3.3.4 Bulk Solid Reactions [11]

Let us consider bulk solid reactions such as oxidation and addition. In these
reactions, the solid reacts with gas, liquid, or solid phases to form a surface product.
Then, the product layer thickens by the diffusion of molecule, atom, or ion through
the reactant phase, for example, as in Si oxidation.

Figure 3.7 shows a three-step model of Si wafer oxidation, which occurs as
follows:

(i) O2 is transferred to a SiO2 surface where it adsorbs.
(ii) The O2 (or O

2�) diffuses across the SiO2 phase to the interface of Si and SiO2

phases.
(iii) The SiO2 phase is produced at the Si/SiO2 interface by the chemical reaction of

Si and O2 (or O
2�).

Here, flux (mol m�2 s�1) is defined as the transfer of substance per unit area (m2) per
in unit time (s).

(i) Under steady-state diffusion and chemical reactions, the O2 flux from the
gaseous phase to the SiO2 surface of the Si wafer is expressed as follows:

F1 ¼ h C� � C0ð Þ, ð3:41Þ

where h is the transfer coefficient of O2, C� is the concentration of O2 exterior to the
SiO2 surface, and C0 is the equilibrium concentration of O2 at the SiO2 surface. C0 is
proportional as the oxygen partial pressure according to the Henry law.
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Fig. 3.6 Plots of fraction
reacted, α, vs. t/t0.5
calculated for various solid
state reaction equations.
(It is modified from Ref.
[10]
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C0 ¼ Kp: ð3:42Þ

(ii) The flux of O2 (or O
2�) during the diffusion across the SiO2 phase is expressed

as follows:

F2 ¼ �Deff dC=dxð Þ ¼ Deff C0 � Cið Þ=x0, ð3:43Þ

where Deff is the effective diffusion coefficient, x0 is the thickness of the SiO2 layer,
and Ci is the concentration of O2 (or O

2�) at the interface between the SiO2 and the
Si phases.

(iii) Si oxidation at the interface is assumed to be a first-order reaction:

F3 ¼ kCi, ð3:44Þ

where k is the reaction rate constant.
The oxidation is assumed to progress through the following three steps under

steady-state, and F1 ¼ F2 ¼ F3, so the following equation is derived:

F1 ¼ F2 ¼ F3 ¼ kC�= 1þ k=hþ kx0=Deff

� �
¼ C�= 1=k þ 1=hþ x0=Deff

� �
: ð3:45Þ

If the adsorption determines the reaction rate, h << k, Deff, and F ¼ hC�.

Fig. 3.7 Oxidation model
of Si wafer
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If the chemical reaction determines the reaction rate, k << h, Deff, and F ¼ kC�.
If the diffusion determines the reaction rate, Deff << h, k, and F ¼ C�Deff /x.

The growth rate of the SiO2 layer is given by dx/dt ¼ F/N1 (where N1 is the
number of O2 molecules (or O2� ion) diffused into a unit volume of the SiO2 phase).
Therefore,

dx=dt ¼ F=N1 ¼ kC�= N1 1þ k=hþ kx0=Deff

� �� �
: ð3:46Þ

Integrating Eq. (3.46) yields

1þ k=hð Þx0 þ kx0
2=Deff ¼ kC�=N1ð Þt þ const: ð3:47Þ

Since the Si wafer has a thin SiO2 layer with a thickness of xi at the initial condition
t ¼ t0,

const: ¼ 1þ k=hð Þxi þ kxi
2=Deff : ð3:48Þ

Thus, Eq. (3.47) can be rewritten as follows:

x02 þ Ax0 ¼ Bt þ xi2 þ Axi
A ¼ 2Deff = 1=k þ 1=hð Þ, B ¼ 2Deff C�=N1,

ð3:49Þ

which can be rearranged as follows:

x02 þ Ax0 ¼ B t þ τð Þ
τ ¼ xi2 þ Axið Þ=B: ð3:50Þ

The thickness can be expressed as a function of time as follows:

x0= A=2ð Þ ¼ 1þ t þ τð Þ= A2=4B
� �� �1=2 � 1: ð3:51Þ

When x >> A2/4B and, t >> τ,

x0= A=2ð Þ ffi t= A2=4B
� �� �1=2 ð3:52Þ

or,

x0
2 ffi Bt, ð3:53Þ

which is a parabolic law, where B is the reaction rate constant.
When t << τ,

60 S. Tanaka



x0= A=2ð Þ ffi 1=2ð Þ t þ τð Þ= A2=4B
� � ð3:54Þ

or,

x0 ffi B=Að Þ t þ τð Þ, ð3:55Þ

which is a linear rate law, where B/A is the reaction rate constant containing h and k.

B=A ¼ C�=N1ð Þ= 1=hþ 1=kð Þ: ð3:56Þ

If h >> k, the interfacial chemical reaction is the rate-determining step given by

B=A ¼ k C�=N1ð Þ, ð3:57Þ

and if k >> h, the O2 transfer is the rate-determining step given by

B=A ¼ h C�=N1ð Þ: ð3:58Þ

Figure 3.8 shows the thicknesses change of SiO2 layers on Si wafers oxidized in a
dry environment at various temperatures. Figure 3.9 shows SiO2 layer thickness
plotted as a functions of (t + τ)/x, as calculated using Eq. (3.50). The slope of the data
gives constant, B, and the vertical intercept means –A. The activation energy for the
Si wafer oxidation could be calculated from the temperature dependence of the
slope. In addition, the activation energy for the interfacial chemical reaction can be
obtained from the temperature dependence of B/A. Equation (3.50) is known as the
Deal-Grove equation, which is applied to oxidation, reduction, and corrosion
reactions.

3.4 Sintering [12–15]

3.4.1 Features of Sintering

Sintering was defined by Herring as “morphological changes of particle and pore
during heating of fine powder and agglomerate at high temperature below its melting
point” and is an important process for fabricating ceramics from powder compacts.
Sintering is irreversible and is driven by thermodynamically reducing the excessive
energies of particle surfaces, grain boundaries, and pore surfaces. During sintering,
particle and pore morphologies change by transfers of atoms and ions to reduce the
total surface energies. Figure 3.10 shows schematic illustrations of densification and
grain growth by sintering. The number of particle surfaces and pores are diminished,
leading to densification. Grain growth reduces the excess grain boundary energies,
and these phenomena seem to simultaneously occur during sintering.

3 Solid State Reactions and Sintering 61



The densification by sintering causes ~20% linear shrinkage. A shrinkage curve is
often measured to examine the sintering process. The linear shrinkage during
sintering is defined as the ratio of the shrunken length (L0�L ) to the initial length
(L0), where L is the length of the sample at time t and is measured by
thermodilatometry. Sintering can be classified as solid state sintering, liquid phase-
assisted sintering, and viscous sintering. In addition, the sintering processes assisted
by mechanical pressure, gas pressure, electrical fields, etc. have been developed.
Sintering mechanisms and rates also have been extensively studied. Classical
sintering theory will be described later.
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Fig. 3.8 Oxidation of Si
wafer under dried oxygen
atmosphere at various
temperatures. (It is modified
from Ref. [11]
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In practice, sintering is affected by intrinsic and extrinsic factors. Particle packing
homogeneity and some additives are examples of intrinsic factors and atmospheric,
and external pressures are examples of extrinsic factors that significantly affect the
sintering. Although sintering is often studied from the scientific view of interest, it
must be studied from the practical and industrial perspectives for application to
manufacturing processes.

3.4.2 Sintering Mechanism

Packed powder compacts densify and grains grow during sintering. We will now
discuss the mechanisms of atomic- and ionic-scale solid state sintering using the
two-particle model as shown in Fig. 3.11. Figure 3.11a shows the model of sintering
without any shrinkage, and Fig. 3.11b shows densification with shrinkage. Some
migration and diffusion routes of atoms are considered in each model as follows:

A. Vaporization-condensation
B. Surface diffusion
C. Volume (bulk) diffusion or lattice diffusion
D. Grain boundary diffusion
E. Viscous flow and creep flow

The diffusion processes (i.e., routes B, C, and D) are the typical mechanisms by
which atoms and ions transfer on surface, along grain boundary, and inside bulk
volume. The diffusion coefficients in these routes are Dsurface, Dgrain boundary, and
Dvolume, respectively. They depend on the diffusion route in the order of

a(a) (b)

(c) (d)

Fig. 3.10 Schematic illustration of sintering. (a) Particle packing, (b) necking between particles,
(c) neck growth and shrinkage of pores, and (d) grain growth
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Dsurface > Dgrain boundary > Dvolume, because diffusion processes are associated with
vacancy diffusion. Surface atoms are basically unstable owing to lack of bonding,
and vacancies exist along grain boundary because of dangling bonding. Although
atoms and ions can easily transfer through surfaces and grain boundaries at lower
temperature, it is difficult to diffuse through lattices at low temperature. To acceler-
ate atomic diffusion, additional energy such as heat is required in order to transfer
atoms. At high temperature, lattice vibrations become vigorous, so vacancy concen-
trations exponentially increase. Therefore, bulk volume diffusion occurs at high
temperature and determines densification rates. The lattice diffusion is the volume
diffusion from inside defects.

Atomic and ionic diffusion rates are proportional to both vacancy concentrations
and concentration gradients. In regions showing high vacancy concentrations, atoms
and ions transfer to reduce vacancy concentration gradients. In the model shown in
Fig. 3.11, the vacancy concentration around the neck of two particles with concave
curvature is higher than that at the particle surface with convex curvature. Although
the surface tension induces the compressive stress to inside direction at the particle
surface, it induces the tensile stress to outside direction at the neck surface. There-
fore, the vacancy concentration is low at the particle surface and high at the neck
surface. This vacancy concentration gradients cause the vacancy diffusions from the
neck to the particle surface. On the contrary, atoms and ions transfer in the opposite
direction, resulting in the neck growth, that is, extension of grain boundary. This is
the volume diffusion from the particle surface. However, it does not contribute to the
densification, because the distance between two particles does not change although
the particle itself shrinks. This is the case in Fig. 3.11a. To cause the densification,
the migration of atoms from particle inside to the neck should take place, and
especially, the grain boundary plays an important role. There are two ways: one is
the volume diffusion through inside lattice from grain boundary, and another is the
grain boundary diffusion at the grain boundary. In these processes, the inside atoms
are consumed to the neck growth, and two particles come close to each other, leading
to the densification with shrinkage. This is the case in Fig. 3.11b. The surface
diffusion does not contribute to the densification in the same meaning of volume

2x
a r

(a) (b)

Diffusion direction of atoms

Fig. 3.11 Schematic illustration of sintering between two particles: (a) without shrinkage, (b) with
shrinkage

64 S. Tanaka



diffusion from the particle surface (Fig. 3.11a). The surface diffusion proceeds at low
temperature and reduces the sintering activity of fine particles. The long-time
soaking at low temperature should be avoided.

For vaporization and condensation, the mass transfer depends on the surface
curvatures and vapor pressure of the particle. The well-known relationship between
curvature and vapor pressure is defined by the Kelvin equation as follows:

ln
Pr

P0
¼ VAγ

RT

1
r1

þ 1
r2

� �
, ð3:59Þ

where P0 and Pr are the vapor pressures on the planar and curved surfaces, respec-
tively, VA is the molar volume, γ is the surface energy, R is the gas constant, and T is
the absolute temperature. The curvature on the curved surface is expressed by two
curvature radii, r1 and r2, on ellipsoid surface. The particle surface has concave
curvature with positive curvature radii. At the neck surface, the curvature radius in
the circumference direction of the contact area is positive, while the curvature radius
in the perpendicular direction is negative and small, which makes a large effect as
concave curvature as mentioned in Fig. 3.12. The surface energies of convex
curvatures are higher than those of concave surfaces, so atoms tend to vaporize
from convex surfaces to concave ones in order to reduce surface energies. Although
this mechanism contributes to particle deformation, it does not contribute to the
densification similarly to the surface diffusion as seen in Fig. 3.11a. It makes a
problem for sintering of volatile materials.

The viscous/creep flow mechanism appears in the sintering of glass particles.
Glass phase does not have crystal lattice and forms an amorphous network structure.
The constituent atoms do not migrate by independent diffusion mechanism and,
rather, migrate by a local collective movement. The driving force of the viscous
sintering is the difference in stress between adjacent particles. It induces the viscous
flow, leading to the densification.

3.4.3 Sintering Shrinkage

3.4.3.1 Sintering Steps

Sintering can be classified as initial-, mid-, and final-stage densifications for deter-
mining shrinkage ratios. During initial-stage sintering, relative sample densities are
60–65% (or more) higher than those of powder compacts, and linear shrinkages are
<5%. The contact areas, called “necks,” between adjacent particles are formed. The
contact area expands with progress of sintering. It is called “neck growth,” and the
distance between particles shrinks by diffusion mechanisms involved with grain
boundary. During middle stage of sintering, the neck growth is promoted, the linear
shrinkage is enlarged to 10–15%, and the relative density reaches 90–95%. Along
with the densification, fine pores diminish and/or incorporate into large pores. Some
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pores connect to each other, forming pore network. When the relative density is
above 90%, the grain growth occurs, and the residual pores change to isolated closed
pores. Actually, since particle sizes are distributed and local particle densities
slightly fluctuate in powder compacts, sintering is very complicated because many
sintering mechanisms are simultaneously happening. During final-stage sintering,
relative densities reach > 98%, so grains mainly grow. In the next section, linear
shrinkage is introduced for each sintering mechanism.

3.4.3.2 Analysis of Sintering Kinetics [2, 13–15]

Numerous researchers have proposed sintering mechanism. They assumed the
two-particle model and considered the geometry of connected particles, the flux of
atoms, the counter flow of vacancies, etc. Neck growth during initial stage of
sintering, which is part of classical sintering theory, has been discussed. Herein,
the sintering rate during initial stage is introduced. First, the kinetics of volume
diffusion process are discussed, and then the other kinetics are briefly introduced.

Here, J is the atomic flux into the neck, c is the number of atoms per unit volume,
and v is the atomic transfer rate [13].

Fig. 3.12 Schematic illustration of diffusion of atoms and vacancies on neck growth
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J ¼ cv: ð3:60Þ

Further, v is expressed by the driving force, F, and the mobility, B, so Eq. (3.60)
becomes

J ¼ cFB, ð3:61Þ

and since F is equal to the chemical potential gradient of vacancy, dμ/dx, Eq. (3.61)
can be written as

J ¼ cB
dμ

dx
: ð3:62Þ

Since the chemical potential is given by μ ¼ μ0 + RT ln P,

J ¼ cBNAΩ
dP

dx
, ð3:63Þ

where P is the pressure induced by surface tension, NA is the Avogadro number, and
Ω is the atomic volume. Here, the absolute temperature, T, is constant, so Fick’s first
law is given by

J ¼ �D
dc

dx
, ð3:64Þ

where D is the diffusion coefficient. By comparing Eqs. (3.63) and (3.64),

B ¼ D

NAkT
, ð3:65Þ

where k is the Boltzmann constant. By substituting Eq. (3.65) into Eq. (3.63) and
considering the atomic volume Ω is equal to 1/c, we obtain

J ¼ �D

kT

dP

dx
: ð3:66Þ

This equation indicates that the pressure difference due to surface tension induces the
diffusion of atoms.

For lattice diffusion from grain boundary, the volume of matter transported into
the neck per unit time is given by

dV

dt
¼ JAΩ, ð3:67Þ
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where J is the flux of the transported matter, as in Eq. (3.66), and corresponds to the
volume diffusion coefficient, Dv. A is the cross-sectional area over which the
diffusion occurs. The geometry of the two-particle model shown in Fig. 3.13 is as
follows:

Radius of neck concave curvature r ¼ x2

4a
, ð3:68Þ

The cross� sectional area of neck A ¼ 2πxr, ð3:69Þ
The volume of neck V ¼ πx22r: ð3:70Þ

By combining Eqs. (3.67), (3.68), (3.69), and (3.70), we obtain

dV

dt
¼ Dv

kT
2πxrΩ

dP

dx
: ð3:71Þ

The pressure on curved surface is expressed by the Laplace’s equation (P ¼ γs/r),
where γs is the surface energy and r is the curvature radii, so the change of neck
radius is

x

a

	 
4
¼ 16DvγSΩ

a3kT
t: ð3:72Þ

The change of shrinkage ΔL/L0 is

ΔL
L0

¼ r

a
¼ x2

4a2
¼ DvγSΩ

a3kT

� �1=2

t1=2: ð3:73Þ

When atoms are transferred through grain boundaries to neck growth regions, i.e.,
by grain boundary diffusion routes, the sintering kinetics are as follows:

dV

dt
¼ 2πxδgbΩ

Dgb

kT

γS
a4

: ð3:74Þ

2
2

Fig. 3.13 Geometrical
illustration of connected
particles
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By combining Eqs. (3.70) and (3.74) and integrating the resulting equation, the
change of neck radius is obtained as

x

a

	 
6
¼ 96δgbDgbγSΩ

kTa4
t, ð3:75Þ

and the linear shrinkage, ΔL/L0, is expressed as follows:

ΔL
L0

¼ 3δgbDgbγSΩ
4kTa4

� �1=3

t1=3: ð3:76Þ

Equations (3.73) and (3.76) show that the sintering shrinkage is proportional to t1/2

or t1/3 as a function of time. The measured shrinkage is plotted against sintering time
in log-log scale, that is, in the formula of log (ΔL/L0) ¼ log k + n log t where k is
defined as rate constant. From the slope, n, we can determine whether volume
diffusion governs the sintering or grain boundary diffusion. Furthermore, the rate
constant, k, is determined from the intercept, and the activation energy can be
estimated from the temperature dependence. From the term of rate constant in
Eqs. (3.73) and (3.76), the sintering rate is considerably affected by the particle
size. Figure 3.14 demonstrates the effect of particle size on the sintering of silicon
carbide [16]. The densification is enhanced with a decrease in particle size and the
relative density reaches > 92% with fine particles of < 0.02 μm by pressureless
sintering. For sintering kinetics through other diffusion mechanisms during initial
stage of sintering, the rates of neck growth are expressed in Table 3.1.

As sintering proceeds, the pore channels between particles are disconnected and
isolated pores formed. Coble proposed two geometrically simple models for analyz-
ing pore volume change rate during middle and final stage of sintering. The
geometrical model of middle stage of sintering is bcc-packed tetrakaidecaheral
grains with cylinder-shaped pores along grain edges as shown in Fig. 3.15a. Pore
volume change rates (P) during middle sintering stage by lattice diffusion and grain
boundary diffusion are expressed, respectively, in Eqs. (3.77) and (3.78) as follows:

P ¼ 10DvγSΩ

l3kT
t f � t
� �

, ð3:77Þ

P ¼ 2δgbDgbγSΩ

l4kT

� �2=3

t2=3, ð3:78Þ

where l is length of grain edge. For final sintering stage, pore volume change rate is
induced based on the bcc-packed tetrakaidecaheral grains with spherical-shaped
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pores at their corners as shown in Fig. 3.15b. The pore volume change rate is
expressed as follows:

P ¼ 6πDvγSΩffiffiffi
2

p
l3kT

t f � t
� �

: ð3:79Þ

3.4.4 Kinetics of Grain Growth [17]

The control of grain size is very important. The grain sizes produced during final-
stage sintering govern the functional properties (i.e., the electrical, magnetic, optical,
and mechanical properties) of polycrystalline ceramics.

The grain growth occurs and fine pores diminish simultaneously during middle or
final stage of sintering. Figure 3.16 illustrates the two-dimensional model of micro-
structure and grain growth in polycrystalline ceramics, where many grains with
various sizes exist in the ceramics. The thermodynamically stable grain shape is
hexagon surrounded by six adjacent grains, because the bond angle of grain bound-
aries at the triple point is 120o owing to the balance of grain boundary tension.
However, most of grains are irregular in shape, and the grain boundary is curved
depending on the number of surrounding grains. Small grains are surrounded by
small number of large grains, and the grain boundaries are concaved. In contrast,
large grains are surrounded by many small grains, and the grain boundaries are
convex. The compressive stress is induced from concave side to convex side owing
to the grain boundary tension, resulting in the migration of grain boundary from
large grain to small grain. Large grains usually grew by incorporating fine grains.
This is the grain growth. This phenomenon is similar to “Ostwald ripening.”
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During the grain growth, atoms transfer across the grain boundary from small
grain to large grain. The grain growth rate (dG/dt) is proportional to the mobility of
grain boundary, which is expressed as a function of the atomic flux according to the
pressure gradient as follows:

dG

dt
¼ αJΩ ¼ α

Db
⊥

kT
ΔPð ÞΩ, ð3:80Þ

where α is the constant, J is the atomic flux, Ω is the atomic volume, Db
┴ is the

coefficient for diffusion across the grain boundary, k is the Boltzmann constant, and
T is the absolute temperature. ΔP is the pressure gradient of grain boundary and is
expressed as a function of the grain boundary energy γb and the average radius of
curvature, �R0, and Eq. (3.80) is rewritten as follows:

Table 3.1 Kinetic equations for various mechanisms of initial-stage sintering

Mechanism Neck growth rate
Linear sintering
shrinkage rate References

Surface diffusion x
a

� �7 ¼ 56DsγsΩ
a4

	 

t

ΔL
L0

¼ 0 Kuczynski
[18]

Lattice diffusion from grain
boundary to neck

x
a

� �4 ¼ 16DvγsΩ
a3kT

	 

t ΔL

L0
¼ DvγsΩ

a3kT

	 
1=2
t1=2

Grain boundary diffusion
from grain boundary to neck

x
a

� �6 ¼ 96δgbDgbγsΩ
a4kT

	 

t ΔL

L0
¼ 3δgbDgbγsΩ

4a4kT

	 
1=3
t1=3

Coble [17]

Lattice diffusion from parti-
cle surface to neck

x
a

� �5 ¼ 40DvγsΩ
a3kT

	 

t

x
a

� �5 ¼ 80DvγsΩ
a3kT

	 

t

ΔL
L0

¼ 20DvγsΩffiffi
2

p
a3kT

	 
2=5
t2=5

Kingery and
Berg [15]

Evaporation-Condensation x3

a ¼ Kt ΔL
L0

¼ 0 Kingery and
Berg [15]

Viscous flow x
a

� �2 ¼ 3γs
2aη t

ΔL
L0

¼ 3γs
8ηa t Frenkel and

Eshelby
[19, 20]

Pore channels Closed pore

(a) (b) 

Fig. 3.15 Sintering geometrical models for (a) middle stage and (b) final stage
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d �G

dt
¼ α

Db
⊥

kT

2γb
�R0

Ω: ð3:81Þ

Since �R0 is proportional to the average grain size �G, Eq. (3.81) can be rewritten as
follows:

d �G

dt
¼ β

Db
⊥

kT

2γb
�G
Ω: ð3:82Þ

By integrating Eq. (3.82) from time t0 to t, the following equation is obtained:

�Gt
2 � �G0

2 ¼ 4βDb
⊥γbΩ

kT
t ¼ Kt: ð3:83Þ

The grain growth rate is proportional to the square root of sintering time. When log
�Gt is plotted as a function of logt on the assumption of G � G0, the straight line is
obtained with a slope of 1/2. The activation energy of the grain growth is obtained
from the temperature dependence of K. For the grain growth in ceramics, the rate
equation is often expressed by the following equation considering the other factors
such as pores or inclusions segregated at the grain boundary:

Gt
m � G0

m ¼ K 0t: ð3:84Þ

The order index, m, is given ordinarily as 3.

Fig. 3.16 Microstructure and migration of grain boundary during sintering. The arrows mean the
direction of grain boundary migration
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3.4.5 Microstructure

In practical ceramic processing, the powder compact consists of various levels of
particle-packing structures as seen in Fig. 3.17, such as large and small agglomer-
ates, extremely large particle, oriented agglomerate, and so on. For pore structures,
there are two types: fine pores among primary particles and large pores surrounded
by secondary agglomerates. Fine pores diminish during the shrinkage by sintering,
while large pores are difficult to eliminate, remain in the sintered body, and cause
pore growth by incorporation of fine pores. As mentioned above, the classical
sintering theory is usually used to analyze the sintering shrinkage in two or some
particle model. To understand the sintering in practical packing structure, these
inhomogeneous structures must be considered in the model. Besides, the constrained
sintering must be considered in various applications. Sintering of particles layered
thinly on the rigid substrate is conducted for electrical devices or surface coatings.
The particles sinter under constrained force from the substrate. If the force exceeds
limitation, the delamination or cracking happens during the sintering. Thus, recent
studies on sintering are expanding to understand and control the microstructure
toward various applications. Main topics are (1) inhomogeneity and its influence
on microstructure and shrinkage; (2) constrained sintering, effects of substrate and/or
rigid structures; (3) morphological stabilities of mixed phases and continuous pores;
(4) effect of sintering additives; (5) effect of process variables; and (6) viscous
sintering, etc.
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Chapter 4
Powder and Thin Film Synthesis

Toshinobu Yogo

Abstract Ceramic powders are synthesized using chemical solution methods, such
as organic acid salt, precipitant generation, alkaline hydrolysis, and alkoxide hydro-
lysis. The powder synthesis by precipitation and hydrolysis and the synthesis of
monodispersed particles are described. The formation of complex alkoxide of
lithium niobate (LN) precursor is confirmed by 93Nb nuclear magnetic resonance
spectroscopy. Stoichiometric LN films are synthesized on various substrates via
chemical solution route. The synthesis of the designed precursor in solution is a key
for the low-temperature crystallization of high-quality LN films with preferred
orientation. Several functional ceramic thin films of multicomponent oxides are
also synthesized using chemical solution process.

Keywords Chemical solution process · Monodispersed particle · Complex
alkoxide · Epitaxial film

4.1 Fabrication Processes for Ceramic Powders and Films

Ceramic powders are mainly synthesized via three methods: solid phase, liquid
phase, and gas phase reaction. In the solid phase method, a raw material oxide is
calcined at temperatures of 1000 �C or above, and a highly crystalline product is
obtained. In the liquid phase method, raw material components dissolved into a
liquid solution are used as starting material, and the synthesized ceramic powder
component is homogenous and has an active particulate surface and controllable
powder characteristics. In the gas phase method, since the starting compounds are
reacted in an inert gas, a high-purity product is more easily obtained. The gas phase
also enables synthesis of fine powders of nitrides, carbides, etc. which are difficult to
synthesize using liquid phase reactions.
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Two major methods are used for ceramic thin film synthesis: physical methods
and chemical methods. Physical methods include heating thin film raw materials in a
vacuum apparatus or vaporizing the thin film raw material via sputtering, laser
ablation, etc., to deposit the vapor particulate onto a substrate to make the film.
Chemical methods consist of vapor phase growth methods and chemical solution
methods. In vapor phase growth, thin film raw materials are reacted with halides or
hydrides in the gas phase, and the thin film compound is vapor-deposited onto a
substrate. In the chemical solution method, a film is formed on a substrate using
different methods of coating of the raw material solution and crystallized to form an
oxide thin film.

This chapter describes the synthesis methods of ceramic powders and thin films
with the liquid phase method using chemical reactions in solution.

4.2 Powder Synthesis with the Chemical Solution Method

4.2.1 Characteristics of Synthesis with the Chemical Solution
Method

Crystallization of a product is often used to realize desired physical characteristics in
ceramic materials. To do so, the starting compounds must undergo heat treatment at
high temperatures of 1000 �C or above. In the ordinary solid phase method, a
mechanical mixture of raw material oxide powder and other materials is calcined;
however, the component elements are not mixed homogeneously. Even after high-
temperature processing, segregations and second-phase remnants can be present.

In contrast, by controlling solution reactions in the chemical solution method, the
component elements can be mixed in the preheat treatment stage to homogenize them at
the molecular level, thereby resolving the above-described problem points. The chemical
solutionmethod is characterized as follows: crystal growth is possible at low temperatures,
component control is easy, homogeneous additions of trace elements are possible, and
there is high homogeneity of product. Another major characteristic of the solution method
is that, in addition to powders, porous materials, films, fibers, and a variety of other
material configurations, can also be synthesized. The preparation of such films and fibers
from solid phase reactions using oxides is difficult.

4.2.2 Powder Synthesis via Precipitation

Figure 4.1 shows the classifications of ceramics precipitated from solution and
formed by desolventizing. One ceramic powder synthesis reaction from solution is
the precipitation reaction, where coprecipitation, hydrolysis, etc. are used to obtain a
multicomponent hydroxide powder. Spray-drying and freeze-drying are means of
removing the solvent from a solution containing metal ions. Another liquid phase
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method is the hydrothermal technique for synthesizing a single crystal such as quartz
under pressure; this technique is also used to synthesize nanocrystalline powders.
This section describes precipitation reactions under normal pressure.

To precipitate a powder from solution, in some cases the precipitant is added from
outside, and in others the precipitate is formed within the solution via chemical
reactions. For metal-organic acid salt method, the precipitants, such as oxalate and
citrate, are added externally. When sodium citrate is added to an aqueous solution
with a dissolved mineral salt, a metal citrate salt is precipitated [1]. For example,
when aqueous oxalic acid solution is reacted with an aqueous solution containing
barium chloride and titanium oxychloride solution such that the Ba/Ti ratio is 1.0, a
white BaTiO(C2O4)2 � 4H2O precipitate is synthesized. Stoichiometric barium
titanate (BaTiO3) powder is prepared by heating this precipitate in air and removing
its organic constituent. This powder has superior sinterability and is used as a high-
purity, dielectric base powder.

The precipitant generation method involves making the precipitant within a
solution and causing a homogeneous precipitation reaction. One such precipitant is
ammonia made by hydrolysis after heating an aqueous urea solution above 70 �C
[2]. Precipitant generation can be controlled via selection of urea concentration,
temperature, pH, etc.

NH2ð Þ2COþ H2O ! 2NH3 þ CO2 ð4:1Þ

Other precipitants are diethyl sulfate, thiourea, etc., used for precipitant genera-
tion of sulfate and sulfide, respectively.

In the alkaline hydrolysis method, alkali is added to an acidic metal salt solution,
which then undergoes hydrolysis. A metal salt such as nitrate has high solubility in
water, and a homogenous solution can be prepared and includes the target compo-
nent elements. Making this solution alkaline enables precipitation of a metal hydrox-
ide or oxide. Anions and H2O coordinate with metal ions in the solution to form
complex ions. These complex ions form a polynuclear complex via hydrolysis and
condensation reactions. For example, Al3+ forms a hydrated ion in aqueous solution
and forms a polynuclear complex such as [A1O4A112(OH)24(H2O)12]

7+ [3].

Fig. 4.1 Classifications of
ceramics precipitated from
solution and formed by
desolventizing
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A1 H2Oð Þ63þ ! A1 H2Oð Þ5OH
� �2þ þ Hþ ð4:2Þ

2A1 H2Oð Þ63þ ! H2Oð Þ5A1 OHð Þ2A1 H2Oð Þ5
� �4þ þ 2Hþ

! . . . . . . ! A1O4A112 OHð Þ24 H2Oð Þ12
� �7þ ð4:3Þ

The polynuclear complex further undergoes repeated association and dissocia-
tion. During this growth when the complex exceeds a certain size (the critical
radius), crystal nuclei are formed and precipitated as particles. Precipitated particles
can be separated and heat-treated at high temperatures to obtain the metal-oxide
powder.

When precipitating a multicomponent hydroxide from a solution including mul-
tiple types of metal ions, careful attention is required for differences in the solubility
products of respective metal hydroxides. When there are large differences in the
solubilities of the metal ions due to pH, one must be aware that the precipitate
composition may not match the solution composition.

The alkoxide hydrolysis method is also called the sol-gel method. A metal
alkoxide is a compound made of M—O—R bonds (M, metal element; R, alkyl
group) and is expressed by M(OR)n. The M—O bond is a bond between an
electropositive metal and a negative oxygen and is readily susceptible to hydrolysis,
yielding an oxide as follows [4]:

Hydrolysis reaction

M ORð Þn þ H2O ! M ORð Þn�1 OHð Þ þ ROH ð4:4Þ
M ORð Þn�1 OHð Þ þ n� 1ð ÞH2O ! M OHð Þn þ n� 1ð ÞROH ð4:5Þ

Polycondensation reaction

mM OHð Þn ! mMOn=2 þ nm=2H2O ð4:6Þ

The formation of a complex alkoxide by the reaction of two or more metal
alkoxides is also known. Synthesis of an appropriate complex alkoxide and its use
as a starting material enable attainment of a complex oxide as shown in the following
formula:

M ORð Þn þM0 ORð Þm ! MM0 ORð Þx
Hydrolysis and polycondensation

! . . . . . . ! MM0Oy ð4:7Þ

The alkoxide hydrolysis product easily forms a network structure, and after
passing through a sol phase, it changes to a gel. Using these structural changes,
inorganic materials having a variety of shapes can be synthesized. Three-
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dimensional structures of products can be controlled by adjusting the alkoxide
hydrolysis conditions. Hydrolysis of alkoxysilane (silicon alkoxide, Si(OR)4) is
known to progress under acidic conditions via electrophilic substitution reactions
and under basic conditions by nucleophilic substitution reactions [5]. Under acidic
conditions, H3O

+ electrophilically attacks the oxygen of the Si—OR bond alkoxy
groups, and with the elimination of ROH, Si—OH bonds are formed. Si—OH bonds
condense with other Si—OH bonds, and a chain polymer is formed. Under basic
conditions, however, OH- ions nucleophilically attack Si, and OR- groups are
eliminated. Due to steric hindrance of the substituent groups around the central Si,
“bulkier” R groups show a more rapid decrease in reactivity. Generally, under acidic
conditions, a network structure develops, and it is easy for a gel to form, while under
basic conditions hydrated particles are produced. In this way, the hydrolysis reaction
rate and resultant product of alkoxide depend on a variety of factors including
acidity, basicity, as well as substituent type, solvent, reaction temperature, water
quantity used for hydrolysis, concentrations, etc. Appropriate selection of these
conditions enables control of the product’s three-dimensional structure, as well as
adjustment of sol viscosity. Spinnable gel fibers can be obtained from a precursor sol
whose viscosity has been controlled, enabling preparation of ceramic fibers.

4.2.3 Synthesis of Monodispersed Spherical Particles

Important particle properties are shape, particle size, and particle size distribution.
These properties impact the electrical and optical properties of the particles them-
selves. A well-known example is that the coercivity of a magnetic particle depends
on its particle size (particle diameter). When the particle size decreases and its size
changes from a multi-magnetic domain structure to a single domain structure, a large
coercive force is observed [6]. Another example of size effect is that the optical
absorption edge of a semiconductor particle is dependent on particle size, and at
nanosizes, the short wavelength shift also depends on the particle size [7]. In the
preparation of a ceramic sintered body, to ensure that it has the desired properties, it
is necessary to control the particle size and size distribution of the raw material
particles. When particles of submicron size have a narrow size distribution, the
sintering temperature can be lowered, and a dense sintered body with controlled
microstructure can be prepared. Thus, particles with a controlled particle shape, size,
and size distribution are required to meet a desired goal. In a solution reaction,
monodispersed spherical particles with a sharp size distribution can be prepared by
controlling nucleation and growth.

Figure 4.2 shows the relationship between time and solute concentration when
synthesizing monodispersed spherical particles [8]. Here, “solute” means the pre-
cursor materials such as polynuclear complexes and polycondensates dissolved in
the solution prior to precipitation. As the solute concentration changes, crystal nuclei
form and particle growth occurs. In the initial growth process, tn is the time from
when the solute concentration rises and exceeds the degree of saturation Cs, until it
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reaches the supersaturated concentration Css. From this tn to the tg stage, self-
nucleation occurs, and during the period until the concentration again declines to
Cs, the dispersion of chemical species to crystal nuclei occurs leading to crystal
growth. Nuclei generated in the first period continue to exist, and their particle
diameters (sizes) become bigger than the nuclei generated later. Thus, in the brief
time period from tn to tg, if large numbers of nuclei are explosively generated to
promote uniform growth, monodispersed spherical particles can be produced. In the
growth period, small-sized (small-diameter) particles are redissolved and disappear,
and the solute component precipitates as large-sized (large-diameter) particles. After
passing through these processes, the maximum of the particle size distribution curve
changes from small particle diameters to large particle diameters, a process known as
“Ostwald ripening.”

To speed up the nucleation rate so as to complete nucleation at an early time
point, the solute concentration must be raised to speed up particle formation reac-
tions. To slow down the rate of particle growth, one must select conditions such as
the supersaturation degree and temperature. The generated nuclei are nanoparticles
that agglomerate easily. When particle agglomeration occurs in the early stage and
secondary particles are formed, these become polydispersed particles. Since it is
extremely difficult to dissociate such agglomerated secondary particles for
redispersion, a dispersant is added to the solution beforehand, and this effectively
prevents agglomeration. Polyelectrolytes, such as sodium polymethacrylate and
ammonium polyacrylate, are used as dispersants. A dispersant is adsorbed at the
particle surface, the surface charge is controlled, and—due to steric repulsion of
polymer chains and other effects—the dispersion state of nanocrystalline particles is
stabilized.

Fig. 4.2 Relationship between time and solute concentration for the synthesis of monodispersed
spherical particle. (Reprinted with permission from Ref. [8]. Copyright 1950 American Chemical
Society)
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Stöber et al. [9] investigated the hydrolysis of silicon alkoxide and found that
controlling the growth of Si(OH)4 produced in the intermediate stage enabled the
synthesis of monodispersed spherical silica particles of diameter 0.05 μm–2.0 μm.
Small-sized particles were obtained from methanol, and large-sized particles were
obtained from butanol. In a comparison of silicon substituents, when Si(OCH3)4 was
used, the reaction time was within 1 min, and silica particles with a diameter of
0.2 μm or less were obtained. With Si(OC2H5)4 and a reaction time of 24 h, silica
particles of approximately 2 μmwere obtained. Monodispersed spherical particles of
a variety of functional ceramics including silica, TiO2, ZrO2, etc. can be
synthesized [10].

4.3 Thin Film Synthesis by the Chemical Solution Method

4.3.1 Thin Film Synthesis

Utilizing the characteristics of the solution method, numerous kinds of functional
ceramic thin films are currently synthesized. Examples of electronic functional thin
film types currently synthesized are ferroelectrics (BaTiO3, Pb(Ti,Zr)O3) [11],
transparent conductors (Sn-doped In2O3) [12], superionic conductors
(Na2O•11Al2O3) [13], superconductors (YBa2CuO7) [14], and others. Optical func-
tional films synthesized by the solution method include light absorption and colored
films (FeO, NiO [15], CeO2-TiO2 [16]), reflection coatings (PbO-TiO2 [17], TiO2-
SiO2 [18]), second-order nonlinear optical films (KTiOPO4 [19], β-BaB2O4 [20],
Ba2NaNb5O15 [21]), etc. As a representative example, the synthesis of a stoichio-
metric epitaxial LiNbO3 film is described below.

4.3.2 Synthesis of Stoichiometric Epitaxial Lithium Niobate
Thin Film

4.3.2.1 Lithium Niobate

The structure of lithium niobate (LiNbO3) has hexagonal closest packing of oxygen
ions, and a lithium ion and a niobium ion occupy two-thirds of the octahedral sites.
This crystal structure is called an “ilmenite-type structure” and belongs to the
trigonal system. Therefore, at room temperature, the lithium and niobium ions are
at locations slightly askew of the center of the tetrahedral position, and spontaneous
polarization occurs; thus, at room temperature, LiNbO3 is a ferroelectric. Due to its
superior piezoelectric and optical properties, LiNbO3 is a functional inorganic
material that has been researched for many years for its optical material applications,
for example, as a surface acoustic wave (SAW) element, etc.
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Figure 4.3 shows an equilibrium phase diagram of LiNbO3, comprising lithium
oxide (Li2O) and niobium oxide (Nb2O5), with magnification of the vicinity of
50 mol% Li2O [22]. While 50 mol% Li2O is equivalent to LiNbO3, there exists a
solid solution region of width 2%–3% in the vicinity of this stoichiometric compo-
sition. The apex of the dome seen at 1250 �C in this phase diagram is called the
“congruent melting composition.” Detailed research has shown that this congruent
melting composition is 48.45 mol% Li2O. In other words, at 1253 �C, LiNbO3 does
not decompose—rather, it is dissolved as is and becomes LiNbO3 melt; that com-
position, however, is not the 50.0 mol% stoichiometric composition.

The LiNbO3 single crystal is grown using the Czochralski method, by raising a
LiNbO3 seed crystal from LiNbO3 melt maintained at high temperatures while
rotating it. However, there is a lithium shortage in the melt at 1250 �C. Therefore,
a single crystal obtained using the Czochralski method does not have a Li 50% and
Nb 50% stoichiometric composition but a nonstoichiometric composition with Li
shortage. As shown by the dashed line in Fig. 4.3, the Curie point (the ferroelectric-
paraelectric phase-transition temperature) of LiNbO3 is sensitive to the Li2O con-
stituent and changes with composition from 1020 to 1180 �C. The important optical
property, the refractive index, changes depending on composition. Further, since this
is a nonstoichiometric composition, defects occur within the LiNbO3 crystal, and
LiNbO3 crystals can easily undergo optical damage from laser light, etc., used in
optical applications. Thus, LiNbO3 with a good stoichiometric composition is
desired.

Fig. 4.3 Equilibrium phase
diagram of LiNbO3

consisting of lithium oxide
(Li2O) and niobium oxide
(Nb2O5). (Reprinted with
permission from Ref. [22].
Copyright 1971 American
Institute of Physics)
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While it is difficult to obtain a stoichiometric composition LiNbO3 using the
commonly used Czochralski method, stoichiometric LiNbO3 can be synthesized
using the chemical solution method.

The chemical solution method can be used to synthesize an epitaxial thin film,
which is also considered to be a single-crystalline film or preferentially oriented film,
where the crystal growth surface is oriented in a specific direction.

4.3.2.2 Synthesis and Structure of LiNbO3 (LN) Precursor

For thin film synthesis, a precursor solution containing the component element
compounds is coated onto a substrate to prepare the precursor thin film. The
following coating methods exist among others: the dip-coating method, in which
the precursor film is created by immersing the substrate in the solution and raising it
at a fixed speed; the spin-coating method, in which solution droplets are coated onto
the substrate via rotation at high speeds; and the spray-coating method, in which the
solution is spray-coated onto the substrate. A variety of materials are used for the
substrate depending on its purpose and the application in which it will be used;
substrates include a metal (platinum, etc.), semiconductor (silicon), silica glass, an
insulator (oxide single crystal, etc.), and so on.

When synthesizing an epitaxial thin film, an appropriate single-crystal substrate
must be selected with consideration given to lattice matching with the target crystal.
Frequently used single-crystal substrates are magnesia and sapphire (α-alumina).

Figure 4.4 shows the synthesis procedure for a LN precursor complex alkoxide,
as well as LN powder and thin film synthesis processes [23]. Equimolar lithium
ethoxide (LiOC2H5 or LiOEt) and niobium ethoxide (Nb(OC2H5)5 or Nb(OEt)5) are
heated to reflux in anhydrous ethanol and made to react for a specified amount of
time. Water (1.0 equivalent to LN precursor) to the precursor complex alkoxide
diluted with ethanol is added dropwise at room temperature. This is again heated to
reflux for 24 h, and a homogeneous solution is prepared. The synthesized precursor
solution is concentrated to a concentration of 0.1 mol L�1. The solution is hydro-
lyzed, and after solvent elimination and drying, heat treatment is performed at a
specified temperature resulting in the preparation of LN powder.

For precursor film formation, dip coating is performed. The substrate is immersed
in LN precursor solution, and after raising the substrate at a fixed speed, it is dried to
form the precursor film on the substrate. It is then crystallized under controlled
conditions to obtain the LN thin film.

Figure 4.5 shows the 93Nb nuclear magnetic resonance spectrum of the starting
material niobium ethoxide and the LN precursor measured in ethanol. Within the
solution, niobium ethoxide has become an equilibrium mixture of the monomer and
dimer (Fig. 4.6a) [24] and shows two resonance lines at�1067 ppm and�1305 ppm
(Fig. 4.5a). Meanwhile, the LN precursor—synthesized by reacting niobium
ethoxide and lithium ethoxide in ethanol at 80 �C for 24 h—shows only a single
resonance at �1156 ppm; its chemical shift also differs from that of niobium
ethoxide (Fig. 4.5b). From these facts, it is known that the LN precursor has
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structures including the Nb(OEt)6 octahedral structure, as shown in Fig. 4.6b.
Further, from the 13C NMR results, the LN precursor contains only one type of
ethoxy group, which is attributed to Nb-OC2H5. This LN precursor takes a structure
in the ethanol solution such as that shown by Li[Nb(OEt)6]. Measurement of these
NMR spectra makes it easy to know whether or not the LN precursor has been
generated. When composition deviation exists and the precursor has not been
sufficiently generated, different resonance lines are observed in the 93Nb NMR
spectrum. From the precursor solution that has not taken the desired configuration

Fig. 4.4 Synthesis
procedure for LN precursor,
LN powder, and LN
thin film

Fig. 4.5 93Nb nuclear
magnetic resonance
spectrum of the starting
material niobium ethoxide
(Nb(OC2H5)5) and the LN
precursor measured in
ethanol (a) niobium
ethoxide, (b) LN precursor
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within the process of crystallization to LiNbO3, a second phase is generated as
described below.

4.3.2.3 Low Temperature Synthesis of LiNbO3 (LN) Powder

Powder obtained from the hydrolysis of product formed from the LN precursor was heat-
treated in air for 2 h at 350 �C, and the obtained product was analyzed using X-ray
diffraction; results are shown in Fig. 4.7. In the precursor immediately after mixing, there
is still insufficient reaction of the lithium ethoxide and the niobium ethoxide, and the
powder after heat treatment is a mixture of LiNbO3, LiNb3O8, and Li3NbO4. Even after
4 h of reaction, although LiNbO3 is the main phase, it is still a mixture. From the precursor
synthesized for 22 h by heating to reflux, the powder after heat treatment at 350 �C
crystallized to single-phase LiNbO3, as shown in Fig. 4.7c.

When a LN precursor that has undergone hydrolysis with a controlled quantity of
water is used, the LN crystallization temperature can be further reduced. During the
hydrolysis stage of Fig. 4.4, 1.0 equivalent water is added. When this has been heated to
reflux at 80 �C for 24 h, a homogenous precursor solution is obtained. The powder
obtained from this precursor is amorphous, as shown in Fig. 4.8b. When this powder is
crystallized in a water vapor/oxygen mixture flow, a crystalline LN powder is obtained at
250 �C, as shown in Fig. 4.8a. By using an appropriately configured precursor, and with
decomposition of the organic matter in a controlled environment, crystalline LN can be
synthesized at temperatures lower than when using conventional processes.

4.3.2.4 Formation of Stoichiometric Epitaxial LiNbO3 (LN) Thin Film

LN crystal is trigonal with hexagonal closest packing of the oxide ions. Thus, when
sapphire (α-Al2O3) single crystal, also having hexagonal closest packing of oxide
ions, is used as the substrate, oriented thin films and epitaxial thin films can be

Fig. 4.6 Molecular
structures of niobium
ethoxide and LN precursor
in ethanol (a) niobium
ethoxide, (b) LN precursor.
(Reprinted with permission
from Ref. [24]. Copyright
1995 John Wiley & Sons)
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synthesized. There are three types of sapphire substrate: (012) plane, (110) plane,
and (001) plane; oriented thin films can be produced on any of these substrates.
Figure 4.9 shows X-ray diffraction patterns of LN film crystallized at 400 �C with
silicon (100) and each sapphire plane as the substrates. As shown in Fig. 4.9a, a LN

Fig. 4.7 X-ray diffraction
patterns of the heat-treated
products at 350 �C for the
0 h-, 4 h-, and 22 h-reacted
precursors in ethanol, (a)
0 h, (b) 4 h, (c) 22 h
(Courtesy of the American
Ceramic Society from Ref.
[23]. Copyright 1987
American Ceramic Society)

Fig. 4.8 X-ray diffraction
patterns of the as-prepared
powder from the LN
precursor and the heat-
treated product at 250 �C in
a water gas/oxygen mixture
flow (a) heat-treated product
at 250 �C, (b) as-prepared
powder (Courtesy of the
American Ceramic Society
from Ref. [23]. Copyright
1987 American Ceramic
Society)
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thin film on a silicon substrate shows the same diffraction pattern as a polycrystalline
powder. Meanwhile, only the strong diffraction lines of LN 012, 011, and 006 are
observed for the sapphire (012) plane, (110) plane, and (001) plane, respectively. We
thus know that LN oriented in these crystal planes has been produced on these
sapphire substrates. When LN thin films crystallized on sapphire (001) are further
analyzed using the X-ray pole figure method, three-fold symmetry spots are
displayed, showing that this is an epitaxial film. That is, while the LN crystal lattice
has three-dimensional regularity vis-à-vis the sapphire (001) plane of the substrate,
the LN is also a single-crystalline film.

Figure 4.10 shows the relationships between ion sites on the sapphire (001) plane
and the LN (001) plane. Since LN has a larger lattice constant, the open circles
located on the large hexagonal shape show oxide ions. The lattice mismatch between
the sapphire and LN is 8.20% in the a-axis direction and 6.67% in the c-axis
direction. The refractive indices of the epitaxial LN thin film synthesized on the
respective sapphire planes were as follows: 2.308 on the (012) plane, 2.314 on the
(110) plane, and 2.386 on the (001) plane; these are appropriate values that show the
stoichiometric composition of the LN.

The LN film on the sapphire (001) plane showed the high refractive index of
2.386. This is thought to be because the LN thin film undergoes compressive stress
from within the (001) plane of the sapphire substrate due to differences in their
coefficients of thermal expansion. Cases of thin film properties being impacted by
stress from the substrate are well known. An example is the Curie point shift and
increase of coercive filed of BaTiO3 films because of high compressive stresses
(≧ 400 MPa) [25]. Of deep interest is the use of stress to control thin film properties.

Fig. 4.9 X-ray diffraction
patterns of LN film
crystallized at 400 �C with
silicon (100) and each
sapphire plane as the
substrates, (a) Si (100), (b)
sapphire (012), (c) sapphire
(110), (d) sapphire (001)
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4.3.3 Synthesis of Metal-Oxide Thin Films Having Complex
Crystal Structure

Generally, in the crystallization process using the chemical solution method, it is not
in the desired crystal phase but in a low-temperature phase (metastable phase) that is
not reported for ordinary synthesis at high temperatures when prior crystallization
can occur; the more complex the crystal structure, the more often this trend occurs.

Once this low-temperature phase is produced, heat treatment at high temperatures
must be performed again to make the transition to the target crystal phase. At this
time, due to reactions of the thin film and substrate, a second phase is produced, and
abnormal grain growth occurs. The result is a decline in the translucency and surface
smoothness of the thin film; nonuniform particle size distribution occurs, and one
can no longer obtain a good-quality epitaxial film having the desired optical and
electrical properties. This is the case for Ba2NaNb5O15 (BNN) thin films having a
tungsten bronze structure. BNN is a ferroelectric and a crystal that displays electro-
optical effects. As the precursor film crystallizes, a crystal hexagonal structure is
generated at low temperatures. BNN with this structure has inferior dielectric
properties and shows no electro-optical effects. In this case, one uses a thin
underlayer film crystallized beforehand with the tungsten bronze structure; on this,
a precursor film of ordinary thickness is formed, and crystallization is performed by
rapid heating. In this way, an epitaxial BNN thin film displaying dielectric hysteresis
and second harmonic generation can be obtained [21, 26].

Recently, there has been interest in bismuth-layered perovskite structure oxide
(Bi4Ti3O12) as a nonvolatile ferroelectric memory material. Compared with the Pb
(Zr,Ti)O3 thin film, oxygen defects do not readily occur even when fabricated on a
platinum electrode substrate, and its fatigue properties are superior when there are
repeated polarization reversals. As shown in Fig. 4.11, this oxide has a complex
crystal structure in which a perovskite lattice is sandwiched between bismuth oxide
layers. For application in devices, it will be necessary to form the thin film material
on a substrate (like semiconductor silicon) onto which the platinum electrode has
been deposited. In this case, crystallization must be performed at temperatures of
650 �C or below to prevent reactions between the thin film and the substrate. Layered
compound thin films having this complex composition and structure can also be
synthesized at 650 �C or below using the chemical solution method; the favorable

Fig. 4.10 Relationships
between ion sites on the
sapphire (001) plane and the
LN (001) plane
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hysteresis characteristics of a (Bi,Nd)Ti3O12 thin film are shown in Fig. 4.12
[27]. The residual polarization value (Pr) of this film is 21.6 μC cm�2, and its
coercive electric field (Ec) is 70 kV cm�1. These +Pr and �Pr correspond to “1”
and “0,” respectively. Also, uniform Ge trace doping utilizing the characteristics of
the solution method is applied to crystallize a Ge-doped (Bi,Nd)Ti3O12 thin film with
good properties even at 600 �C [28].

4.3.4 Synthesis and Applications of Multiferroic Thin Film

Substances with combined properties of ferroelectricity, ferromagnetism,
ferroelasticity, etc. are called “multiferroic” and are attracting attention as new
functional materials. Bismuth ferrite (BiFeO3, BF) is a perovskite-type oxide and
is a multiferroic material that shows superior ferroelectricity and antiferromagnetism
in thin films at room temperature. Since the magnetization direction in an electric

Fig. 4.11 Structure of
layered perovskite,
Bi4Ti3O12

Fig. 4.12 Polarization
versus electric field
hysteresis curve for
Bi4Ti3O12 thin film
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field and direction of polarization in a magnetic field of BF are controllable,
abundant related research is being conducted for BF as a next-generation electronic
material [29]. With BF films, however, due to Bi volatilization, Fe ions easily attain a
mixed valence state with Fe2+ and Fe3+. Reduction of Fe3+ to Fe2+ results in oxide
ion vacancies, and electronic conductance occurs, increasing the leakage current.
This problem must be resolved before BF films can be used in ferroelectric device
applications. An attempt to control the occurrence of oxide ion vacancies involves a
slight doping with aliovalent ions. Addition of even trace levels of such elements is
effective in the chemical solution method. For example, when Fe ions located at site
A are substituted with Mn and Cr ions at just a few mol%, BF film can be
synthesized using the chemical solution method. It has been reported that such a
BF film has reduced leakage current and shows good ferroelectric hysteresis at room
temperature [30, 31].

Solid solution of other perovskite-type oxides in BF enables the synthesis of
perovskite single-phase BF-ABO ferroelectric thin films with improved insulation
properties. It has been reported that 0.7BF-0.3PbTiO3 (PT) thin film synthesized by
the chemical solution method has a reduced leakage current, with improved ferro-
electric properties. Also, 0.7BF-0.3 PT film doped with 5 mol% Mn showed a
residual polarization of 40.0 μC cm�2 and a coercive electric field of 100 kV cm-1

at room temperature [32]. It was found that the decreased coercive electric field also
enabled easy control of polarization reversal.

Recently, there has been increased interest in energy-harvesting materials, which
generate electricity using commonly existing phenomena such as vibration, light,
and temperature differences. BF has a comparatively narrow band gap, a shortcom-
ing in a ferroelectric. Because it absorbs visible light, a photocurrent is generated due
to the photovoltaic effect, and this photocurrent can be converted into electrical
energy. A BF film (500 nm thickness) synthesized on a substrate using the chemical
solution method was irradiated with 450 nm wavelength light [33]. The results are
shown in Fig. 4.13a. A photocurrent with extremely good responsiveness to on-off
light irradiation was detected. The same experiment was performed with a laminated
film made with 1 mol% Al-doped ZnO film (35 nm thickness) on BF film (300 nm
thickness). As shown in Fig. 4.13b, there is major improvement in the photocurrent
value. This is thought to be due to a combination of the photocurrent generated at the
pn junction interface between the p-type BF film and the n-type Al-doped ZnO film
and the self-bias current within the BF film. This generated photoinduced current
showed high stability, continuing for 24 h.

BF is also being investigated as a vibration power generation element for thin film
and microelectromechanical system (MEMS) applications. Novel properties are still
being discovered, and it is a deeply interesting material.
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4.4 Current Trend of Ceramic Synthesis

In the synthesis of functional inorganic material powders and thin films, it is
necessary to control the crystal structure and chemical composition. Yet, the control
of microstructure is the key to property manifestation. In powders, these properties
are structure, particle shape, particle size (diameter), and particle size distribution. In
thin films, these properties include post-crystallization particle size (diameter),
particle size distribution, surface smoothness, etc. The same holds for nanoparticles
and nanomaterials that are of recent particular interest, and the chemical solution
method is one important technique for the synthesis of these new materials.

Fig. 4.13 Zero-bias photoelectric current properties (measured at room temperature) of unpoled (a)
BiFeO3 single-layer and (b) 1 mol% Al-doped ZnO/BiFeO3-layered thin films on Pt/TiOx/SiO2/Si
substrates as a function of time under dark (OFF) and blue light (λ ¼ 450 nm, 1.0 mW/cm2)
irradiation (ON) conditions (Copyright 2015 The Japan Society of Applied Physics)
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Chapter 5
Chemical Functions of Ceramics

Shu Yin and Tsugio Sato

Abstract Chemical functions of ceramics are strongly related to the particle size,
crystalline plane, morphology, and synthesis methods. In this chapter, the physical
and chemical properties of fine ceramics materials are introduced. Environmentally
friendly soft chemical processes, including solvothermal/hydrothermal process and
mechanochemical process, are the effective methods for the synthesis of various
functional materials and mixed anion type visible light-induced photocatalysts. The
mixed anion type photocatalytic compounds consisting of N/O, N/F/O, S/O, and
N/C/O show excellent visible light absorption ability, indicating the potential appli-
cations in environmental purifications with high solar light utilization efficiency.
Various functions such as full-spectra active long wavelength light-induced
photocatalyst, full-time active photocatalyst system, UV shielding, oxygen storage
capacity (OSC), and hydrophilicity of oxide ceramics based on the precise design of
components, particle size, and morphology are introduced also.

Keywords Mixed anion · Photocatalyst · Oxygen storage capacity · Hydrophilicity ·
Multifunctionality

5.1 Physical and Chemical Properties of Ceramics Fine
Particles

5.1.1 Surface Energy

Physical and chemical properties of ceramics are greatly affected by their particle
size and morphologies. With the decrement of particle size, their specific surface
area becomes large, and the effect of the surface energy becomes significant. The
surface energy is the energy consumed by the destruction of the intermolecular
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chemical bond when the surface of the material is created. Surface atoms have more
energy than those inside the material. Therefore, according to the principle of
minimum energy [1], atoms spontaneously tend to be inside the bulk material rather
than on the surface. The surface energy is defined as the excess energy at the surface
of a material compared to the bulk. In other words, it is the work required to build an
area of a particular surface. The decomposition of a solid material into small pieces
requires destruction of its chemical bonds and needs to consume energy. The energy
required to break down the material into small pieces is equal to the energy released
from the surface of the small piece of material to build the bulk. The newly formed
unstable surfaces reduce the surface energy by surface atomic recombination [2].

5.1.2 Properties of Fine Particles

The surface energy of the solid is increased by repeating the cleavage of the bond.
Therefore, for small particles, the ratio of the surface energy to the total energy
increases greatly and becomes significant. The high surface area to volume ratio of
nanoparticles provides a huge driving force for diffusion. A bulk material has
constant physical properties regardless of its size, but at the nanoscale, the size-
dependent properties are often observed, as they are small enough to confine their
electrons and produce quantum effects. Some unexpected or unique properties of
nanoparticles are related to their large surface area of the material. Nanoparticles are
of great interest as they are a bridge between bulk materials and atomic or molecular
structures.

5.1.2.1 Vapor Pressure of Fine Particles

It has been shown on theoretical research that, if a liquid is broken up into small
droplets or if it is held in pores or other similar spaces which are of capillary
dimensions, its vapor pressure is a function of the curvature of the surface [3].

The vapor pressure of liquid particles can be calculated by the Kelvin equation
(Eq. 5.1).

lnP=P0 ¼ 2Mγ= RTρ • rð Þ ð5:1Þ

where P is the actual vapor pressure, P0 is the saturated vapor pressure, γ is the
surface energy, M is the molar molecular weight of the liquid, ρ is the density of the
liquid, R is the universal gas constant, r is the radius of the droplet, and T is the
absolute temperature.

In the case of water drop at 20 �C, the surface energy is 73 erg cm�2, the saturated
vapor pressure (P0) is 2.34 kPa, and the relationship between liquid particle radius
and vapor pressure can be expressed in Eq. 5.2 and be plotted as shown in Fig. 5.1.
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ln P=P0 ¼ 1:08� 10�9=r ð5:2Þ

When the size is less than 10 nm, the increment of vapor pressure becomes
significant.

5.1.2.2 Solubility of Fine Particles

The Gibbs free energy equation shows that solubility is dependent on particle size
and their surface area to volume ratio. Figure 5.2 shows the typical solubility as a
function of particle size. Similar to the Kelvin equation, the following Eq. 5.3 can be
utilized for the calculation of solubility of fine crystallines/particles:

Fig. 5.1 Relationship
between particle radius and
vapor pressure of water drop
at 20

�
C

Fig. 5.2 Typical solubility as a function of particle size [6]
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ln Sr=S1 ¼ 2Mγ= RTρ • rð Þ ð5:3Þ

where Sr is the solubility of particles with radius of r and S1 is the solubility of
materials with flat surface [4]. Very small particles give too high surface energy, and
the solution is unstable long-term because a process called the Ostwald ripening [5]
occurs. During the Ostwald ripening process, the small crystals are dissolved easily,
but at later stage large crystals grow because they have lower solubility and the
solution is supersaturated with respect to the larger crystals. As a result, the small
particles are being consumed as the larger ones grow bigger.

5.1.2.3 Melting Point Depression of Fine Particles

Melting point depression is a phenomenon of reduction of the melt point of materials
with reduction of their particle size. This phenomenon becomes significant in
nanoscale materials, in which the melting point is several hundred degrees lower
than that of bulk materials. Changes in melting point occur because nanoscale
materials have a much larger surface-to-volume ratio than bulk materials and
dramatically affect their thermodynamic and thermal properties. As an example, it
is found that the melting temperature of GaN ceramic nanoparticles consistently
decreases with the size of the nanoparticle [7] (Fig. 5.3). Further, it is found that the
particle shape can also affect the melting temperature of nanoparticles, and this effect
on the melting temperature becomes larger with decreasing particle size. Another

Fig. 5.3 Variation of melting point of GaN nanoparticles against the size of the particles. Reprinted
from Ref. [7] with open access from Hindawi. The particles with different surface energy are shown
with various symbols
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example is gold nanoparticles. Gold nanoparticles with 2.5 nm size melt at much
lower temperatures (about 300 �C) than the gold bulk (1064 �C) [8].

5.1.2.4 Chemical Reactivity of Fine Particles

Specific surface area has a great effect on the reactivity of materials. The larger
surface provides larger adsorbability and intimate contact among the substances and
results to higher chemical reaction among each other. The specific surface area is
increased as the particle size becomes smaller. The specific surface area is also
increased if the particle has pores. Even if the same material has the same weight and
volume, the surface activity and adsorbability change greatly according to their
specific surface area.

It is accepted that the specific surface area (SSA) of nonporous spheres can be
calculated from the particle size by the following Eq. 5.4:

SSA BETð Þ ¼ 6= ρ •Dð Þ ð5:4Þ

where SSA [m2/g] is the specific surface area measured by BET, ρ is the density of
particle, and D is the particle diameter.

5.2 Photocatalytic Functions of Ceramics

It is known that photon energy is solely a function of the photon’s wavelength (E¼
hυ). The photon with longer wavelength possesses the lower energy. Normally, after
irradiation of light on the semiconductor, the electron-hole pairs are produced on the
surface. Based on the light-induced process, as shown in Fig. 5.4, many applications
such as photocatalyst, solar cell, optical sensor, UV shielding, and luminescence
properties can be realized by utilizing the light-induced process or the chemical
activities of the electrons or holes [9, 10].

Photocatalytic reactions are using sunlight as energy source to excite semicon-
ductor. It is one of the promising processes which do not use fossil energy. Since the
discovery of photocatalysis phenomenon in 1972 [11], the photocatalytic functions
of ceramics have attracted widespread attentions of researchers and engineers.

Fig. 5.4 Light-induced process on semiconductor and its applications
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Because photocatalytic reaction system utilizes clean and inexhaustible solar energy,
it is a low environmental load type chemical process and expected to have great
potential in applications on the purification of air and wastewater, organic degrada-
tion, hydrogen production, and solar cell [9–15]. Until now, the titanium oxide
photocatalyst is regarded as one of the most effective photocatalysts because of its
excellent stability, non-toxicity, low expense, and high activity. Besides titanium
oxide, some oxides such as zinc oxide, tungsten oxide, and ABO3-type perovskite
compounds are well studied also. It is well known that the photocatalytic activity is
closely related to the crystallinity, phase composition, BET-specific surface area,
micro/nano structure, and morphology of the materials.

5.2.1 Photocatalytic Activity of Titania Ceramics

Titania is the principal white pigment in the world and has wide applications in
cosmetics, catalyst, and catalyst carrier because of its excellent physical and chem-
ical properties [13, 14]. In 1972, Fujishima and Honda [11] discovered the
photocatalytic splitting of water on TiO2 electrodes. Until now, the titanium oxide
photocatalyst is still one of the most excellent and effective photocatalysts in the
practical applications.

It is accepted that TiO2 particles absorb UV light to generate electron/hole pairs
(Eq. 5.5). The electrons are photo-induced to conduction band (e�CB), while the
holes in valence band (h+VB) are subsequently trapped by H2O molecule to form H+

and •OH radical (Eq. 5.6).
Figure 5.5 illustrates the energetic diagram and photo-induced charge transfer

process in a photocatalytic TiO2 particle. Although the bandgap of titania (3.2 eV) is
larger than the potential energy for electrochemical decomposition of water
(1.23 eV), pure water is difficult to be photo-decomposed on titania surface because
of the rapidly occurred backward reaction of H2 and O2. In the absence of oxygen
and in the presence of sacrificial species such as methanol, the holes oxidize
methanol to produce HCHO, etc., while electrons in the conduction band simulta-
neously reduce water to form gaseous H2 as shown by Eqs. 5.6–5.9 [15–18]. These
reactions proceed competitively with the recombination of the photo-induced elec-
trons and holes.

TiO2 !hν TiO2 e�CB þ hþVBð Þ ð5:5Þ
hþVB þ H2O! �OH þ Hþ ð5:6Þ

CH3OHþ �OH! �CH2OHþ H2O ð5:7Þ
�CH2OH! HCHOþ Hþ þ e�CB ð5:8Þ
2H2Oþ 2 e�CB ! H2 " þ2OH� ð5:9Þ
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e�CB þ O2 ! �O2
� ð5:10Þ

�O2
� þ Hþ ! �OOH ð5:11Þ

C6H5OH þ �OH; •OOH; and=or O2f g ! Intermediates! CO2 þ H2O ð5:12Þ
NOþ �OH; �OOH; and=or O2f g ! HNO2 and=or HNO3 80%ð Þ ð5:13Þ

NO þ �OH; �OOH; and=or O2f g ! N2 þ O2 20%ð Þ ð5:14Þ

Meanwhile in the presence of oxygen, the electrons in conduction band are
rapidly trapped by the molecular oxygen to form O2

� (Eq. 5.10) and then generate
highly active �OOH radicals (Eqs. 5.10 and 5.11) [15, 19]. The environmental
pollutant such as phenol in the solution reacts with these reactive oxygen radicals,
and/or molecular oxygen, to produce intermediates or complete decomposition
products, CO2 and H2O [19, 20] (Eq. 5.12). In the case of gas phase reaction,
environmental pollutant such as nitrogen monoxide (NO) reacts with above reactive
oxygen radicals to produce nitrate acid/nitric acid or nitrogen and oxygen directly
[21] (Eqs. 5.13 and 5.14). The produced acid is thought to be neutralized by basic
ash existing in air and finally leads to the environmental purification.

If the crystallinity of the photocatalyst increases, the electron-hole recombination
rate decreases; consequently, the fluorescence lifetime increases. Figure 5.6 illus-
trates the relationship among specific surface area, fluorescence lifetime, and hydro-
gen evolution rate. It is obvious that although amorphous titania possesses large-
specific surface area, the photocatalytic activity is quite poor, because of their short

Fig. 5.5 Schematic illustration of the energy correlation and the redox mechanism on titania
catalyst surface (a) with and (b) without oxygen. (Reprinted with permission from Ref. [15]. Copy-
right 2000 ACS)
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electron and hole’s lifetime, relating to the large amount of crystalline defects which
act as the electron-hole recombination center. On the other hand, the titania crystal-
line, especially crystallized in methanol, shows the highest photocatalytic activity for
hydrogen evolution. In addition, the activity of anatase seems to increase with
increasing specific surface area. Also, anatase crystallized in water and methanol
shows longer fluorescence lifetime than that crystallized in air. These results suggest
that the solvothermal reaction results to the formation of fine crystals of titania with
perfect crystallinity and results to the excellent photocatalytic H2 evolution activity.

5.2.2 Design Guideline for High-Active Photocatalytic
Materials

According to the photocatalytic reaction mechanism mentioned in Fig. 5.5, it is
suggested that the following factors are considered to promote the photocatalysis
efficiency for ceramics semiconductor materials (see Table 5.1 and Fig. 5.7).

In order to improve the photocatalytic activity, some effective ways are suggested
to enhance the charge transfer or charge separation. High crystallinity and high

Fig. 5.6 Photocatalytic activities, fluorescence lifetimes, and specific surface areas of titania
crystallized under various conditions. (Reprinted from the Ref. [22] with permission from Cam-
bridge University Press)
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specific surface area are the two basic important factors to realize the excellent
photocatalysis effect, because less crystalline defects and more adsorption sites on
the surface of semiconductors are beneficial to depress the electron-hole recombi-
nation and promote adsorption of chemicals on the surface [15, 22–24]. Meanwhile
in order to improve the light adsorption, some strategies such as dye-sensitization
[25–27] and ions doping [23, 28, 29] are normally used recently. Also the loading of
noble metal [27, 30, 31] and the utilization of interlayer space of layered compound

Table 5.1 Design guideline for high-active photocatalytic ceramics

No. Factor Detail actions References

1 High crystallinity Decrease the crystal defects and depress the recombi-
nation between photo-induced electrons and holes

[15, 22,
23]

2 High specific sur-
face area

Lead to ultrafine particles and improved adsorption
property

[15, 23,
24]

3 Dye-sensitization Improve the light absorption [25–27]

4 Narrowing of
bandgap

Be realized by colorizing or mixed ions doping [23, 28,
29]

5 Loading of noble
metal

Promote the charge transfer [27, 30,
31]

6 Utilization of lay-
ered compounds

Interlayer space as reaction field to promote charge
transfer

[32, 33]

7 Multicomponents
and Z-scheme

Combine various components with different bandgap,
resulting in the enhancement of charge transfer/
separation

[34–36]

Fig. 5.7 Schematic illustration for the enhancement of charge transfer in various photocatalytic
reaction systems (a) Dye-sensitization and noble metal loading (S, sensitizer, such as Ru (bpy)); (b)
utilization of layered compounds; (c) multicomponents (heterostructure); (d) Z-scheme and noble
metal loading. (Reprinted from the Ref. [27, 34, 36] with permission from ACS, RSC)
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[32, 33] as reaction field are preferred to effectively separate electrons from the
surface of photocatalysts. Especially, the formation of heterostructures, such as the
multicomponent or the Z-scheme [34–36], can accelerate the charge transfer, leading
to the efficient enhancement of photocatalytic activity, even for the photocatalytic
decomposition of water to produce hydrogen and oxygen.

5.3 Visible Light Responsive Photocatalysts

It is known that solar light spectrum consists of about 5% of UV light, 45% of visible
light, and 55% of IR light on the ground of sea level. Normally, due to the relatively
large bandgap of titanium oxide and strontium titanate, they can only use 5% of
ultraviolet rays contained in sunlight (Fig. 5.8). Although some semiconductors such
as tungsten oxide can absorb visible light effectively, its stability is not enough due
to the photolysis of itself during light irradiation. A problem in application of anatase
titania as photocatalyst is the large bandgap energy, i.e., anatase only shows
photocatalytic activities under UV light irradiation at wavelength < 387 nm, which
corresponds to its bandgap value of 3.2 eV. In order to improve the solar light
utilization efficiency, it is necessary and important to develop catalysts which can
utilize visible light or even infrared long wavelength light.

5.3.1 Anion Doped Visible Light-Induced Photocatalysts

Recently, mixed anion type photocatalysts have become to be a better choice in the
fundamental science research and engineering applications [23, 28, 29, 37]. Even

Fig. 5.8 Wavelength distribution of solar light spectra on the ground and at the outside of the
atmosphere. Dot line indicates the bound between UV and visible light region
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though the anion elements are closed together in the periodic table, properties such
as electronegativity are greatly different. The mixed anion compound, in which
multiple anions such as oxygen, sulfur, carbon, nitrogen, and hydrogen are included
in the same compound, possesses unique coordination structure and shows the
possibility for the innovative functions. The first principle calculation on electronic
state density of titanium has been carried out by considering various anion elements
doped in oxygen site of titanium oxide. The results imply that the bandgap values
can be effectively narrowed by introducing a series of anion elements [28, 29]. Fig-
ure 5.9 shows the band positions of several semiconductors and the comparison of
atomic P levels among anions. It can be seen that titania has a great potential for the
photocatalysis because of its suitable band positions for redox reaction under light
irradiation [10], and the bandgap of TiO2 is formed between O2pπ and Ti3d states. It
is expected that nitrogen-doped titanium oxide exhibits visible light responsiveness
and excellent visible light-induced photocatalytic activity [28].

Various novel anion type photocatalysts have been successfully synthesized and
been reported as high-active hydrogen evolution photocatalysts. It is reported that
TaON, LaMgxTa1-xO1+3xN2-3x (x⩾1/3) [38], and N/S/C/P monodoping or N–N/C–
S/P–P/N–P co-doping NaTaO3 [9] show excellent hydrogen evolution ability based
on water splitting. Another example is the solid solution of LaTaON2–SrTiO3, in
which the photocatalytic activities for H2 and O2 evolution under visible light are
successfully realized by bandgap turning using different fraction of perovskite
SrTiO3 [39]

.

Fig. 5.9 (Left) Band positions of several semiconductors in contact with aqueous electrolyte at pH
1; (Right) comparison of atomic P levels among anions. The bandgap of TiO2 is formed between O
2pπ and Ti 3d states. (Reprinted with permission from Ref. [14, 28]. Copyright 2001 Nature
Publishing Group and Copyright 2014 ACS)
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5.3.2 Synthesis of Visible Light-Induced Photocatalysts

Various mixed anion type visible light-type photocatalysts have been developed by using
a variety of methods and techniques. Different synthesis methods possess related advan-
tages and disadvantages. Nitrogen-doped titanium oxide with high-visible light
photocatalytic activities can be prepared by sputtering TiO2 target in N2 (40%)–Ar gas
mixture followed by annealing in N2 gas at 550 �C for 4 h or by treating anatase TiO2

powder in NH3 (67%)–Ar atmosphere at 600
�
C for 3 h [28, 29]. The nitrogen-doped

titania shows yellowish color and possesses noticeable absorption less than 500 nm.
Chemically modified TiO2-xCx can be synthesized by flame pyrolysis of Ti metal sheet at
850

�
C in a natural gas flame with controlled amount of oxygen [40]. Here, some other

recent synthesis technologies, including ion injection, low-temperature plasma treatment,
and partial oxidation reaction, are introduced.

5.3.2.1 Ion Injection

Ion injection or ion implantation is a material engineering process by which ions of a
material are accelerated in an electrical field or magnetic effect and impacted into the
lattice of a solid. This process is a universal process for changing the physical,
chemical, or electrical properties of materials. By this method, the metal
ion-implanted TiO2 catalyst enables the absorption of visible light up to a wave-
length of 400–550 nm, together with excellent visible light-induced photocatalytic
activities. As an example, some metal ions such as Cr and V can be introduced into
powdered TiO2 catalysts, which leads to the modification of the electronic state of
titania, resulting in the shift of the absorption into the visible light region [21]. Some
anions such as fluorine or nitrogen have also successfully been implanted into the
lattice of titania and other photocatalysts.

5.3.2.2 Chemical Vapor Deposition and Plasma Treatment

Besides anion-doped titania, nonstoichiometric titania TiO2-x also possesses excellent
visible light absorption and photocatalytic activity. The TiO2-x film can be synthesized
by a metal-organic chemical vapor deposition (MOCVD) method [40]. It is found that
anatase phase with a large oxygen deficiency in fact acts as an efficient photocatalyst for
the decomposition of methylene blue under the irradiation of light wavelength > 400 nm.
Nonstoichiometric visible light-active titania TiO2-x can also be prepared by a
low-temperature hydrogen plasma treatment at 200–400

�
C [41]. The prepared powders

possess excellent visible light responsive photocatalytic activities for the oxidation of
benzoic acid in liquid phase and the oxidation of 2-propanol in gas phase. In addition, the
oxygen vacancies can be introduced by the plasma surface treatment, and different colors
of titania such as yellow, gray, blue, and dark blue can be obtained by the precise control
of the O/Ti ratio.
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5.3.2.3 Partial Oxidation Reaction

The partial oxidation reaction method utilizes carbide/sulfide/nitride as starting precursors.
Because the precursors have already possessed the chemical bonding between titanium
and anions, it is easy to produce the anion doping state with controllable residual anion
doping amount, by partially oxidizing the precursors at a suitable treatment temperature in
air atmosphere. For example, the C-doped TiO2 can be obtained by oxidative annealing of
TiC in air/O2 at 600

�
C for 5 h [42]. Similarly, S-doped titania can be produced by the

same oxidative annealing of TiS2 in air at 500–600
�
C [43]. The yellowish S-doped TiO2

can be also obtained by mixing titanium isopropoxide with thiourea and ethanol followed
by evaporation and calcination in air at 400–700

�
C [44]. However, some disadvantages

still exist in the mentioned process, such as high cost of the expensive precursors and
difficulty to obtain fine particle size/high specific surface areas of the anion-doped
photocatalysts.

As mentioned above, there are many kinds of method for the preparation of visible
light responsive photocatalysts. It is well known that photocatalytic activity strongly
relates with the physical properties such as crystal phase, particle size, specific surface
area, crystallinity, and morphology of ceramics. In some cases, the high-temperature
treatment results in the formation of high-temperature stable phases, crystal growth,
low-specific surface area, decrement of the anion-doped amount, and consequently the
decrement of visible light responsive photocatalytic activities. In order to avoid the above
disadvantages, it is suggested to utilize low-temperature soft chemical processes to
synthesize high-active photocatalysts. In addition, it is expected to avoid using irritant
gases, such as NH3 and H2S, and expensive precursors, such as TiN and TiS2, and to
depress the formation of poisonous by-products such as SOx and NOx during the
photocatalyst preparation process.

5.3.2.4 Mechanochemical Doping

Mechanochemical technology is a low-cost and simple way to synthesize functional
materials, in which the operation can be carried out at room temperature. In princi-
ple, various ions can be effectively doped in the lattice of crystalline, although some
contaminations are introduced. Usually, the mechanical stressing induces the for-
mation of fresh oxygen-rich surface, which results in the electron transfer from O2�

ion on oxide surface to other organic substances and, as a result, leads to the
destruction of weak bonding in organic substance and the formation of new bonding
between oxide and nonmetallic element [45]. In the case of photocatalyst synthesis,
the fresh active surfaces are exposed by the milling treatment. It is an effective
method for doping anions such as nitrogen and fluorine in the lattice of various
photocatalysts around room temperature [24, 46–48].

Carbon doping, carbon/nitrogen co-doping, and sulfur doping are easily realized
by grinding TiO2 with adamantane, hexamethylenetetramine (HMT), or sulfur
also [47]. In all the cases, the DRS spectra show excellent light absorption in visible
light region (Fig. 5.10). The deNOx activity increases with the increment of
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nitrogen-doped amount while decreases in the case of excessive doping. About
0.17 at.% of nitrogen doping results in the highest deNOx activity under the
510 nm visible light irradiation (Fig. 5.10).

5.3.2.5 Solvothermal Synthesis

Solvothermal reaction is the process that uses high-temperature and/or high-pressure
solvents. The dielectric constant and ionic product change depending on the solvent,
temperature, and pressure; therefore, the reactivity of solvent changes with acid-base
conditions during the reactions. It is possible to utilize the solvothermal reaction to
control the nucleation and the crystal growth rate and, finally, produce nano-size
crystals with soft agglomeration, and controlling the phase composition or morphol-
ogy [9, 10, 49].

As shown in Fig. 5.11, the nitrogen-doped titania with anatase, brookite, and rutile
single phase can be selectively prepared by the solvothermal process at 190

�
C, without

any post-solvothermal calcination treatment [23, 50]. Compared with white color com-
mercial titania P25, the as-prepared TiO2�xNy sample shows violet color. After calcination
in air at 200–800

�
C for 1 h, it changes to weak violet, bright yellow, weak yellow, and

gray, respectively [50]. All the samples show excellent visible light absorption as shown in
DRS spectra, together with high deNOx activity under visible light irradiation (Fig. 5.11).
Without light irradiation, as shown by the P25 titania sample, the concentration of NOx

returns back to the original value, indicating no chemical reaction after turning off light.
Also, the chemical bonding between titanium and nitrogen can be confirmed by the XPS
analysis, indicating the solvothermal process is effective for the anion doping under mild
conditions in solution.

Fig. 5.10 Diffuse reflection spectra (DRS) of the mixed anion type photocatalysts prepared by
mechanochemical doping process using urea/ammonia carbonate (NHC), adamantine (ADM), and
hexamethylenetetramine (HMT) as reaction reagents and change in DeNOx ability with nitrogen-
doped amount. The DRS of P25 is also plotted. (Reproduced from Ref. [48] with permission from
Elsevier)
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5.3.3 LED Light-Induced Photocatalyst

Solvothermal-synthesized nitrogen-doped photocatalyst particles possess high crys-
tallinity, small particle size, and high specific surface area and show excellent weak
light-induced photocatalytic activity. Figure 5.12 shows the irradiation time depen-
dence of the concentration of NOx in the presence of photocatalysts irradiated by
various wavelength of LED lamps [51]. Usually strong light sources are utilized
during the characterization, while in this case, even with the use of very weak 2.5 W
of monochromatic LED lamps, high deNOx photocatalytic activity is realized.
Non-doping titania (S-TiO2) shows excellent UV light-induced activity but very
low photocatalytic activity under blue light irradiation, while nitrogen-doped titania
TiON loaded with platinum shows excellent UV light and visible light-induced
photocatalytic activity under both blue light (445 nm) and green light (530 nm)
irradiation. It is notable that high deNOx abilities can be reached even under red light
(627 nm) irradiation.

Fig. 5.11 DRS, photocatalytic deNOx activity, color images, and XPS spectra of anatase, rutile,
and brookite phase TiO2-xNy powders prepared by solvothermal reaction at 190

�
C for 2 h in TiCl3–

HMT system. Reproduced from Ref. [23, 50] with permission from The RSC & Elsevier
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5.3.4 Full-Time Active Photocatalyst System

Generally, photocatalyst does not work without light irradiation in night. In order to
effectively utilize the nighttime for atmosphere purification, a full-time active
photocatalytic system is suggested [10, 52, 53]. The coupling of photocatalysts
with a proper long afterglow phosphor such as CaAl2O4:(Eu, Nd) is expected to
prolong the photocatalytic activity even after turning off the light, by using the
fluorescence materials as the light source [52].

Figure 5.13 shows the schematic illustration of the concept of the multifunctional
persistent full-time reactive photocatalytic system, together with the deNOx behav-
iors of CaAl2O4:(Eu, Nd)/TiO2�xNy, TiO2�xNy, and CaAl2O4:(Eu, Nd)/undoped
TiO2 (P25) under UV light irradiation followed by turning off the light. This
photocatalytic system not only works under light irradiation but also in night without
light irradiation. Anion-doped titania shows absorption of visible light up to 700 nm,
showing a nice overlap between the diffuse reflectance spectra of mixed anion type
photocatalysts and the emission spectrum of long afterglow phosphor CaAl2O4:(Eu,
Nd). After turning off the light irradiation, the persistent deNOx activity can be
continuously confirmed for several hours, which is dependent on the various long
afterglow phosphor materials. Besides CaAl2O4:(Eu, Nd) (emission peak at
440 nm), other long afterglow materials such as Sr2Mg(Si2O7):Eu (peak: 465 nm),
Sr4Al14O25:(Eu, Dy) (peak: 490 nm), and SrAl2O4:(Eu, Dy) (peak: 520 nm) can also
be utilized in the proposed system. For not only NOx and VOC (such as CH3CHO)
but also some dyes in solution (such as MO and RhB dyes solutions), the persistent
photocatalytic purification effect with light irradiation can be confirmed [52].

The inset of the figure shows the apparent quantum efficiencies (QEλ) of the
CaAl2O4:(Eu, Nd)/TiO2�xNy composite consisting of 40% TiO2�xNy under UV
light irradiation together with that after turning off light, respectively. The quantum

Fig. 5.12 LED visible light irradiation time dependence of NOx concentration as a function of
sample type: (a) S-TiO2, (b) TiONPt. One ppm NO gas is pumped continuously through the reactor
(373 cm3). Irradiation is carried out using various LED light sources with a light intensity of 2 mW
for 10 min; the light is then turned off to allow the concentration to return to 1 ppm. (Reprinted with
permission from Ref. [51]. Copyright 2008 ACS)
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yield of the composite at 40 min (under UV light irradiation of 290 nm for 30 min)
and 100 min (in dark after turning off light for 1 h, under 440 nm long afterglow
luminesce light irradiation) shows the quantum yield of 0.024% and 13.5%, respec-
tively, indicating the high quantum efficiency of the composite. The apparent
quantum efficiency (QEλ) can be calculated using the following equation [53]
(Eq. 5.15), which takes into account the deNOx abilities and average absorption
ratios of various light wavelengths (λ > 290 nm, λ ¼ 440 nm).

QEλ %ð Þ ¼ FNO � αλ=Pλ � S � Aλð Þ � 100 ð5:15Þ

where FNO (μmol s�1) is the flow quantity of NO molecules in the reaction gas
(ml min�1), αλ(%) the deNOx ability of the photocatalyst, Pλ (μmol m�2 s�1) the
light intensity (photon numbers) on the surface of the sample, S(m2) the surface area
of the sample, and Aλ(%) the average light absorption ratio of the sample at different
light wavelengths.

5.3.5 Full-Spectra Active Photocatalyst

Figure 5.14 shows the deNOx photocatalytic activity under long wavelength light
irradiation, together with their composition dependence. The weak visible light-
induced anion-doped titania (such as C-TiO2) photocatalyst is combined with
up-conversion phosphor ((Yb, Er)-NaYF4). The composite can effectively use not
only the UV and visible light but also the near-infrared (NIR) light for photocatalytic
applications. For pure C-TiO2, although excellent deNOx activity is observed under

Fig. 5.13 (A) Schematic illustration of full-time reactive photocatalytic system; (B) photocatalytic
deNOx abilities of (a) CaAl2O4:(Eu, Nd)/TiO2�xNy composite, (b) CaAl2O4:(Eu, Nd)/TiO2(P25),
and (c) pure TiO2�xNy under UV light irradiation for 30 min followed by turning off light, while
NO gas is continuously flowed. The inset shows the quantum yield of the sample (a) CaAl2O4:(Eu,
Nd)/TiO2�xNy composite at 40 min (under UV light with the wavelength of 290 nm for 30 min) and
100 min (in dark after turning off light for 1 h). (Reproduced from Ref. [10, 53] with permission
from Ceramic Soc. Jpn. & Elsevier)
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various visible LED light irradiation until 627 nm, no NIR light-induced activity can
be observed, because C-TiO2 cannot be excited by 980 nm NIR light directly. There
is no deNOx activity for (Yb, Er)-NaYF4 alone under irradiation of various wave-
length light, because (Yb, Er)-NaYF4 is not a photocatalyst. However, after combi-
nation of C-TiO2 and (Yb, Er)-NaYF4 up-conversion phosphor together, continuous
deNOx photocatalytic activity is realized under NIR diode laser irradiation [54, 55].

5.4 Physical and Chemical Properties of Morphologically
Controllable Zinc Oxide Ceramics

Zinc oxide ceramics possess many unique physical and chemical properties. It is
used not only as a photocatalyst but also as solar cells, sensors, pigments, UV
shielding materials, etc. The morphological control of ZnO is an interesting topic.
Various morphologies such as nanobelts, nanowires, nanorings, nanocombs,
nanosprings, nanopropellers, tetrapods, and tetraleg structures are successfully pre-
pared by so-called “solid-state thermal sublimation” processes [56]. Solution method
has also successfully synthesized some unique morphologies and thin films of ZnO
with comparatively large scale [57].

Figure 5.15 shows the superhydrophobicity and superhydrophilicity of the ZnO films
with different superstructures. It is observed that ZnO films with different superstructures
possess different hydrophilicity (i.e., contact angles for a water drop). The ZnO film with
nanorod structures (left figure) shows a contact angle of 165� and possesses
superhydrophobicity. On the other hand, the ZnO film with nanoscrew structures (right
figure) possesses superhydrophilicity, i.e., super wetting properties for water drops. When
a drop of water (ϕ2.5 mm) falls on the surface of the film, it rapidly disperses to almost the
full area of the substrate (contact angle ¼ 0

�
).

Fig. 5.14 (a), (b) Photocatalytic deNOx activities of C-TiO2/(Yb, Er)-NaYF4 under irradiation of
visible light LED and NIR laser light. (Reproduced from Ref. [54] with open access to the Nature
publishing group)
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Figure 5.16 shows the contact angle and chemical luminous intensity of the ZnO
thin films with different morphologies. It is found that the film prepared until 24 h in
solution possesses nanorods superstructure and shows superhydrophobicity, while
that consisting of nonoscrews prepared by aging for more than 36 h shows
superhydrophilicity. Interestingly, the chemical luminescence intensity measure-
ment (see right figure) also agrees with the change of the superstructure, indicating
that the large surface area of the ZnO film is preferred to cause higher chemical
luminescence intensity, in other words, more amount of oxygen related radicals, and
of course leads to potential higher chemical reactivity [58].

Fig. 5.15 Superhydrophobic and superhydrophilic surface of ZnO films caused by their different
superstructures. (a) Thin film with nanorod structure, (b) thin film with nanoscrew structure

Fig. 5.16 (Left) Chemical luminous intensity and (Right) contact angle of water drops of ZnO
films with various morphologies prepared by heating Zn2+-HMT aqueous solution at 95

�
C for

different reaction times. (Ref. [58] with permission from the Trans Tech Publications)
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5.5 Chemical Functions of Cerium Oxide Ceramics

Cerium oxide is an oxide of the rare earth metal cerium. It is one of the most important
commercial products and an intermediate in the purification of other rare earth elements
from the ores. The principal traditional application of ceria is for polishing reagents,
especially chemical-mechanical planarization of glass. The distinctive property of this
material is its reversible conversion to a nonstoichiometric oxide and also leads to the
applications as an oxidation catalyst. The oxidation catalytic activity of CeO2 is related to
the oxygen evolution equilibrium as shown in Fig. 5.17. The ideal ionic size ratio of MO8

eight coordination oxide r(Mn+)/r(O2�) is 0.732.
Cerium oxide is also an excellent inorganic UV absorber material. Generally,

organic UV absorbers show excellent UV-B (290–320 nm) absorption property but
with modest UV-A (320–400 nm) absorbing ability. As one of the inorganic UV
absorbers, cerium oxide is safer than those of organic ones, by considering the
percutaneous absorption. Also, cerium oxide shows many advantages than other
inorganic UV absorbers such as titania and zinc oxide fine particles which possess
high photocatalytic activities and pose a safety problem when used at high concen-
trations. Fine particles of ceria show potential application on UV radiation blocking
material in personal care products. Because of its lower refractive index, cerium
oxide has characteristics which are ideal in a broad spectrum as inorganic sunscreen.
Not only high transparency to visible light region but also excellent ultraviolet
radiation absorption properties can be realized.

5.5.1 UV Shielding Property and Depression of Its Oxidation
Catalytic Activity for Cosmetics

Because of comparatively small ion size of Ce4+, the r(Ce4+)/r(O2�) is 0.702, which
is not big enough to stabilize the fluorite structure. A part of Ce4+ needs to be reduced
to Ce3+ with large ion size, releases the oxygen molecules accompanied by the

Fig. 5.17 Fluoride crystal structure of cerium oxide and its reversible conversion reaction to a
nonstoichiometric oxide
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formation of oxygen vacancies, and shows high oxidation catalytic activity. On the
other hand, in the case of cosmetic applications, low oxidation activity on the surface
of skin is required. In order to establish a more stable eight coordination in the
fluorite structure, some large ionic size cation doping is effective to stabilize the
fluorite structure, in other words, resulting in a shift of the equilibrium to the left side
of the equation (CeO2 side) [59]. As shown in the right part of Fig. 5.18, the catalytic
activity at 120

�
C using the Rancimat system (an instrument for measuring the

oxidation stability of natural oil) [60] indicates that the catalytic oxidation activity
of CeO2 can be effectively depressed by CaO and ZnO doping. Also the low
photocatalytic activity can be realized by the large ionic size of CaO or ZnO doping
(although the results are not shown here). In addition, 20 mol% CaO-doped ceria
nanoparticles show an excellent UV absorption capacity and high transparency in
visible light region compared with that of undoped ceria (left of Fig. 5.18). The high
conductivity in the Rancimat test means the high oxidation catalytic activity of the
samples. The potential cosmetic material candidates should possess low conductivity
and long induction time during the test (Right of Fig. 5.18).

The CaO doping results in obvious decrement of particle size and therefore leads
to the formation of a dense film to increase the UV light absorption and decrease the
scattering of the light, which is strongly related to the transmittance of visible light.
In the case of ZnO doping, the film possesses an excellent UV absorption capacity
but inadequate transparency in the visible light regions. Nanoparticles of CaO-doped
CeO2 can be safely used to provide a high SPF (sun protection factor) while
maintaining a natural appearance when they are applied to human skin.

Fig. 5.18 (a) UV–Vis transmittance spectra of cation doped CeO2 (doping amount in mol%) thin
films and (b) catalytic activity evaluated at 120

�
C using the Rancimat system. (Reproduced from

Ref. [59] with permission from the Elsevier)
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5.5.2 Applications for Oxygen Storage Capacity (OSC)

Cerium oxide ceramics have also been recognized as an important component of the
three-way catalysts (TWCs) because of their excellent oxygen storage capacity
(OSC) [61–64]. The major role of cerium oxide-based materials is maintaining an
air/fuel ratio around 14.7 during engine operation, and TWCs have high-pollutant
conversion efficiency under a narrow operation window and convert exhausted CO,
NOx, and hydrocarbon to environmentally friendly gases, respectively. From the
view point of the stability of the fluorite structure, instead of large ionic size doping,
some smaller ionic size cation doping can effectively lead to the unstabilization of
the fluorite structure, in other words, resulting in a shift of the equilibrium to the right
side of the equation (Fig. 5.17, oxygen release side).

Figure 5.19 shows the OSC properties of CeO2 doped with Zr
4+ and other cations

with different radius. The samples before calcination show higher OSC properties
than those after calcination. As expected, the OSC increases with the decrease of the
ionic radius, especially for the Zr4+-Co2+ and Zr4+-Sn4+ co-doping(Ce0.5Zr0.5O2,
Ce0.5Zr0.4M0.1O2(M¼ Co, Sn, Fe)). On the other hand, the OSC properties of CeO2,
Ce0.5Zr0.4Ti0.1O2, Ce0.5Zr0.4Fe0.05 Nb0.05O2, and Ce0.5Zr0.4Bi0.05 Nb0.05O2 decrease
greatly after calcination, indicating that no stable solid solution can be obtained
when excessively small cations are doped. Co and Sn doping or loading on thermally

Fig. 5.19 Oxygen storage capacities of various cerium oxides as a function of doped cation radius.
(Reproduced from Ref. [63] with permission from the RSC)
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stable alumina matrix results in excellent oxygen storage capacity and shows great
potential in CO oxidation activity (Fig. 5.20).

5.6 Remarks and Outlook

Physical and chemical properties of ceramics are greatly affected by their particle
size and morphologies. The functions of ceramics can be designed or controlled by
environmentally friendly physical and chemical synthesis processes, such as
solvothermal synthesis and mechanochemical doping process, etc. Some novel
functions such as UV/Vis/IR light-induced photocatalysis, functional thin films
with hydrophilicity and hydrophobicity, controllable surface chemical activity, and
catalytic activities can be realized by controlling the particle size, crystalline plane,
morphology, and components design.
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Chapter 6
Biological Functions of Ceramics

Masakazu Kawashita

Abstract Technologies applied to characterizing ceramics for biomedical applica-
tions have essential roles in the development of artificial bones and teeth. By
recovering biological function hampered by aging and disease and maintaining a
high quality of life for patients, healthcare is of increasing significance in an aged
society such as Japan. At present, healthcare includes not only technologies that
sustain life but also those that can extend healthy lives. In this chapter, ceramics
useful for recovering biological function are introduced.

Keywords Artificial bone · Bioactive ceramics · Apatite · Simulated body fluid

6.1 Requirements of Artificial Materials for Bone Repair

The human body loses function when it is damaged by disease, injury, or aging.
Artificial materials that are used in contact with the body surface, its inner tissue, or
body fluids in order to recover or support the body’s function are called biomaterials
[1]. When the bone is damaged, for example, motor function is lost, and the patient’s
quality of life (QOL) is significantly diminished. In such cases, artificial bone that
substitutes the function of natural bone is used clinically. As bone substitutes,
ceramic materials have an important role in clinical practice, especially orthopedics.

There are several requirements for biomaterials to recover bone function, as listed
below:

A. Biological properties

(i) No toxicity, no tissue inflammation, and no carcinogenicity
(ii) Affinity to surrounding soft tissue
(iii) Strong chemical bonding to surrounding bone
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B. Mechanical properties

(i) Long-term mechanical properties analogous to or higher than bone
(ii) Elastic modulus similar to bone
(iii) Low friction coefficient and low rate of friction at joint surface

C. Requirements for use in clinical practice

(i) Easy molding and working
(ii) No deterioration by sterilization such as autoclave
(iii) Easy handling in operation room

Regarding the biocompatibility of biomaterials for bone repair, both mechanical
and biological compatibilities must be considered. These compatibilities should be
evaluated in terms of the implantation site of the biomaterial or its substitution for
body tissues. Actually, the required mechanical properties of biomaterials for corti-
cal bone are very different from those for cancellous bone. For cortical bone, the
compressive strength, bending strength, Young’s modulus, and fracture toughness
(KIC) are 100–230 MPa, 50–150 MPa, 7–30 GPa, and 2–12 MPa m1/2, respectively,
whereas the compressive strength, bending strength, and Young’s modulus for
cancellous bone are 2–12 MPa, 10–20 MPa, and 0.05–0.5 GPa, respectively. In
addition to evaluating biocompatibility, both short- and long-term evaluation in the
body is needed.

Ceramics used clinically can be categorized into three materials based on their
biological response: bioinert, bioactive, and bioabsorbable (biodegradable).
Table 6.1 shows ceramics for bone and joint repair with some representative
examples. Bioinert materials form collagen layers on their surfaces, but the collagen
layer is extremely thin. Hence, these materials appear to contact the bone under an
optical microscope. However, bioinert materials do not bond to bone directly; their
fixation at the implant site is achieved by mechanical interlocking. Bioinert materials
are mainly used for femoral components in artificial joints. By comparison, bioactive
materials form strong bonds to bone without a foreign body response. They are used
as artificial iliac bones and artificial vertebra, but their use is limited to unloaded

Table 6.1 Ceramics for bone and joint repair with some representative examples

Bioinert material Sintered alumina (Al2O3)

Sintered zirconia (ZrO2)

Bioactive
material

Bioglass® (Na2O-CaO-SiO2-P2O5 glass)

Ceravital® (Na2O-K2O-MgO-CaO-SiO2-P2O5 glass-ceramics, precipitated
crystalline phase: oxyapatite)

Cerabone® A-W (Glass-ceramic A-W) (MgO-CaO-SiO2-P2O5-CaF2 glass-
ceramics, precipitated crystalline phase: oxyfluoroapatite)

Sintered hydroxyapatite (Ca10(PO4)6(OH)2)

Bioabsorbable
material

Sintered β-tricalcium phosphate (3CaO�P2O5)

Limestone (CaCO3)
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implantation sites because their mechanical properties differ considerably from
living bone. Bioabsorbable materials decompose and are gradually absorbed in the
body and replaced with living bone, especially when they are implanted into bone
defects. However, the mechanical properties of conventional bioabsorbable ceramics
remain vastly different from those of bone, and new technologies that can control the
absorption rate are desirable.

Among several characteristics of ceramics, their bone-bonding ability (i.e., bio-
activity) is especially unique. Bioactive ceramics have been investigated extensively
as biomaterials showing specific biological functions to bone tissue, and several
attempts have been made to apply this function to novel bone-repairing materials.
Understanding the bone-bonding mechanism of bioactive ceramics has contributed
to the development of regenerative medicine as well as orthopedics and dentistry.

6.2 Bone-Bonding Ceramics

When artificial materials are implanted into bone defects, they are generally encap-
sulated by collagen fibers to be isolated from the surrounding bone. This strategy is
our body’s common response to protect itself from foreign materials. Because of this
encapsulation, however, artificial materials cannot become securely fixed to the
surrounding bone. In the early 1970s, Hench et al. discovered that some glasses in
the Na2O-CaO-SiO2-P2O5 system could bond to living bone tightly without the
formation of fibrous tissues [2]. The glasses were named Bioglass®, and their typical
composition (45S5) in mol% was 46.1 SiO2, 24.4 Na2O, 26.9 CaO, and 2.6 P2O5.
Since then, various types of bone-bonding materials have been developed and used
clinically. Bone-bonding ceramics such as Bioglass® are now called bioactive
ceramics. The phenomenon of new bone formation on bioactive ceramics is called
osteoconduction. The osteoconductivity of bioactive ceramics can achieve strong
bonding between ceramics and bone, providing great potential to the development of
stable bone substitute implants.

Glass-ceramics obtained by the crystallization of glass also show bioactivity. A
typical example is the glass-ceramic A-W obtained by heat treatment of MgO-CaO-
SiO2-P2O5-CaF2 glass. Sintered hydroxyapatite (Ca10(PO4)6(OH)2) is also used
clinically as a non-bonding material. Bone is mainly composed of hydroxyapatite
(70 mass%) and collagen (30 mass%); hence, it is reasonable to consider that
hydroxyapatite can bond to bone. However, even glasses and glass-ceramics
whose compositions are entirely different from bone can bond to living bone.
Furthermore, Bioglass® and glass-ceramic A-W show higher osteoconductivities
than sintered hydroxyapatite [3]. According to previous studies, these glass and
glass-ceramics bond to bone through a hydroxyapatite layer. Notably, this apatite
layer does not form at the interface between non-bioactive glass and glass-ceramics
and bone [4, 5]. As proposed by Kokubo et al. [6], simulated body fluid (SBF) can be
utilized to reproduce the formation of an apatite layer on bioactive glass and glass-
ceramics. SBF is an acellular protein-free solution and contains inorganic ions with
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concentrations nearly equal to those of human blood plasma. Its pH is controlled at
7.25 or 7.40 by tris(hydroxymethyl)aminomethane and hydrochloric acid (HCl), as
shown in Fig. 6.1. Consequently, it is believed that the apatite layer is formed on
bioactive ceramics via chemical reactions between the bioactive ceramics and body
fluid.

According to the analysis of glass-ceramic A-W surfaces by thin-film X-ray
diffractometry and Fourier-transform infrared spectrometry, the apatite layer formed
on glass-ceramic A-W was composed of carbonate ion-containing hydroxyapatite
microcrystals with defective structures and/or small crystallites [7], and it was
similar to bone mineral in its composition and structure. Therefore, it is speculated
that fibroblasts are difficult to proliferate on the apatite layer, and hence bone can
contact the apatite layer directly without fibrous tissues. After contact, strong
chemical bonds are formed between the bone and apatite layer in order to decrease
the interfacial surface energy. When two rectangular plates of glass-ceramic A-W
tied together with silk thread were soaked in SBF or implanted subcutaneously into
rats for 1 month, they strongly bonded to each other through the apatite layer and
could not be mechanically separated [8, 9]. This suggests that strong chemical bonds
can form between the apatite layers in vivo without the contribution of organic
compounds such as proteins and cells.

Based on these findings, bioactive materials should be fabricated by designing
their surfaces to form apatite with a composition and structure analogous to bone
mineral, which is called bone-like apatite, via chemical methods (Fig. 6.2). The
apatite-forming ability of materials in the body fluid environment depends on both
the composition and structure of the materials. For example, the rate of apatite
formation for some bioactive ceramics is increased in the order: sintered

Fig. 6.1 In vitro evaluation of apatite-forming ability of samples using simulated body fluid (SBF)
with ion concentrations nearly equal to those of human blood plasma
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hydroxyapatite < glass-ceramics A-W < Bioglass®. Sintered hydroxyapatite has a
nearly stoichiometric composition (Ca10(PO4)6(OH)2), whereas, in bone apatite,
PO4

3– ions are partially replaced with CO3
2– and HPO4

2– ions, Ca2+ ions are
partially replaced with Mg2+ and Na+ ions, and OH– ions are partially replaced
with Cl– ions. Therefore, even sintered hydroxyapatite forms bone-like apatite on its
surface when it is implanted into the body, which remains stable under body fluid
conditions. However, the rate of reaction is low because the reaction progresses by
ion exchange between hydroxyapatite crystals and body fluid. In contrast, glass-
ceramic A-W contains a CaO-SiO2 glassy phase besides oxyfluoroapatite
(Ca10(PO4)6(O, F)2) and β-wollastonite (CaSiO3). The CaO-SiO2 glassy phase
plays an important role in the formation of bone-like apatite in the body fluid
environment, as described in Sect. 6.3.

6.3 Mechanism of Apatite Formation on the Surface
of Bioactive Ceramics

Figure 6.3 shows the compositional dependence of CaO-SiO2-P2O5 glasses on
apatite formation in SBF [10]. Interestingly, CaO-SiO2 glasses without P2O5 (typ-
ically 50CaO�50SiO2 (mol%) glass) as well as those containing small amounts of
P2O5 form apatite on their surfaces, whereas CaO-P2O5 glasses without SiO2 as well
as those containing SiO2 do not. Body fluid contains calcium (Ca2+) and phosphate
ions with concentrations exceeding the solubility of hydroxyapatite
(Ca10(PO4)6(OH)2), even under normal conditions (i.e., our body fluid is supersat-
urated with respect to hydroxyapatite). When 50CaO�50SiO2 (mol%) glass is

Fig. 6.2 Bone-bonding
mechanism of bioactive
glasses and glass-ceramics
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exposed to body fluid, Ca2+ ions are released from the glass to the surrounding fluid.
As a result, the degree of supersaturation of the surrounding fluid with respect to
hydroxyapatite is increased. The release of Ca2+ ions also forms hydrolyzed silica
(SiO2) gel abundant with Si-OH groups on the glass surface, and the Si-OH groups
induce the heterogeneous nucleation of apatite in the body fluid environment
[11]. During apatite formation, phosphate ions are supplied from the surrounding
body fluid; hence, the 50CaO�50SiO2 (mol%) glass can form apatite although it
contains no P2O5. That is, the release of Ca

2+ ions increases the degree of supersat-
uration of the surrounding fluid with respect to apatite and forms functional groups
such as Si-OH groups, which induce the heterogeneous nucleation of apatite. Once
the apatite nuclei are formed, they grow spontaneously to form an apatite layer by
consuming the Ca2+ and phosphate ions from the surrounding fluid. Consequently,
the 50CaO�50SiO2 (mol%) glass exposed to body fluid forms the gradient surface
structure shown in Fig. 6.4. Novel bioactive materials can be developed by control of
this aforementioned apatite formation process.

6.4 Bioactive Organic-Inorganic Composite Materials

Conventional bioactive ceramics are not able to replace highly loaded bones, such as
the femur and tibia, since they have a lower fracture toughness and a higher Young’s
modulus than bone. Bone has a well-designed structure where inorganic tiny apatite
crystals, 20–40 nm in size, are deposited on three-dimensional collagen fibers. Based
on the organic-inorganic composite structure of bone, bioactive organic-inorganic
composites with plastic deformability have been developed. Bonfield et al.

Fig. 6.3 Compositional dependence of CaO-SiO2-P2O5 glasses on apatite formation in SBF
(soaking time, 30 days) [10]
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developed a hydroxyapatite – high-density polyethylene (HDPE) composite in
which HDPE is reinforced with hydroxyapatite [12]. The resultant composite dem-
onstrates bioactivity due to the presence of hydroxyapatite and exhibits mechanical
properties analogous to cortical bone, resulting in the formation of stable bonds
between the composite and bone. Further, the composite can be cut into the desired
shape during surgery.

Kikuchi et al. developed a hydroxyapatite/collagen bone-like nanocomposite
[13], which is completely incorporated into the bone remodeling process for substi-
tution by new bone. In 2012, a hydroxyapatite/collagen sponge composed of
hydroxyapatite (80 wt%) and collagen (20 wt%) received marketing and
manufacturing approval in Japan. Octacalcium phosphate (OCP,
Ca8H2(PO4)6�5H2O) is a precursor of hydroxyapatite in the mineralization of living
bone. Suzuki et al. found that OCP shows better osteoconductivity than hydroxyap-
atite [14] and developed OCP-based bone substitute materials [15]. The
OCP/collagen composite is presently being subjected to clinical trials in Japan.

According to the mechanism of apatite formation on CaO-SiO2 glass in body
fluid described in Sect. 6.3, it is useful to utilize the components releasing Ca2+ ions
and those that have Si-OH groups to synthesize novel bioactive materials. If organic
polymers modify these components, novel biomaterials with osteoconductivity as
well as distinct mechanical properties can be obtained. Figure 6.5 shows a schematic
representation of organic-inorganic hybrids for bone repair. Such organic-inorganic
hybrids can be synthesized by the sol-gel method utilizing the hydrolysis and
polycondensation of silicon alkoxide compounds. In this respect, Mackenzie et al.
proposed organically modified silicates (ORMOSILS) composed of
polydimethylsiloxane (PDMS) and SiO2 derived from tetraethoxysilane (TEOS)
[16]. The ORMOSILS possess chemical and thermal stability due to SiO2 and
flexibility due to PDMS. Osaka et al. developed PDMS-CaO-SiO2 hybrids showing

Fig. 6.4 Surface structure
of 50CaO�50SiO2 (mol%)
glass exposed to body fluid
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an apatite-forming ability in SBF similar to bioactive glass [17]. Regarding the
organic component, vinyltrimethoxysilane (H2C¼CHSi(OCH3)3) and
3-methacryloxy propyltrimethoxysilane (MPS; H2C¼CCH3COO(CH2)3Si
(OCH3)3) have been considered [18, 19]. MPS and 2-hydroxyethylmethacrylate
(HEMA; H2C¼C(CH3)COOCH2CH2OH) are polymerized, and calcium chloride
(CaCl2) is added to the polymer and dried to obtain MPS-HEMA-CaCl2 hybrids, as
shown in Fig. 6.6 [20]. If the hybrids are soaked in SBF, those with a MPS:
HEMA¼0.1:0.9 (molar ratio) composition can form apatite on their surface after
7 days of soaking as shown in Fig. 6.7. These organic-inorganic hybrids have a wide
range of biomedical applications because they can be coated on polymeric materials
with excellent mechanical properties or blended with conventional polymers. In fact,
if MPS and CaCl2 are added to polymethylmethacrylate (PMMA) bone cement, the
cement forms apatite in SBF [21]. These organic-inorganic hybrids are believed to
be novel biomaterial candidates with the osteoconductivity of bioactive inorganic
components and the flexibility of organic components.

6.5 Induction of Bioactivity on Metals by Chemical
Treatment

On the basis of the apatite formation mechanism of bioactive ceramics in body fluid,
a technology to induce bioactivity directly on titanium and its alloys has been
developed. Li et al. found that hydrolyzed titania (TiO2) and SiO2 gels formed
apatite in SBF [22]. This finding suggests that bioactivity can be induced on titanium
when its surface is modified by chemical treatments that enable it to be hydrolyzed to

Fig. 6.5 Schematic representation of bioactive organic-inorganic hybrids
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form TiO2 gel under body fluid conditions. For example, low crystallinity sodium
titanate is formed on titanium when titanium is subjected to a 5 kmol m–3 sodium
hydroxide (NaOH) solution and subsequent heat treatment at 600 �C, as shown in
Fig. 6.8. Thus, when treated titanium is subjected to body fluid, sodium (Na+) ions
are released from the titanium surface into the body fluid, and hydronium (H3O

+)
ions are incorporated into the titanium surface to form many Ti-OH groups [23],

Fig. 6.6 Synthesis of MPS-HEMA-CaCl2 hybrid

Fig. 6.7 Scanning electron micrographs of MPS-HEMA-CaCl2 hybrids soaked in SBF for 7 days
(MPS:HEMA¼0.1:0.9 molar ratio) [20]
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which induce apatite nucleation. The release of Na+ ions increases and enhances the
apatite nucleation by increasing the concentration of OH– ions and increasing degree
of supersaturation of body fluid with respect to apatite. The formed apatite develops
a graded structure toward the substrate, and hence the apatite bonds strongly to the
substrates. Hip joints subjected to NaOH and heat treatments have been used in more
than 20,000 patients in Japan since 2007 [24]. Another surface modification to
induce bioactivity on titanium has been proposed. Titanium can form apatite on its
surface in SBF within 14 days when it is subjected to hydrogen peroxide (H2O2)
solutions containing tantalum chloride (TaCl5) at 60 �C [25]. In this way, treated
titanium bonds more strongly to living bone than untreated titanium [26, 27]. As
described above, bioactivity can be induced in titanium and its alloys when hydro-
lyzed TiO2 gels are formed on their surfaces.

Some attempts to induce bioactivity in other metals and nanocomposites have
been conducted. For example, when tantalum is subjected to NaOH and heat
treatments, a bioactive surface layer in the form of Ta-OH groups under body fluid
environments is formed [28], and the treated tantalum bonds to living bone [29], as
described above for bioactive titanium and its alloys. Further, Zr-OH groups with
apatite-forming ability can be induced in ceria-stabilized zirconia/alumina
nanocomposites when the nanocomposites are subjected to NaOH, HCl, sulfuric
acid (H2SO4), or phosphoric acid (H3PO4) solutions [30].

6.6 Ceramics with Pharmacological Function

Stem cells, growth factors, and scaffolds are three factors that are essential in the
construction of living tissues by regenerative medicine or tissue engineering. Bio-
active ceramics or bioabsorbable ceramics are utilized as the scaffolds. Additionally,
the induction of pharmacological functions to promote bone formation and suppress
bone absorption has been attempted for artificial bones. For example, zinc (Zn) ions,
which enhance bone formation by osteoblasts and suppress bone absorption by

Fig. 6.8 Surface structural change of titanium subjected to NaOH and heat treatment and subse-
quently soaked in SBF
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osteoclasts, have been doped to tricalcium phosphate. The effect of the amount of
incorporated Zn and the (Zn+Ca)/P ratio on the releasing behavior of Zn has been
investigated. When the (Zn+Ca)/P ratio is increased from 1.60 to 1.64, enough Zn is
released from the composite to enhance bone formation, even though the Zn content
decreases from 0.316 to 0.21 mass% [31]. Further, when Zn-containing β-TCP in
5 wt% is added to calcium phosphate bone cement, proliferation of osteoblastic cells
is enhanced [32]. A trace amount of silicon species enhances the proliferation and
mineralization of osteogenic cells and mesenchymal stem cells. Kasuga et al. devel-
oped electrospun microfiber meshes of a silicon-doped vaterite (CaCO3)/poly(lactic
acid) hybrid for bone regeneration [33]. The silicon-doped vaterite has a high
solubility and gradually releases silicon species into the body, and the poly(lactic
acid) is bioabsorbable. The cotton-like bioabsorbable bone void filler of silicon-
doped vaterite/poly-L-lactic acid (PLLA)/β-tricalcium phosphate (β-TCP) compos-
ite microfibers was approved by the Food and Drug Administration (FDA) in 2014
and marketed as ReBOSSIS® in the United States in 2015. Various types of novel
biomaterials releasing pharmacological trace elements are likely to be developed
further in the future.

Yamashita et al. proposed new technology to control the biological function of
hydroxyapatite [34]. As shown in Fig. 6.9, sintered hydroxyapatite can be polarized
by application of an external dc field at high temperature, with the polarization effect
maintained over 6 months after the initial polarization. Therefore, when polarized
hydroxyapatite is implanted into the body, a local electric field can be applied to the
surrounding living tissues for sustained periods of time. Apatite formation in SBF is
enhanced on the negatively charged surface of hydroxyapatite, whereas it is slightly
suppressed on the positively charged surface of hydroxyapatite [34]. Additionally,
highly oriented bone layers are formed by activated osteoblastic cells on the nega-
tively charged surface of hydroxyapatite [35]. de Groot et al. reported that porous
calcium phosphate ceramics such as hydroxyapatite and β-TCP can induce bone
formation when they are implanted intramuscularly for long periods of time [36]. In

Fig. 6.9 Enhancement of biological activity of sintered hydroxyapatite by polarization
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particular, when porous hydroxyapatite is implanted into the dorsal muscles of dogs
for 2.5 years, normal compact bone with bone marrow is formed in the porous
hydroxyapatite, indicating that, even at the site where bone is not formed intrinsi-
cally, bone regeneration is induced by the interaction between ceramics and cells or
living tissues. These results indicate that bone regeneration can be achieved only by
ceramics and that controlling their properties and structure would significantly
contribute to the induction of biological activity.

6.7 Future Perspectives of Ceramics for Biomedical
Applications

The design of ceramic-based materials to repair biological functions is described in
this chapter from the perspective of bioactive ceramics. The osteoconductivity of
bioactive ceramics is effective not only for repairing function of hard tissues but also
for extracellular matrix or scaffolds in regenerating skin, nerves, bone, and blood
vessels. In addition to ceramics to repair bone, select ceramics for cancer treatments
and those with antibacterial activity also have been proposed [37], though discussion
of such materials has been omitted from this chapter due to space limitations. In the
future, the interactions between materials and living tissues will be revealed more
fully, aiding the development of functional ceramic-based biomaterials for improved
quality of life.
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Chapter 7
Mechanical Properties of Ceramics

Junichi Matsushita

Abstract In this chapter, mechanical properties of ceramics are described on the
basis of both standards (JIS and ISO) together, for strength, hardness, creep, and
abrasion resistance of dense sintered body. As a notable point, the characteristic
value of mechanical property of ceramics depends on the size and quantity of
microscopic and macroscopic defects (endogenous defect and exogenous one).
Furthermore, the anisotropy and crystallinity in microstructure of the sample have
an influence on the actual value. Besides, the measurement value is influenced by the
measurement condition (different jig and device) even if it is measured with the same
instrument and equipment. Nevertheless, the characterization of ceramics requires to
evaluate more accurate mechanical property by using an appropriate test method.

Keywords Density · Strength · Hardness · Toughness

7.1 What Is the Mechanical Properties of Ceramics?

In a wide sense, ceramic materials are comprised of inorganic nonmetals excluding
metal and alloy. Usually, they are produced in the forms of sintered body, single
crystal, amorphous (glass), powder, whisker, fiber, and composite. Raw powders and
green compacts in the manufacturing process are also included in general meaning.
However, the measurement and evaluation of mechanical properties of these various
ceramics are impossible under the same standardized condition. Normally, the
mechanical properties of ceramics are defined for dense sintered body. The sintered
texture is called microstructure which consists of crystalline grains bonding to each
other. The mechanical property seriously depends on the defect structure. The
crystalline grain has lattice defects inside (typically, dislocation). The microstructure
includes pores if the sintering is not complete and/or foreign inclusion particles if the
starting purity is low. Large defects lower the strength. Anisotropic grains affect the
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crack propagation. Glassy phase weakens the material, particularly at high temper-
ature. The measurement of mechanical property encounters some problems caused
by measurement conditions: specimen size, loading rate and pressure, and loading
manner. Even if an expensive instrument is used and an appropriate condition is set,
the correctness of measured value should be verified with the deep insight on how
and why the final value is obtained. For that purpose, the standardized evaluation
method of mechanical property of ceramics, particularly fine ceramics, has been
prescribed in each country: Japanese Industrial Standards (JIS) in Japan [1]. The JIS
is a national standard established on the basis of the industrial standardization
method. In late years, the international standardization is the major tendency for
the measurement of mechanical property of ceramics, being now led by the special-
ized committee (technical committee) in the field of fine ceramics for the establish-
ment of the International Organization for Standardization (ISO) standard.

In this chapter, the strength, hardness, creep (transformation dependent at time),
fatigue, friction abrasion, etc. of dense sintered body are exposited by using accord-
ingly JIS and ISO standards [2].

7.2 Mechanical Properties of Sintered Body

In the evaluation of mechanical properties of ceramics, particularly dense sintered
body, the internal factors inside the sample, which have a large effect on the
characteristic values, are constitution phase (crystalline, amorphous), size and
shape of grains, grain boundary (crystal orientation, boundary phase), pore (quantity,
size), and foreign inclusion (quantity, ingredient). In addition, microscopic defect or
distortion has also an influence because ceramics have a rigid crystal structure owing
to the strong covalent and ionic bonding of atoms and ions. Ceramics are destructed
in a different manner from metals. Metallic materials exhibit a ductile fracture
behavior, in which they are destroyed after plastic deformation following to elastic
deformation. On the other hand, ceramics are not deformable, and they are cata-
strophically collapsed in a brittle fracture manner within the elastic deformation,
especially at low temperatures. Normally, the measurement of mechanical property
is carried out at room temperature and ordinary pressure in ambient air. Meanwhile,
various conditions are also used appropriately: gas atmospheres (vacuum, oxidation,
reducing, neutral (inert)), liquid atmospheres (water, solution, melt), low and high
temperatures, and low and high pressure [2].

7.2.1 Density and Porosity

There are various definitions of density such as bulk density, theoretical density, true
density, apparent density, and relative density even if it is called “density” in one
word. The packing density of fine ceramics powder is defined as particle density and
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bulk density, and the measurement methods are prescribed by JIS R 1620 and JIS R
1628, respectively, in Japan. The measurement methods of bulk density and open
porosity of fine ceramics sintered body are prescribed in JIS R 1634 [3]. In ISO, the
measurement methods of various densities are standardized as “specified methods
for the determination of apparent solid density, bulk density, apparent density and
geometric bulk density of fine ceramics” (ISO 18754).

Generally, mechanical property of dense sintered body is sensitively affected by
distribution, size, and quantity of pores. Thus, the influence of density and porosity
cannot be ignored when mechanical property is evaluated. Even if sintered bodies
are almost the same in composition, bulk density, and porosity, the difference in
grain size, inclusion, and grain boundary between sintered textures also influences
the mechanical property. Therefore, the most suitable fabrication process is impor-
tant to control various factors on mechanical properties. Anyway, density and
porosity of test specimen should be checked as principle factors for evaluation of
mechanical property. The bulk density of sintered body is measured by a liquid
immersion method using the principle of floatation, which is popularly called the
Archimedes’ method. When the specimen is weighed in a liquid, the measured
weight is small compared to the real weight. From the difference, the volume of
specimen is calculated. When using this method, open pores must be perfectly filled
by the immersion liquid. It is desirable to use a big size specimen to lower the
measurement error and to use multiple specimens if they are obtained from the same
lot. Bulk density (ρ, g/cm3) and open porosity (P, %) are calculated using Eqs. 7.1
and 7.2.

ρ ¼ W1= W3 �W2ð Þð Þ � ρ1 ð7:1Þ

P ¼ W3 �W1ð Þ= W3 �W2ð Þð Þ � 100 ð7:2Þ

where W1 is dry mass (g), W2 is mass in liquid (g), W3 is mass of liquid saturated
specimen (g), and ρ1 is density of liquid (g/cm3). Normally, water is used as
immersion liquid at room temperature.

Bulk density includes open porosity and closed porosity. Apparent density
includes closed porosity without open porosity. True density is the real density
without open and closed porosities. Theoretical density is calculated from crystal-
lographic data obtained by X-ray diffraction analysis. Relative density is obtained by
dividing bulk density by theoretical density or true density (Eq. 7.3).

RD ¼ BD=TDð Þ � 100 ð7:3Þ

where RD is relative density (%), BD is bulk density (g/cm3), and TD is theoretical
density (g/cm3).

The theoretical density can be easily calculated for monolithic sintered body and
simple mixed type of composite but is difficult to calculate when the composition and
quantity of constituent phases are not clear by formation of solid solution and compounds.
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In such a case, the true density is measured after fine grinding of the sintered body.
However, when the quantity of formed phase is small, relative density is allowed to
calculate on the assumption of simple mixture for relative comparison [2, 4].

7.2.2 Hardness

A traditional evaluation of hardness is the Mohs hardness. This is a relative com-
parison of hardness by scratch test and has been used for natural ores. Conventional
hardness test is an indentation type: the Vickers hardness (abbr. HV (VHN)), the
Knoop hardness (abbr. HK), the Rockwell hardness (abbr. HR, HRA, HRC scales,
etc.), the Brinell hardness (abbr. HB), micro hardness (micro Vickers hardness,
micro Knoop hardness), etc. The Shore hardness (abbr. HS) is a rebounding type.

Generally, the hardness of dense sintered body is evaluated using the Vickers
indentation. The Knoop hardness is often used for especially brittle materials such as
inorganic glass. The Shore hardness is often used for carbon-based materials. A
hardness test of fine ceramics at room temperature and high temperature in JIS is the
Vickers indentation. In the ISO standard, the Vickers hardness and the Knoop
hardness are prescribed for monolithic ceramics at room temperature.

The Vickers hardness test uses a quadrangular pyramidal indenter made of
diamond single crystal with the opposite face angle of 136�. The indenter is pressed
to the specimen surface under a constant-speed loading. After then, the hardness is
calculated from the diagonal length of indentation shown in Fig. 7.1 [4], by using
Eq. 7.4. Finally, the measured value is converted to the International System of
Units, SI (GPa).

Hv ¼ 0:12 F=S ¼ 0:1022 F sin θ=2=d2 ¼ 0:1891 F=d2 ð7:4Þ

where Hv is the Vickers hardness, F is load (N), S is surface area of indentation
(mm2), d is mean diagonal length of indentation (mm), and θ is opposite face angle
of pyramidal indenter.

The Vickers hardness test is usually conducted with a load of 1 kgf (9.807 N) to
20 kgf (196.14 N). The standard load in JIS is 1 kgf (9.807 N) and 10 kgf (98.07 N).
Since the indentation shape is homothetic for loading, the measured hardness does
not change theoretically even if the load is changed. However, the size of indentation
tends to become small for high hardness materials at the same load, resulting in a
large error in measurement of diagonal length. Generally, a high load is imposed
within the load range not to break near the edge of indentation.

The Vickers hardness of various materials is shown in Table 7.1 [4]. As a
representative metal, the Vickers hardness of steel (Fe) and pure aluminum (Al) is
about 2 GPa and 0.3 GPa, respectively, at room temperature. As a hard ceramics, the
Vickers hardness of B4C and TiB2 is extremely high as about 35 GPa and 32 GPa,
respectively, at room temperature. The load level of micro Vickers hardness (micro
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Fig. 7.1 Schematic diagram of indentation and crack on the surface of ceramics by the Vickers
indenter. (Modified with permission from Ref. [4], Copyright 2005 The Chemical Society of Japan)

Table 7.1 The Vickers
hardness of various materials

Group Materials Hardness, Hv (GPa)

Ceramics α-Al2O3 18 ~ 20

c-ZrO2 12 ~ 13

B4C 30 ~ 35

α-SiC 22 ~ 24

h-BN 28 ~ 45

β-Si3N4 14 ~ 18

TiB2 32 ~ 34

SiB6 18 ~ 22

C (diamond) 80 ~ 100

Metals Au 0.22

Ag 0.24

Cu 0.5 ~ 1

Fe (steel) 1 ~ 3

Al 0.2 ~ 0.4

Ti 1 ~ 3

Modified with permission from Ref. [4], Copyright 2005 The
Chemical Society of Japan
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hardness) measurement in JIS is from 1 gf (9.807 mN) to 1 kgf (9.807 N). The
Vickers hardness test of porous material should avoid the low-load condition,
because pores disturb the indentation in the small area.

Figure 7.2 demonstrates the equipment for the micro Vickers hardness test which
is available in various atmospheres from room temperature to high temperature
region over 1000 �C. Figure 7.3 [4] shows the temperature dependence of the
micro Vickers hardness of various ceramics measured using this equipment in
vacuum. The micro Vickers hardness of Ni alloy and Cr steel is usually about
2.5 GPa and 4 GPa, respectively, at room temperature. The micro Vickers hardness
of α-Al2O3 and α-SiC, which are widely used as engineering ceramics, is high as
about 18 GPa and 24 GPa, respectively, at room temperature and is still high at high
temperatures.

The Knoop hardness test is similar to the Vickers hardness test but uses a
rhomboid pyramidal indenter made of diamond single crystal with opposite face
angles of 172�30’ and 130� in long and short axes, respectively. The Knoop indenter
is pressed on to the specimen surface at a constant-speed loading, and the Knoop
hardness is calculated from the diagonal length at the long axis.

The Rockwell hardness test uses a steel ball or a diamond cone. They are pressed
on the specimen surface at a constant load, and the hardness is calculated from the
indentation depth. The Brinell hardness test uses an alloy ball or a diamond ball, and
the hardness is calculated from the surface area of indentation. The Rockwell
hardness and the Brinell hardness are used for the evaluation of hardness of metal
or plastic.

Fig. 7.2 Example of testing equipment for the micro Vickers hardness
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7.2.3 Elastic Modulus

Elastic modulus is the stress/strain ratio within the elastic deformation. The Young’s
modulus, modulus of rigidity (shear modulus), and the Poisson’s ratio are included
as mechanical property of ceramics. The elastic modulus is the measure of resistance
against the external force working to separate ions and atoms chemically bonded in
ceramics. There are static method and dynamic method for the evaluation.

The Young’s modulus is the reciprocal value of proportional constant in relation-
ship between elongation per unit length and tension per unit cross section when a
material is pulled. On the other hand, the shear modulus is a proportional constant
between shear stress and shear strain. Tentatively now, a low external stress is
burdened to an isotropic elastic body. The proportional relationship between stress
and strain is expressed in Eqs. 7.5 and 7.6 (The Hooke’s law).

σ ¼ E ε ð7:5Þ

where σ is perpendicular stress, E is the Young’s modulus, and ε is perpendicular
strain.

τ ¼ G γ ð7:6Þ

where τ is shear stress, G is shear modulus, and γ is shear strain.
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Fig. 7.3 The micro Vickers hardness of various ceramics at high temperature. (Modified with
permission from Ref. [4], Copyright 2005 The Chemical Society of Japan)
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The Poisson’s ratio is calculated from perpendicular (lengthwise) strain and
horizontal (crosswise) strain generated by a stress in perpendicular (lengthwise)
direction (Eq. 7.7).

ν ¼ �εz=εy ð7:7Þ

where ν is the Poisson’s ratio, εz is perpendicular strain, and εy is horizontal strain.
The measurement methods of the static and dynamic Young’s moduli at room

temperature are standardized in JIS, as well as the dynamic Young’s modulus at high
temperature.

The static Young’s modulus (isothermal elastic modulus) is measured from the
relationship between stress and strain in elastic deformation under the static load. In
JIS, the measurement method of the Young’s modulus is prescribed using 3-point
bending test and 4-point bending test. On the other hand, the dynamic Young’s
modulus is measured from the resonant frequency under forced vibration of plate
specimen or from the propagation speed of ultrasonic wave pulse inside the speci-
men excited at high frequency. The former is named the resonance method (bending
resonance method). The test specimen in JIS is a rectangular parallelepiped with a
dimension over 40 mm in length, over 5 mm in width, and over 1 mm in thickness, in
which the length/thickness ratio is over 20. The latter is called the supersonic wave
pulse method. The test specimen in JIS is a rectangular column of 10 mm square or a
cylindrical column of 10 mm diameter and over 20 mm length.

Generally, the important concept of product design in engineering ceramics is
light weight and thin wall thickness. In this case, high Young’s modulus ceramics is
preferable to attain the small deformation by external pressure. Meanwhile, since
low Young’s modulus ceramics is generally small in thermal stress evolution, they
are used under high thermal stress condition. The Young’s moduli of various
materials are shown in Table 7.2 [4]. As representative polymer, the Young’s moduli
of polyethylene and nylon 6 are about 1 GPa and 2 GPa, respectively, at room
temperature, although they depend on measurement condition. As representative
metal, the Young’s moduli of steel (Fe) and pure aluminum (Al) are about 200 GPa
and 70 GPa, respectively. As representative engineering ceramics, the Young’s
moduli of dense alumina sintered body (α-Al2O3) and silicon carbide sintered
body (α-SiC) are high as about 400 GPa and about 480 GPa, respectively, at room
temperature.

7.2.4 Strength

There are various tests of stress evaluation, that is, strength evaluation on the fracture
of ceramics as follows: bending strength (flexural strength), compressive strength,
tensile strength, and shock strength. The strength value of sintered body depends on
the test method and loading condition. Ceramics cause the catastrophic fracture
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without yielding at room temperature by excessive load-like stress concentration
(brittle fracture). Ceramics have a rigid structure constituted by strong covalent bond
and ionic bond of cation and anion with different ionic sizes. Therefore, the
movement and growth of dislocation are difficult, generating the stress concentration
near the defects (voids, cracks, and grain corners). Meanwhile, metals are ruptured
after stress is relaxed by yielding on excessive load-like stress concentration (ductile
fracture).

Typical stress-strain diagrams (stress-strain curves) of ceramics and metals at
room temperature are illustrated schematically in Fig. 7.4 [4]. As for ceramics, the
linear relationship is indicated between stress (σ) and strain (ε) up to fracture point
(σc). On the other hand, as for metals, the linear relationship is indicated up to
yielding point (σy), and then the stress reaches the maximum point (σmax) via
non-linear region. After then, the necking by constriction starts and the stress
decreases, finally leading to rupture at the ductile fracture point (σm). Here, an
ideal ceramic crystal is assumed for brittle fracture. The stress required for fracture
of crystal is equal to that for generation of new surface. Simply stated, it is the stress
required to break the bond between atoms. Supposing a sinusoidal relationship
between stress and strain, Eq. 7.8 was introduced by Orowan in the USA. σth in
Eq. 7.8 is the critical fracture stress which is called ideal strength or theoretical
strength [5].

Table 7.2 The Young’s
modulus of various materials

Group Materials Young’s modulus (GPa)

Ceramics α-Al2O3 380 ~ 400

c-ZrO2 210

B4C 450

α-SiC 400 ~ 490

h-BN 700 ~ 900

β-Si3N4 220 ~ 310

TiB2 450

ZrB2 300 ~ 345

C (diamonda) 1210

Metals Au 78

Ag 83

Cu 129

Fe (steel) 211

Al 70

Ti 116

Polymers Nylon 6 2.8

Polyethylene 0.4 ~ 1.3

Polypropylene 1.4
aOrientation (111)
Modified with permission from Ref. [4], Copyright 2005 The
Chemical Society of Japan
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σth ¼ γ0E=a0ð Þ1=2 ð7:8Þ

where σth is ideal strength; γ0 is energy per unit area to produce fracture surface (new
surface), that is, surface energy of fracture surface; E is the Young’s modulus; and a0
is atomic distance of fracture surface.

Considering based on Eq. 7.8, the ideal strength of ceramics is high when surface
energy of fracture surface and the Young’s modulus are large and atomic distance is
short. The ideal strength of typical ceramics is shown in Table 7.3 [4]. The ideal
strength level is 100–1000 times higher than an actual strength level of practical
ceramic sintered bodies. The significantly large gap between theoretical and actual
values is caused by stress concentration into defects of practical ceramics, that is,
defects are weak points as fracture origin.

The types of loading to evaluate the strength of ceramics are bending mode,
tensile mode, compressive mode, and torsional mode. An example of strength test
equipment is shown in Fig. 7.5. The strength test of ceramics is prescribed in JIS and
ISO as follows: bending test (room temperature, high temperature), tensile test (room
temperature, high temperature), and compressive test (room temperature). As

Fig. 7.4 Stress-strain curves of ceramics and metals at room temperature. (Modified with permis-
sion from Ref. [4], Copyright 2005 The Chemical Society of Japan)

Table 7.3 Ideal strength and practical one of typical ceramics

Materials Ideal strength (GPa) Strength of sintered body (GPa)

α-Al2O3 40 0.4

c-ZrO2 14 1.2

α-SiC 22 0.8

β-Si3N4 10 1.0

Modified with permission from Ref. [4], Copyright 2005 The Chemical Society of Japan

142 J. Matsushita



strength test of ceramics, the bending test is common. The main reason is a small size
and an easy preparation of specimen compared to tensile test etc. Impact strength is
not classified into strength evaluation but into fracture toughness evaluation. There
are the Charpy impact test and the Izot impact test, but they are not common as
strength test of ceramics and not standardized by JIS.

The bending strength is measured by 3-point method (Fig. 7.6 (a) [4]) and 4-point
method (Fig. 7.6 (b) [4]) and calculated according to Eqs. 7.9 and 7.10, respectively.

σb3 ¼ 3PL=2wt2 ð7:9Þ

σb4 ¼ 3P L� lð Þ=2wt2 ð7:10Þ

where σb3 is 3-point bending strength (N/mm2), σb4 is 4-point bending strength
(N/mm2), P is the maximum load at fracture point (N), L is under support span (mm),
l is upper loading span (mm), w is width of specimen, and t is thickness of specimen
(mm).

The dimension of specimen for 3-point and 4-point tests is over 36 mm in length
(normally 40–50 mm), 4 mm in width, and 3 mm in thickness (Fig. 7.6c [4]). The
under support span in 3-point bending test is 30 mm. The upper loading span and the
under support span in 4-point bending test are 10 mm and 30 mm, respectively. The
perfect joint-type support (freely rotatable bearing jig) must be used as the under
support and the upper loading support in ISO (Fig. 7.7 [4]). The preparation of
bending test specimen by machining should pay attention to chamfering (rounding

Fig. 7.5 Example of
strength testing equipment

7 Mechanical Properties of Ceramics 143



of ridge) and surface roughness and damage by machining. Particularly, as for
bending test specimen, the surface roughness on tensile stress side (under span
side) significantly influences the strength value. Multiple tests by using the same
lot under the same condition are required to confirm the fluctuation of data in order to
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Fig. 7.6 Schematic diagram of bending test by 3-point method and 4-point method. (Modified with
permission from Ref. [4], Copyright 2005 The Chemical Society of Japan)
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assess whether the measured value is the characteristic one of material or
underestimated by failure machining.

Tensile strength test is used to evaluate particularly the plastic deformation or the
super plasticity at high temperature. The reason is because the constant-rate tensile
loading up and down is easy in the soaking area of gauge part (constriction part) of
the specimen. In bending test, the deflection of specimen may deviate from soaking
area in furnace. To compare the strength of ceramics, more exactly, the specimen
machined with the same size under the same condition should be used. Ceramics are
sensitive to impact load and stress concentration and strongly influenced by defects
and flaw. The existing flaw, segregating phase and pore as fracture origin, should be
controlled at the same level to compare the strength. Although the measured strength
should be the same on calculation regardless of the specimen size, the strength value
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Fig. 7.7 Schematic diagram of perfect joint-type support. (Modified with permission from Ref. [4],
Copyright 2005 The Chemical Society of Japan)
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of small specimen tends to be high. When the strength is measured at high temper-
ature over a few hundred degrees Celsius, the material of jig (bending test tool)
should receive attention, because the plastic deformation and chemical reaction of jig
should be avoided for precise measurement. Since the mismatch of thermal expan-
sion coefficient between jig and specimen causes a problem, the jig made of the same
material is desirable. Metallic materials such as heat-resistant alloys can be used in
the temperature range up to around 800 �C (e.g., TiAl alloys). At higher temperature,
dense sintered silicon carbide (α-SiC) or mullite (3Al2O3�2SiO2) is generally used as
material of jig.

The high-temperature strength of various ceramics is shown in Fig. 7.8 [4]. These
bending strength values are reference ones and can be improved in room temperature
strength and resistance against reduction of strength at high temperature by control
of production process and resulting microstructure (porosity, impurity, grain size,
and grain boundary). However, the strength tends to decrease with increasing test
temperature over 1000 oC because of deterioration of crystal components themselves
or softening of grain boundary in sintered ceramics. From this point of view,
non-oxide ceramics such as silicon carbide (SiC) and silicon nitride (Si3N4) with
high strength at high temperature are widely used as high temperature structural
material [6–10].
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Fig. 7.8 High temperature strength of various ceramics. (Modified with permission from Ref. [4],
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7.2.5 Fracture Toughness

“Toughness” means the tenacity of material, and the tenacity against destruction is
called “fracture toughness.” The fracture toughness is a typical mechanical property
of ceramics and represents the measure of “brittleness” of ceramics. Stress intensity
factor (K ) is used to evaluate the fracture toughness and represents the intensity of
stress field near the tip of crack, where the specific stress field becomes infinite at the
crack front. This factor KIC has been developed by Griffith, in the UK in 1920 [11],
and Irwin, in the USA in 1957 [12]. Griffith assumed the loading of uniaxial tensile
stress to a ceramics thin plate with a defect of 2C long as shown in a model (Fig. 7.9
[4]). When the stress concentrates on this defect and exceeds a certain stress level, a
crack progresses, leading to fracture. According to this assumption, Eq. 7.11 was
derived, and Eq. 7.12 was introduced. The factor K is calculated from crack length,
external stress, and specimen shape. The critical value (KC) of the stress intensity
factor (K) is named a fracture toughness value. Ceramics have a resistance against
tensile stress and shear stress, and the displacement type (mode) at the crack tip
surface for crack propagation (crack growth) is classified into the following three
modes (Fig. 7.10 [4]): tensile opening mode (mode I), sliding in-plane shear mode
(mode II), and tearing out-plane (anti-plane) shear mode (mode III). Each mode (I, II,
III) is independent from each other, but, of course, the destruction in the mixed mode
is also possible. Generally, the critical stress intensity factor of ceramics is evaluated
in mode I, where the resistance against crack propagation works on the tensile stress
in a crack surface. The KIC means the critical stress intensity factor in mode I [13].

σf ¼ 2Eγ=πCð Þ1=2 ð7:11Þ

where σf is fracture stress, E is the Young’s modulus, γ is surface energy, π is circle
ratio, and C is crack radius.

Fig. 7.9 Schematic
diagram of defect model in
ceramics. (Modified with
permission from Ref. [4],
Copyright 2005 The
Chemical Society of Japan)
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K IC ¼ EGcð Þ1=2 ð7:12Þ

where KIC is fracture toughness, E is the Young’s modulus, and GC is the critical
value of crack extension force.

The test methods of fracture toughness (KIC) of ceramics are proposed as follows:
the notched-beamed method, the chevron-notched-beamed method (popular name:
CNB method), the controlled-surface-flow method (popular name: CSF method), the
single-edge-precracked-beam method (popular name: SEPB method), the single-
edge V-notch beam method (popular name: SEVNB method), the surface crack in
flexure method (popular name: SCF method), and the indentation fracture method
(popular name: IF method). In JIS, two kinds of pre-crack introduced method and
indentation method are prescribed as fracture toughness (KIC) test method of fine
ceramics at room temperature. As for fracture toughness test at high temperature,
pre-crack introduced method is prescribed. In ISO, SEPB method, SEVNB method,
CSF method, CNB method, and SCF method are standardized as fracture toughness
(KIC) test for monolithic ceramics. Fracture toughness of typical ceramics is shown
in Table 7.4 [4] in comparison with other materials.

7.2.6 Thermal Shock Resistance

When ceramics are rapidly heated or cooled, temperature distribution is generated
between the surface and the inside of specimen, as a result, inducing thermal stress.
When the specimen is quenched, the surface thermally shrinks more than the inside,
generating the tensile stress on the surface. This is the cause of thermal shock
rupture. Thermal shock resistance test is performed to estimate the critical thermal
stress, that is, how much thermal stress and how much temperature difference in
rapid heating or quenching cause the fracture of specimen. In JIS, the thermal shock
resistance test by water quenching method using bending strength test is prescribed

Fig. 7.10 Schematic diagram of surface displacement type of crack tip. (Modified with permission
from Ref. [4], Copyright 2005 The Chemical Society of Japan)
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for fine ceramics. The standard test piece is column-shaped with a length of
50–100 mm, and the top of column must be conically processed. Ordinarily, the
thermal shock resistance is evaluated by water quenching method using specimen for
bending strength test.

As an example, dense sintered Al2O3 specimen (size: 3 mm � 4 mm � 40 mm)
held at a certain temperature was dropped into water at 0 �C. After then, 4-point
bending strength of quenched specimen was measured as shown in Fig. 7.11 [4]. The
quenched specimen maintained the strength of initial specimen up to the temperature
difference of 200 �C. Then, the strength decreased drastically at the temperature
difference of 250 �C because cracks form in the specimen by thermal shock stress.
From this result, the thermal shock resistance (ΔT ) of this Al2O3 sintered body can
be estimated to be approximately 200 �C. This test method is conventionally used for
the evaluation of thermal shock resistance of dense sintered body but varies with
Biot’s modulus depending on the specimen size. The thermal shock resistance is
affected by various parameters: fracture strength, the Poisson’s ratio, the Young’s
modulus, thermal expansion coefficient, and thermal conductivity. Biot’s modulus
represents the vigorousness of thermal shock and depends on specimen size, thermal
conductivity, and heat transfer coefficient. Therefore, this conventional method
should be used as relative comparative test among materials. White or transparent
specimen can be conveniently evaluated by penetrant flaw inspection, in which the
quenched specimen is immersed in red ink etc., and the penetrated cracks are
observed for estimation of thermal shock resistance.

7.2.7 Creep and Fatigue

Creep (time-dependent deformation) is the deformation behavior of material by
loading of a constant stress for a long time under a certain environment. There are
the three kinds of creep tests: bending creep, tensile creep, and compressive creep.

Table 7.4 Fracture toughness
of typical ceramics

Materialsa KIC (MPam1/2)

α-Al2O3 2.5 ~ 4.5

c-ZrO2 8 ~ 12

B4C 4 ~ 6

α-SiC 2.5 ~ 4.5

β-Si3N4 4 ~ 9

AlN 3 ~ 4

TiB2 3 ~ 5

SiB6 3 ~ 5

C (diamond)b 2 ~ 2.5
aDense-sintered body
bSingle crystal, orientation (111)
Modified with permission from Ref. [4], Copyright 2005 The
Chemical Society of Japan
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Creep test methods of fine ceramics by 4-point bending test and tensile test are
prescribed in JIS.

Fatigue is the weakening of material under cyclic stress loading. It is classified
into mechanical fatigue under repeated mechanical stress loading and thermal
fatigue under repeated thermal stress loading by heating and cooling. There is also
thermomechanical fatigue in complex with both mechanical and thermal stresses.
The bending fatigue test of fine ceramics at room temperature is prescribed in JIS.

7.2.8 Probability Distribution and the Weibull Distribution

Since brittle material such as ceramics induces the catastrophic fracture instanta-
neously, it is difficult to exactly estimate the fracture life and to predict the quality
guarantee. However, it is important to digitize the probability distribution for the
fracture of ceramics as a guide. Above all, the Weibull distribution is popular as
statistical model for life data of materials.

In JIS, the Weibull statistical analysis method of the strength data of ceramics is
prescribed in a single mode but not in a competing mode. In ISO, “the Weibull
statistics for strength data” is prescribed as a probability distribution test method.
The Weibull distribution was proposed to predict the fracture life on non-normal
probability distribution by Weibull in 1939, Sweden. The Weibull distribution
matches well to the distribution of fracture life and is widely used in the world.
For example, using the Weibull probability paper, the fracture probability (survival
probability, %) and the stress (bending strength) are plotted on the vertical axis and
on the horizontal axis, respectively, which is called the Weibull plot, providing the
slope (m) of the straight line. The reliability (fracture life) of materials can be judged
to be high when the m is large. The m is called the Weibull coefficient [14, 15].
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Fig. 7.11 4-point bending
strength of quenched Al2O3

specimen. (Modified with
permission from Ref. [4],
Copyright 2005 The
Chemical Society of Japan)
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The Weibull plots of two kinds of ceramics (A and B) are shown in Fig. 7.12
[4, 14]. The average strength is given at S¼ 1/2. Ceramics A has the average 4-point
bending strength of 100 MPa and the Weibull coefficient of 12, while ceramics B has
the average strength of 120 MPa and the Weibull coefficient of 8. From this result,
ceramics B is superior to ceramics A in the average bending strength. However, if
they are used under the load condition below 69 MPa, ceramics A has the fracture
probability less than 1% and is judged to be superior to ceramics B in reliability.

7.2.9 Friction and Wear Resistance

The friction and wear become the problems in dynamic contact between materials.
The evaluation of friction coefficient and wear resistance is dependent on the
combination between the same materials or between the different materials and
affected by the external factors such as temperature, atmosphere, and adsorbed
water on the specimen surface. Friction and wear properties are usually tested by
pin-on-disk method, ball-on-disk method, Okoshi-type method, Tsuya-type method,
and Amsler-type method in Japan. In JIS, the abrasion test by ball-on-disk method is
prescribed. Also, the ball-on-disk method for friction and wear characteristics is
standardized in ISO.

Fig. 7.12 The Weibull
plots of two kinds of
ceramics. (Modified with
permission from Ref. [4],
Copyright 2005 The
Chemical Society of Japan)
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Chapter 8
Electromagnetic Properties of Ceramics

Akira Kishimoto

Abstract Electric properties of ceramics range from insulator to superconductor,
which are basically based on their crystal structures. Defect structures such as
vacancy and substituted atoms affect some kind of electric properties. Intentional
doping is frequently conducted to improve the electric properties. Different from the
single crystal, ceramics contain grain boundary giving some unique functions. The
conductivity or power generation of some kinds of ceramics changes depending on
factors such as temperature, ambient gas, and applied pressure. Such property
changes can be used as sensor materials. In addition to the microscopic crystal
structure, some electromagnetic functions can be modified by changing the macro-
scopic structures such as micrometer order pores and layers.

Keywords Dielectric materials · Magnetic materials · Semiconductor · Ion
conductor · Superconductor

8.1 Classification of Ceramics with Electromagnetic
Properties

A ceramic is a nonmetallic inorganic material. Different from metal, ceramic has
been known as an electrically insulating material and, then, has been used as
insulator for power line, substrate for electronic devices, etc. Since a series of
oxide ceramics showing high temperature superconductivity was discovered in
1986, much attraction has been focused on its electric conduction. Before this,
however, electric conduction of ceramics had been practically used as gas sensors
and thermistors. Among them, varistor (variable resistor) and PTCR (positive-
temperature coefficient resistor) are based on the electro-resistance change of grain
boundaries depending on the electric field and temperature. Such properties cannot
be seen in single crystalline materials without grain boundaries.
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Magnetism and dielectric properties of ceramics are derived from spin and
polarization, respectively. Some kinds of magnetic and dielectric materials, called
ferromagnetic and ferroelectric ones, are composed of spin or polarization ordered
regions (ferromagnetic domain or ferroelectric domain) reflecting their properties.
Both ferromagnetic and ferroelectric materials are used for memory devices by
detecting the remanent magnetic or polarized region previously recorded with
magnetic or electric fields.

In the dielectric materials, there exist two kinds of particular subgroups in which
the polarization varies depending on the impact stress and temperature. The former is
called piezoelectric material and the latter pyroelectric one widely used for gas
ignitor and infrared sensor, respectively. The piezoelectric materials can convert
mechanical movement into electric field and vice versa, which is practicably used as
piezoelectric transformer similar to winding transformer based on the electromag-
netic induction.

In some kinds of solid, constituent ions can transfer by the applied field leading to
ion conduction. They are called solid ion conductor or solid-state electrolyte anal-
ogous with liquid electrolyte. By replacing the liquid electrolyte with the solid-state
one, reliability of electrochemical devices such as fuel cell and secondary battery
would be improved.

As described above ceramics or inorganic polycrystalline materials possess wide
variety of electric properties from insulator to superconductor. Such properties could
be modified by the fabrication method and/or small amount of additives, which
further varies depending on the temperature, ambient gas, or applied electric field. In
this chapter, we introduce the origin of such attractive properties and describe the
modification methods proposed or confirmed to improve them.

8.2 Fundamental Bases of Electromagnetism

In order to understand the macroscopic properties of ceramics, it is important to think
the dependency of current density ( j) or electric flux density (D) on the applied
electric field (E) and dependency of magnetic flux density (B) on the applied
magnetic field (H ). The coefficients for these relations are called conductivity (σ),
dielectric properties (ε), and permeability (μ). The electric flux density and magnetic
flux one would increase when passing through some dielectric or magnetic materials,
which can be described with ratio or increment compared with the vacuum case, as
follows:

D ¼ εE ¼ εrε0E ¼ ε0E þ P ð8:1Þ
B ¼ μH ¼ μrμ0H ¼ μ0 H þMð Þ ð8:2Þ
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where εr is defined as relative dielectric constant, ε0 as dielectric constant of vacuum,
P as polarization, μr as relative permeability, μ0 as permeability of vacuum, andM as
magnetization. From the latter two equations, we obtain

P ¼ ε0 εr � 1ð ÞE,M ¼ μr � 1ð ÞH ð8:3Þ

In the following section, electric or magnetic field response of P or M will be
discussed in dielectric or magnetic materials.

8.3 Dielectric and Magnetic Materials

8.3.1 Polarization and Magnetization

Dielectric properties are derived from the polarization and magnetic ones from
magnetic moment mainly based on spin one. There are several scales of polarizations
such as electronic, ionic, orientational, and interfacial ones. The dielectric polariza-
tion decreases with applied field frequency because the inversion of the polarization
direction cannot follow the change of applied field when the polarization scale
becomes large.

The magnetic moment of an atom can primitively be explained by two types of
current associated with the revolution and rotation of the electrons. Since the former
is usually cancelled by those of the other electrons, almost all the magnetic moment
of an atom is derived from the latter or spin. Such spin-derived magnetism disap-
pears by accommodating a couple of spins antiparallelly in an orbit. Magnetism of
atoms also diminishes due to so-called superexchange interaction in atom-oxygen-
atom arrangement.

The magnetic materials containing magnetic atoms can be divided into paramag-
netic one and the other materials. In the former the magnetic moments orient
randomly and in the latter align or can align in one line. The former material is
called paramagnetic ones, and the latter are further divided into ferromagnetic,
antiferromagnetic, and ferimagnetic ones. In the ferromagnetic materials, all the
magnetic moments can be oriented into one direction, showing a macroscopic
magnetization. In the antiferromagnetic materials, half of the magnetic moments
orient in the opposite direction to cancel the magnetism with each other, resulting in
no apparent magnetization. In ferrimagnetic materials, however, the oppositely
directed magnetic moments do not exactly cancel, so that a net magnetic moment
results. The magnetization still existing after removing the magnetic field is called
spontaneous magnetization.
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8.3.2 Ferroelectric and Ferromagnetic Domains

Like ferromagnetic materials dielectric materials with oriented polarizations are
called ferroelectric ones. In ferroelectric materials there exists spontaneous polari-
zation like spontaneous magnetization in ferromagnetic ones. The spontaneous
magnetization and polarization usually are oriented within microscopic regions in
ceramics grains which are called magnetic and ferroelectric domains, respectively.

8.3.3 Domain Movement and Hysteresis

Just after the fabrication of both ferroelectric and ferromagnetic materials, the
oriented directions within the domains are randomly arranged mutually indicating
that net polarization or magnetization becomes zero. By applying the electric or
magnetic field, domain walls move to form large domains in a ceramic grain coming
to existence with macroscopic polarization or magnetization.

The above domain movement would be explained for ferromagnetic materials in
detail by using Fig. 8.1 as follows. Before the application of magnetic field H,
magnetization (M ) equals zero as mentioned before. (1) As the material is exposed to
an increasing magnetic field (H ), apparent M becomes large due to the domain wall
movement to enlarge the domain area of which the direction of magnetic moment
accords with that of H. (2) When the domain wall moves to the grain boundary, the
grain is composed of only one domain. At this time, however, the magnetic moment
of the grain is not necessary to be parallel to the H. (3) As the field continues to

Fig. 8.1 M-H hysteresis of
ferromagnetic materials and
evolution of magnetic
domains
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increase, magnetic domains within the grains rotate to align with it. At this point the
material becomes saturated or any further increase in H will not increaseM. (4) This
value at the maximum field is named saturation magnetization Ms.

Reducing the magnetic field from this value does not cause a drastic reduction in
magnetization only based on the relaxation of the domain rotation. When the
external field has been reduced to zero, there remains a significant remanent mag-
netization Mr. (5) Such magnetization remains when the applying magnetic field is
changed to opposite sense. When the magnetic field in the opposite sense exceeds a
critical value, the magnetic domain switches to align themselves with the field. This
critical field is called coercive magnetic field Hc. (6) Increasing the magnetic field
further in the negative direction causes the domains to grow until the material is once
again saturated with -Ms. Reversing the field causes the magnetic properties to draw
a square in M-H graph. In such materials two different M values would be obtained
for H value. In other words, a property depends on the previously experienced field
in addition to the field at that time. Such profile is called hysteresis behavior.

8.3.4 Electromagnetic Memory

In the previous section, properties of ferromagnetic materials under magnetic field
have been described. Properties of ferroelectric ones can be similarly described by
replacing magnetic moment M for polarization P under electric field E where
P aligns within the ferroelectric domain, (in the latter case, remanent polarization
Pr and coercive electric field Ec correspond to the Mr and Hc in ferromagnetic
materials, respectively).

In both ferromagnetic and ferroelectric materials, magnetic moment and polari-
zation remains after removing the field, and then, both materials have been used for
electromagnetic memory devices. Ferromagnetic memory devices are preceded in a
practical use. Among them, ferrites are predominantly used. In order to improve the
recording density, the magnetized region should be decreased in addition to secure a
considerableHc value so as not to be erased by the ambient magnetic field. However,
if the Hc becomes larger than the magnetic head performance, recorded data cannot
be overwritten. Also the larger Mr value is desirable for reading the recorded data.
Recently, magnetoresistance effect is tried to be used for high-sensitive reading head
feasible to detect a weak magnetization of a narrow region.

Ferroelectric random-access memory (FeRAM) is a nonvolatile recording
medium different from dynamic random-access memory (DRAM) and static
random-access memory (SRAM). As nonvolatile recording memory, flash memory
and electrically erasable and programmable read-only memory have been practically
used. FeRAM is superior to these devices in read-write speed and operation power
needed. Three kinds of perovskite oxide, Pb(Zr,Ti)O3, SrBi2TaO9, and BiLaTiO3,
are mainly examined to use as FeRAM material from the view point of durability for
repetitional read-write cycle in addition to large Pr.
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8.3.5 High-Frequency Material and the Rader Absorbent
Material

In the previous section, external magnetic or electric field varied slowly enough to
follow the inversion in magnetic moment or polarization. If the field varying speed
or frequency is increased, the components capable to follow the direction change
decreases, leading to smaller B or D with the same external field. In other words, the
coefficients connecting these values with the external fields, i.e., μ and ε, become
small. In addition, phase delay (δ) between these value and external fields becomes
predominant at higher frequency.

As described above there are frequency dispersions in permeability and dielectric
constant, and these values are usually represented by complex numbers composed of
real part and imaginary part. Complex permeability (μ�) and complex dielectric
constant (ε�) can be expressed as follows:

μ� ¼ μ0 � jμ00 ð8:4Þ
ε� ¼ ε0 � jε00 ð8:5Þ

where 0 and 00 represent real and imaginary parts, respectively. The tangent value of
deviation angle (δ) from the reality relates to the energy dissipation, then, which is
defined as dissipation factor ( tan δ) represented by the ratio of real and imaginary
parts (tan δ ¼μ00/μ0 and tan δ ¼ ε00/ε0).

Contrary to this situation, high energy loss at high frequency in magnetic or
dielectric materials is tied to be used for the Rader absorbent materials. Recently,
electromagnetic wave with frequency range around GHz has come to use vigorously
in cellular phone and wireless LAN, etc. Electromagnetic interferences between
electromagnetic wave and electric circuit would lead misfunction and transmission
error. Under these circumstances, two distinct functions are required: these are not to
emit unnecessary electromagnetic wave and not to be affected by the outer electro-
magnetic wave. To accomplish this electromagnetic compatibility, much attention
has been paid on the Rader absorbent properties rather than conventional electro-
magnetic shield. In order to design a favorable Rader absorbent device, controlling
the high-frequency dielectric constant and permittivity is indispensable. For this
purpose, silicon carbide and ferrite-based materials are usually used by modified
those properties.

8.3.6 Ceramic Filter

In the previous section, absorption properties in the dielectric and magnetic materials
have been described; however, an electromagnetic wave does not necessarily be
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absorbed in solid. One of the most important components of microwave telecom-
munication is receiver. As for receiver devices, dielectric ceramics are widely used
as a key element, which is called dielectric resonator because it resonates with
specific length of telecommunication waves. At that resonance length of wave, the
specific impedance of the input side becomes the maximum to minimize the electric
current. As a result the target telecommunication wave transmits the resonator
without decay, while the other length of electromagnetic waves decays substantially.
In this manner, dielectric resonator can transmit a specific length of electromagnetic
wave selectively; it is also called a ceramic filter.

Dielectric ceramics with relatively large dielectric constant work as a resonator
because a standing wave is formed so as to confine the energy of electromagnetic
wave by reflecting the wave at the boundary between the dielectric material and free
space. In a dielectric material, the wave length of any electromagnetic wave
decreases in proportion to 1/εr

1/2. As a result, a resonator can be miniaturized in
size by using dielectric materials compared with the hollow resonator [1].

In recent mobile communication, microwave with frequency range from
800 MHz to 2.4 GHz is usually used. The correspondence wave lengths are in the
order of 10 cm which can be reduced by using dielectric materials, contributing to
miniaturizing the ceramics filter. For further reduction in the size of cellular phone
and PHS, filter dielectric materials with smaller dielectric loss and smaller temper-
ature dependence in addition to high dielectric constant have been explored.

8.3.7 Multilayer Capacitor

Ceramic capacitor is a simple but the most important application of dielectric
ceramics. The capacitance C of a ceramics capacitor with electrode area S and
electrode distance t can be expressed as follows:

C ¼ εrε0S

t
ð8:6Þ

In order to obtain a larger capacitance, macroscopic structures are designed so as to
enlarge S and to reduce t, in addition to employ a dielectric material with larger εr.
Recently, high-capacitance ceramic capacitor takes a layered structure, in which
multilayered electrodes inserted in a high εr dielectric ceramics connect side elec-
trode alternately. With increasing the electrode number, in other words, parallel
connected electrode contributes to enlarge S at the same time with decreasing t.

As dielectric materials with high dielectric constant, lead-based dielectric mate-
rials called relaxer or barium titanate-based materials are used. Characteristic phase
transition called diffused transition is used in the former. In the latter materials,
various additives are used to change the temperature dependence of dielectric
constant. For example, additives to decrease the phase transition temperature are
called shifter and to reduce the temperature dependence of dielectric constant are
called depressor.
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8.3.8 Piezoelectric and Pyroelectric Materials Based
on the Symmetry of Their Crystal Structure

In Sect. 8.2, the dielectric constant was defined as the coefficient connecting electric
flux density (D) with electric field (E). In reality, D is also dependent on stress (T ),
temperature change (dQ), and magnetic field (H ). Assuming that the effect of
magnetic field can be negligible, D can be expressed as an exact differential formula
as follows:

D ¼ ∂D=∂Eð ÞE þ ∂D=∂Tð ÞT þ ∂D=∂dQð ÞdQ ð8:7Þ

The coefficients for the latter two intensive valuables are represented as (∂D/∂T ) ¼
d named as piezoelectric constant and as (∂D/∂dQ) ¼ p named as pyroelectric
constant, or stress and temperature dependencies of electric flux density.

The elements of symmetry are utilized to define symmetry about a point in space.
All crystals can be divided into 32 different point groups. Of the 32 point groups,
21 classes do not possess a center of symmetry. One out of the 21 classes is not
piezoelectric because of other combined symmetry elements. As a result 20 point
groups possess piezoelectricity. The piezoelectricity is defined as electric polariza-
tion produced by mechanical stress. In the same material, converse or inverse effect
can be seen. The converse effect is associated with the mechanical movement
generated by the application of an electrical field.

The first and second terms of the previous equation and the relation to give elastic
strain S are called piezoelectric fundamental formula.

D ¼ εTE þ dT ð8:8Þ
S ¼ dE þ sET ð8:9Þ

where sE is called compliance which equals (∂S/∂T ) or coefficient between strain
and stress. The εT represents the dielectric constant under constant T. Since the strain
and the electric flux density can be expressed by using the Gibbs free energy as S ¼
(∂G/∂T )E and D ¼ - (∂G/∂E)T, the differential coefficient of the latter equation can
be deformed as follows:

∂S=∂Eð ÞT ¼ � ∂2G=∂E∂T
� �

¼ � ∂2G=∂T∂E
� �

¼ ∂D=∂Tð ÞE ¼ d

As a result, the second term of Eq. (8.8) and the first term of Eq. (8.9) have the
same coefficient [2]. Since E and D are vector (the first-order tensor) and T and S are
the second-order tensor, εT, d, and sE are the second-, third-, and fourth-order tensor,
respectively.

There are 10 crystal classes out of above 20 ones possessing spontaneous
polarization in which symmetry center of cation does not accord with the anion
one. This polarization also changes with temperature; hence, it is called
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pyroelectricity. The temperature coefficient of polarization p is usually negative
because the polarization decreases with temperature.

In a pyroelectric material, the spontaneous polarization is cancelled by a kind of
floating charge at a given temperature. On a sudden temperature increase, the
floating charge is released due to the polarization decrease. The charge movement
can be detected as a current of outer circuit giving an infrared sensing device
(Fig. 8.2). Such sensor does not need standby power, and then is now widely used
as intrusion alarm and thermal imaging.

The ten spontaneous polarized materials have a special category called ferroelec-
tricity, in which the polarization is reversible by an electric field of some magnitude.
It can be concluded that the ferroelectric materials are sufficiently pyroelectric one
and piezoelectric one. This relationship is illustrated in Fig. 8.3.

Fig. 8.2 IR detection mechanism of a pyroelectric material (left, room temperature; right, on IR
irradiation)

Fig. 8.3 Interrelationship
of piezoelectrics and
pyroelectrics based on the
crystal symmetry
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8.3.9 Materials for Piezoelectric and Pyroelectric Devices

Piezoelectricity and pyroelectriciy in barium titanate (BaTiO3:BT) on polarization
treatment have been extensively studied after their discovery. From the viewpoints
of piezoelectric and pyroelectric properties, lead-based complex oxides such as lead
titinate (PbTiO3:PT) and lead zirconate titanate (Pb(Zr,Ti)O3:PZT) are mainly used.
The latter has a solid solution of ferroelectric PT and antiferroelectric PbZrO3. The
latter is usually used with composition of Zr/Ti ¼ 53/47 (morphotropic boundary
phase) at which piezoelectric properties become the maximum with flexible crystal
structure.

Recent environmental conscious does not afford to use lead, so lead-free piezo-
electric or pyroelectric material has extensively been studied. (Bi1/2Na1/2)TiO3 or
bismuth layer-structured ferroelectric has been long examined. Since 2004, (K,Na)
NbO3-based ceramics have attracted attention because its piezoelectric properties are
comparable to those of PZT, while neither lead nor bismuth is contained.

8.3.10 Actuator

When voltage is applied on a piezoelectric ceramics, it will expand or contract in the
thickness direction depending on the polarity of the voltage with respect to the poled
direction. The magnitude of these movements depends on both voltage and d value
but is usually very small. Then microscopic ceramics bars are assembled to obtain
larger displacement. In general layer type or bimorph one is usually used as shown in
Fig. 8.4.

Fig. 8.4 Variety of design
in ceramics actuators [3]
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In the former layer type, about a hundred ceramics layers were piled. Electrodes
were formed between each layer to make interdigital ones. As a result, power force
as large as 100 kgf can be obtained with relatively small applied voltage around
100 V. Another merit of this type is quick response (10 μs). On the other hand, it has
a drawback of small output displacement as large as 10 μm because it is only the sum
of each layer strain.

Another type of actuator bimorph is composed of two rectangular plates with the
same dimension but oppositely poled. The bender deflects by applying the voltage
because one expands and the other contracts. It can easily create bending displace-
ment over 100 μm; however, its response time is rather late (1 ms), and its available
force is inevitably small.

Relatively novel type of actuator called moonie has attracted attentions because
its displacement is as large as that of layer type, and its generated power and
response time are better than those of bimorph type. As shown in Fig. 8.4,
crescent-shaped metal plates are attached to top and bottom sides of the layered
actuator to make bridges. In addition to the vertical displacement of layered actuator,
horizontal contract is transformed to the vertical displacement with the metal plates.

8.3.11 Piezoelectric Transformer

In this section the analogy of magnetic and dielectric materials has been described. In
the following section, piezoelectric materials which are similarly used for voltage
converter like conventional winding transformer will be described.

Conventional voltage converter based on the electromagnetic induction law is
called winding transformer in which input/output voltage ratio is proportional to the
ratio of turns number. A magnetic material with high permeability is used to transmit
magnetic flux from the primary to the secondary side, which is called transformer
core. A piezoelectric transformer can convert voltage by using electromechanical
interaction of piezoelectric material.

As shown in Fig. 8.5, two differently poled piezoelectric materials are joined to
make a piezoelectric transformer which is called the Rosen-type one. When a voltage
with a resonant frequency is applied on the primary side of piezoelectric material
poled vertically, strain generates also vertically, and at the same time horizontal

Fig. 8.5 Schematic
illustration of piezoelectric
transformer (Rosen type)
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strain also generates. That horizontal strain is transmitted to the horizontally poled
secondary side to output a voltage by the piezoelectric conversion.

Boosting ratio of piezoelectric transformer is theoretically large, and it does not
generate magnetic field. On such reason, piezoelectric transformer is widely used for
voltage converter in backlight for liquid crystal display.

8.4 Semiconductor Ceramics

In a dielectric material, charged particles like ion, electron and hole cannot move
through the solid but only sift from their stable positions, then it is called electrically
insulating material. Contrary to this, there are a series of materials called conductor
or semiconductor in which electron or hole moves continuously.

As an index of electric conduction, conductivity σ or the coefficient connecting
current density j and electric field E is usually used similarly to the cases of dielectric
or magnetic materials. In detail, the resistance R is proportional to its length l and
inversely proportional to the sectional area S, which relationship can be expressed as
follows:

R ¼ ρ
l

S
ð8:10Þ

where the coefficient ρ is called resistivity and the reciprocal of resistivity is defined
as conductivity σ. Solid materials are classified by σ, i.e., materials with σ larger than
105 Sm are called conductor (metallic conductor); those smaller than 10�6 are called
dielectrics. The solids with conductivity between these values are called
semiconductors.

8.4.1 Electric Orbit and Band Structure

The conductivity of a material can be estimated by the band structure at which
electrons are allowed to exist. Such energy band is constituted of electron orbit of
individual atoms. In other words, electron orbit of constituent atoms determines the
energy band of a solid.

Figure 8.6 shows the relationship between molecular orbital and the band struc-
ture composed of two kinds of atoms A and B. If the difference of the atomic energy
levels between A and B is small, difference between bonding orbital and antibonding
one becomes small leading to small band gap in solid composed of A and B (smaller
case). Band build from the bonding orbital is called valence band and that from the
antibonding one conduction band. On the other hand, if difference in the atomic
energy levels is large, difference in energy level between bonding orbital and
antibonding one becomes large, resulting in wide band gap (larger case).
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Band gap is also called forbidden band at which electrons are not allowed to exist.
Although the fully occupied electrons at an energy band cannot move, partially
occupied electron in a band can move to transport electric charge.

When the electrons are put into the valence band and the last electron exists at the
middle of the valence band, it can move freely through the solid via the unoccupied
valance band. In the other solid, valence band is fully occupied, and the conduction
band is empty. If the band gap is small, electrons at the valence band can be excited
to conduction band with energy gain thermally or photonically, leading to electronic
conduction. If the band gap is large, the electrons cannot reach to the conduction
band remaining in an insulator.

After the electron excitation, a hole is remained in the valence band, and this hole
has effectively positive charge to be mobile by bias application. Compared with the
hole at the valence band, electron at the conduction band moves easily. It moves
more easily when the conduction band is wide. The degree of movement of charged
carrier is called mobility.

Conductivity is defined as electric charge passing through a unit area for 1 s by
applying 1 V. Conductivity can be expressed as follows:

σ ¼ eneμe þ enhμh ð8:11Þ

where e is elementary charge, ne and nh are electron and hole densities, and μe and μh
are electron and hole mobility, respectively.

Fig. 8.6 Energy levels allowed to take for an electron in isolated atoms, molecule, and solid [4]
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Semiconductors in which electron excites from valence band to conduction band
to make electron at the conduction band and hole at the valence band are called
intrinsic semiconductors. The carrier density depends on the ratio of electron with
energy over the band gap, which obeys the Boltzmann distribution. Materials of
which valence band are occupied fully by the electron can roughly be judged by the
width of band gap, i.e., materials with band gap over 2 eV become dielectrics at
room temperature.

In reality there are some materials showing considerable conductivity even with a
small carrier densities if they possess large mobility. In such materials electric
carriers seldom scatter the inlet light, and then light transparency and large electric
conduction would be compatible. Indium oxide doped with tin is a typical example
realizing a transparent electrode.

8.4.2 Extrinsic Semiconductor

In addition to the direct excitation from valence to conduction band, intentionally
added impurity state could supply electrons. If impurity atoms with larger valence
than the parent ones are introduced, impurity states or donor levels are formed in the
band gap just below the conduction band. Thermal excitation will lead to the transfer
of electrons from donor level to conduction band, giving rise to n-type semiconduc-
tor. On the other hand, fewer valency impurities make impurity sates or acceptor
levels in the band gap just above the valence band. It can accept the thermally excited
electrons to give positive charged holes in valence band leading to p-type semicon-
ductor. Extrinsic semiconductor is determined not by the width of band gap but by
impurity levels from the band edges.

In a metal, its carrier density is insensitive to temperature; then the temperature
dependency of conductivity is governed by the behavior of μ. In the case of
semiconductor, on the other hand, conductivity increases with temperature due to
the increased excited carrier with temperature elevation.

Figure 8.7 illustrates a temperature dependence of conductivity for n-type semi-
conductor. At lower temperature electrons are supplied mainly from the donor state
of which excitation energy is small, giving a temperature dependency based on the
energy gap between donor state and edge of conduction band. This temperature
region is called impurity region. In the intermediate temperature, all impurity levels
are effectively ionized, and the carrier density is temperature independent, which is
called exhaust region. Finally at sufficiently high temperature, electrons would
excite directly from valence band to conduction one, giving a temperature depen-
dence based on the band gap. This is called intrinsic region.

By using above mentioned temperature dependence of resistivity, that is, con-
ductivity, a device to estimate the temperature form the electric resistance is called
thermistor. Commercially available thermistors are prevailing, of which resistance-
temperature properties are controlled by mixing several transition metal oxides and
thermal stability, or thermal response is adjusted by the configuration and cover
coating.

166 A. Kishimoto



8.4.3 Origin of Thermoelectric Power and Its Usage

In the previous section, the subjective solids are supposed to be heated uniformly;
however, carrier density of high temperature side is large when the sample has
temperature difference. In addition to the potential difference, concentration differ-
ence also acts as driving force, and the resultant electric current is called diffusion
current.

When one of the edges of a semiconductor is heated, the carrier density of the
heated side becomes large moving to the lower side by diffusion. If the transport
carriers are electrons, lower-temperature edge gains negative charge generating a
potential difference. This voltage is called thermoelectric power, and lower side
potential divided by the temperature difference is defined as the Seebeck coefficient.
When the transport carriers are electrons, the Seebeck coefficient becomes negative.
In the case of hole, it becomes positive.

Fig. 8.7 Temperature dependence of carrier density in n-type semiconductors
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Since we can estimate a temperature as a reference of standard one, it is widely
used as temperature monitoring device or thermocouple, which is advantageous for
needing no electric power.

When p-n junction is fabricated by semiconductors with the large Seebeck
coefficient and subjected to a certain temperature difference, practicably effective
electric power can be obtainable leading to a thermoelectric converter. Such devices
would be promising to realize an effective utilization of waste heat at thermal power
generation and factory plants, so on.

In addition to the value of the Seebeck coefficient, low ohmic loss and large
temperature difference are important factors for thermoelectric converter. As a result,
it is usually evaluated by a figure of merit Z taking account of both electric and
thermal conductivities beside the Seebeck coefficient. Practically available thermo-
electric convertors with larger Z values are usually tellurite, antimonite, and silicide
which have problems in toxicity and stability. To overcome these problems, oxide
ceramics have attracted much attention, and promising candidates are ZnO-based
compound and NaCoO2 ceramics for n-type and p-type component, respectively.

8.4.4 Joining and Barrier

The band structure for electronic state in solid is schematically illustrated in Fig. 8.8
for semi-qualitative discussion. The lowest point of conduction band (Ec), the
highest point of valence band (Ev), and the energy at the boundary of occupied
and unoccupied carriers (EF, Fermi level) are specially important energy levels. The
corresponding energies as reference of vacuum level (VL) are called electron affinity,
ionization potential, and work function.

Fig. 8.8 Band structures of metal and n-type semiconductor. The Schottky barrier is formed by
junction
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When materials with different Fermi levels are contacted, electrons would trans-
port from high-level material to low-level one. In the case of metal and n-type
semiconductor, electrons transport form semiconductor to metal to make the Fermi
levels coincide as shown in Fig. 8.8. An electron depletion layer or exhaustion layer
is formed in the semiconductor side at the vicinity of the boundary. Positively
charged donor ions are left behind in this region building an electrostatic potential
gradient. Such a gradient becomes a barrier for electron transport, which is called the
Schottky barrier. The height of built-in potential as reference of that far enough from
the junction is called flat band potential (Vfb).

8.4.5 Rectification at Metal-Semiconductor Junction

When a bias voltage is applied across the boundary with semiconductor side going
into positive, the Ec is relatively lowered with increasing the potential difference. At
this time practically no electrons can climb the potential energy hill from metal to
semiconductor. For back voltage when a bias negative voltage is increased to
semiconductor, the Ec increases reducing the barrier height. The barrier height
becomes zero when the applied bias equals Vfb; then, more electrons flow from
semiconductor to metal.

The abovementioned relationship is illustrated in Fig. 8.9 at which forward bias
means semiconductor side is negative and backward one means semiconductor side
is positive. A large current will flow if we apply a voltage in one direction, but if the
voltage is in the opposite direction, only a very small current will flow. Such
property is called rectification which is also seen in p-n junction of semiconductors
and used for current limiting device.

8.4.6 Built-in Barriers at the Surface and Grain Boundary

For a certain combination of semiconductor and metal or considerable percent of
semiconductor junction, some degrees of depletion layers are formed possessing a
high-resistivity boundary or surface (Fig. 8.10).

When the Schottky barrier is formed by using a specific metal electrode on a
semiconductor, the rectification properties based on the junction might be misun-
derstood as an intrinsic property. To avoid such misevaluation, metal electrode with
small work function should be used so as not to form the Schottky barrier.

There exist surface and grain-boundary levels based on absorption and impurity.
If these levels are lower than the Fermi level of bulk or gain, the Schottky barriers
form. When such barrier can be varied by some environmental feature, resistivity
change can be utilized for a sensing device.
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8.4.7 Sensing Mechanism of Semiconductive Gas Sensor

Semiconductive gas sensors are usually used in ambient air. In such case adsorbed
oxygen is charged to be negative due to its large electron affinity. Those electrons are
supplied from the surface resulting in large surface resistivity. By using band
structure, in other words, adsorption levels formed below the Fermi level capture
the electrons at the vicinity of bulk surface to make a depletion layer.

When flammable gases such as hydrogen, carbon monoxide, and hydrocarbon are
introduced to an oxygen adsorbed semiconductor, the introduced gases react with
adsorbed oxygen giving water and carbon dioxide. The electrons used for negative
adsorption return back to semiconductor bulk reducing the height of the depletion
layer. Concomitant resistivity change can be utilized for flammable gas sensing. The
ratio of resistivity change depends on the amount of reacted oxygen or flammable
gas concentration when the amount of absorbed oxygen is sufficiently large. Since
the sensitivity increases with increasing the surface to bulk ratio, thin film or porous
morphology is usually used as sensor configuration. In addition to the sensitivity,
response time and selectivity are also important, which are tried to be enhanced by
surface modification.

Fig. 8.9 Rectification of metal-semiconductor junction on bias application
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8.4.8 PTCR Device and Varistor Based on Grain Boundary
Barrier

Grain boundary impurity levels form symmetric barrier called the double Schottky
one. The figure of this barrier can be calculated using the Poisson’s equation giving
the resistivity ρ:

ρ ¼ ρ0 exp ϕ=kTð Þ ð8:12Þ

where ρ0 is the standard resistivity, k the Boltzmann’s constant, T the absolute
temperature, and ϕ the barrier height.

Since the height of barrier is inversely proportional to the relative dielectric
constant, electric resistance varies with dielectric constants. Barium titanate has
tetragonal-to-cubic phase transition at around 120 oC, below which it possesses
spontaneous polarization showing ferroelectricity. Its permittivity shows peak at this
temperature decreasing suddenly with temperature. When impurities with valency
larger than titanium and lanthanum are doped into barium titanate, it becomes n-type
semiconductor. The resistivity of doped barium titanate changes non-monotonically.
This property is called PTCR (positive temperature coefficient of resistivity) which
is widely used as overheating protection device for dryer and cooking heater. There
are several models to explain the PTCR effect of barium titanate. Among them the

Fig. 8.10 Barrier formation in connection to the surface and grain boundary levels
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most probable one is the Heywang model in which height of the double Schottky
barrier is correlated with the change in dielectric constant [5].

Another device using the double Schottky barrier at the grain boundary is varistor
or abbreviation of variable resistor. This material can be regarded as insulator up to a
certain electric field or breakdown field, above which it becomes conductor. When a
varistor is directly connected to a sensitive device, it can be protected from transient
overvoltage. In addition to the protection of electronic equipment, a major applica-
tion of varistor is for the protection of electronic power distribution and transmission
system which require reliability with voltage up to a megavolt range.

The usual varistor is a zinc oxide-based ceramic essential to be doped with
bismuth oxide or praseodymium oxide. These dopants are thought to form grain
boundary levels building the double Schottky barrier. As shown in Fig. 8.11, with
low applied voltage, both the height and the width of the depletion layer are
sufficiently large resulting in few conducting electron. When the voltage exceeds
some critical value, larger number of electrons can conduct by a tunneling process
through thinned depletion layer.

8.5 Ion Conductor

Electric charge transport carried by ion is called ionic conduction. An electrolytic
solution such as diluted sulfuric acid or molten salt exhibits conspicuous ionic
conduction. Even with a solid state, some materials show sufficiently large ion
conduction comparable to liquid electrolyte, which is called solid electrolyte.

Conductive solid can be classified by the ratio of ionic conduction to the total
conduction. If almost all the conduction is attained by ionic one, such material is
named ionic conductor. When the contribution of electron and ions to the total
conductivity is comparable, they are called mixed conductor. In general solid
electrolyte means materials with large ionic conductivity; mixed conductor of
which contribution of ionic one is small may be sometimes called solid electrolyte.

Fig. 8.11 Barrier height depending on the temperature and tunnel current under large bias
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Compared with the electron, ion has large mass and volume. Among them ions
with smaller radius and valence can move relatively easily. Since the ionic radii of
fluoride and oxide ions are large, higher temperature is needed to show large ionic
conduction of these ions.

8.5.1 Crystal Structure of Ionic Conductor

The major structural feature of ionic conductor could be divided into the following
four categories: (1) partially occupied sublattice sites, (2) defect structure, (3) layer
or network structure, and (4) amorphous.

In the partially occupied sublattice sites structure, the number of availably
occupied sites is larger than that of real existing ion. As a result, mobile ions are
distributed statistically on these sublattice sites. The crystal structure of this typical
material or α-AgI is illustrated in Fig. 8.12. This structure is based on body-centered
cubic iodide anion with silver cation in the possible sites. The silver cations exist
mainly at the tetrahedron sites made of iodide anions. In addition to these 12 four
coordinate sites existing in the unit cell, there are 6 six coordinate and 24 three
coordinate sites. These three sites are energetically equivalent; two silver cations can
move through these 42 sites.

Below 147 �C α-AgI transforms to β-structure suddenly decreasing the ionic
conductivity. In order to overcome this drawback, high-temperature phase was tied

Fig. 8.12 Crystal structure of α-AgI. I sites; large spheres, Ag sites; the other symbols [6]
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to be stabilized by vitrification. To realize the partially occupied structure at room
temperature, some derivatives such as RbAg4I5 and Rb4Cu16I7Cl13 have been
synthesized.

Another type of ionic conductor has defect structure in which ion can move
through the defects formed by the addition of impurities. Stabilized zirconia, in
which cubic high- temperature fluoride phase is maintained by adding CaO or Y2O3,
is denoted as CSZ and YSZ. At this time low-valence cations are substituted by the
zirconium ion; oxygen vacancy equivalent amount of the dopant would form as
follows:

2 1� xð ÞZrO2 þ xY2O3 ! Zr2�2xY2xO4�x ð8:13Þ
1� yð ÞZrO2 þ yCaO ! Zr1�yCayO2�y ð8:14Þ

These vacancies exchange with the lattice oxide ions resulting in ion conduction.
For practical application of oxide ion conductor, it is also important that the ionic

conduction is predominant for a wide range of oxygen partial pressure. The oxide ion
conductivity of ceria or bismuth oxide is larger than YSZ; however, they are readily
reduced accompanied by electronic conduction. Taking into account the atmosphere
exhibiting pure ionic conduction, stabilized zirconia is mainly used as oxide ion
conductor.

In addition to yttria and calcia, stabilization of zirconia is realized by a variety of
rare earth oxides. All systems exhibit the maximum in the ionic conductivity at
specific composition depending on the doped cations. The decrease in conduction
with increasing the defect over the maximum composition could be explained by an
association of charged defect and oxide ions. Although Sc2O3 or Yb2O3 doped
zirconia shows larger ionic conductivity than that of YSZ, YSZ is still mainly
used taking into account the cost and mechanical properties.

In the layer-structured ionic conductor like β-alumina, large ionic conduction
would realize in plane when the ion conduction paths connect two dimensionally.
The β-alumina is a generic name of nonstoichiometric compound expressed by a
formula Na1+xAl11O17+x/2. In the ideal composition x ¼ 0, its crystal structure
belongs to the hexagonal system in which NaO layers are sandwiched by dense
Al11O17 block with spinel configuration. There are three kinds of sites (BR, a-BR,
mO) which can accommodate sodium ions (Fig. 8.13). They become energetically
identical leading to sodium ion conduction like α-AgI. Since the ionic movement
occurs in NaO plane, sodium ion conduction shows conspicuous anisotropy, or the
conductivity vertical to the NaO plane becomes extremely small. In order to over-
come this drawback NASICO (NNa2Zr2P2SiO12) and LISICON (Li14Zn(GeO4)4)
have been synthesized as compound with a three-dimensional conduction path.

Although amorphous material does not have periodic network structure, it has
been attempted to be used as ionic conductor through its open structure. Compared
with crystal glass, it is advantageous of which composition can be changed contin-
uously and which can be processed easily.
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8.5.2 Application of Ionic Conductor

The reliability of electrochemical devices would be improved by replacing the liquid
electrolyte with solid one. Solid electrolyte would realize the high-temperature
electrochemical devices at which liquid electrolyte cannot be used.

When a YSZ is used as a bulkhead and gases with different oxygen partial
pressure (P0o2, Po2) are introduced into the two separated spaces, oxygen concen-
tration cell would be composed with electromotive force E as follows:

E ¼ RT

4F
ln
P0
O2

PO2

ð8:15Þ

where R is the gas constant and F the faraday constant. If one of the partial pressure
is already known, we can calculate the other one by measuring E and T.

This type of oxygen sensor has enabled to detect the oxygen solute in melting
steel as high as 1900 K. Almost all of today’s automobile is equipped with this type
of sensor as air-fuel ratio sensor (λ sensor) to control the internal combustion engine.
On the contrary, by applying a voltage over the electromotive force, it can be used as
oxygen pump to carry oxygen from low to high partial pressure site.

If hydrogen gas is introduced to one site, reactions H2+O
2�!H2O+2e

� and
O2+4e

�!2O2� occur at hydrogen and oxygen sites, respectively. Electromotive
force corresponding to ΔG for these reactions is generated to use as fuel cell. There
are several types of fuel cells classified by the operating temperature. High-
temperature fuel cell in which ceramics electrolyte is used has advantage in conver-
sion efficiency and practicably used for on-site power generator.

Fig. 8.13 Sodium
conduction plane and
conduction path of
β-alumina [7]
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8.5.3 Mixed Conductor and Its Application

Mixed conductors possessing both ion and electron conduction attract much atten-
tion as electrode material for several electrochemical devices. This is because the
electrode is a place where ion and electron react in electrochemical reaction.

Cell active material accommodates reducing agent M as M+, and it also needs
electron conduction. Some kind of transient metal oxide TmOn with the highest metal
valence generates easily following the reaction

TmOn þ xMþ þ xe� ! MxTmOn ð8:16Þ

with large ΔG value. Manganese oxide (MnO2) is a good example to use for
commercial battery where H+ accommodates. Thus described ion insertion into an
electrode compound is called intercalation.

With a combination of lithium anode active material and cathode one which can
reversibly intercalate-deintercalate lithium ion, lithium secondary battery can be
assembled. Some kinds of layer materials such as TiS2 and LixCoO2 are promising
candidates for cathode material as high energy density battery because their lithium
diffusion and electric conduction are both large.

Electrochemical supercapacitor attracts much attention because it possesses both
large capacity and high power density. It uses intercalation in addition to the electric
double layer capacitance usually used for electric field capacitor.

Tungsten oxide has a perovskite structure with vacant twelve coordinate sites
which easily accommodate alkali metal ions. Since the valence band level of alkali
metal is higher than the conduction level of tungsten oxide, inserted metals supply
electrons to the conduction band leading to metal conduction.

In addition to the mixed conducting properties, tungsten oxide shows coloration
change accompanied by the insertion and deinsertion of alkaline metal. In detail, if
negative potential is applied on tungsten oxide submerged in lithium ion dissolved
electrolyte, it turns blue due to the lithium intercalation. The color disappears with
applied positive potential. Such mechanism has been applied to a display called
electrochromic one. This system does not need backup power to maintain the
coloration, which is advantageous for large-area display and light shielding window.
Since its passive coloration system is easy on our eyes, it has been tried to apply for
electronic book.

8.6 Superconductor

After the first discovery of high-temperature superconductor in 1986, oxide super-
conductor monopolized the attention of solid-state physics community. This phe-
nomenon was observed first in 1911. Since then, it has been reported in more than
1000 materials including metal compound, metallic alloy, and organic materials.
Since the high-temperature superconductor exhibits superconductivity above the
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boiling point of liquid nitrogen (Tc > 77 K), the application environment has
changed drastically because it does not need liquid helium.

In the present section, solid-state physical feature, properties, and application of
superconductor will be described.

8.6.1 Crystal Structure of High-Temperature Superconductor

All the high-temperature oxide superconductors have perovskite-based structure
with Cu-O layers. Cuprate superconductors are classified into the following four
categories by the constituent:

YBCO: YBaCu3O7�x, Tc ¼ 92 K.
Bi system: (Bi,Pb)2Sr2Ca2Cu3O10+x, Tc ¼ 110 K, etc.
Tl system: Tl2Ba2Cu2O8+x, Tc ¼ 125 K, etc.
Hg system: HgBa2Ca2Cu3O8+x, Tc ¼ 135 K, etc.

Crystal structures of YBCO, Bi system, and La2CuO4 are illustrated in Fig. 8.14. In
any structures characteristic structure is commonly seen as hutched in Fig. 8.14. This
is called CuO2 layer or superconductive layer at which superconduction occurs when

Fig. 8.14 Crystal structure of oxide superconductor [8]
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introduced by electron holes. There are variety of structures between the CuO2 layer,
which are called blocking layer. In addition to inhibiting the connection of
superconducting layer, it also supplies carriers to the superconducting layer then
named as carrier supplying layer.

It is accepted that the superconducting cuprous oxide shows the maximum Tc
when carriers are supplied with 0.15 electron unit per cupper ion. The Tc decreases
when the carrier concentration deviates from the optimized one. Deficient or excess
carrier concentration states are called under-dope and over-dope ones, respectively.
Carrier concentration can also be controlled by a partial substitution with different
valence ion, oxygen defect, and interstitial oxygen.

The electronic charge carriers in the high-temperature superconductor can be
described fundamentally by the BCS theory proposed in 1957, which explains the
unusual behavior as being due to electrons combining into Cooper pairs. The figure
of the probability density of electron pairs is thought to be anisotropic like d-orbit.

8.6.2 Superconducting Properties

There exist three kinds of superconductivity regarding critical conditions as critical
temperature Tc, critical magnetic field Hc, and critical current density Jc. As shown
in Fig. 8.15, these three parameters correlate each other, and superconduction occurs
within the T-H-J critical plane.

Critical current density could be theoretically increased up to 108 Acm�2, at
which electron pair breaks. The realistic Jc is one to four orders smaller than this
theoretical value. The degradation can be ascribed to the inhomogeneous

Fig. 8.15 Boundary
condition of superconductor
[9]
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morphology and weak bonding strength between planes. Controlling the morphol-
ogy increasing orientation is important to increase the critical current density.

When a superconductive material is placed in a magnetic field, the magnetic flux
originally existed is ejected from the specimen. This is called the Meissner effect. In
a high magnetic field, superconductive and normal conductive states coexist intrud-
ing quantum magnetic flux in the specimen. The superconductive state would
disappear when the quantum magnetic flux moves on the Lorenz force. The effect
to disturb the movement is called pinning effect and grain boundary, segregation
particle, and dislocation act as pin.

8.6.3 Application of Superconductivity

Application of superconductivity lies in power transmission cable, superconducting
coil, memory, and magnetic field sensor. For these applications, superconductive
materials are processed to wire or thin film morphology. The requirement properties
for power cable and coil are different, and then the figure of the wire would be
changed to satisfy the requirement. For example, mechanical properties have to be
improved so as not to expand the coil by the Lorenz force.

As a magnetic coil, magnetically levitated trains are famous application; however,
the application field is expanding including magnetic separation and magnetic
bearing. The Josephson tunnel junctions exhibit extremely high switching speed.
The electrical noise level of superconductive material is extremely low which can be
utilized to detect extremely low magnetic field. This device has already been
practically used as SQUID.
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Chapter 9
Optical Properties of Ceramics

Krisana Kobwittaya and Takanori Watari

Abstract This chapter provides an overview on essential principle of optical prop-
erties of ceramics which involves the phenomena in physics of the interaction
between light and materials. Firstly, the light-matter interactions and how light
behaves are described by considering the five key factors: scattering, absorption,
transmission, reflection, and refraction. Also, this explanation includes three main
groups of optical ceramics, transparent, translucent, and opaque, as material object
and how to classify them. This chapter deals not only with physical backgrounds but
also with giving the descriptions and examples of optical ceramics based on four
crucial categories: transparent ceramic, single crystal, polycrystalline ceramic, and
phosphor. Each sort is interpreted in detail with attribute, fabrication process,
examples of material, and related applications.

Keywords Optical ceramics · Transparent ceramics · Single crystals ·
Polycrystalline ceramics · Phosphors

9.1 An Overview on Optical Properties of Ceramics

In general, the underlying phenomena of ceramic optical properties involve light-
matter interactions which give rise to diverse behaviors of light, for example, light
transmission, light reflection, and light absorption. Besides, these behaviors can be
used to explain the nature of matter such as surface structure of materials.

The basic categorization of ceramics, which is directly related to optical proper-
ties, is usually described as transparent, translucent, and opaque. By this classifica-
tion, glass is the most well-known material as a transparent ceramic. Alternatively,
color in ceramics is one of the characteristics that occurs by light-matter interaction,
and it can be changed by the number of point defects in ceramic structure or modified
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by adding dopants or additives. For instance, glass is colorless material, but by
adding the transition metals or rare earth elements, glass becomes colored material
such as brown glass by doping Fe3+ and violet glass by doping Nd3+ [1, 2]. In recent
years, the optical properties of ceramics have gained much attention because they are
the essential knowledge for the development of various technologies, especially the
advancement in light-emitting materials such as luminescent ceramics. With these
three main issues, transmission, color, and light-emitting properties, the optical
properties of ceramics lead to the considerable applications for employing in many
technologies.

9.2 Basic Properties of Optical Ceramics

Theoretically, when light strikes a material, it may be scattered, absorbed, transmit-
ted, reflected, or refracted (Fig. 9.1). These behaviors of light depend on the physical
and chemical properties of that material. In case of any optical materials, there are
five basic factors of optical phenomena: scattering, absorption, transmission, reflec-
tion, and refraction [3]. Also, these properties can be used to explain common
peculiarities of optical ceramics, for example, transparency of ceramic and color in
ceramic, including the optical coefficients such as refractive index.

Fig. 9.1 Schematic of fundamental phenomena of light when an incident light impinges on the
material
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9.2.1 Scattering

The scattering is one of the initial phenomena, when a light wave meets any material
object. Taking into account the structure of materials in microscopic level, they are
different in particle sizes, surface roughness, or even pore sizes, which could affect
the direction of light. Therefore, the scattering is a general physical process that
occurs by the interaction of some part of light with localized non-uniformities in the
medium, causing the light scattering in much different way from its original
direction.

Normally, the question “why is the sky blue, albeit the sun is red” is a basis of
thought for understanding fundamental scattering mechanism. This is due to a
phenomenon called the Rayleigh scattering: light from the sun passing through the
atmosphere is scattered by the individual molecules (preferably the particles that
have a radius less than approximately a tenth of the wavelength of the light).
Basically, the Rayleigh scattering refers to the scattering of light of air molecules,
so this phenomenon is only involved in the particles that are much smaller than the
wavelength of the light. Since light scattering is more probable for shorter wave-
lengths and the blue light has the shortest wavelength in visible region, the blue light
from the sun is scattered more than other wavelengths, resulting in the blue color of
the sky [4–7]. Within the visible range of light, the red light is scattered the least by
atmospheric molecules. In general, at the time of sunrise and sunset, our eyes can
detect red color in the sky because sunlight travels a long path through atmosphere to
reach the eyes, and the blue light has been largely removed by long-distance travel,
remaining mostly red light in the sky.

9.2.2 Absorption

The considerable point in this section is, after an incident light impinges on the
surface of any materials, what happens to that light next? In previous section, light
can be scattered, but sometimes light is absorbed and subsequently converted to the
heat energy. This phenomenon is called absorption. The mechanism of light absorp-
tion is that the photons of the impinged incident light transfer its energy to atoms
within the absorbing material. In most cases, the light absorption relies on the nature
of atoms within the object. All atoms have specific vibrational frequency or also
known as natural frequency. If an incident light interacts with those atoms with the
same natural frequency, they will absorb the incident light energy, causing the heat
of the object. In some cases, with the same mechanism mentioned above, the object
exhibits the color due to the light absorption either, but this is due to the light
absorption by electrons. Even though the absorbed light is responsible for the
heating and coloring effects, these also depend on the amounts of light scattered,
reflected or transmitted, including the original color of the material object. For
example, when the colored optical materials are heated up by sunlight, dark materials
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lean to be hotter than light-colored material because they have low-light reflection,
high absorption, and small or no light transmission, leading to more heat generation.

9.2.3 Transmission and Reflection

According to the relation of natural frequencies of light and atoms or electrons in
material object, if the natural frequencies of both are compatible, the absorption of
light in material takes place, but if not, the energy of light will reemit as a light wave
again, resulting in the reduction of absorbed light or no absorption. For this reason,
the reemitted light wave would be transmitted through the material or reflected by
the atoms, depending on many factors, especially optical characteristics of material
object. The simple way to explain the transmission and reflection of light is based on
three basic groups of optical materials; transparent, translucent, and opaque.

The phenomenon which light goes through the object and then appears on the
opposite site is called light transmission. On the other hand, some of light wave
which goes back to the place where it came from is called light reflection. If light
penetrates the object without much scattering or reflection, the object is a transparent
material such as glasses and fused quartz. If the object allows the less light to go
through it, which means that the scattering or reflection of light increases while the
amount of transmitted light decreases, the object is a translucent material such as
frosted glass and sunglasses. Hence, all things can be seen clearly through transpar-
ent materials, but not so well in the case of translucent materials. Nevertheless, there
is another type of optical materials, which does not let any light go through. It is
called opaque material such as traditional ceramics and glazed metals.

Reflection of light does not depend only on the type of material but also includes
the surface roughness of material object. The reflection behavior of light would
follow a predictable law known as the laws of reflection which are stated as follows:

1. The incident ray, the reflected ray, and the normal to the reflection surface, all lie
in the same plane.

2. The angle of the incident ray is equal to the angle of the reflected ray when both
angles are measured with respect to the mirror as a reflecting material.

Additionally, the appearance of color of any object can be interpreted by the
transmission and reflection of light. When an object interacts with the light and
subsequently transmits or reflects that light to human eyes, the color of that object
will emerge. The light that makes human eyes detect the object color is in the visible
region which consists of a wide range of light frequencies and wavelengths, leading
to the various colors of object. So, each specific color of the object depends on the
correspondence of natural frequency of electrons in object and each visible light
frequency. Most colors in the environment are created by the objects that selectively
reflect some wavelengths. This behavior is called selective reflection. For example,
in the case of leaves, they absorb all visible light frequencies except for the
frequency associated with green color, therefore, they will appear as green color.
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Also, it is worth noting that the color depth of the objects is also due to the selective
reflection of light. For instance, a green object appears bright-green color when
irradiated with green light, but it looks dark-green color under the red light because it
does not reflect red light well. In the case of the object that is transparent such as
glasses and plastics, the color is created by selective transmission, meaning that the
color of transparent objects is the color of light (only some wavelengths) that passes
through the object. For example, a blue glass appears blue color because it allows the
short wavelength light to transmit and appears blue.

9.2.4 Refraction

The objects that allow the light passing through are transparent and translucent
materials. In general, a light wave has its specific direction, but when that light
goes inside the object, its direction will be changed. This change of light direction
inside the object is called refraction, which is the bending of a light wave direction.
The physical reason of this phenomenon is about the dissimilar velocities of light in
different mediums. Furthermore, the bending of light direction is also described by
the laws of refraction which are almost the same as the laws of reflection.

1. The incident ray, the refracted ray, and the normal line, all lie in the same plane.
2. The direction of refracted ray is defined by the direction of the incident ray and

the ratio of the velocities of light in the two materials:

sin θ1= sin θ2 ¼ υ1=υ2 ð9:1Þ

where θ1 is the angle of incident ray to the normal line, θ2 is the angle of refracted ray
to the normal line, and ʋ1, ʋ2 are the velocities of ray passing initial medium and
second medium, respectively.

In principle, a light wave travels through a vacuum, passing at the speed of
3 � 108 m.s�1. But when the light enters a medium, there are complex interactions
between light and the atomic arrangement of the medium, leading to the change in
the light velocity. The ratio of the velocity of light in a vacuum to that in the medium
is known as the refractive index, n, which can be expressed by the simple equation:

n ¼ υ=υm ð9:2Þ

where ʋ is velocity of light in a vacuum and ʋm is velocity of light in the material
(medium). In addition, ʋm in any medium is always lower than ʋ; therefore, refrac-
tive index, n, is always greater than unity, except for in a vacuum (n ¼ 1).

Factually, the velocity of light that changes from medium to medium has a
significant effect on the wavelength of light. When a primary wave gets in the
second medium, its wavelength changes. This change can be explained as follows.
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Initially, each medium has specific refractive index that can be calculated by
respecting to a vacuum as shown in Eqs. (9.3) and (9.4) for initial and second
mediums, respectively.

n1 ¼ υ=υ1 ð9:3Þ

n2 ¼ υ=υ2 ð9:4Þ

Therefore, the relation of refractive index of two different mediums, in which
both mediums are not vacuum, is

n2=n1 ¼ υ1=υ2 ð9:5Þ

Subsequently, the velocity of any wave is calculated by

υ ¼ λƒ ð9:6Þ

where λ is the wavelength and ƒ is the frequency of the wave. So,

n2=n1 ¼ υ1=υ2 ¼ λ1ƒ=λ2ƒ ¼ λ1=λ2 ð9:7Þ

It is worth noting that the frequency is same because there are the same wave
fronts travelling from first medium into second medium per unit time. Hence, n is a
function of λ, and the variation of n with λ produces a spread of the light wave. The
examples of relationship of n with λ are shown in Fig. 9.2.

Fig. 9.2 Relationship
between wavelengths (λ)
and refraction index (n) for
commercial glasses.
Hydrogen F, Sodium D, and
Hydrogen C refer to specific
light sources, λ ¼ 486,
589, and 656 nm,
respectively. (Adapted with
permission from Ref.
[1]. Copyright (2013)
Springer Science Business
Media New York)
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In addition, by the explanations mentioned above, the laws of refraction can be
expressed in the terms of refractive index by the combination of Eqs. (9.1) and (9.5).
The result shows the equation which is called Snell’s law.

n1 sin θ1 ¼ n2 sin θ2 ð9:8Þ

9.3 Transparent Ceramics

Nowadays, the most considerable optical determinant of any material is transparency
(also known as pellucidity or diaphaneity). Transparency of materials is the key
characteristic in current technologies, especially in the optical industries. This
property can be obtained only in the materials in which the light can pass through
them without being scattered [8, 9].

Some ceramics, both amorphous and crystalline, have existed as optically trans-
parent materials in diverse forms from bulk solid-state components to high surface
area forms such as thin films and coatings [10]. Typically, amorphous and crystalline
ceramics can be briefly classified by the atomic arrangement. Amorphous
(non-crystalline) ceramics, such as glasses which are the most well-known amor-
phous ceramic, are the materials in which the arrangement of atoms does not have
long-range order. On the other hand, crystalline ceramics are the materials in which
their atoms are intermittently arranged and located in a certain order in every part of
the material. Also, the crystalline ceramics can be simply subdivided into single
crystal and polycrystalline materials by considering atomic arrangement and the
existence of grain boundaries [9, 11]. Therefore, this section provides underlying
knowledges and examples of material for the three basic types of transparent
ceramics: glass, single crystal, and polycrystalline ceramic.

9.3.1 Glasses

According to “The American Society for Testing and Materials (ASTM)” definition
of glass, glass is an inorganic product of fusion that has cooled to a rigid condition
without crystallizing [12]. Hence, glass is non-crystalline solid, or it would be called
amorphous solid. In principle, glass materials can be mainly divided into three
categories: metallic glass, polymeric glass, and ceramic glass [1]. Nevertheless, all
glass materials in this section are relevant to only ceramic glass.

Glass components are the basis of all glass materials. In general, SiO2 is the most
well-known compound as a basic component of glasses, but there is not only SiO2

but also the other components in order to form a usable glass. In the case of ceramic
glasses, their components are mostly divided into two main important categories,
network former and network modifier, which are classified based upon their roles
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and general physical appearance. Network formers such as SiO2, B2O3, P2O5, and
GeO2 are the base structure of glasses in which their cations form coordination
polyhedral in glass. To make glass useful for applications, the network modifiers
such as Na2O, K2O, MgO, and CaO will be mixed together with network former in
the initial stage of preparation. These network modifiers do not participate directly in
the main glass network, but they are introduced into the glass to modify its proper-
ties. Each network modifier including its contents provides different modified
properties of glass. Therefore, the selection of network modifier is significant for
the preparation of a particularized glass for specific applications [1, 3]. In the
following parts, the two examples of commonly used ceramic glasses, silicate
(soda-lime) glass and borate (borosilicate) glass, will be described in detail.

9.3.1.1 Silicate (Soda-Lime) Glass

Silicate (soda-lime) glass is the simplest form of the glass, consisting of three main
original compositions, SiO2 (glass), Na2O (soda), and CaO (lime), together with
smaller amounts of MgO and Al2O3 in its crystalline system. The average refractive
index of this glass is around 1.51–1.52. The soda-lime glass is the most widespread
used glass in daily life because it is relatively low-price, chemically stable, practi-
cally hard, and enormously workable. With these properties, soda-lime glasses are
also extensively applied for many applications, for example, windows in buildings,
glassware such as bottles and jars, and lighting products such as bulb envelope, and
they can be used economically to make plate, rod, and tube glasses as well. To date,
one of the most interesting technologies of this glass is optical fiber for telecommu-
nications due to the requirement of very low transmission loss over long distance in
which this glass has lowest transmission loss compared to other optical glasses [1].

However, soda-lime glass is sometimes called soft glass due to its fragile nature
which is the main disadvantage of this glass type. One of the serious drawbacks of
soda-lime glasses is their relatively high thermal expansion because of the Na2O
composition. This leads to the dramatic increase in the volume of glass body, when
this glass type is used at high temperature. Generally, glass which contains higher
content of Na2O shows very low thermal resistance, resulting in rapid change in
temperature which is normally called a thermal shock phenomenon. Besides, this
type of glass is much more difficult (or sometimes impossible) to repair, if it is
broken into pieces [1, 3, 13, 14].

9.3.1.2 Borosilicate (Borate) Glass

Borosilicate glass (or sometimes called borate glass) is made by the combination of
SiO2, B2O3, and smaller amount of the other metal oxides such as Na2O, K2O, or
Al2O3. The average refractive index of this glass is 1.47. The borate glass also shows
low thermal expansion, high chemical stability, good insulation, and thermal shock
resistance. The most familiar with this type of glass is in the form of laboratory
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apparatuses as heat-resisting ware with high resistance to strong acids such as
beakers and flasks, which are better known under the trademark name, Pyrex™ by
Corning or Duran™ by Schott Glass. In addition, borate glass can be found in
various applications, for example, light bulbs, photochromic glasses, and high-
intensity lighting devices. For the using as optical fiber, this glass is generally used
for applications requiring light transmission over short distance such as in IR
imaging devices and image bundles. The fascinating point of borate glass is the
reparation. This glass is possible to repair, if it is broken because some borate glasses
melt at very low temperatures (~500 �C), so they can be easily reformed or modified
by joining together with other glasses [1].

9.3.2 Single Crystals

Transparent single crystal ceramics are a group of transparent crystalline solids, in
which the atomic arrangement repeats periodically across its whole volume; besides,
grain boundaries and defects are not present. Even though, inside single crystal
structure, the atoms are well-organized throughout the material, the physical and
mechanical properties may fluctuate, depending on the direction of the atomic
arrangement. So, when the properties of a material change with different crystallo-
graphic alignments, the material is said to be anisotropic. For example, when a single
crystal such as diamond is cleaved or cut, its atomic planes or crystal faces would be
changed, resulting in the new direction of atomic alignments including the decrease
in atomic bond strength and density of bonds [11].

Transparent single crystal ceramics have been used in highly specific applications
such as high-quality optical products, laser technologies, and piezoelectric sensors
because these groups of applications require the materials which do not show any
absorption in a large-range between infrared to ultraviolet and are appropriate to
work under extreme conditions. Albeit single crystals show very high transparency
as well as very good chemical and thermal stability, these materials that can be
produced are limited because of two huge problems. First, the single crystals are
typically grown from the melt or by frame processes, and the machining requires
sophisticated instruments, causing to the very expensive task. Second, the single
crystals have shapes controlled more by their lattice structures and less by processing
conditions which means that the products are restricted to simple shape manufacture.
Hence, the production of single crystals to meet the requirement of any application is
a difficult task which largely limits their increase in production and, therefore, their
wide range of applications [9, 15]. The two examples of the most familiar transparent
single crystal ceramics include synthetic sapphire (Al2O3) and single crystal yttrium
garnet (Y3Al5O12, YAG), which will be discussed in the following parts.
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9.3.2.1 Synthetic Sapphire (Al2O3)

Synthetic sapphire is a single crystal of corundum aluminum oxide (Al2O3), also
commonly known as alumina, alpha alumina (α-Al2O3), and single crystal aluminum
oxide. Corundum Al2O3 has a hexagonal crystal lattice with cell parameter
a ¼ 4.754 Å and c ¼ 12.99 Å. The O2� ions are organized in close-pack hexagonal
alignment, with the Al3+ ions occupying two-thirds of the octahedral interstitial
positions [16]. In addition, it has a density of 3.95 g/cm3, with melting point of
2072 �C and boiling point of 2977 �C [9]. The most preferable manufacturing
method for single crystal Al2O3 is the EFG (edge-defined film-fed growth) method
because it is possible to grow inexpensive materials (e.g., raw Al2O3 powders) with
high crystal quality [11].

Hypothetically, sapphire is Al2O3 in the uncontaminated form without porosity or
grain boundaries, making it apparently dense. Besides, it is a very strong material
because Mohs hardness scale is 9 out of 10 (the material which shows maximum
Mohs hardness scale is diamond). As a result, sapphire is an adaptable material with
a lot of applications due to its excellent properties such as outstanding optical
properties, superior mechanical properties, physical and chemical stability, good
thermal conductivity, and high heat resistance, which make sapphire as a preferable
choice of transparent materials for being used in high performance applications.
Albeit sapphire shows outstanding properties, the machining of this material is quite
difficult, inordinately expensive, and time-consuming. For the applications, sapphire
is widely used, for instance, as substrate materials for light-emitting diodes (LEDs)
and thin films, as semiconductor process equipment, and as optical products for LCD
projector with high picture quality [11, 17]. In the case of colored sapphires
(typically found in general form of natural sapphire), the single crystal Al2O3 is
pure crystal which is transparent and colorless, but it can become blue (blue
sapphire), if the single crystal Al2O3 contains impurities such as Ti and Fe and red
if the impurity is Cr. The red sapphire is one of the well-known gemstones, named as
ruby [11]. When the single crystal Al2O3 demonstrates the color, they are not single
crystalline structure but become polycrystalline structure due to the existence of
impurities, resulting in the change in crystalline alignment.

9.3.2.2 Single Crystal Yttrium Aluminum Garnet (Y3Al5O12, YAG)

In the Y2O3-Al2O3 composite system, three phases are known, monoclinic phase
(Y4Al2O9, YAM), perovskite phase (YAlO3, YAP), and cubic phase (Y3Al5O12,
YAG), and the formation and preparation temperature of each phase is shown in the
following equations [18]:

2Y2O3 þ Al2O3 ! YAM 900� 1100
�
C

� � ð9:9Þ
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YAMþ Al2O3 ! 4YAP 1100� 1250
�
C

� � ð9:10Þ

3YAP þ Al2O3 ! YAG 1400� 1600
�
C

� � ð9:11Þ

In the case of cubic phase, it is named as garnet because there are three cationic
sites: tetrahedral, octahedral, and dodecahedral. The YAG materials have been
broadly studied over many decades because of their mechanical strength, chemical
stability, resistance at very high temperature, and unique homogenous optical
properties such as transparent from below 300 nm to beyond 4 microns [9, 19]. Typ-
ically, simple formed YAG is one of the materials that can be used for making
synthetic gemstones, or it is called YAG jewelry.

With YAGs’ excellent properties, single crystal YAG is interested and performed
by Czochralski process, with crystal growth conditions at pull rates of 0.4 mm/h and
temperatures of nearly 1900 �C. By this process, the product demonstrates high
performance over traditional transparent materials for various applications, for
example, single crystal YAG fibers, in which their physical properties are greater
to those of amorphous silica with much higher output powers [20, 21]. Further,
single crystal YAGs have been developed and then can dominate the commercial
transparent materials for solid-state laser applications because single crystal YAGs
are able to accept trivalent laser activator ions of either rare earth or transition metals
and can be grown with very low strain. The most famous and well-known applica-
tion by using single crystal YAGs doped with rare earth metals is Nd:YAG laser.
However, transparent single crystal YAG not only is a significant material for laser
applications but also plays an important role as an excellent host material for light-
emitting materials [22, 23].

9.3.3 Polycrystalline Ceramics

Many transparent ceramics are in the form of single crystal because their properties
are suitable for use as transparent material more than any material, but the
manufacturing process of single crystal materials to meet the requirements of any
application includes difficult and expensive tasks which mostly limit their increase in
production and, therefore, their wide range of applications. Formally, polycrystalline
materials are the promising candidate for use as transparent material because of their
properties such as high mechanical strength, physical and chemical stability, and
good thermal resistance which are similar to single crystals. Besides, they can be
fabricated in versatile shapes, large sizes, and more importantly cost-effectiveness.

In theory, polycrystalline ceramics are a group of crystalline solids, in which they
contain many grains where the orientation of those grains is usually different from
each other. In comparison with single crystals, polycrystalline materials have more
complex microstructure which consists of, for example, grain boundaries, residual
pores, secondary phase, double refraction granule, rough surface, and many point
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defects. Most of these structural characteristics are scattering center which directly
affects optical properties, especially transparency of the materials. To make respect-
able transparent polycrystalline materials, these should be poreless and have rela-
tively clear grain boundaries and crystals to minimize light scattering. Up to now, the
best way to make transparent polycrystalline ceramics is sintering the material in
high-temperature furnace. The sintering mechanism involves diffusional transport of
matter along specific paths which simplifies the structure of polycrystalline ceramics.
Unfortunately, the sintering method cannot remove all pores to make perfect trans-
parent polycrystalline ceramics. Nowadays, the removal of remaining pores repre-
sents a most important challenge and has been the issue of several studies
[24, 25]. Taking into account the transparent material applications, transparent
polycrystalline ceramics have become a priority material for various technologies
such as lasers, optical lenses, lamp envelopes, and transparent armors, because of
their advantages over single crystals and glasses [8]. The two examples of the most
familiar transparent polycrystalline ceramics include polycrystalline alumina
(Al2O3) and polycrystalline zinc sulfide (ZnS), which will be discussed in the
following parts.

9.3.3.1 Polycrystalline Alumina (Al2O3)

Polycrystalline alumina is one of the two crystalline Al2O3 (the other one is single
crystal Al2O3), also known as Al2O3 ceramic. Typically, traditional Al2O3 ceramics
are produced by sintering Al2O3 powder, and the obtained products are opaque due
to the light scattering by many pores and grain boundaries. However, this material
can be transparent, if it is prepared by suitable condition and technique. To make
Al2O3 ceramic as transparent material, the considerable point is grain size and
residual porosity reduction. Hence, the optical properties of Al2O3 ceramics can be
improved by increasing their purity and density and by controlling their microstruc-
tures. For this reason, various methods have been employed to control the grain size
and minimize the residual porosity.

After the first transparent polycrystalline Al2O3 was proposed and patented by
Coble [26], many researchers reported various sintering techniques to produce
transparent polycrystalline Al2O3 ceramics such as microwave sintering [27], pulse
electric current sintering (PECS) [28, 29], and spark plasma sintering (SPS)
[30, 31]. The fine-grained transparent polycrystalline Al2O3 ceramic is one of the
products that have attracted much attention because it shows a significant improve-
ment in mechanical strength and optical transparency. This material is prepared by
two-step sintering, hot pressing (HP) followed by hot isostatic pressing (HIP), at
firing temperature 1150 to 1400 �C. It is reported that this material has strength of up
to 400–600 MPa and high in-line transmission of up to 60% for visible light.
Additionally, doping is found as one of the effective techniques for the development
of transparency of polycrystalline Al2O3 ceramics. For example, after doping and
sintering, MgO doped Al2O3 ceramic has nearly full density and in-line transmission
of 40–50% for visible light. This improved transmission is caused by the segregation
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of MgO into Al2O3 grain boundaries, resulting in the reduction of porosity and grain
size and the homogenization of the microstructure.

Basically, Al2O3 ceramics demonstrate many interesting properties, such as high
hardness and strength, and excellent corrosive resistance. With these original prop-
erties and the enhanced optical and mechanical properties by sintering techniques,
the transparent polycrystalline Al2O3 ceramics with submicron grain size are one of
the hardest materials among all transparent materials, even including single crystal
Al2O3. Therefore, transparent polycrystalline Al2O3 ceramics including the modified
one are believed to be a promising alternative for the replacement of single crystal
Al2O3, and they are a hopeful candidate for various applications, for instance,
electromagnetic windows, high-temperature light-transmitting materials, and enve-
lopes of high-pressure (HP) metal-halide lamps [8, 9].

9.3.3.2 Polycrystalline Zinc Sulfide (ZnS)

Zinc sulfide (ZnS) exists in two common polymorphs: cubic (zinc blende, also
known as sphalerite) or hexagonal (wurtzite). The lattice structures of both types
have these characteristics; stoichiometry of Zn to S is 1:1, and each ion has a
coordination number 4 in tetrahedral configuration, but the difference between
both types is that zinc blende is based on a face-centered cubic (FCC) lattice of
anions, whereas wurtzite is derived from a hexagonal close-packed (HCP) array of
anions. Typically, zinc blende is the main form of ZnS found in nature, and it is
usually black because of the impurities, especially irons, but the pure form is white,
and it is usually used as pigment. However, ZnS not only is found in nature but also
can be synthesized by various methods: evaporation, sublimation, high-pressure
growth from molten ZnS, sintering and hot pressing of polycrystalline ZnS, and
chemical vapor deposition (CVD). In the case of polycrystalline ZnS fabrication as
transparent material, CVD method is extensively used because the products are
accurately controlled in either stoichiometry of compositions or purity of material.
Furthermore, this technique is relatively attractive when the material requirement is
high physical and chemical perfection with near-net shaping. The reaction for
growing ZnS by CVD method is shown in Eq. (9.12).

Zn gð Þ þ H2S gð Þ ! ZnS sð Þ þ H2 gð Þ ð9:12Þ

The CVD ZnS shows very low transmission in the visible range due to the
appearance of Zn-H absorption band. Hence, the posttreatment is required to
improve the transmission properties as well as the elimination of Zn-H absorption
band. The hot isostatic pressing (HIP) is widely used as the posttreatment for CVD
method because HIP can improve the grain alignment and grain size and reduce
remaining porosity. Nowadays, the combination of CVD and HIP methods is the
underlying process in many manufactures to produce the transparent polycrystalline
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ZnS for a variety of applications such as infrared windows, lenses, and domes
[32, 33].

9.4 Luminescence

In principle, the luminescence is described as a phenomenon that the electronic states
of substance are excited by external energy source and further that substance releases
the excited energy in the form of light at various wavelengths [34]. The lumines-
cence phenomena can be grouped into various categories, depending on the type of
excitation source. For example, cathodoluminescence (CL) is excited by cathode
rays or electron beams; thermoluminescence (TL) by thermal activation after initial
irradiation such as α, β, γ, UV, or X-rays; photoluminescence (PL) by electromag-
netic radiation after photon absorption; and electroluminescence (EL) by electric
influences [35, 36]. Additionally, luminescence can be divided into fluorescence and
phosphorescence by the basis of duration of emission or decay time. The fluores-
cence denotes as an emission of short decay time less than 10�8 s, and its emission is
seen to be happening concurrently with the absorption of radiation, and it will be
stopped instantaneously, if the excitation source is removed. On the other hand, the
phosphorescence signifies as an emission of long decay time more than 10�8 s, and
its emission is seen to go on for some time even if excitation source has been
removed. However, it is clear that the fluorescence is essentially temperature inde-
pendent, whereas the phosphorescence shows strong temperature dependency
[37, 38].

The basic concept of luminescence mechanism is shown in Fig. 9.3. This figure
shows two types of energy transition after the energy is absorbed and subsequently
excited to the excited state: one is the radiative transition that would be called
luminescence, and the other one is non-radiative transition that occurs due to the

Fig. 9.3 Simplified basic luminescence mechanism based on excitation/emission processes
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lattice vibration, resulting in the energy transfer in the form of heat. Nevertheless, the
non-radiative does not have the important role in luminescence yet. In general, the
productive luminescent material is directly related to radiative transitions which
should dominate over the non-radiative transitions.

Basically, luminescent materials emit a variety of light colors in the visible
spectrum. The color of light depends on the energy gap (ΔE) between excited
state and ground state. In principle, the energy gap can be calculated by using
Planck’s Eq. (9.13)

E ¼ hυ ¼ hc=λ ð9:13Þ

where E is the energy of photon, h is Planck’s constant (6.63 � 10�34 J.s), c is
velocity of light (3 � 108 m.s�1), λ is wavelength (m), and ʋ is frequency (Hz).
Normally, the human eyes can detect the visible light in the visible range
(400–700 nm). Therefore, if ΔE is around 2.95 eV, which corresponds to wave-
length 400 nm, the human eyes can detect violet color.

Luminescent material, also called a phosphor, is a solid that changes certain types
of energy into electromagnetic radiation over and above thermal radiation. Most
luminescent materials take the advantages of a wide optical gap in their electronic
band structure or otherwise, the presence of defects or impurities which plays a
significant role as the localized electronic states. The luminescence emission
exhibited by a luminescent material is regularly in the visible range but could also
occur in ultraviolet (UV) or infrared (IR) regions. In the field of luminescent
ceramics, there are three underlying types of the material which comprise of
phosphor, upconversion phosphor, and long persistent phosphor. Therefore, this
section will provide the general description of phosphors with the emphasis on
luminescence mechanisms and their characteristics. Besides, the aspects of the
three fundamental types of phosphor are briefly defined in the following sections.

9.4.1 Phosphors

Phosphor is one of the luminescent materials that can absorb energy from the
incident radiation and then emits the photons in the form of light after energy transfer
processes. Its emission usually falls into the visible range, but in some phosphors,
they can exhibit invisible luminescence such as ultraviolet or infrared radiation. In
principle, the phosphors are classified into organic and inorganic phosphors. Organic
phosphors involve specific molecules, while inorganic phosphors involve certain
lattice structures. Most luminescent ceramics are inorganic phosphor which consists
of an inert imperfect host crystal lattice to which some impurity ions called dopants
are intentionally added. Typical dopants are transition or rare earth metals which are
the most common optically active impurities. There are two kinds of dopant in
phosphor materials. One is employed as the luminescent center which emits the
radiation and is called an activator. The other one harvests the excited energy
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efficiently and then transfers to the activator and is called a sensitizer which would be
added to the phosphors, if the activator cannot be excited, for example, because of
the parity forbidden transitions [38].

9.4.1.1 Fundamental Emission and Excitation Mechanisms of Phosphor

Fundamentally, the luminescence of phosphors takes place by the absorption of
energy at the activator site, followed by energy relaxation, and then they return to the
ground state by emission of photon with energy E. In addition, the energy absorption
of phosphors can occur via the host lattice or by intentionally doped impurity ions.

According to Fig. 9.4, the schematic shows how phosphor emits the light. There
are two kinds of process based on energy absorption performance of activator ion.
As shown in Fig. 9.4(a), the gray circle (A) is signified as an activator ion which is
enclosed by the host lattice (white circle). The luminescence process is a release of
energy in the form of emission (radiative) and some energy in the form of heat
(non-radiative) due to the internal oscillations of material that normally occur
through lattice structure. In the host material that contains only activator ion, the
external energy directly excites this ion; subsequently, its electrons absorb energy
and are provoked into an excited state. After that, the energy from that excited state
relaxes back to the ground state by the emission of photons. In the Fig. 9.4(b), when
the activator ion (gray circle (A)) can absorb small energy or it means weak energy
absorption, the second ion will be added in which this ion is generally known as the
sensitizer ion (gray circle (B)). The sensitizer ion can absorb more energy and then
transfers its energy to the activator ion for emitting the emission. In addition, the
sensitizer ion can exhibit the emission by itself, but in most of all cases, the strong
emission usually occurs via activator ion because of the energy transfer from
sensitizer ion to activator ion.

Fig. 9.4 Schematic diagram of how phosphor emits the light with (a) direct excitation from the
activator (A) and (b) indirect excitation from the activator (A) and sensitizer (B)
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9.4.1.2 Energy Transfer Processes in Phosphor

Energy transfer (ET) is a process in which the sensitizer and activator ions show
physical interaction. As shown in Fig. 9.5, there are four basic mechanisms involved
in ET processes between sensitizer and activator ions: (1) resonant radiative ET,
(2) resonant non-radiative ET, (3) phonon-assisted ET, and (4) cross-relaxation. In
general, an efficient ET process requires a vital spectral overlapping between the
emission spectrum of sensitizer and the absorption spectrum of activator. This is a
very significant point of ET process which takes place in a variety of luminescence
mechanisms of phosphors. For resonant radiative ET (Fig. 9.5(a)), the photons
emitted by the sensitizer ions are absorbed by any activator ion within a photon
travel distance, and the sensitized emission lifetime does not change with the
activator concentration. In contrast to the resonant radiative ET, the resonant
non-radiative ET (Fig. 9.5(b)) occurs without emission of photons and is often
accompanied by an important decrease in the sensitized emission lifetime against
activator concentration [39, 40].

By concerning the energy level mismatch (ε) between sensitizer and activator
ions, some ET occurs with emission or absorption of phonons to compensate the
energy mismatch. This mechanism is called phonon-assisted ET (Fig. 9.5(c)).
Moreover, the ET also involves the distance from sensitizer to sensitizer, activator
to activator, or sensitizer to activator. If the distance of two ions is so close and the
excited energy of one ion is in higher excited state, the photons which return to the
lower energy level can transfer its energy to the neighboring ions. This ET is called
cross-relaxation and usually refers to downconversion (DC) ET (Fig. 9.5(d)). With

Fig. 9.5 Schematic diagram of phosphor with different ET processes between two ions, (a)
resonant radiative ET, (b) resonant non-radiative ET, (c) phonon-assisted ET, and (d) cross-
relaxation. (Reproduced with permission from Ref. [39]. Copyright (2005) Tsinghua University
Press and Springer-Verlag Berlin Heidelberg)

9 Optical Properties of Ceramics 197



this DC ET model, the DC phosphors have been proposed and developed since 1957
as the first type of phosphor [41]. The luminescence mechanism of DC phosphor is
described as the process, where one photon with a high energy is cut to obtain one or
more photons with a lower energy. Nowadays, the DC phosphor is sometimes
shortly called as phosphor. In addition, when the obtained photons after cutting
are more than one, this process is referred and approached to quantum cutting
(QC) or quantum splitting (QS) in many literatures [42].

DC phosphors have been developed and investigated for two decades for their use
in the solar cell applications, for example, Pr3+/Yb3+ co-doped Y2Si2O7 [43] or Er

3+/
Yb3+ co-doped CaMoO4 [44]. Moreover, DC process is the essential knowledge for
making white light-emitting diodes (WLEDs). For instance, the commercial WLEDs
usually are phosphor-converted conventional LEDs, which consist of a blue LED
(e.g., gallium nitride (GaN)) coated by a yellow phosphor (e.g., yttrium aluminum
garnet (YAG)). General luminescence processes of this material for generating white
emission are clarified as follows. When a blue LED which is excited by short
wavelength excitation source emits blue emission, a yellow phosphor will absorb
that blue emission and then down converts to yellow emission. So, the combination
of blue emission from blue LED and yellow emission from yellow phosphor pro-
duces white emission.

9.4.2 Upconversion Phosphors

Upconversion (UC) phosphor is a solid luminescent material in which the process
involves the absorption of two or more photons of low energy with subsequent
emission of higher energy photons. In the easy way to explain, UC process is a way
to convert long-wavelength radiation into shorter wavelength radiation. So, the UC
process is remarked as the reversal process of the downconversion.

9.4.2.1 Luminescence Mechanisms of Upconversion Phosphor

UC process is mainly divided into three classes: excited state absorption (ESA),
energy transfer upconversion (ETU), and photon avalanche (PA). These processes
involve the population of a highly excited state by the sequential absorption of two
or more photons by metastable, long-lived energy states (Fig. 9.6). The first UC
process is the two-step absorption in which a single ion absorbs two subsequent
photons (Fig. 9.6(a)). Firstly, the single-emitting ion is excited by the excitation
source from the ground state (G) to an intermediate energy level (E1); this step is
called ground state absorption (GSA). Secondly, the absorption occurs from E1 to
higher state E2, this transition is called excited state absorption (ESA), but this
second absorption must have high enough excitation energy within the lifetime of
the energy in E1 to prevent its decay to the ground state. Thereafter, UC
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luminescence (UCL) takes place through radiative transition from E2 to G. In
general, this mechanism can occur in the single ion-doped materials with low doping
level.

Figure 9.6(b) shows the energy transfer upconversion (ETU). This mechanism is
quite different from ESA because ESA takes place within a single ion, while ETU
includes two neighboring ions (sensitizer (S) and activator (A) ions). In the ETU,
each ion absorbs a pump photon of the same excitation energy by GSA, populating
energy to metastable level E1. Subsequently, the energy at E1 of S transfers to A by
two ways, ET and ETU, while the excess energy at E1 of S relaxes back to the
ground state G. Further, the energy at E1 of A is promoted to higher excited state
(E2) by ESA. Afterward, UCL takes place through radiative transition from E2 to G
as well as the ESA model. Since this system consists of two neighboring ions, the
most significant point is average distance between them which has a high effect to
the UC efficiency of ETU process. This distance can be adjusted by varying dopant
concentrations, and the suitable concentration is needed to acquire the proper
distance and high UC efficiency.

Figure 9.6(c) shows the photon avalanche (PA). This process features an unusual
pump mechanism in which the system requires high pump power above the thresh-
old value. The process begins with the population of photon from G of A to E1 of A
by non-resonant weak GSA (❶), followed by a resonant ESA to populate the higher
excited E2 level (❷). Subsequently, the photon at E2 relaxes back to E1 (❸), during
this transition, a cross-relaxation energy transfer (CR) (also called ion pair-
relaxation) occurs from the E2 ! E1 transition of A to ground state G of S
(or expressed as ❸ to ❹), and then the photon is populated from G of S to E1 of
S. After that, that photon occupies the intermediate energy level E1 of S, resulting in
the ET from E1 of S to E1 of A (❺). Further, E1 of A is populated again to E2 by
ESA to continuously initiate cross-relaxation, producing the looping process, or it is

Fig. 9.6 Principle energy diagrams of various upconversion processes for generating upconversion
luminescence (UCL)
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called avalanche process. By this looping, the UCL increases dramatically and
produces strong UC emission.

Considering the UC efficiency of these three luminescence mechanisms, ESA is
the least competent UC process. The PA process is the most efficient UC, but the
emission response is delayed due to the CR processes, numerous looping processes
with a rise time up to a few seconds, weak GSA, and the high pump power over a
certain threshold limit required. In contrast, ETU is constant, and pump power is
independent and thus has been extensively used to propose highly efficient UCL
over the past decade [45, 46].

In the theoretical understanding of UC mechanism, this process can be explained
by considering the relationship of UC emission intensity (I ) and excitation pump
power (P). The intensity I is proportional to the n power of P, which can be
expressed as follows:

I / Pn ð9:14Þ

where n is the number of pump photons per one photon emitted. To obtain the
n value, a plotting of log I versus log P yields a straight line with slope
n [45]. Principally, under steady-state excitation, the n value is in the specific
range value and less than the maximum theoretical n value for each possible UC
process, two-photon process (1 < n� 2) or three-photon process (2 < n� 3), because
of the saturation effect in the UC luminescence intensity caused by the competition
between a few processes, for instance, the UC process and non-radiative energy
transfer between dopant ions for the depletion of the intermediate excited states
[47, 48].

9.4.2.2 Structure of Upconversion Phosphor

The UC phosphors generally consist of an inorganic crystalline host and dopant ions.
In most cases, the dopant ions are rare earth ions which are commonly in the form of
localized luminescent centers. Due to the discrete energy states of these ions, rare
earth doped upconverters exhibit superior infrared to visible UC performance.
Hence, UC luminescence can be expected in principle from most rare earth doped
host crystal materials, but the suitable UC luminescence only takes place by using
small number of well-designated dopant-host combinations.

Ideal host material should have a low lattice phonon energy, which is a require-
ment to decrease non-radiative loss and increase the radiative emission. Basically, it
seems that heavy halides group (chlorides, bromides, and iodides) are the good UC
host materials since they exhibit very low phonon energy (less than 37 meV), but
they have many disadvantages such as poor chemical resistance, thermal unsteadi-
ness, and high cost. Therefore, this group is difficult to use in the practical applica-
tions. Then and now, oxide is one of the most investigated UC phosphor host
materials due to their good properties such as chemical stability and phonon energy
around 68 meV. However, oxide may not be an appropriate host material for UC
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phosphor because its phonon energy is relatively high. To date, fluoride is the most
promising UC phosphor host materials because they show chemical stability, low
phonon energy (~43 meV), and high optical transparency over a wide wavelength
range. Among many fluoride host materials, the crystalline NaYF4 is one of the most
efficient host lattices for UC phosphor. Also, it is widely used as UC host because of
its two modification forms, a high-temperature cubic phase (α-NaYF4) and a
low-temperature hexagonal phase (β-NaYF4), which can be made a variety of UC
phosphors, for example, transparent UC phosphor or UC phosphor in nanoscale.

The multiple metastable levels requirement for UC processes makes rare earth
ions well-suited for making efficient UC phosphor. To generate high performance
UC luminescence, the energy difference between each excited level and its lower-
lying intermediate level (ground level) should be close to the excitation energy to
facilitate the photon absorption and energy transfer steps involved in the UC
processes. According to two kinds of rare earth ions doped in the UC phosphors,
sensitizer and activator, trivalent ytterbium ion (Yb3+) is the most examined as a
sensitizer because it possesses a simple energy level scheme with only one excited 4f
level of 2F5/2. Besides, the absorption band of Yb3+, which locates around 980 nm
due to the 2F7/2 ! 2F5/2 transition, has a larger absorption cross section than that of
other rare earth ions. Additionally, the 2F7/2 ! 2F5/2 transition of Yb3+ ion is well
resonant with many f-f transitions of typical rare earth activator ions (Er3+, Ho3+, and
Tm3+), leading to the facilitating resourceful ET from Yb3+ to these ions. These
characteristics make Yb3+ ion appropriate for use as an UC sensitizer. The content of
sensitizer is normally kept high (around 20 mol%) in co- or tri-doped ions system,
while the activator content is relatively low (less than 2 mol%) to minimize energy
loss from cross-relaxation. In this section, the underlying UC mechanism of well-
known couples of rare earth ions, Yb3+-Er3+, Yb3+-Tm3+, and Yb3+-Ho3+ (Fig. 9.7),
will be discussed as follows.

In the Yb3+ sensitized Er3+ UC luminescence (Fig. 9.7(a)), the Yb3+ is excited
from 2F7/2 ! 2F5/2 energy level by excitation source around 980 nm, and at the same
time, some energy may relax back to the ground state 2F7/2 level as radiative or
non-radiative transitions. Considering the long lifetime of the excited 2F5/2 level
(typically one millisecond), Yb3+ may well transfer the excitation energy to an Er3+

with higher probability than decaying the excited energy to its ground state [50]. Sub-
sequently, Er3+ is populated to 4I11/2,

4F9/2,
4S3/2, and 4F7/2 levels due to the

absorption process and energy transfer from Yb3+. After that, the energy in each
energy level of Er3+ may relax back to 2H11/2,

4S3/2, or
4F9/2 levels in the form of

non-radiative transition. The UC emission is customarily assigned to the following
transitions: green emission centered around 520 and 540 nm wavelengths by 2H11/

2 ! 4I15/2 and 4S3/2 ! 4I15/2 transitions of Er3+, respectively, and red emission
centered around 660 nm wavelength by 4F9/2 ! 4I15/2 transition of Er3+.

In the Yb3+ sensitized Tm3+ UC luminescence (Fig. 9.7(b)), under the 980-nm
excitation, Yb3+ is excited from 2F7/2 ! 2F5/2 energy level. Further, the energy in
2F5/2 energy level of Yb3+ is transferred to the Tm3+

, and then Tm3+ is populated to
the corresponding excited energy level due to the absorption process. The emission
bands centered at around 450, 475, 645, 690, and 800 nm wavelengths are attributed
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to 1D2 ! 3H6 (ultraviolet),
1D2 ! 3F4 (violet),

1G4 ! 3H6 (blue),
1G4 ! 3F4 (red),

and 3H4 ! 3H6 (NIR) transitions of Tm
3+ ion, respectively.

In the Yb3+ sensitized Ho3+ UC luminescence (Fig. 9.7(c)), the Yb3+/Ho3+

co-doped materials exhibit two main emissions, green and red luminescence, due
to the following transitions: green emission centered at around 550 nm wavelength
due to the 5F4 +

5S2 ! 5I8 transition and red emission centered at around 670 nm
wavelength due to 5F5 ! 5I8 transition [45, 46, 49, 51].

9.4.2.3 Applications

Over the past decade, the researches on UC phosphors have made gigantic pro-
gresses in many applications such as solar cells, displays, and photocatalysis.
However, the most interesting applications of UC phosphors are in the field of
biomedical such as imaging, sensing, and cancer therapy, because of their outstand-
ing merits, for example, multi-colored emission capability under single wavelength
excitation, high signal-to-noise ratio, low cytotoxicity, and high chemical and
photostability [49]. In this part, the most popular types of biomedical technology,
in vivo detection and in vivo imaging, including some examples of the UC phosphor
used in these applications will be discussed as follows.

In the in vivo detection applications, UC phosphors have been used as a lumi-
nescent reporter in a variety of in vivo assays, including immunoassays, bioaffinity
assays, and DNA hybridization assays, which offers dramatically enhanced signal-
to-noise ratio and thus improved detection limits compared to conventional reporters
[46]. For example, Hampl et al. [52] reported a detection limit of 10 picogram human
chlorionic gonadotropin in a 100-μL sample by using submicron-sized Y2O2S:Yb/Er

Fig. 9.7 Upconversion mechanism of the material, containing (a) Yb3+-Er3+, (b) Yb3+-Tm3+, and
(c) Yb3+-Ho3+. (Adapted with permission from Ref. [49], Copyright (2015) American Chemical
Society)
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particles in immunochromatographic assays. Simultaneous detection by multiple
analysis using multi-colored UC nanocrystals was demonstrated by Niedbala et al.
[53]. In a lateral flow-based competitive inhibition assay, drugs containing low
concentrations of amphetamine, methamphetamine, phencyclidine (PCP), and opi-
ates were detected in a single multiplexed assay strip. To achieve the multiplexed
detection, antibodies for PCP and amphetamine were conjugated to green-emitting
particles, while methamphetamine and morphine were conjugated to blue-emitting
particles.

For the in vivo imaging, the nontoxic UC phosphors are very promising for
bioimaging applications. In principle, the UC phosphors generally contain less toxic
elements. With their photostable luminescence and minimized background
autoluminescence by NIR excitation, the UC phosphors show a great potential as
alternatives to organic fluorophores and quantum dots for in vivo bioimaging
[46, 49]. For example, an intriguing recent development was demonstrated by
Chatterjee et al. [54] for in vivo imaging in anesthetized Wistar rats by using
50-nm NaYF4:Yb/Er nanoparticles. The rats were injected with the nanoparticles
under the skin in the groin and upper leg regions. Using a combination of simple
optical techniques and a 980 nm NIR laser, the nanoparticles can be detected up to
10 mm beneath the skin, far deeper than depths managed through use of conven-
tional equipment based on quantum dots. This method holds the promise of provid-
ing a new technique for imaging tissue structures at different depths and for
performing minimally invasive detection.

9.4.3 Long Persistent Phosphors

Long persistent phosphors, also called long phosphorescent, long lasting or long
afterglow phosphors, are one of the phosphors that have very long afterglow
emission. In general, this material emits the emission in the ultraviolet (UV), visible
(VIS), or NIR spectral regions for minutes, hours, or even a whole day, after ceasing
the energy from excitation source. The emitting of long afterglow is caused by
trapped electrons or holes which are produced during the excitation mechanism.

In principle, the luminescence type of this phosphor is phosphorescence in which
the lifetime is normally longer than the excited state lifetime and depends on the trap
depth and trapping/de-trapping mechanisms. Besides, phosphorescence can be clas-
sified by its lifetime into four categories as follows [55]:

(1) Very short persistent phosphorescence (VSPP): the emission has lifetime of the
same order of magnitude as the lifetime of excited state. Normally, the emission
is no longer than a few milliseconds because of the very shallow traps.

(2) Short persistent phosphorescence (SPP): the emission lasts for seconds and
generally becomes prominent to the human eyes. Most common persistent
phosphors show SPP after they are exposed to the UV, visible light, or X-rays.
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(3) Persistent phosphorescence (PP): the emission lasts for minutes, and it is due to
the deep traps in the material. Electrons and holes are held by these traps for
some shorts of time, and then they are thermally released from their respective
traps.

(4) Long persistent phosphorescence (LPP): the emission demonstrates the lifetimes
in order of minutes, hours, or longer.

However, this section focuses only on the long persistent phosphorescence in the
aspects of afterglow process, long persistent phosphor structure, and applications
with the examples of material.

9.4.3.1 Afterglow Process and Models of Long Persistent Phosphor

The mechanism of LPP can be summarized in the term of energy level diagram
(Fig. 9.8) which mainly consists of valence band (VB), conduction band (CB),
metastable trapping states for active electrons, and ground and excited states of
luminescent center. The process occurs by exciting the electrons from VB to CB via
absorption process, and at the same time, charge carriers (electron or hole) are
generated and then captured by electron and hole traps which are generally type of
electronic defects in materials. Further, these trapped charge carriers will be
de-trapped and migrated through CB to the luminescent center. Besides, in this
process, there are some energy releases which are called thermal energy,
corresponding to thermal de-trapping process. The de-trapping and migration pro-
cesses may last up to several minutes, hours, or whole day, resulting in a phosphor
emitting persistent phosphorescence. The mechanism of LPP is relatively compli-
cated. To easily understand, therefore, in summary, the luminescence mechanism of
long persistent phosphors can be divided into four steps [56]:

Fig. 9.8 Schematic showing long persistent phosphorescence mechanism. (Adapted from Ref. [57]
under Creative Commons Attribution License)
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(1) Generating of charge carriers (electron or hole): by the excitation source such as
effective optical irradiation (UV, VIS, or NIR light), electronic implantation
(e.g., electron beam), and high-energy ray irradiation (e.g., X-ray).

(2) Storage of charge carriers which is used to capture the excited carriers: capacity
of the storage depends on the types and numbers of carriers and defects.

(3) Releasing of charge carriers: depending on various external environments such
as optical, thermal, or mechanical disturbance.

(4) Recombination process of charge carriers.

It is commonly recognized that LPP outcomes from intrinsic traps or intentionally
doped traps or from both. Theoretically, these traps can be separated into two
clusters: hole traps that capture holes above the valence band (VB) and electron
traps that take electrons below the conduction band (CB). In this schematic, a
metastable trapping state for active electron is related to trapping and de-trapping
mechanisms which are the important key to understand the principle mechanism
of LPP.

Trapping mechanism is usually in accordance with electron excitation and delo-
calization. After stimulation of an electron from the ground state to excited state, the
electron is delivered to an electron trap by the mechanisms which are correlated to
the electron delocalization. Under normal environment, at the ground and excited
states, electrons are localized around their parent ions. If the electron is excited by
appropriate photo-energy and the excited state energy level of the electron is
overlapped with the CB, electron delocalization can take place. This process is
called photoionization. If the excited state of the electron is below but very close
to the CB, electron will have a chance to move up to CB where delocalization can
occur by using phonon energy. Hence, this process is called phonon-assisted delo-
calization. In addition, by taking phonon energy, the electrons are also thermally
excited to CB. So, this process could be called thermal ionization. Usually, the
thermal ionization is much weaker than photoionization and not strong enough to
trap more electrons for producing persistent emission.

De-trapping mechanism is the process that gives rise to the persistent emission.
Electron trap usually has a trap depth which is defined as the energy that is caused to
the release of trapped electrons. The depth of a trap can be changed from several
tenth of an eV to a couple of eV. Trapped electrons can be released from the traps by
several de-trapping mechanisms such as phonon-assisted thermal de-trapping,
impact ionization, and tunneling. Because de-trapping of a trapped electron usually
uses thermal energy (thermal activation), the de-trapping rate A is in accordance with
temperature and is given by Eq. (9.15).

A ¼ se�ΔE=kT ð9:15Þ

where s is the electron-phonon interaction frequency factor for electron de-trapping,
ΔE is the trap depth, k is Boltzmann’s constant, and T is absolute temperature. In
general, the electron is delocalized through the CB; therefore, the trap depth is
typically calculated from the bottom of the CB. The s factor is referred to how
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many times an electron interacts with a phonon per second at the certain trap level.
Once the electron is brought up to a releasing level, it may still be able to turn back to
the trap. This process is called re-trapping. The re-trapping is generally described as
the possibility of electron falling back to the trap. De-trapping mechanism will be
complicated if re-trapping process is considered. For this reason, the first and second
order kinetic equation models are proposed and used to explain this complicated
mechanism whether the re-trapping process should be considered or not [55, 58, 59].

There is still under argument in the explanation of trapping and de-trapping
processes of charge carriers because these processes involve with three important
issues, types, concentrations, and depth of effective traps, which are complicated to
identify. However, the concrete mechanism of long persistent luminescence has
continuously been a hot spot and multifaceted problems. To date, there is no reliable
and undoubted explanation, concerning the persistent luminescence mechanism
[56]. After reviewing the investigation and experiments of many researchers, there
are three models which are widely accepted as the possible models of long persistent
phosphorescence, consisting of conduction band-valence band model (CB-VB
model), quantum tunneling model, and oxygen vacancy model.

The conduction band-valence band model (CB-VB model) is a simple model for
explaining the LPP mechanism in which the energy storage for LPP is mainly
concerned. This energy storage is achieved by the localized position of the excited
carriers near the CB and VB. When the CB and VB obtain trapped electron or hole,
both are free to move until taken by another trap or by a recombination center. This
model is based on the participation of CB and VB in the excitation, migration,
capturing, and release processes of charge carriers. The key point of this model is all
traps should be near the CB or VB.

Quantum tunneling model is proposed based on quantum mechanical phenomena
where the pathway of a particle should be the tunnel inside a barrier which the
particle is easily movable. This process may take place between the trap positions
which are close to excited state levels of the activator. Besides, this model does not
take an interest in traps’ level, CB, and VB. In general, this model is used to describe
the afterglow mechanism associated with deep traps.

Oxygen vacancy model asserts that the persistent phosphorescence of materials is
related to the crystal lattice defects. This model involves the oxygen vacancy (VO)
which is formed in the host lattice matrix. The VO works as the electron trap to
capture the electron because the two positively charged units of oxygen vacancy
have Coulomb attraction with the electrons in the crystal field; therefore, it can
capture the electrons. Also, this model can be explained based on simple lumines-
cence mechanism as follows. In theory, when the electrons are excited to the excited
state, part of them will return to the ground state in the form of radiative or
non-radiative, while another part will relax to the defect VO. Further, the electrons
in defect VO may relax to the traps, and then they will be captured. After absorbing
more energy, the captured electrons will move off the traps and shift to the excited
state of the luminescent center, followed by the same cycle as initial. This mecha-
nism also results in the persistent emission [59].
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9.4.3.2 Structure of Long Persistent Phosphor

The long persistent phosphors normally consist of an inorganic crystalline host and
dopant ions. Generally, the dopant ions involve two kinds of active centers: lumi-
nescent center (activator) and trap. Phosphorescence is physically controlled by the
traps concentration and their depth in the host material generated by the deformation
of the host or adding some impurities. The emission intensity of persistent phospho-
rescence is dependent on the concentration of activator and trap, while the depth of
trap governs the persistent time.

Host material is very significant for the fabrication of long persistent phosphors.
For the activation of their emission, host material plays an important role as trap
carrier. Therefore, the trap content is different with the change in host material. Zinc
sulfide (ZnS) is the first host material for persistent phosphorescence, but it is very
hard to obtain the long persistent emission in this host because it shows very narrow
band gaps (2.16 eV), leading to the shallow trap. Later, calcium sulfide (CaS) and the
other alkaline-earth sulfides were proposed and found that they emit very strong
afterglow emission under visible excitation. Unfortunately, these hosts are chemi-
cally unstable because they are easily reacted with moisture, forming hydrogen
sulfide gas. Phosphates, rare earth oxides, and oxysulfides are also used as the host
for long persistent phosphors. But they cannot be charged by visible light, resulting
in the limitation in the applications. Eventually, many researchers have found that
alkaline-earth aluminate and silicate hosts exhibit efficient persistent luminescence
and become the important host for the reason that many ions can be doped into these
hosts and exhibit long persistent emission even without trapping centers because the
defects are easily created in these hosts due to the charge compensation and cation
disorder. In addition, both contain wide band gap where deep traps can be created.
Since then, many long persistent phosphors have been developed by using these
hosts, and the most famous hosts for long persistent phosphors are SrAl2O4,
Sr4Al14O25, CaAl2O4, Sr2MgSi2O7, and Ca2MgSi2O7 [56].

In the case of dopant ions, transition metals or rare earth elements are typically
employed as activator and trap. The activator plays an important role as a persistent
luminescent center. Most of the ions, where the 5d state or 3d state can be populated,
are the good candidates for generating persistent emission, for example, rare earth
ions which have 5d state such as Ce3+, Eu2+, Eu3+, and Tb3+, or transition metals
which have 3d state such as Mn2+, Mn4+, and Ti4+. These properties are good for
long persistent phosphors because the electronic state of these ions is close to the CB
of the host which is easy to originate electron delocalization and trapping processes.
The Eu2+ is the most famous isolated phosphorescent center due to its half shell-
filled characteristic, and its emission wavelength from 4f65d1 to 4f7 changes from
host to host, leading to the good coverage of the spectrum. In the case of trap
creation, the second dopant ion will be added to the host and called co-dopant. The
adding of co-dopant ion into the host is the process to produce defect-related
trapping centers and is one of the most regularly used techniques to make long
persistent phosphors. Besides, the persistent lifetime can be increased with the
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doping of suitable co-dopant. The co-dopants which contain different valences from
host cation produce defects because of charge compensation requirements [60]. For
example, Y3+ and Al3+ are doped into CaS:Eu2+ to be substituted for Ca2+ [61], and
Mg2+ and Ti4+ are doped into Y2O2S:Eu

3+ to replace Y3+ [62]. Some ions them-
selves act as the trapping center when they are co-doped into the host. These ions
generally capture either electrons or holes, and then change to metastable ionic states
that serve as the trap. Nd3+ in CaAl2O4:Ce

3+/Nd3+ and Gd3+ in BaAl2O4:Eu
2+/Dy3+/

Gd3+ are typical examples of this type of trap [63]. Ions co-doped into the host not
only create additional trapping center but also improve the trapping efficiency. Ions
with stronger transition rate can more efficiently pump electrons into the CB, leading
to the larger trap populations. An example is Ce3+ doped MgAl2O4 where electrons
are pumped into the traps via Ce3+ 4f-5d transitions. This populates traps around
30 times more than those populated through host band gap absorption [64].

The emission color of long persistent phosphors is always important for practical
applications. Many phosphors have been developed to obtain the various desired
colors, for example, Sr4Al14O25:Eu

2+,Dy3+ and Ca2Mg2Si2O7:Eu
2+,Dy3+ with green

afterglow, CaAl2O4:Eu
2+,Nd3+ and Sr3MgSi2O8:Eu

2+,Dy3+ with blue afterglow,
Ca2SiS4:Eu

2+,Nd3+ with red afterglow, and CaAl2Si2O8:Eu
2+,Mn2+,Dy3+ with

white afterglow. In addition, NIR afterglow activated by transition metals or rare
earth elements has been proposed and developed and received much attention
because this emission can be applied in the biomedical technologies, especially
in vivo imaging applications. The examples of NIR afterglow phosphor are
SrAl2O4: Eu

2+,Dy3+,Nd3+ and CaAl2O4:Eu
2+,Nd3+ [56].

9.4.3.3 Applications

Over the past decade, long persistent phosphors have been extensively studied and
applied in various significant applications, for example, optical storages, sensors,
detectors, biomedical applications such as in vivo imaging and bio-detection,
photocatalysis, or even solar cells. However, the most familiar applications of this
material type are luminous indications in the forms of security signs, emergency
route signs, safety indication, and indicators of control panels in dark environments
or in the night. In this part, an underlying application, luminous indications, and an
advance application, in vivo imaging, including some examples of material will be
discussed as follows.

The materials for luminous indication applications are typically produced by
using phosphorescent material which can glow in the dark for a given duration
time after absorption of light by sunlight or electric lamp or bulb light. The long
persistent phosphors are one of the candidates of these applications. In general, these
materials emit green phosphorescence at night when there is no any light at that
place. Nowadays, this application is applied in various fields of emergency signs, for
instance, luminous paints in transportation system such as airports and highways and
warning signs and escape routes in the buildings. The long persistent phosphors have
been widely used in these applications because they are safe, chemically stable, no
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radiation, nontoxic, and harmless. In addition, the certain brightness of long persis-
tent phosphors is the advantage for emergency lighting because it can be easily
detected by human eyes during the emergency situations, leading to the reduction of
confusion as well as being energy-saving. The most used materials for luminous
indications are Eu-doped aluminates such as SrAl2O4: Eu

2+,Dy3+ because they are
easily produced when compared to other persistent phosphors, and especially they
can be produced in powder form as long persistent phosphor which has more
advantages in these applications than bulk form [56].

In the field of biomedical application, there is increasing interest in the use of long
persistent phosphors as the biological transparent window for in vivo imaging to
drive photonic bio-label for tracing cancer cells. A long persistent phosphor is
anticipated to open the options of advanced optical bioimaging with high resolution
and weak light disturbance for truthfully assessing the structural and functional
mechanisms in living cells, tissues, and other complex systems. Various long
persistent phosphors have been reported for the recent two decades, but most
afterglow wavelengths of conventional long afterglow phosphors are in the visible
region which is difficult to penetrate the deeper organic cells or tissues, causing the
low optical tracking signal. To overcome this problem, it is well-known that near
infrared (NIR) light (wavelength from 650 to 950 nm) can penetrate biological
tissues more efficiently than visible light, resulting in the efficient biological trans-
parency windows for in vivo imaging applications. There are many researches on
NIR afterglow phosphors, concerning the persistent lifetimes for making good
in vivo imaging instruments and targeting the longtime imaging with high sensitiv-
ity, for example, LiGa5O8:Cr

3+ grafted with PEG-OCH3 as potential nanoprobe for
in vivo imaging with afterglow signal real time more than 1 h [65] and afterglow
nanospheres of SiO2/SrMgSi2O6:Eu

2+,Dy3+ grafted with PEG-COOH showing
afterglow signal real time more than 1 h after peritoneal injection in a live
mouse [66].
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Chapter 10
Organic-Inorganic Hybrid Materials

Yoshiyuki Sugahara

Abstract Organic-inorganic hybrid materials have developed rapidly to become an
established part of ceramic science and technology. In this chapter, among prepara-
tion methods of organic-inorganic hybrid materials, the sol-gel process, intercala-
tion, and surface modification, which have a close relationship with ceramic
materials, are described with an emphasis on their synthetic aspects and their
applications. To begin with, classification of organic-inorganic hybrid materials
based on the type of their interfacial chemical bonds is introduced. Following a
brief definition of the sol-gel process, the basic chemistry of the sol-gel process is
explained. Various preparation methods for sol-gel-derived organic-inorganic
hybrid materials, including bridged silsesquioxane and mesostructured materials,
are then described, and representative applications of sol-gel-derived organic-
inorganic hybrid materials are briefly discussed. For intercalation, which is charac-
teristic of layered materials, the basic concept is introduced first, after which the
applicable reaction mechanisms for intercalation are demonstrated with the grafting
reaction, which is related to intercalation. Representative applications of intercala-
tion compounds are then exhibited with applications of nanosheets obtained via the
exfoliation of layered materials. The process of surface modification of metal oxide
nanoparticles and the application of the resulting surface-modified metal oxide
nanoparticles are then demonstrated.
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10.1 Organic-Inorganic Hybrid Materials: Introduction
[1, 2]

Organic-inorganic hybrid materials have been attracting increasing attention as next-
generation materials, since they could exhibit the advantages of both inorganic and
organic components. To optimize the properties of organic-inorganic hybrid mate-
rials, it is important to control the domain sizes and shapes of the components and
chemical bonds at their interfaces, in addition to their compositions and structures.
The selection of starting materials and processes is thus important for obtaining
desirable macroscopic structures. In this chapter, the sol-gel process, intercalation,
and surface modification are selected among various processes for preparing
organic-inorganic hybrid materials, since they can provide organic-inorganic hybrid
materials where ceramic materials play an important role. Their characteristics and
some examples are presented in the following sections.

Among various classifications of organic-inorganic hybrid materials, the classi-
fication using interfacial bonds is frequently employed [3]. The advantage of this
classification is that it can be applied to organic-inorganic hybrid materials prepared
through all the processes.

Class I: Organic-inorganic hybrid materials bearing relatively weak chemical bonds,
such as the van der Waals force, hydrogen bonds, and ionic bonds.

Class II: Organic-inorganic hybrid materials bearing relatively strong chemical
bonds, covalent and ion o-covalent bonds.

In this chapter, typical processes for producing organic-inorganic hybrid mate-
rials in which ceramic materials play key roles are presented: the sol-gel process,
inorganic network formation process materials; intercalation compounds and
nanosheet-related materials, intercalation reactions, which are host-guest reactions,
and related reactions, grafting reactions and exfoliation; and surface modification of
nanoparticles are all described.

10.2 Sol-Gel Process [4–8]

10.2.1 Overview of the Sol-Gel Process

The definition of the sol-gel process by IUPAC is as follows: “a process through
which a network is formed from solution by a progressive change of liquid precursor(s)
into a sol, to a gel, and in most cases finally to a dry network.” [9] The term “sol-gel
process” has actually been employed for processes which proceed via formation of no
clear sol and gel. Thus, this term has been employed for the conversion of precursors
into solid materials, and the precursors are commonly metal alkoxides. Recently
developed non-hydrolytic sol-gel process provides typical examples of processes
which proceed without the formation of sol and gel [10, 11].
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Metal alkoxides are generally expressed as M(OR)n, where M is metal or metal-
loid, and R is an alkyl or alkenyl group. In extended usage, R could be an organic
group with atoms other than hydrogen and carbon, such as oxygen. A large number
of metals and metalloids are known to form metal alkoxides.

Some metal alkoxides can form oligomeric or polymeric structures in solvents,
and in some cases the alkoxides are insoluble in common organic solvents. The
introduction of a bulky group as an R group is known to be an effective means of
increasing their solubility. Since metal oxides can be prepared from metal alkoxides,
they can be regarded as monomers of metal oxides. Metal alkoxides are not classified
as organometallic compounds but as metalorganic compounds. There are a few
exceptions, such as organoalkoxysilanes, R0

xSi(OR)4�x, where Si-C covalent
bonds are present. Since metal alkoxides are hydrolysable molecules, their handling
is similar to that of organometallic compounds, which are frequently moisture-
sensitive. A typical organometallic-chemistry-type handling procedure involves
purification by vacuum distillation.

Although various organic solvents can be employed for dissolving metal alkox-
ides, alcohols, in particular parent alcohols (alcohols whose alkyl group is the same
as the R group in M(OR)n), are utilized. When alcohols other than the parent alcohol
are used, reactions called “alcohol-exchange reactions” proceed:

� M� ORþ R’OH ! � M� OR’ þ ROH ð10:1Þ

In a hydrolytic sol-gel process, which is commonly employed, hydrolysis of an
alkoxy group leads to the formation of a hydroxyl group and triggers a condensation
reaction. Such reactions can be expressed as follows for tetraalkoxysilane, Si(OR)4:

[hydrolysis]

� Si� ORþ H2O !� Si� OHþ ROH ð10:2Þ

[condensation]

� Si� OH þ HO � Si �!� Si� O� Si � þ H2O ð10:3Þ
� Si� OHþ RO� Si �!� Si� O� Si � þ ROH ð10:4Þ

Since tetraalkoxysilanes are relatively less reactive toward hydrolysis, a catalyst,
generally an acid or a base, is added to the system. In an acid-catalyzed hydrolysis,
the hydrolysis is initiated by the addition of a proton to an oxygen atom in
tetraalkoxysilane, while a direct nucleophilic attack by an OH� ion triggers the
reaction in a base-catalyzed hydrolysis. The hydrolysis rate depends on various
factors, including the catalyst concentration and the size of R group. On the other
hand, the reactivities of organoalkoxysilanes, R0

xSi(OR)4�x, depend on both the R
and R0 groups. The inductive effects of R0 groups influence their hydrolysis rates,
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since they affect the electron density of silicon. Thus, with an increase in x, the
hydrolysis rate increases in an acidic system, while the hydrolysis rate decreases in a
basic system. The steric effects of both R and R0 groups also change their hydrolysis
rates.

The hydrolysis rates of transition metal alkoxides are much faster compared to
those of the tetraalkoxysilanes and organoalkoxysilanes [12]. And the hydrolysis
rate strongly depends on the metal. One factor is lower electronegativities of the
transition metals (the electronegativity of silicon is 2.5 and those of many transition
metals are less than 2). Another important factor is larger coordination numbers of
the transition metals, coordination numbers larger than four. The coordinative
unsaturation of monomeric metal alkoxides also causes additional intermolecular
coordination of oxygen atoms to form oligomeric or polymeric structures (Fig. 10.1).

To reduce the reactivities of transition metal alkoxides, modification of transition
metal alkoxides is frequently applied. A typical example is modification with
β-diketones (HZ). Since β-diketones undergo keto-enol tautomerism, their enol
forms react to form β-diketonates:

M ORð Þn þ HZ ! MZ ORð Þn�1 þ ROH ð10:5Þ

In the resulting molecule, the oxygen atom in the carbonyl group (C¼O) coordinates
to the metal additionally to reduce the reactivity of the molecule, leading to sup-
pression of the formation of precipitation during the sol-gel process (Fig. 10.2).

Non-hydrolytic processes have been developed in recent decades [10, 11]. Since
the presence of water favors a hydrolytic sol-gel process, a non-hydrolytic process is

Fig. 10.2 Modification of titanium alkoxide with acetylacetone

Fig. 10.1 Typical polymeric structures of metal alkoxide
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conducted in non-aqueous systems. These reactions contain a condensation step,
which involves functional groups containing oxygen. Non-hydrolytic processes are
particularly suitable for the preparation of organic-inorganic hybrid materials in
systems containing moisture-sensitive compounds and those for which controllable
condensation is advantageous [13].

10.2.2 Preparation of Organic-Inorganic Hybrid Materials
via the Sol-Gel Process

Since thermal treatment at high temperatures is not required for the sol-gel process,
the sol-gel process is highly suitable for the preparation of organic-inorganic hybrid
materials. Various approaches have therefore been reported to date, with a large
number of combination of organic and inorganic components. Typical examples are
presented below.

(a) Organic-inorganic hybrid materials prepared via incorporation of organic ions or
molecules upon hydrolysis and condensation of metal alkoxides [14, 15]

It is possible to prepare organic-inorganic hybrids containing organic ions or
molecules upon hydrolysis and condensation of metal alkoxides. An organic species
soluble in a system can be easily incorporated into a final xerogel. Since the resulting
organic-inorganic hybrids are class-I hybrid materials, durability can be a problem.

(b) Organic-inorganic hybrids prepared via co-hydrolysis of organoalkoxysilane
and tetra-functional alkylalkoxysilane [15, 16]

Since the Si-C bonds are stable with respect to hydrolysis, organoalkoxysilanes
are suitable starting materials for class-II hybrid materials. It should be noted that
most other metal-carbon bonds are not stable with respect to hydrolysis. It should
also be noted that current organosilicon chemistry can provide a variety of commer-
cially available organoalkoxysilanes and also allow us to prepare target
organoalkoxysilanes.

Co-hydrolysis of a di-functional or tri-functional organoalkoxysilane (R0
xSi

(OR)4�x, x ¼ 1,2) with tetraalkoxysilane (Si(OR)4) is generally employed to prepare
organic-inorganic hybrid materials, which have been called ORMOCERs (organi-
cally modified ceramics) or ORMOSILs (organically modified silicate). The hydro-
lysis and condensation rates of organoalkoxysilanes are different from those of
tetraalkoxysilanes, and the hydrolysis and condensation rates of
organoalkoxysilanes depend strongly on the R and R0 groups in R0

xSi(OR)4�x, as
discussed above. Thus, when R is a small organic group such as a methyl group, a
relatively homogeneous structure can be obtained (Fig. 10.3), while a segregated
structure can be obtained with a bulky R group.

By employing an organoalkoxysilane with a polymerizable group, another
organic polymeric network can be formed in addition to an inorganic siloxane
network, leading to a relatively homogeneous structure. Structures of this type in
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which an organic network and a metaloxane network are penetrating each other are
classified to so-called “interpenetrating polymer networks” (IPNs). Typical
organoalkoxysilanes are methacryloxymethyltrialkoxysilane and (3-glycidoxypropyl)
trialkoxysilane (Fig. 10.4).

(c) Organic-inorganic hybrids prepared from organic polymers and metal alkoxides
[17]

When an organic-inorganic hybrid is prepared from an organic polymer and a
metal alkoxide via the sol-gel process, the affinity between the organic polymer and
a metaloxane network formed from the metal alkoxide plays a crucial role, and the
two components could be easily segregated. Thus, preparation should be carefully
designed to achieve preparation of homogeneous organic-inorganic hybrids.

A homogeneous organic-inorganic hybrid material can be obtained by selecting
an appropriate polymer structure. Various hydroxyl-terminated and trialkoxysilyl-
functionalized polymers have been employed with a metal alkoxide or
tetraalkoxysilane to prepare homogeneous organic-inorganic hybrid materials
[18]. Polymeric structures employed for homogeneous organic-inorganic hybrid
materials include polydimethylsiloxane (PDMS), poly(tetramethylene oxide)
(PMTO), poly(methyl methacrylate) (PMMA), and polyoxazoline. When

Fig. 10.3 Schematic
drawings of ORMOCERs
(organically modified
ceramics)

Fig. 10.4 Examples for organoalkoxysilanes bearing polymerizable functional groups; (a)
methacryloxymethyltrialkoxysilane and (b) (3-glycidoxypropyl)trialkoxysilane
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tetraalkoxysilane and silanol-terminated PDMS are used, the resulting organic-
inorganic hybrids are also calledORMOSILs. For a homogeneous silica-polyoxazoline
hybrid material, a structural model in which hydrogen bonding between polyoxazoline
and a siloxane network plays an important role was proposed (Fig. 10.5) [19].

Another approach involves a polymerizable molecule released upon hydrolysis of
tetraalkoxysilane. Typical metal alkoxides are shown in Fig. 10.6 [20]. In a standard
sol-gel process, alcohol is released upon hydrolysis of a metal alkoxide, and the
released alcohol molecules, which are normally in the form of a volatile liquid, cause
shrinkage upon drying. The molecules released from this type of tetraalkoxysilane,
on the other hand, can be polymerized to form a polymeric matrix.

(d) Bridged-silsesquioxane-type organic-inorganic hybrids prepared from precur-
sors bearing multiple trialkoxysilyl groups [18, 21–25]

Another type of organic-inorganic hybrids, bridged-silsesquioxanes, has been
developed. Bridged-silsesquioxanes are prepared via the sol-gel process from

Fig. 10.5 Proposed structures of a silica-polyoxazoline hybrid material. (Reprinted with permis-
sion from Ref. [19]. Copyright (1993) American Chemical Society [19])

Fig. 10.6 Tetraalkoxysilanes bearing polymerizable groups in alkoxy groups; (a)
methacryloxymethyltrialkoxysilane and (b) (3-glycidoxypropyl)trialkoxysilane
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precursors bearing multiple trialkoxysilyl groups, R[Si(OR)3]n typically with n ¼ 2
(Fig. 10.7). The advantage of this type of precursor is facile gelation without the
addition of another metal alkoxide, and relatively homogeneous organic-inorganic
hybrids can be obtained. Thus, enormous effort has been directed to developing
bridged silsesquioxanes in recent years.

(e) Organic-inorganic hybrids prepared using colloid and supramolecular chemistry
[26–29]

A combination of the sol-gel process with colloid chemistry has been applied to
the preparation of nanomaterials in confined media and biomimetic silica-based
membranes [30, 31]. Another outcome is the formation of microscale helical
organic-inorganic hybrid materials using bridged-type precursors with two
trialkoxysilyl groups, R[Si(OR)3]2 [32, 33].

A robust new research direction, however, appeared following the discovery of
the ability of the liquid crystal templating process [34–36] (Fig. 10.8) to provide
mesostructured materials, which can be converted into mesoporous materials via the
removal of templates [37, 38]. In the standard preparation of mesoporous silica,
which is typical materials prepared via the liquid crystal templating process, the
electrostatic interaction between positively charged templates, which is formed by
the self-assembly of cationic surfactant, and anionic silicate species plays a crucial
role in the formation of mesostructured class-I hybrid materials. Hydrolysis of
precursors bearing Si-C bonds in the presence of liquid crystal templates leads to
the formation of mesostructured class-II hybrid materials [39, 40]. The use of
bridged-type precursors, R[Si(OR)3]2, in the liquid crystal templating process pro-
vides class-II mesoporous hybrid materials called periodic mesoporous organosilica
(PMO) [41].

Fig. 10.7 Schematic
representation of a precursor
for bridged
polysilsesquioxane

Fig. 10.8 Proposed mechanism for mesoporous silica. (Reprinted with permission from Ref.
[38]. Copyright (1992) American Chemical Society [38])
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Sol-gel-derived silica-based mesoporous materials (mesoporous silicas) are capa-
ble of surface modification using the reactivity of surface silanols by silylation,
where surface silanol groups react with silylation reagents, typically XSiR3, where
X ¼ Cl or OR0, and the overall reaction can be expressed as shown below [42]:

� SiOHþ XSi � ! � SiOSi � þ HX ð10:6Þ

10.2.3 Applications of Organic-Inorganic Hybrid Materials
via the Sol-Gel Process [15, 43]

A variety of applications have been proposed and studied for sol-gel-derived mate-
rials. A few notable applications are described below.

(a) Photofunctional organic-inorganic hybrids [44–47]

Since transparent and robust materials can be prepared by the sol-gel process,
various photofunctional organic-inorganic hybrids have been prepared. When a
functional dye or a luminescent metal complex is added to the sol-gel system, for
example, these guest species can be immobilized.

Organically modified siloxane networks obtained by the co-hydrolysis process
can also be employed as hosts for encapsulating functional molecules and ions. For
hydrophobic dyes, in particular, standard sol-gel matrices derived through hydroly-
sis of tetraalkoxysilanes are not appropriate matrices. In addition, since some
functional molecules and ions are sensitive to their environments, their photochem-
ical and photophysical behavior might depend on the compositions of organic-
inorganic hybrids [48]. Thus, organically modified siloxane networks are attractive
matrices. Typical example is spyrooxazine in sol-gel matrices derived from a
vinyltriethoxysilane-tetraethoxysilane (VTEOS-TEOS) system. Spyrooxazine was
present in a gel derived from vinyltriethoxysilane alone, while merocyanine was
present in a gel prepared from a TEOS-rich system (Fig. 10.9) [49].

Fig. 10.9 Two forms of spirooxazine in hybrid gels; (a) spirooxazine in a gel derived from
vinyltriethoxysilane and (b) a twitter ion form (merocyanine) in a gel from a vinyltriethoxysilane-
tetraethoxysilane system. (Reprinted with permission from Ref. [49]. Copyright (1996) American
Chemical Society [49])
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Coupling reactions and condensation reactions can be employed for binding
organic functional groups covalently to silicon to prepare functional
organoalkoxysilanes. A typical example is second harmonic generation (SHG)
materials, since simple encapsulation of SHG dyes results in instability of dye
alignment caused by poling. Thus, SHG dyes with trialkoxysilyl groups were
synthesized and employed to prepare class-II SHG hybrid materials via a
co-hydrolysis process [50].

Surface modification of sol-gel-derived mesoporous silica with surface modifi-
cation agents bearing photofunctional groups led to class-II hybrid materials
[51–53]. The use of photofunctional groups as spacers for the bridged precursors
leads to the formation of various photofunctional PMOs as Class-II hybrid
materials [29].

Another topic is immobilization of luminescent metal complexes, especially
lanthanide complexes, which exhibit excellent luminescent properties [54]. When
a soluble metal complex is added to a sol-gel system, a lanthanide complex can be
easily encapsulated in a sol-gel matrix. Introducing trialkoxysilyl groups to a ligand
enables a lanthanide complex with multiple trialkoxysilyl groups to be prepared, and
a bridged-silsesquioxane-type material can be obtained by the sol-gel process.

(b) Organic-inorganic hybrids encapsulating biological materials [55–59]

Since the sol-gel process is suitable for the immobilization of biological materials,
a large number of studies have been reported on immobilized biological materials
ranging from enzymes to whole protozoa.

Among biological materials, encapsulation of enzymes is attracting a particularly
enormous amount of attention; encapsulation of enzymes is important for the
development of biocatalytic processes, and additional advantages such as better
thermal stability are expected. In a typical example, activities of phosphatases
encapsulated in sol-gel matrices were maintained at a pH where bare phosphatases
lost their activities [60].

10.3 Intercalation [61–67]

10.3.1 Overview of Intercalation

For layered materials, intercalation is defined as an insertion reaction of a guest ion
or molecule between layers. A standard intercalation reaction can be expressed by
the following equation:

xGþ □x H½ �⇄Gx H½ � ð10:7Þ

where [H] is the host substance, G is the guest species, and⃞ represents an interlayer
vacant site which can accommodate the guest species. The product, Gx[H], is called
an intercalation compound. It should be noted that intercalation reactions are
reversible.

222 Y. Sugahara



In this section, intercalation reactions of metal oxide-based layered materials are
described, and grafting reactions and exfoliation, the latter of which is currently
attracting increasing attention, are also briefly described. Brief descriptions of other
typical layered materials such as graphite and iron oxychloride are also included.

10.3.2 Intercalation Mechanism

(a) Ion exchange

Figure 10.10 shows the concept of intercalation via ion exchange. When inorganic
ions are present in the interlayer space, organic ions can be introduced by ion
exchange. Typical host substances for cation exchange are montmorillonite, a typical
aluminosilicate clay, layered transition metal oxometalates, such as layered titanates
and niobates, and layered zirconium phosphates; n-alkylammonium ions are typical
guest species. Anion-exchangeable layered materials are limited; a typical example
is layered double hydroxides (LDHs).

(b) Hydrogen bonding

In some neutral layered materials bearing surface hydroxyls, guest species can be
present between the layers due to the formation of hydrogen bonds (Fig. 10.10). A
typical example is kaolinite, a layered aluminosilicate clay. In addition to polar
organic molecules such as dimethyl sulfoxide, carboxylate salts, such as potassium
acetate, can be present between the layers of kaolinite.

(c) Redox reaction

When a host substance is capable for redox reactions, intercalation involving a
redox reaction could proceed (Fig. 10.10). A typical example is layered transition
metal dichalcogenides and graphite.

(d) Interaction with interlayer ions

Fig. 10.10 Typical mechanisms of intercalation reactions
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Some layered materials bearing interlayer cations accommodate water molecules
in their interlayer space because of the polarity of water molecules. Similar interac-
tions with interlayer cations cause intercalation of polar organic molecules, such as
alcohols and acrylonitrile (Fig. 10.10). When a proton is present as an interlayer
cation, on the contrary, organic bases, such as n-alkylamines, can be accommodated
in the interlayer space by acid-base reactions. When relatively hydrophobic cations
such as tetramethyammonium ions are incorporated, moreover, the resulting organ-
ically pillared relatively hydrophobic interlayer space can accommodate small
organic molecules.

(e) Grafting reaction

If reactive groups are present on the interlayer surfaces, grafting reactions could
proceed. It should be noted that these grafting reactions are not truly categorized as
intercalation reactions, which should be reversible. A well-known host is iron
oxychloride, FeOCl, where surface Fe-Cl bonds undergo grafting reactions with
alcohols and sodium alkoxides:

FeClþ ROH ! FeORþ HCl ð10:8Þ
FeClþ RONa ! FeORþ NaCl ð10:9Þ

Among metal oxide-based layered materials, layered crystalline silicic acids, such
as magadiite and kenyaite, are well-known examples [68, 69]. The standard tech-
nique for grafting reactions is silylation (Fig. 10.11) [70, 71]. For transition metal
oxometalates, silylation can also be applied [72]. Phosphorous coupling agents can
be applied as well, moreover, to form stable M-O-P bonds [73].

Oxidized graphite, graphite oxide, also possesses reactive groups and undergoes
grafting reactions [74].

10.3.3 Preparation of Organic-Inorganic Hybrid Materials
via Intercalation Reactions and Exfoliation

A variety of combinations of host substances and guest species have been employed
for intercalation reactions, and appropriate synthesis strategies have been applied
according to the combination and target application. Exfoliation has been employed,
on the contrary, to prepare nanosheets. Typical examples of intercalation reactions
and exfoliation are shown below.

Fig. 10.11 Silylation reaction of a layered material
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(a) Immobilization of functional ions and molecules [75, 76]

Intercalation of functional organic molecules and ions leads to organic-inorganic
hybrid materials in which organic molecules or ions are homogeneously dispersed in
the interlayer space. Cationic functional organic compounds such as rhodamine 6G
can be immobilized especially easily in the interlayer space [77]. One strategy for
neutral functional organic compounds is their accommodation in porous structures
prepared by the intercalation of organic cations: the vapor-phase intercalation of
p-nitroaniline, a typical second harmonic generation dye, under an electric field to
achieve its noncentrosymmetric alignment [78]. The alignment of p-nitroaniline was
also achieved by intercalation in kaolinite, whose interlayer environment was asym-
metrical with a silicate layer and an aluminol layer facing each other
(Fig. 10.12) [79].

The immobilization of metal complexes, which act as homogeneous catalysts, in
the interlayer space provides unique solid catalysts. For example, immobilization of
a Ziegler–Natta polymerization catalyst in fluorinated mica-type silicate and swelled
synthetic hectorite gave solid catalysts active for polymerization of propylene with a
narrow molecular mass distribution [80].

Encapsulation of enzymes can be achieved by intercalation, and the resulting
materials can be employed as biocatalysts [81]. A typical study involved the
intercalation of several enzymes in the interlayer space of α-zirconium phosphate,
and the resulting intercalation compounds exhibit catalytic activities [82].

(b) Interlayer design for selective adsorption [67, 83, 84]

Since host substances are generally crystalline, the reactive sites are expected to
be ordered on the interlayer surfaces. Such regularity can be utilized for constructing
interlayer environments for selective adsorption. Selective adsorption by layered
materials was first reported for vanadyl alkylphosphonates [85] and was also
achieved by magadiite modified with octyl groups via a surface grafting reaction.
Unique interlayer environments can be achieved by immobilizing optically active
iron(II) tris(1,10-phenanthroline); montmorillonite bearing a single enantiomer in

Fig. 10.12 Intercalation of p-nitroaniline into kaolinite. (Reprinted with permission from Ref.
[79]. Copyright (2001) American Chemical Society [79])
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the interlayer space can resolve the racemic mixture of optically active metal
complexes, and such properties can be employed in clay column chromatography
for optical resolution [86].

(c) Electroconductive intercalation compounds with organic polymers [87–89]

The interactions between clay and organic polymers have been investigated
over a long period of time, and various intercalation compounds have been prepared
[90–94]. Their synthesis is mainly achieved by one of two different methods: direct
intercalation of polymers form their solutions or their melts and intercalation of
monomers and their subsequent polymerization in the interlayer space. One of the
targets is electroconductive organic-inorganic hybrids. A typical example is the
intercalation of poly(ethylene oxide), PEO, into a host substance bearing interlayer
monovalent cations, such as Li+ and Na+. The intercalated PEO solvates interlayer
cations and facilitates the transportation of Li+ and Na+, leading to ionic conductiv-
ity. The proposed structures of PEO-Li+-montmorillonite is shown in Fig. 10.13.
This strategy is attractive, since crystallization of PEO chains, occurring below 60 �C
and reducing Li+ ion conductivity significantly, can be suppressed in the interlayer
space [88, 95, 96]. Another well-known example is oxidative polymerization of
aniline in the interlayer space of layered substances containing appropriate transition
metals. The resulting intercalation compounds exhibit electroconductivity [97–100].

(d) Preparation of nanosheets by exfoliation and their applications for polymer-
based organic-inorganic hybrids [92, 93, 101–106]

Nanosheets can be prepared from layered materials via exfoliation. One of the
common approaches to layered materials with negatively charged layers is interca-
lation of bulky ammonium ions, such as tetrabutylammonium ions, and subsequent
treatment, such as ultrasonication and stirring, and the resulting nanosheets can be
dispersed in water. The use of n-alkylammonium ions with long alkyl chains also
causes exfoliation in organic solvents.

Grafting reactions can be employed for both neutral and negatively charged
layered materials. In the case of layered materials with negatively charged layers,

Fig. 10.13 Schematic representation of PEO intercalation models in phyllosilicates: (a) double-
layer planar zigzag disposition; (b) helicoidal conformation of PEO chains [95]. (Copyright (1992)
American Chemical Society [95])
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protonated forms can be employed. In addition, intercalation compounds with polar
organic solvents and organic ions can be employed as intermediates. Since covalent
bonds are formed via grafting reactions, interlayer surface modification by grafting
reaction is appropriate for exfoliation. The introduction of polymer chains can be
achieved by several techniques, including the surface-initiated atom transfer radical
polymerization (SI-ATRP) process [107].

Exfoliation of graphite requires another process for completion [108]. The typical
process involves the oxidation of graphite to form graphite oxide and subsequent
ultrasonication leading to the formation of graphene oxide, which can be reduced to
form graphene or modified with organic compounds using functional groups, such as
epoxy groups or carboxyl groups, on the surfaces or at the edges.

Exfoliated nanosheets can be dispersed in polymer matrices to form nanosheet/
polymer hybrids. Pioneering work has been reported for clay-nylon systems (clay-
nylon hybrids) [109]. Mechanical and gas barrier properties were dramatically
improved by the addition of relatively small amount of clay nanosheets. A large
number of studies have been reported for polymer-based hybrids with clay
nanosheets and other types of metal oxide nanosheets. To date, considerable atten-
tion has been paid to graphene-nanosheet-containing polymer-based hybrids [110–
112]. Different approaches have been applied to improve their affinity to polymer
matrices: binding previously prepared polymer chains to graphene nanosheets
(grafting to method); growth of polymer chains from surfaces, typically by the
SI-ATRP technique (grafting from method); and grafting functional groups that
react with monomers during polymerization for matrix formation.

The combination of nanosheets and polymers can provide different types of
organic-inorganic hybrid materials. Organic-inorganic hybrid films with layered
structures can be obtained by sequential adsorption of cationic polymers and nega-
tively charged nanosheets [113, 114]. Another type of organic-inorganic hybrid
material are hydrogels, which exhibit unique mechanical properties [115, 116].

10.4 Surface Modification of Nanoparticles
and the Application of Modified Nanoparticles
to Polymer-Based Organic-Inorganic Hybrids [117–
120]

Ceramic nanoparticles, especially metal oxide nanoparticles, are attracting increas-
ing attention. The origin of this interest includes possible modification of the band
structures of semiconductors and superparamagnetism of magnetic nanoparticles,
such as magnetite nanoparticles, by downsizing.

Surface modification of metal oxide nanoparticles has been developed for several
purposes depending on the objectives, and two issues can generally be pointed out.
One is the suppression of aggregation. Nanoparticles tend to aggregate, and it is
generally accepted that breakdown of the resulting aggregates into individual
nanoparticles is difficult. Thus, surface modification is required to suppress the
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aggregation of metal oxide nanoparticles. Another issue is tuning of the surface
properties to obtain sufficient affinity to media or matrices. In any application of
nanoparticles, affinity to the surrounding environment is a key factor. Thus, an
appropriate interface should be designed via surface modification.

(a) Surface modification process

Surface modification techniques were developed for modification of silica, and
silylation has been applied [70, 71]. Thus, silylation reactions are also applied to
other metal oxide nanoparticles. On the other hand, phosphorous coupling reagents
are suitable for the modification of transition metal oxide nanoparticles and alumina
nanoparticles, since M-O-P bonds formed are stable [121–123]. Phosphorous cou-
pling reagents include organophosphonic acids (RPO(OH)2) and phosphate ester
(generally in the form of a mixture of monoester, PO(OR)(OH)2, and diester,
PO(OR)2(OH)). POH groups can react with surface hydroxyls to form M-O-P
bonds. Since phosphoryl groups act as Lewis base sites, moreover, their coordination
to surface Lewis acid sites is possible. Thus, upon modification of an
organophosphonic acid, for example, a bidentate or tridentate environment is
expected to form on the surface, leading to stable modification (Fig. 10.14).

Carboxylic acids can also be employed for transition metal oxide nanoparticles.
As in the case of the surface modification of organophosphonic acids, the formation
of a bidentate environment is expected upon modification with a carboxylic acid.

(b) Application of surface-modified metal oxide nanoparticles [124–134]

Incorporation of metal oxide nanoparticles into organic polymers is currently one
of the common strategies for improving polymer properties. Typical targets are high
or low refractive index materials. By incorporating high refractive index
nanoparticles, such as titania and zirconia nanoparticles [135, 136], or relatively
low refractive index nanoparticles, such as silica [137], the refractive indices of
organic-inorganic hybrid materials based on conventional polymers such as epoxy
resins can be controlled.

Superparamagnetic nanoparticles are also attracting enormous attention because
of their possible use in biomedical applications such as hyperthermia, drug delivery
system, and magnetic resonance imaging [138, 139]. For these applications, surface
modification is extremely important [139, 140]. Figure 10.15 shows surface-
modified magnetic nanoparticles with multi functions [128]. Since magnetite is
attractive for use in these applications, various approaches to surface modification
of magnetite have been developed.

Fig. 10.14 Surface
modification with an
organophosphonic acid
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Recently developed applications for sol-gel-derived mesoporous silica
nanoparticles include their use in drug delivery systems [141, 142]. The advantages
of mesoporous silica nanoparticles include their large and controllable pore volume,
facile inner and outer surface modification, facile particle size control, and high
biocompatibility. The introduction of molecular valves that can react to stimuli
provides further control of the release of drugs.

10.5 Summary and Outlook

In this chapter, the preparation and some applications for organic-inorganic hybrid
materials in which ceramic materials play key roles are described: sol-gel materials
including mesoscaled materials, intercalation compounds and nanosheet-related
materials, and organically modified nanoparticles. Preparation techniques have
been developed for these materials and new types of materials have been revealed
in recent decades. It is clear from society’s demands for materials that the develop-
ment of organic-inorganic hybrid materials is another major direction in ceramic
material research, and one of the keys is the development of the precise preparation
of inorganic component employed in organic-inorganic hybrid materials.

Fig. 10.15 Surface-modified magnetic nanoparticles (MNP) with multi functions. (Reprinted from
Ref. [128], Copyright (2008), with permission from Elsevier [128])
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