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Preface

Preface of International Seminar Paper Collection

Vigorous development of renewable energy has become a global consensus, which
is also one of the symbolic features in the development of smart grid. The most
essential characteristics of smart grid include: the two-way flow between power and
information, and a highly automatic and widely distributed energy exchange net-
work built based on that; the advantages of distributed computation and commu-
nication are introduced to the power grid to realize real-time information exchange
and nearly instant supply–demand balance on the equipment level.

As renewable energy with high randomness, intermittence, and fluctuation is
connected to the power system, with the fast increase in the permeability of power
electronic devices, it has brought significant challenges to the dynamic balance of
power, safety, and stability of grid. Many important challenges need to be
addressed in order to realize positive interaction of multi-energy system and the
comprehensive and efficiency utilization of various resources. These challenges
involve many technological, system, and social issues. For example, the infras-
tructure requires extension, upgrade, and development; the security of computer
network needs to be guaranteed; standard protocol for multi-system integration
should be formulated; the load and power plan requires more accurate arrangement
and scheduling; the potential of data sharing and information application needs to
be further explored; the perception of the momentum of energy system should be
further strengthened, so that the power market can be further opened; new regu-
lations that can motivate investment in smart grid should be stipulated and issued
soon; a permanent subject for future power development is to improve the relia-
bility and flexibility of power grid, increase the energy utilization efficiency, and
realize positive interaction with the user. In order to realize these goals, interdis-
ciplinary cooperation is a necessary choice, while the legal framework and super-
vision, market design, and management reform are the basic guarantees for
successful implementation of smart grid and to obtain necessary benefits.

v



With the publication of The Third Industrial Revolution written by the American
scholar Jeremy Rifkin in 2011, the Energy Internet emerged with the arrival of the
era of renewable energy. Based on the Internet thinking, the Energy Internet can be
realized through the utilization of distributed energy, and the development of smart
grid enters the 2.0 period. In order to realize the Energy Internet, in addition to the
traditional power system control and dispatching technology, the development and
utilization of energy transformation and comprehensive utilization technology, ICT
technology, power electronics technology, data interface technology, energy stor-
age technology, and Internet business mechanism are also indispensable. In 2019,
the State Grid Corporation of China proposed the grand strategy to build
“Three-Type and Two-Network.” On the one hand, build and manage a strong
smart grid with extra-high voltage as backbone network frame and coordinated
development of power grid on various levels; on the other hand, fully utilize
modern information technology and modern communication technology (such as
the mobile Internet and artificial intelligence) to realize mutual connection between
various links of power system and man–machine interaction, and build a universal
power Internet of things (IoT) with comprehensive state perception, efficient
information processing, and convenient and flexible application. After the goal of
“three types and two networks” is realized, it will definitely bring subversive reform
to the electrical energy industry.

“Purple Mountain Forum” is an international seminar co-sponsored by NARI
Group Corporation and State Key Laboratory of Smart Grid Protection and Control
under the major background of energy reform, which aims to promote the academic
exchange and competition for technological development of power under the big
energy background. This seminar is the fourth international seminar of “Purple
Mountain Forum” academic forum, which will be held in Nanjing, China, from
August 17 to August 18, 2019. More than 500 people attend the seminar, including
the invited experts, copywriters, and common attendees. The attendees have
in-depth discussion on related key technologies involved in the construction of
smart grid, Energy Internet, and universal power IoT, including the AC/DC flexible
power transmission and transformation technology, planning, operating and control
technology for comprehensive energy system, application of new technologies
(such as big data, cloud computing, IoT, mobile Internet, artificial intelligence) in
smart grid, intelligent monitoring, related operation and maintenance technology,
standard technical system for power grid, and related research direction.

Many papers are collected from the seminar, which is very inspiring. After strict
editing and peer review, 169 papers are selected in the Seminar Paper Collection.
Many innovative concepts, ideas, and methods have been proposed. We collect
these results in a book to share with more colleagues in the industry.
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The members of the editorial team appreciate all writers, review experts, orga-
nizing committee members, and seminar chairman who have contributed to this
collection. Thank you for your selfless sharing and your concern with and attention
to the quality of the publication.

Nanjing, China Yusheng Xue
Nanjing, China Yuping Zheng
Arlington, USA Saifur Rahman
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Analysis and Suppression Strategy
of Sub-synchronous Oscillation
for Wind-Thermal-Bundled Power
Transmitted by Series-Compensated
System

Asaah Philip, Yushuo Zhang, Lili Hao, Yantong Zhou and Wei Li

Abstract Large-capacity wind farms may increase the risk of torsional vibration of
turbine generator shafts in the wind-thermal-bundled power transmitted by
series-compensated system, therefore the analysis and suppression strategy of
sub-synchronous oscillation (SSO) in such system needs to be thoroughly studied.
In this paper, the mechanism of electromechanical torsional interaction and the
influence of wind farm integration on system oscillation are analyzed. In order to
suppress the SSO, the mechanism of electromagnetic torque increment produced by
additional damping control of static synchronous compensator (STATCOM) is
studies, based on which, a SSO damping controller is designed. Based on the
complex torque coefficient approach and time domain simulation approach simu-
lation cases are built in DIgSILENT/PowerFactory. The results show the impact of
wind farm integration and series compensation degree on system damping and
verify the suppression effect of STATCOM on system SSO.

Keywords Wind-thermal-bundled system � Sub-synchronous oscillation (SSO) �
Series compensation degree � Electromechanical torsional interaction � Additional
damping control � Static synchronous compensator (STATCOM) � Complex torque
coefficient approach
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1 Introduction

In order to improve the consumptive ability of wind power and make full use of the
existing transmission channels, combining thermal generators and wind turbine
generators is an effective transportation way [1–3]. In order to further improve the
transmission capacity of the line and enhance the stability of the power grid,
capacitor series compensation is often adopted for transmission lines. However, the
excessive capacity of the series compensator may cause the SSO of the shaft
system, which will cause rupture of the shaft in serious case, and then threaten the
safety of the system [4]. Since the wind farm integration and series compensation
degree of transmission lines will affect SSO, it is necessary to study the torsional
vibration law of the shaft system, so as to effectively suppress the SSO and ensure
the safe and stable operation of the power system.

The researches of wind-thermal-bundled system at home and abroad are mainly
focused on transient stability, the operation characteristics and control strategies [5].
Some literatures have studied the influence of wind farm integration on SSO of the
turbine generator. Literature [6] took the first IEEE SSO benchmark model with a
doubly-fed induction generator (DFIG) as an example and established the mathe-
matical model for small signal stability analysis, found that the damping ratio of the
SSO mode decreases and the system damping decreases along with the increase of
active output of wind farm. Literature [7, 8] built the transfer function between the
output power of the wind farm and the rotational speed of the thermal power unit,
and deduced the influence of active and reactive power of DFIG on system damping
respectively, then proposed the conditions which can provide positive damping to
the system. Because the additional damping control signal used is superimposed on
the outer loop of the double-closed-loop control of the wind turbine, it is easy to
create the oscillation of wind turbines. Based on the first IEEE SSO benchmark
model connected with DFIG, literature [9] adopted eigenvalue method and time
domain simulation method to analyze the wind farm influence on the thermal power
units. Literature [10] established a typical model of wind-thermal-bundled system
via DC system and analyzed the SSO mechanism, results showed that DFIG can
alleviate the SSO caused by DC transmission. Current researches mostly focus on
the impact of wind power access capacity on system oscillations and rarely consider
the effect of line complement compensation. Most of the researches qualitatively
discuss the suppression effect on sub-synchronous oscillations using time domain
simulation, while few studies carry out the quantitative comparison of the system
damping before and after the implement of suppression strategy, which may impede
the display of suppression effect on the SSO of specific frequencies.

This paper analyzes the SSO mechanism of wind-thermal-bundled system via
series compensation lines, introduces the basic principle of the complex torque
coefficient approach, and studies the rules of electromagnetic torque increment
produced by additional damping control of STATCOM and designs a SSO
damping controller. The complex torque coefficient approach is used to analyze the
influence of the series compensation on the electrical damping coefficient of the
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system using the first IEEE SSO benchmark model combined with DFIG. Based on
the DIgSILENT simulation platform, a typical system model of wind-thermal-
bundled power transmitted by series-compensated lines is built, and the complex
torque coefficient approach is used to analyze the influence of the series compen-
sation on the electrical damping coefficient of the system, and the system short
circuit test is used to verify it executed. Then the system electrical damping char-
acteristic curve is compared before and after the STATCOM added, and the SSO
suppression effect of the SSO is verified by the electromagnetic torque responses of
thermal generator and wind turbine generators.

2 Mechanism Analysis of SSO
for Wind-Thermal-Bundled Power Transmitted
by Series-Compensated System

The serial access of a fixed capacitor in a line may lead to the interaction of
electrical and mechanical systems, which may cause the instability of the generator
shafting, and this phenomenon is called electromechanical torsional interaction [11,
12]. For electrical systems, the electrical system is stable if the total system
damping is positive at the resonance frequency. For the shaft system of generators,
the mechanical system is stable when the generator is not connected to power grid
because of the existence of positive mechanical damping of the shafting, but when
the generator is connected to the grid, if a tiny oscillation Dx whose frequency is fm
appears on the rotor, the voltage and current components whose frequency are
f0 � fm and f0 þ fm respectively will be generated on the stator winding (f0 is the
power frequency). If fm happens to be a shafting torsional vibration frequency, and
it is complementary to the electrical resonance frequency fe (that is, f0 ¼ fm þ fe),
the electrical and mechanical systems will interact with each other. The electro-
magnetic torque generated by the sub-synchronous current may be in phase with the
rotor oscillation Dx, which may drive the amplitude of the oscillation Dx increase.
If the system damping is too small to prevent such torsional vibration interaction,
the generator shaft system may be destroyed.

Researches show that neither the SSO modes nor their frequencies will be
changed after the wind farm integration, but the system damping will be reduced.
Because of the electromechanical torsional interaction in thermal power unit and the
current disturbance in series compensation line, the SSO current component in the
DFIG rotor winding is caused by magnetomotive equilibrium, and the current
component will also induce the current component of the same resonance frequency
in the stator winding because of the rotor magnetic field, which will further enhance
the original disturbance and reduce the system damping.
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3 Sub-synchronous Oscillation Suppression Using
STATCOM

When the electrical distance between STATCOM and generator is small, the output
voltage and current of the generator can be adjusted slightly by adjusting the
reactive power output of STATCOM, so an electromagnetic torque increment can
be produced in the steady-state electromagnetic torque of the generator shaft sys-
tem. When the frequency and phase of the electromagnetic torque increment are
suitable, the SSO can be suppressed. That is to say, the SSO can be suppressed by
the fast continuous adjustment ability of STATCOM reactive power.

An important characteristic of shafting torsional vibration is the oscillation of
generator shafting on the basis of synchronous speed. Intuitively, when the gen-
erator is accelerated, STATCOM increases its output of inductive reactive power,
raises the output voltage and power of generator, also increases the electromagnetic
torque, and for a constant mechanical torque input, the increment of electromag-
netic torque makes the rotor decelerate; when the generator speed is slows down,
STATCOM reduces its output of inductive reactive power, decreases the output
voltage and power of the generator, then also reducing the electromagnetic torque,
and for a constant mechanical torque input, the reduction of electromagnetic torque
makes the rotor accelerate. If SSO occurs, STATCOM can response quickly to the
torsional vibration of the turbine shaft system and suppress SSO.

The frequency complementary relationship between electrical quantity and
electromagnetic torque increment in the damping control process is further ana-
lyzed. Assuming that the unit has a torsional vibration of xm in the shaft system, so
the rotor speed of the unit is the sum of synchronous speed x0 and a torsional
vibration xm. Only considering the reactive current component of the
sub-synchronous frequency, the frequency components of the current between
STATCOM and system are mainly sub-synchronous and hyper-synchronous
components whose frequencies are x0 � xm

Dia ¼ Am sinðx0 � xmÞtþAm sinðx0 þxmÞt

Dib ¼ Am sin ðx0 � xmÞt � 2
3
p

� �
þAm sin ðx0 þxmÞt � 2

3
p

� �

Dic ¼ Am sin ðx0 � xmÞtþ 2
3
p

� �
þAm sin ðx0 þxmÞtþ 2

3
p

� �

8>>>>><
>>>>>:

ð1Þ

After Park transformation
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When the torsional vibration occurs, the electromagnetic torque increment in the
shaft system is mainly composed of two parts: one is caused by the interaction
between the main flux of the generator and the current component of sub-
synchronous frequency, and the other one is caused by the interaction of the
magnetic field produced by the sub-synchronous frequency current component and
the stator circuit current. Since the amplitude of the shafting torsional vibration
speed is very small relatively to the synchronous speed, the magnetic field produced
by the sub-synchronous current component is very weak relative to the main flux of
the generator, the magnetic flux produced by the sub-synchronous current com-
ponent can be ignored, and the main magnetic flux is still a stable magnetic field.
The increment of electromagnetic torque generated by STATCOM additional
damping control on the generator shafting is as follows

DTe ¼ wdDiq � wqDid ¼ �2wdAm cosxmt ð3Þ

It can be seen that the additional damping control of STATCOM will produce an
electromagnetic torque increment whose frequency is xm, which is the same as the
frequency of the torsional vibration. When the phase of the torque increment is
suitable, the shafting torsional vibration can be suppressed.

The reason for the generator torsional vibration is that the phase difference
between the generator angular frequency deviation D _x and the electromagnetic
torque variation D _Te is more than 90°. In this paper, the generator angular fre-
quency deviation Dx is used as the input signal, after appropriate proportional
amplification and phase shift, the output signal provides an additional electro-
magnetic torque D _Te through the double-loop control loop, which makes the phase
difference between the total electromagnetic torque variation D _Te and the generator
angular frequency deviation Dx within 90°, and the system will eventually have a
positive damping torque. Their phase relation is shown in Fig. 1.

Figure 2 is the structure diagram of the STATCOM damping controller. The
generator angular frequency deviation Dx is used as the input signal of additional
damping control. Using the modal separation filter, each modal speed signal can be
separated from the generator rotor speed deviation. The STATCOM reactive
instruction DVaci for restraining the torsional vibration of each mode can be
obtained through the appropriate proportional amplification and phase compensa-
tion for each modal speed signal. The whole reactive instruction DVac for SSO

Analysis and Suppression Strategy of Sub-synchronous … 7



suppressing can be obtained by adding all the reactive instructions above. The final
reactive power instruction is the sum of DVac and the reactive power instruction in
steady state control mode, and the series switch signals of the STATCOM converter
are generated by trigger control.

The phase compensation is the most critical step in STATCOM design, which
directly affects the ability of STATCOM to suppress SSO. If the parameter selection
is not appropriate, it may make STATCOM not only impossible to inhibit but also
stimulate the SSO. The STATCOM uses the lead-lag stages for phase compensation
such as ðð1þ sT1Þ=ð1þ sT2ÞÞN . N is the number of the lead-lag stages. The cal-
culation method of its time constant T1 and T2 is as follows

a ¼ T2
T1

¼ 1� sinu
1þ sinu

x ¼ 2pf

T1 ¼ 1
x

ffiffiffi
a

p

T2 ¼ aT1

8>>>>>>><
>>>>>>>:

ð4Þ

where f : the central frequency of the lead-lag stages, and u: the compensation angle
provided by the lead-lag stage at the center frequency. The central frequency can
usually be selected according to the frequency of the oscillating mode to be
compensated. If there are multiple oscillation modes in the system need to be
compensated, the dominant mode with the weakest damping is generally chosen.
According to the STATCOM controller structure, the phase to be compensated is
the sum of the phase shift of modal filter and the link from STATCOM constant AC
voltage controller to generator electromagnetic torque. Among them, the transfer

Fig. 1 The phase diagram of
the additional electromagnetic
torque and angular variation

modal
filter 1

phase
shifter 1

... ...
double
loop

controller

ωΔ
1ωΔ

nωΔ

1acVΔ

acnVΔ

acVΔ

acrefV
modal
filter n

phase
shifter n

Fig. 2 The block diagram of
STATCOM sub-synchronous
damping controller
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function of the link from STATCOM constant AC voltage controller to generator
electromagnetic torque is difficult to be obtained by analytic method. In this paper,
the lagging phase of this link will be obtained by the test signal method. The steps
are as follows: a series of small AC voltage oscillation DVaci (whose frequency
range is from 5 to 55 Hz and frequency interval is 0.5 Hz) is applied to the external
loop reference link of the constant AC voltage controller. When the system is
simulated to steady state, the output response, the generator electromagnetic torque
Te is measured. And DTe is obtained from the difference of the Te before and after
the small oscillating signals are applied to the generator. Then, DTe and DVaci are
decomposed by Fourier transform and the phase difference between DTe and DVaci

at different frequencies are calculated, that is the lagging phase required.

4 Case Studies

4.1 The System Model

The structure of the simplified wind-thermal-bundled power system is shown in
Fig. 3. The G represents the thermal power unit and through the transformer T1
access bus A; The C represents the doubly-fed wind farm and through the trans-
former T2 access bus A. G and C will transmit power to the infinite power grid E by
wind-thermal bundling via series compensation line. GSC and RSC represents the
grid side converter and rotor side converter of doubly-fed generator respectively.
RL þ jXL represents the impedance of transmission lines. Xc and Xsys represent
capacitance reactance of series capacitor and connection reactance of infinite system
respectively.

In Fig. 3, the thermal power unit, with the rated capacity of 892.4 MVA, the
rated frequency of 60 Hz and the rated voltage of 500 kV, is modified from the first
IEEE SSO benchmark model [13]. The unit shafting system is composed of six
concentrated mass blocks: high pressure cylinder (HP), intermediate pressure
cylinder (IP), low pressure cylinder A (LPA), low pressure cylinder B (LPB),
generator (GEN) and exciter (EXC). The natural torsional frequencies of the

G
1T

1T
Z

A
LR LX

B
sysX ∞

E
CX

2T

2T
Z

GSC RSC

C

Fig. 3 The block diagram of
STATCOM sub-synchronous
damping controller
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shafting are 15.71, 20.21, 25.55, 32.28 and 47.45 Hz. The ratio of mechanical
torque applied to rotors of HP, IP, LPA and LPB are 0.3, 0.26, 0.22, and 0.22
respectively. The wind farm is equivalent to a DFIG model with the stator winding
connected to the power grid directly and the rotor winding connected to the power
grid through an AC-DC-AC converter. The DFIG model is mainly composed of
wind turbine, generator, rotor-side converter, grid-side converter, DC bus, capacitor
and the corresponding control module of each part. The converter adopts a
double-loop control structure. The rotor-side converter realizes active and reactive
decoupling control, and the grid-side converter realizes voltage control of DC bus
between the two converters [14–16].

4.2 The Suppression of STATCOM on SSO

In the wind-thermal-bundled system as shown in Fig. 3, the wind farm integration
capacity is supposed to be 100 MW, the corresponding thermal power unit is
703 MW, and the series compensation degree is 0.6. The SSO is suppressed by
adding a STATCOM at bus A. The STATCOM DC capacitor voltage is set to be
1 kV, the converter output AC voltage is set to be 0.4 kV, and the converter
capacity is 300 MVA. The frequency of minimum electrical damping coefficient is
20.5 Hz, which is the dominant oscillation mode, so 20.5 Hz is selected as the
central frequency f need to be compensated. The lagging phase between the
STATCOM constant AC voltage controller and generator electromagnetic torque is
calculated to be about 55° at 20.5 Hz by test signal method, and the lagging phase
of the modal filter is supposed to be about 5°. Therefore, four lead-lag stages are
used to compensate for 60° of phase lag at 20.5 Hz, and each of which compensates
for 15°. Calculated by formula (4), T1 ¼ 0:101 and T2 ¼ 0:006. The electrical
damping characteristics curves, the electromagnetic torque response of the turbine
generator and wind turbine before and after STATCOM is added are shown as
below.

From Fig. 4, it can be seen that after the addition of STATCOM, at the original
SSO frequency of 20.5 Hz, the electrical damping coefficient changes from nega-
tive to positive, which indicates that the addition of STATCOM increases the
damping of the system and is beneficial to the suppression of SSO. From the
time-domain simulation in Fig. 5, it can be seen that STATCOM has a significant
suppression effect on the electromagnetic torque oscillation of thermal power units
and wind turbines.
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5 Conclusions

Through the mechanism analysis of STATCOM for SSO suppression, the
STATCOM additional damping control will produce an electromagnetic torque
increment with the same frequency as the torsional vibration of the shaft system.
Reasonably controlling the frequency and phase of the electromagnetic torque
increment can suppress the sub-synchronous oscillation. Through the time-domain
analysis of wind-thermal-bundled power transmitted by series-compensation
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system, the STATCOM really has a significant suppression effect on electromag-
netic torque oscillation of thermal power units and wind turbines.
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Analysis on the Characteristics of 2016
Wind Damage Trips of Power Grid
in China’s Major Areas

Yuelun Di, Jun Guo, Xiaowei Huai and Yue Ye

Abstract Wind damage is one of the common disaster that has serious influence on
China’s power grid. The wind damage has a wide distribution and a low success
rate of reclose, which makes the transmission line outage more likely. In this study,
it is found that the 2016 wind damage of power grid in China’s major areas mainly
distributed in the southeastern coast, southwest region, north China and its sur-
rounding areas. In temporal distributions, wind damage mainly occurs in summer
and afternoon. In 2016, the first reclose success rate of wind damage trip is only
about 10% during 330 kV and above voltage level transmission lines. 220 kV is a
voltage level threshold of trip line: tripps number increases with voltage level
decreases when above the threshold, otherwise trips number decreases with voltage
level decreases. Transmission line wind damage trip trend has a large interannual
variation from 2010 to 2016. This study analyzes the characteristics of wind
damage trips in 2016, which provides guidance for wind damage prevention work
in windbreak-prone areas and windbreak-prone periods.

Keywords Wind damage � Grid � Trip

1 Introduction

In recent years, with the development of economy and society, the demand for
electricity keeps increasing, and China’s transmission and distribution network is in
a critical period of rapid development and extension. Especially the construction
and operation of ±800 kV UHVDC, 1000 kV AC UHV and cross-region
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transmission lines have played a great role in the rational allocation of energy,
industrial upgrading and environmental protection. However, many long-distance
transmission lines exposed to outdoor environment will inevitably be attacked by
various natural disasters, wind damage is one of the common disasters.

Wind damage on transmission lines mainly include typhoons, squall lines, tor-
nadoes, local winds and other kinds. Typhoon is one of the main disasters affecting
the power grid in the coastal areas [1]. According to statistics, more than 200
typhoon-level tropical cy-clones entered China from 1949 to 2010, which caused
about 30% of the total line trips [2]. Research and application of typhoon early
warning in power grid have been carried out: Wang Huimin et al. [3] started from
the theory of disaster system, analyzed the existing problems of pre-assessment
index system, and put forward an index system of typhoon disaster pre-assessment.
Hitoshi et al. [4] proposed a loss assessment method for power grid typhoon dis-
asters including linear regression model prediction and artificial neural network
model correction. Huang et al. [5] proposed an early warning method for trans-
mission line damage under typhoon disaster. Scholars [6] have studied the evalu-
ation method of distribution network operation status under typhoon conditions. On
the basis of the existing research on typhoon monitoring, forecasting and early
warning, State Grid Corporation established the State Grid Typhoon Monitoring
and Warning Center in 2017, which aims to carry out the guidance work of typhoon
monitoring and early warning for power grid and enhance the ability of power grid
typhoon prevention.

Equipment wind damage mainly include windage bias tripping, insulator and
metal damage, grounding wire strand breakage and wire breakage, tower damage. It
is called wind bias discharge that insulators incline toward towers, air gap between
conductors and towers reduces, and the discharge phenomenon happens, under the
action of strong wind [7]. Domestic and foreign studies have analyzed the mech-
anism of wind bias discharge by experiments and numerical simulation in different
degrees and ways. An on-line monitoring system for wind bias of transmission lines
is pro-posed, and a number of control measures for wind bias of transmission lines
are given [8–11].

Compared with icing disasters, wind damage is more widely distributed, and
occurs in southeastern coastal areas, north China, southwest and northwest China.
Compared with lightning disasters, the success rate of wind damage trips is very
lower [12], and has greater possibilities of transmission line outage. In 2016, wind
damage tripping accidents of transmission lines with 66 kV and above voltage
levels occurred frequently in major regions of China. The overall characteristics not
only show the unique characteristics of the grid wind damage in that year, but also
have the universality of the traditional grid wind damage. In this paper, the wind
damage tripping of 66 kV and above voltage transmission lines in the main areas of
China in 2016 is analyzed, which provides guidance for the work of wind-proof of
power grid.
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2 Wind Damage Trips of Transmission Lines in 2016

2.1 Spatial Distribution

Figure 1 shows the spatial distribution characteristics of the number of wind
damage trips of transmission lines with 66 kV and above voltage levels in China’s
major areas in 2016. There are 208 wind damage trips of 66 kV and above
transmission lines in the study area. Among them, 120 wind damage trips occurred
in Fujian, accounting for 57.7% of the total wind damage trips, which exceeded the
total of other provinces under the influence of typhoon landing. In 2016, the top
seven provinces accounted for 90.9% of the total number of wind damage trips on
66 kV and above lines in that year. Wind trips in other provinces are less than 5
times (Table 1).

In 2016, the tripping of transmission lines caused by wind damage occurred in
most parts of China. Among all kinds of wind damage, typhoon is the most
important factor leading to transmission line tripping. Except for typhoons, other
wind damages are mostly concentrated in the southwest, North China and its sur-
rounding areas.

Fig. 1 Spatial distribution of 2016 wind damage trips for 66 kV and above voltage level in
China’s major areas
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2.2 Temporal Distribution

Figure 2 shows the monthly distribution characteristics of wind damage trips
number on 330 kV and above voltage level transmission lines in 2016. There are 42
wind damage trips of 330 kV and above transmission lines, of which 37 occurred
from late spring to early autumn (May to September), that is, in summer half year,
accounting for 88% of the total wind damage trips of 330 kV and above trans-
mission lines in 2016. September is the month with the largest number of wind
damage trips on 330 kV and above transmission lines, totaling 11 trips, accounting
for 26.2% of the total, and all of them are caused by typhoon. Therefore, spatial and
temporal distribution shows that typhoon damage has a great impact on power grid
in China’s major areas in 2016. Except for typhoon, due to the frequent alternation
of cold and warm air in late spring and early summer, the pressure gradient between
regions is large, and strong gales often occur. In summer, the air level is unstable,
and gusty gales and squall line winds are prone to occur. Therefore, summer
monsoon damage occurs frequently.

Table 1 Number of 2016
wind damage trips for 66 kV
and above voltage level in
China’s major areas

Region Number of trips Ratio of trips (%)

Fujian 120 57.7

Sichuan 19 9.1

Liaoning 18 8.7

Jiangsu 16 7.7

Shandong 6 2.9

Shanxi 5 2.4

Hebei 5 2.4

Fig. 2 Monthly distribution of the number of 2016 wind damage trips of 330 kV and above
voltage level in China’s major areas
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In the daily distribution of wind damage trips, because the typhoon trips are
obviously related to the landing time of typhoon, the statistical significance is not
obvious. Other wind trips on 330 kV and above lines (Fig. 3) mostly occurred in
the afternoon: in 2016, 19 trips occurred between 12:00 and 18:00, accounting for
61.3% of all trips, of which 8 trips occurred between 16:00 and 18:00, which is the
most vulnerable one in a day. Strong convective weather, such as squall line wind
and tornado, which are easy to cause wind damage faults, usually requires unstable
atmospheric stratification. This kind of environment is prone to occur in the summer
afternoon after sunshine and warming, which may be an important reason for more
wind damage tripping accidents during the 12:00–18:00 period.

2.3 Reclosure

After the disasters trips, the operation and maintenance unit will reclose the trip line
according to the need. If the disaster damages the line greatly, it may lead to the
failure of the first reclosure operation. At this time, it is necessary to reconsider the
operation dispatch of the power grid and select the opportunity for the next
reclosure operation. Therefore, the success of the first reclosure not only proves the
impact of disasters on transmission lines, but also relates to the decision making of
power grid operation and dispatch.

Table 2 shows the first reclosure of 2016 wind damage trip of 330 kV and above
voltage level lines in major regions of China. It can be seen from the table that, the
reclosure success rate of line trips caused by wind damage is only 12%. From the 42
wind damage trips lines, 37 lines failed to complete the first reclosure operation
after tripping. In non-typhoon-induced wind damage trips accidents (Fig. 4), 90%

Fig. 3 Time interval distribution of 2016 wind damage trips in China’s major areas
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of the lines will fail to reclose for the first time. It is generally believed that the main
types of wind damage on transmission lines include wind bias trips, insulator and
fittings damage, grounding wire strand breakage and tower damage. Wind bias
tripping due to the insufficient electrical spacing caused by the windward yaw of
conductors is the most common type of wind damage, and the success rate of
reclosure is low. Typhoon and other strong winds can cause tower inversion
accident, and also cause re-closure failure.

2.4 Voltage Level Distribution

It is generally believed that because of the large number and wider distribution of
low voltage grade lines, they are more likely to be affected by disasters. However,
from the distribution of voltage levels of 66 kV and above wind damage tripping
lines in major regions of China in 2016 (Fig. 5), it can be seen that, 220 kV lines
have the most trips, totaling 135 trips, reaching 65% of the total, which is 4.4 times
the total number of low-voltage tripping lines (110 and 66 kV), exceeding the total
number of other voltage-induced tripping lines. At the same time, when the voltage
level decreases from 750 to 220 kV, the number of trips increases. When the
voltage level continues to drop from 220 to 66 kV, the number of trips decrease as
the voltage level drops.

Table 2 The situation of first reclose of 2016 wind damage trips of 330 kV and above voltage
level lines

Reclosure Number Ratio (%)

Success 5 12

Unsuccess 37 88

Fig. 4 The situation of first
reclosing of non-typhoon
330 kV and above voltage
level wind damage trips
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If the influence of typhoon is not taken into account (Fig. 6), 500 kV is the
voltage level with the largest number of wind damage trips, totaling 29 trips,
accounting for 33% of the total trips. The number of 220 kV wind damage tripping
lines is close to that of 26 trips. The number of tripping lines of 110 kV and 66 kV
decreases in turn. Therefore, in 2016, there were 11 trips on 500 kV lines and 109
trips on 220 kV lines caused by typhoon.

220 kV and above voltage level lines are the main grid structure of China’s
power grid. They are usually responsible for long-distance transmission across
regions, while 110 kV and below power lines are mainly responsible for trans-
mitting electricity to nearby towns. Therefore, the lines in the wildfield are mainly
220 kV and above, and the number of lines decreases with the increase of the
voltage level, which causes the number of wind trips of 220 kV and above to
decrease with the increase of voltage level. For towns and their surrounding areas
with transmission lines of 110 kV and below, on one hand, local and seasonal gusts
occur less, on the other hand, when typhoons are approaching, low-voltage lines are
more likely to implement planned blackouts, for avoiding a trip accident caused by
typhoon. The higher the voltage level, the more difficult it is to implement a
planned power outage. Therefore, the number of wind trips on transmission lines of
110 kV and below decreases as the voltage level decreases.

Fig. 5 Voltage distribution
of 2016 wind damage trips for
66 kV and above voltage
level in China’s major areas

Fig. 6 Voltage distribution
of 2016 non-typhoon wind
damage trips for 66 kV and
above voltage level in China’s
major areas
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3 Annual Variation Characteristics of Wind Damage Trip

From the annual variation of the number of wind damage trips of 330 kV and above
trans-mission lines (Fig. 7), it can be seen that the trend of wind damage trips of
330 kV and above transmission lines is not obvious from 2010 to 2016, but the
annual variation range of the number of trips is large, from 38 in 2010 to 17 in
2011, which rose rapidly to 52 in 2013, and then to 28 in 2014. Secondly, it
maintained above 40 times in 2015 and 2016. Since 2010, the top three provinces in
terms of wind damage trips have accounted for more than 40% of the total number
of wind damage trips, and even more than 50% in 2010, 2011, 2014 and 2016.
Therefore, windbreak tripping has the characteristics of wide-spread disaster dis-
tribution and serious disaster situation in some provinces.

Specifically, from the situation of wind damage suffered of each province from
2010 to 2016 (Fig. 8), there were 8 provinces with 330 kV and above grade lines
with more severe wind damage trips (15 times or more). According to the number
of wind damage trips, the order was Hebei, Shanxi, Henan, Zhejiang, Shandong,
Sichuan, Shaanxi and Fujian. Except Zhejiang and Fujian, the other six provinces
are located in the southwest, North China and its surrounding areas. Therefore, the
spatial distribution characteristics of wind damage trips in 2016 basically continue
this distribution trend.

It should be noted that in the seven years from 2010 to 2016, 15 trips of 330 kV
and above occurred in Fujian, 10 of which were directly caused by the strong
typhoon Moranti of 2016. Therefore, wind damage trips in coastal areas is closely
related to landing typhoons, and the number and intensity of typhoons may directly
affect the operation characteristics of landing provinces.

Fig. 7 Number change of 2010–2016 330 kV and above voltage level transmission line wind
damage trips in China’s major areas
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4 Summary

Based on the analysis of 66 kV and above voltage level transmission line trips in
China’s major areas in 2016, it is found that temporal and spatial distributions of
wind damage on large power grid have regularity and uniqueness. The main
characteristics are as follows:

(1) Typhoon is the most important factor leading to transmission line trips. Except
for the southeast coastal areas affected by typhoons, other wind damage are
mostly concentrated in the southwest, North China and its surrounding areas.

(2) Summer half year of 2016 is a period of frequent wind damage, which is
related to typhoon. Other wind damage trips mainly occur in afternoon, which
is mainly related to the environmental characteristics of severe convective in
summer afternoon.

(3) The success rate of the first reclosure after wind damage trips is usually
relatively low. In 2016, it is just 12% during 330 kV and above voltage-level,
while percentage of wind damage trips other than typhoons is only 10%.

(4) 220 kV is a threshold in 2016 wind trips lines: when voltage level is above
220 kV, number of trips increases with the decrease of voltage level; when
voltage level is below 220 kV, number of trips decreases with the decrease of
voltage level.

(5) In recent years, the interannual variation of the wind trips number of 330 kV
and above lines is large, which may be affected by typhoon. Wind damage
tripping has the characteristics of widely distribution with prominent
emphasis.

The analysis of trip characteristics of wind damage in power grids can play an
important decision basis for the key work deployment of wind damage prevention
in areas where wind damage occur frequently and in periods when wind damage

Fig. 8 Number of 330 kV and above the voltage level wind damage trips for mainly provinces
from 2010 to 2016
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occur frequently in power grids. In particular, it is necessary to distinguish the
influence of local short-term strong winds on key line sections and the overall
impact of typhoons on coastal power grids, especially through the classification of
grid wind damage categories, and implement them based on different types of wind
damage data. Research on grid typhoon impact characteristics, seasonal strong wind
research and local strong wind research will provide support for targeted grid wind
damage protection, avoid excessive and insufficient wind protection, and establish a
comprehensive and effective grid wind damage prevention scheme to maintain grid
security.
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Research on Correlation Between Wind
Power and Load in Different Weather
Conditions

Zixin Chen, Han Wang, Jie Yan, Yongqian Liu, Shuang Han
and Li Li

Abstract The wind power and load are both affected by the meteorological factors.
Studying on the correlation between wind power and load in different weather
conditions is beneficial to reduce the double uncertainties on the sides of source and
load, and significant to the planning, dispatching, safe and stable operation of the
electric power system. First, the improved algorithm of traditional K-means clus-
tering algorithm—X-means is adopted to divide the daily meteorological factors of
wind speed and temperature, which mainly affect the wind power and load. Then,
the Pearson, Kendall and Spearman correlation coefficients are used to analyze the
correlation between wind power and load variables in different weather conditions.
Finally, the optimal Copula function is selected from four commonly-used Copula
functions to describe the joint distribution of wind power and load in each weather
condition. Furthermore, the data in another place is used to verify the correlation
between wind power and load with the weather condition. The conclusions are as
follows: (1) the X-means algorithm can realize the effective classification of
weather conditions. (2) The positive correlation between wind power and load is
mainly concentrated in summer or near summer, the negative correlation between
them is mainly concentrated in winter or near winter. (3) The correlation between
wind power and load is quite varying in different weather conditions, but the joint
distributions are basically consistent with the Archimedes Copula functions, and the
tail correlation coefficients of their distribution are zero under most weather con-
ditions. (4) There is a repeated rule between wind power and load with the weather
condition.
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1 Introduction

In the source side, with the high proportion of wind power integration, the volatility
and intermittency of its output have a significant adverse impact on the reliability of
power system and the power quality [1]. In the load side, as the proportion of
activity load rises yearly, its uncertainty also increases greatly [2]. The double
uncertainties of source and load sides pose huge challenges to the planning,
scheduling, safe and stable operation of the electric power system [3, 4]. However,
the wind power and load are both affected by the meteorological factors, studying
on the correlation relationship between them under different weather conditions is
beneficial to reduce the double uncertainties on the sides of source and load,
improve the joint forecasting accuracy, and arrange the reserve capacity in advance,
etc. [5].

Some scholars have already researched on the correlation between wind power
and load at present. Li et al. [6] studied the correlation between wind power and
load time series through the spatial transformation of probability distribution. The
results show that the correlation relationship could impact the overload risk of the
transmission line. Lin et al. [7] analyzed the linear correlation between the wind
power time series and typical daily load, and proposed a new method to calculate
the peak regulation capacity of wind power by considering the correlation between
them. It is suggested from researches that the presented method shows great
advantages when the wind power capacity of the regional power grid is more than
10% of the maximum load. Zhao et al. [8] researched on the correlation between
wind power output and load change in a provincial power grid at the time scale of
month and day, respectively. It can be seen that the monthly average output of wind
power is negatively correlated with the load change of the power grid.

Some other scholars have considered the correlation between wind power and
load in making investment decisions, calculating operation costs and assessing the
adequacy of electric power system, etc. Baringo et al. [9] proposed two method-
ologies to generate the wind power and electric load time series which considered
their uncertainty and the correlation between them. The results show that the sce-
nario selection has a significant impact on the investment decision. Ak et al. [10]
presented a multi-layer perceptron artificial neural network for interval forecasting
of wind power and load, which accounting for the associated uncertainties of them
simultaneously. Mazidi et al. [11] implemented a two-stage stochastic objective
function which aiming at the minimization of the expected operation cost, and the
reserve requirement in this function is provided by a combination of responsive
load and renewable energy. Korkas et al. [12] presented a novel control algorithm
for joint the demand response load, renewable energy and energy storage which
considered the correlation between the source side and the load side. Liu et al. [13]
proposed a two-stage robust security-constrained unit commitment method by
considering the correlation of wind power and load, which could eliminate the
undesirable scenarios and further limit the level of conservatism of the robust
solution.
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However, the above researches still have the following deficiencies. When the
correlation between wind power and load is analyzed, the weather conditions are
not taken into account and the correlation of them are not further studied in different
scenarios. When the correlation between wind power and load is applied to the
actual situation, the correlative differences between them in different scenarios are
considered, but the correlation relationships are not stated. Therefore, the correla-
tion between wind power and load is specific researched in different weather
conditions in this paper. First, the improved algorithm of traditional K-means
clustering algorithm—X-means is adopted to divide the daily meteorological fac-
tors of wind speed and temperature, which mainly affect the wind power and load.
Then, the correlation between wind power and load variables in different weather
conditions is studied based on the Pearson, Kendall and Spearman correlation
coefficients, and the monthly distributions of different correlations are analyzed.
Finally, based on the Euclidean distance, the optimal Copula function is selected
from four commonly-used Copula functions, including t-student Copula function,
Gumbel Copula function, Clayton Copula function and Frank Copula function to
describe the joint distribution of wind power and load in each weather condition.
The correlation between them is further studied on the basis of the optimal Copula
function. Furthermore, the data in another place (Portland) is used to validate the
correlation between wind power and load with the weather condition.

The remainder of this paper is organized as follows. In Sect. 2, the weather
conditions are classified by using the X-means clustering algorithm according to the
meteorological factors of wind speed and temperature. Section 3 studied the cor-
relation between wind power and load in different weather conditions in
Providence, and verified the obtained correlation in Portland. Section 4 concludes
this paper.

2 Classification of Weather Conditions

The data used in this study is from two places, one is the Providence area of Rhode
Island, USA, and the other is the Portland area of Maine, USA. The data in
Providence is employed to analyze the correlation between wind power and load in
different weather conditions, and the data in Portland is employed to validate the
correlation with the weather condition. The wind power data, including the wind
speed and output data, is derived from the grid integration data of National
Renewable Energy Laboratory (NREL) [14]. The length and temporal resolution of
the data is 6 years (from 2007 to 2012) and 5 min, respectively. The load and
temperature data are the real time data of ISO New England electricity market, the
dataset is publicly available on the official website of the ISO New England
Incorporation [15]. The length and temporal resolution of the data is 8 years (from
2008 to 2015) and 1 h, respectively. Therefore, the data used in this study is from
2008 to 2012, and the temporal resolution is 1 h. Note, the data of Feb. 29 in 2008
and 2012, and Dec. 31 in these five years is missing.
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First of all, the Pearson linear correlation coefficient, Kendall rank correlation
coefficient and Spearman rank correlation coefficient are employed to analyze the
correlation between wind power and load variables. The calculation method of each
correlation coefficient is as follows.

(1) Pearson linear correlation coefficient (r)

Pearson linear correlation coefficient is the quotient of covariance and standard
deviation between two variables and the calculation formula is shown in Eq. (1).

r ¼ cov �P; �Lð Þ
r �Pð Þr �Lð Þ ¼

E �P�Lð Þ � E �Pð ÞE �Lð Þ
r �Pð Þr �Lð Þ ð1Þ

Pearson correlation coefficient reflects the linear correlation relationship between
the wind power time series �P tð Þ and load time series �L tð Þ. The closer absolute value
of r is to 1, the linear correlation between two variables is stronger.

(2) Kendall rank correlation coefficient (s)

s ¼ P �P ið Þ � �P jð Þð Þ �L ið Þ � �L jð Þð Þ[ 0ð Þ � P �P ið Þ � �P jð Þð Þ �L ið Þ � �L jð Þð Þ\0ð Þ
ð2Þ

where, P �P ið Þ � �P jð Þð Þ �L ið Þ � �L jð Þð Þ[ 0ð Þ and P �P ið Þ � �P jð Þð Þ �L ið Þ � �L jð Þð Þ\ð
0Þ represents the probability of harmony and disharmony, respectively, between
the wind power and load at time of i and j. The difference of them is the Kendall
rank correlation coefficient.

(3) Spearman rank correlation coefficient (qs)

qs ¼ 3 P �P ið Þ � �P jð Þð Þ �L ið Þ � �L kð Þð Þ[ 0ð Þ � P �P ið Þ � �P jð Þð Þ �L ið Þ � �L kð Þð Þ\0ð Þf g
ð3Þ

where, P �P ið Þ � �P jð Þð Þ �L ið Þ � �L kð Þð Þ[ 0ð Þ and P �P ið Þ � �P jð Þð Þ �L ið Þ � �L kð Þð Þ\ð
0Þ represents the probability of harmony and disharmony, respectively, between
�P ið Þ; �L ið Þð Þ and �P jð Þ; �L kð Þð Þ.

The correlation coefficients between wind power and load time series from 2008
to 2012 can be calculated according to the above formulas, the results are as
follows: r = 0.012, s = 0.023, qs = 0.035. It can be seen that, the correlation
relationship between wind power and load variables at the time scale of year,
including the linear and nonlinear correlation, is extremely weak, i.e. the wind
power and load are basically irrelevant if all data is used to analyze without fil-
tering. Therefore, the correlation between wind power and load should be further
studied in different scenarios.

The data used for analysis should be in the same magnitude, so the wind speed,
temperature, wind power and load time series are normalized, respectively. The
calculation formula is as follows.
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�X tð Þ ¼ X tð Þ � Xmin

Xmax � Xmin
ð4Þ

The correlation between wind speed and wind power, temperature and load is
analyzed, respectively, to illustrate the reasonableness of dividing the weather
conditions based on meteorological factors of wind speed and temperature. As can
be seen from Fig. 1, there is a cubic relationship between the wind speed and wind
power when the wind speed is between the cut-in speed and the cut-off speed. The
temperature and load is negatively correlated when the temperature is less than
about 18 °C, and positively correlated when the temperature is larger than about
18 °C. Therefore, the wind speed and temperature variables are chosen as the main
meteorological factors to classify the weather conditions in this study. The
improved algorithm of traditional K-means clustering algorithm—X-means [16] is
adopted to classify the weather conditions. Compared with the K-means algorithm,
the X-means algorithm only need to give the range of clustering number (k) in
advance, not the specific value of k. The clustering results will more scientific and
effective with the X-means algorithm.

The daily normalized wind speed and temperature data are clustered by X-means
algorithm and the weather condition in this area can be divided into 24 categories.
In order to further verify the effective of X-means algorithm, the traditional
K-means algorithm is adopted to cluster the daily normalized wind speed and
temperature data, and the clustering number is set from 1 to 50. The clustering error
of K-means is represented by the average Euclidean distance of each sample data to
its cluster center. The clustering error of K-means algorithm under different clus-
tering numbers is shown in Fig. 2. As can be seen that, with the increase of
clustering number, the clustering error of K-means is decreased and the descent rate
is gradually slow down. When the clustering number reaches 24, the descent rate is
basically near to zero. The clustering error only reduced by 0.046 when the clus-
tering number changes from 24 to 50. The results further illustrate the validity of
X-means clustering algorithm.
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Fig. 1 Correlation between meteorological factors and wind power or load
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3 Correlation Between Wind Power and Load in Different
Weather Conditions

3.1 Linear and Rank Correlation Coefficients

In this section, Pearson linear correlation coefficient is used as an example to
analyze the correlation between wind power and load variables in different weather
conditions first. The Pearson correlation coefficients of wind power and load in the
above 24 weather conditions (referred to as types in this paper) are calculated and
listed in Table 1. It can be seen that, the correlation between wind power and load
varies greatly in different weather conditions. The linear positive correlation
coefficient can be up to 0.500 and the linear negative correlation coefficient can be
low to 0.572.

Then, the monthly distribution of positive and negative linear correlation
between wind power and load is calculated, respectively, according to the results of
Pearson correlation coefficients in different weather conditions, as depicted in
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Fig. 2 Clustering error of K-means algorithm under different clustering numbers

Table 1 Pearson correlation coefficients in different weather conditions

Type 1 2 3 4 5 6 7 8

r 0.465 0.036 −0.082 0.333 0.128 0.402 −0.399 −0.227

Type 9 10 11 12 13 14 15 16

r 0.014 0.258 0.450 −0.084 0.355 0.442 −0.172 −0.092

Type 17 18 19 20 21 22 23 24

r −0.572 0.250 −0.351 0.500 −0.491 0.473 0.243 −0.221
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Fig. 3. It can be seen that, (1) the frequency of positive correlation between wind
power and load is higher than the negative correlation in these 5 years. The number
of days with positive and negative correlation accounted for 61.3 and 38.7% of the
total number of days, respectively. (2) The positive correlation between them is
mainly concentrated in summer or near summer, and the negative correlation is
mainly concentrated in winter or near winter.

In order to further analyze the linear correlation between wind power and load
variables in different weather conditions, the monthly distributions of different
degrees of linear correlation (moderate positive, weak positive, extremely weak
positive, moderate negative, weak negative and extremely weak positive) are shown
in Fig. 4. The discriminant basis is as follows, when 0.4 < |r| � 0.6, the correla-
tion is moderate; when 0.2 < |r| � 0.4, the correlation is weak; when |r| � 0.2, the
correlation is extremely weak. As can be seen from Fig. 4, (1) the weak correlation
accounted for the largest proportion, followed by the moderate correlation, and the
extremely weak correlation accounted for the smallest proportion among three
degrees of the linear correlation. (2) The distributions of positive and negative
correlation in different degrees are almost the same in each month. And the
probability that a positive correlation occurs in summer or near summer, a negative
correlation occurs in winter or near winter both increase with the correlation degree.

Then, the Kendall and Spearman correlation coefficients are used as the evalu-
ation indexes to further study the nonlinear correlation between wind power and
load variables in different weather conditions, as shown in Fig. 5. It can be seen
that, the variation trend of the linear and rank correlation between wind power and
load is basically the same in different weather conditions, the positive and negative
correlations between random variables do not vary with the correlation coefficients.
Therefore, the monthly distributions of nonlinear correlation are basically the same
as Figs. 3 and 4.
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Fig. 3 The monthly distributions of positive and negative linear correlations
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3.2 Joint Distributions Based on Optimal Copula Functions

Variables which with the same correlation coefficient may exhibit completely
diverse characteristics due to the different correlation structures between them. For
the research on the correlation between wind power and load, the real situation may

(a) Moderate positive (447 days) (b) Weak positive (456 days) (c) Extremely weak positive
(212 days) 

(d) Moderate negative 
(136 days)

(e) Weak negative (319 days) (f) Extremely weak negative
(250 days)
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not be fully reflected if the relevant structure of them is ignored, which will lead to
the inaccurate or even incorrect correlation analysis results. Therefore, the joint
distributions of wind power and load are further analyzed in different weather
conditions in this section.

Firstly, four commonly-used Copula functions [17, 18], including t-student
Copula function, Gumbel Copula function, Clayton Copula function and Frank
Copula function are employed to fitted the joint distribution of wind power and load
in each weather condition. Among four Copula functions, Gumbel Copula function,
Clayton Copula function and Frank Copula function are the commonly-used
Copula functions of Archimedes. The four binary Copula distribution functions and
their respective characteristics are as follows.

(1) Binary t-student Copula distribution function

Ctðu; v; q; kÞ ¼
Z t�1

k ðuÞ

�1

Z t�1
k ðvÞ

�1

1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2

p 1þ s2 � 2qstþ t2

kð1� q2Þ
� ��kþ 2

2

dsdt ð5Þ

where, u, v is the marginal distribution function of wind power time series and load
time series, respectively; q is the linear correlation coefficient between two vari-
ables; k is the degree of the freedom of binary t-student Copula.

(2) Binary Gumbel Copula distribution function

C u; v; að Þ ¼ exp � � ln uð Þa þ � ln vð Þa½ �1=a
� �

ð6Þ

where, a 2 1;1½ �.
(3) Binary Clayton Copula distribution function

C u; v; að Þ ¼ max u�a þ v�a � 1½ ��1=a; 0
� �

ð7Þ

where, a 2 �1;1½ �n 0f g.
(4) Binary Frank Copula distribution function

C u; v; að Þ ¼ � 1
a
ln 1þ e�au � 1ð Þ e�av � 1ð Þ

e�a � 1

� �
ð8Þ

where, a 2 �1;1ð Þn 0f g.
Binary t-student Copula function has a thick symmetrical tail and is sensitive to

the tail-related changes between random variables, so it can capture the symmetrical
tail correlation between variables. Binary Gumbel Copula function and binary
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Clayton Copular function have an asymmetrical tail. The Gumbel Copula function
can capture the upper tail correlation between variables, and the lower tail corre-
lation coefficient of this Copula function is 0. The Clayton Copula function can
capture the lower tail correlation between variables, and the upper tail correlation
coefficient of this Copula function is 0. Binary Frank Copula function has an
independent and symmetrical tail, and the tail correlation coefficients of this Copula
function are both 0.

The more suitable Copula function which can describe the joint distribution of
wind power and load is selected from the above four commonly-used Copula
functions in each weather condition, according to the Euclidean distance among the
four Copula distributions and the empirical Copula distribution, respectively, as
depicted in Fig. 6 and listed in Table 2. The Kendall and Spearman rank correlation
coefficients, upper and lower tail correlation coefficients are calculated based on the
optimal Copula function, as listed in Table 2. The calculation formulas of the
correlation coefficients based on the Copula function are shown from Eqs. (9) to
(12).

s ¼ 4
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Z1

0
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Fig. 6 Selection of Copula functions in different weather conditions

32 Z. Chen et al.



T
ab

le
2

C
or
re
la
tio

n
of

w
in
d
po

w
er

an
d
lo
ad

in
di
ff
er
en
t
w
ea
th
er

co
nd

iti
on

s

T
yp

e
O
pt
im

al
fi
tti
ng

T
yp

e
O
pt
im

al
fi
tti
ng

C
op

ul
a
fu
nc
tio

n
s

q
s

k
up

k l
ow

C
op

ul
a
fu
nc
tio

n
s

q s
k u

p
k l

ow

1
Fr
an
k

0.
34

9
0.
50

6
0

0
13

Fr
an
k

0.
24

2
0.
35

7
0

0

2
Fr
an
k

0.
03

2
0.
04

8
0

0
14

Fr
an
k

0.
32

1
0.
46

7
0

0

3
Fr
an
k

−
0.
02

2
−
0.
03

4
0

0
15

Fr
an
k

−
0.
11

1
−
0.
16

5
0

0

4
Fr
an
k

0.
22

4
0.
33

1
0

0
16

Fr
an
k

−
0.
07

8
−
0.
11

7
0

0

5
G
um

be
l

0.
08

0
0.
11

9
0.
10

7
0

17
Fr
an
k

−
0.
34

7
−
0.
50

2
0

0

6
G
um

be
l

0.
27

6
0.
40

0
0.
34

8
0

18
Fr
an
k

0.
18

6
0.
27

6
0

0

7
Fr
an
k

−
0.
25

8
−
0.
38

0
0

0
19

Fr
an
k

−
0.
22

7
−
0.
33

6
0

0

8
Fr
an
k

−
0.
14

5
−
0.
21

7
0

0
20

t-
st
ud

en
t

0.
37

5
0.
53

6
0.
00

1
0.
00

1

9
Fr
an
k

0.
00

4
0.
00

6
0

0
21

Fr
an
k

−
0.
30

8
−
0.
45

0
0

0

10
Fr
an
k

0.
17

5
0.
26

0
0

0
22

Fr
an
k

0.
35

2
0.
51

0
0

0

11
C
la
yt
on

0.
28

5
0.
41

4
0

0.
42

0
23

Fr
an
k

0.
19

7
0.
29

2
0

0

12
Fr
an
k

−
0.
10

9
−
0.
16

3
0

0
24

Fr
an
k

−
0.
15

1
−
0.
22

5
0

0

Research on Correlation Between Wind Power and Load … 33



kup ¼ lim
u!1�

1� 2uþCðu; uÞ
1� u

ð11Þ

klow ¼ lim
u!0þ

Cðu; uÞ
u

ð12Þ

As can be seen from Fig. 6 and Table 2,

(1) when the wind power is positively correlated with load, the optimal Copula
function which can describe the joint distribution between them is different with
the weather condition. For example, Type 5 and Type 6 are more consistent
with the Gumbel Copula function, Type 11 is more consistent with the Clayton
Copula function, Type 20 is more consistent with the t-student Copula function,
the remaining weather conditions are more consistent with the Frank Copula
function. In addition, although the Euclidean distance between t-student Copula
distribution function and the empirical Copula distribution function is smallest
in Type 20, the upper and lower tail correlation coefficients are both only 0.001.
It can be considered that the joint distribution of wind power and load is
basically independent in the tail under this weather condition. When the wind
power is negatively correlated with load, the optimal Copula function which
can describe the joint distribution between them is more consistent with the
Frank Copula function in each weather condition.

It can be concluded that the joint distributions of them are basically independent
in the tail under most weather conditions, and only under a few weather conditions,
the joint distributions of wind power and load show the upper tail correlation or the
lower tail correlation.

(2) The correlation coefficients which calculated according to the wind power and
load variables are basically the same as the correlation coefficients which cal-
culated based on the optimal Copula function in different weather conditions,
which further verifies the rationality of the selected optimal Copula functions.

Type 20, Type 6, Type 11, Type 17 and Type 22 are selected according to the
results in Table 2 which is more consistent with the t-student Copula function,
Gumbel Copula function, Clayton Copula function and Frank Copula function,
respectively. The daily variation curves, actual frequency distributions and joint
density distributions based on four Copula functions of wind power and load in
these five typical weather conditions are depicted in Fig. 7, and the Euclidean
distances among four Copula distributions and the empirical Copula distribution are
also listed in Fig. 7. It can be intuitively seen from the figure that the selected
optimal Copula function in each weather condition can better fit the frequency
distribution between wind power and load, and can describe the tail correlation of
the joint distribution between them accurately.
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3.3 Correlation Verification in Another Place

In this section, the data in Portland area of Maine, USA is used to validate the
correlation between wind power and load in different weather conditions which is
obtained above in Providence area of Rhode Island, USA. First, the daily normalized
wind speed and temperature data in Portland is classified into 24 categories according
to the cluster centers of wind speed and temperature in Providence based on the
evaluation index of Euclidean distance. Then, the Pearson correlation coefficient is
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Fig. 7 Joint distributions of wind power and load in five typical weather conditions
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employed to analyze the linear correlation between wind power and load variables in
24 weather conditions in Portland, and compared with the results in Providence, as
shown in Fig. 8a. Finally, the joint distribution between wind power and load in each
weather condition in Portland is also fitted based on four commonly-used Copula
functions, including t-student Copula function, Gumbel Copula function, Clayton
Copula function and Frank Copula function, and the optimal Copula function is
selected according to the Euclidean distance among the four Copula distributions and
the empirical Copula distribution. The Spearman rank correlation coefficients are
calculated based on the optimal Copula functions in 24 weather conditions, and
compared with the results in Providence, as shown in Fig. 8b.

As can be seen from Fig. 8, the variation trend of correlation between wind
power and load in different weather conditions is basically the same in these two
different places, i.e., there is a repeated rule between wind power and load with the
weather condition. The results further illustrate the necessity and validity of
studying the correlation between wind power and load in different weather con-
ditions, rather than based on all the data directly.

4 Conclusion

The correlation between wind power and load in different weather conditions is
systematically studied based on the correlation coefficients and Copula functions in
this paper. The main work and corresponding conclusions are as follows.

(1) The improved algorithm of traditional K-means clustering algorithm—X-means
is adopted to divide the daily meteorological factors of wind speed and tem-
perature, and the weather condition is classified into 24 types. The rationality
and effectiveness of X-means algorithm are verified according to the clustering
error of K-means algorithm under different clustering numbers.

(a) Pearson correlation coefficients
based on variables

(b) Spearman correlation coefficients
based on the optimal Copula functions
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Fig. 8 Correlation between wind power and load under different weather conditions in two places
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(2) The correlation between wind power and load variables in different weather
conditions is analyzed based on the Pearson, Kendall and Spearman correlation
coefficients. The results show that, the correlation between wind power and
load is quite different with the weather condition. The positive correlation
between them is mainly concentrated in summer or near summer, the negative
correlation between them is mainly concentrated in winter or near winter, and
the probability of occurrence is increase with the correlation degree. The
positive and negative correlations between wind power and load variables do
not vary with the correlation coefficients.

(3) Four commonly-used Copula functions, including t-student Copula function,
Gumbel Copula function, Clayton Copula function and Frank Copula function
are employed to describe the joint distribution of wind power and load in each
weather condition. The results show that, the joint distributions of wind power
and load are more consistent with Frank Copula function, and the tail corre-
lation coefficients of their distribution are zero under most weather conditions.
Only in a few weather conditions, the joint distributions of wind power and
load are more consistent with Gumbel Copula function (Type 5 and Type 6)
and Clayton Copula function (Type 11).

(4) The data in another place (Portland) is used to validate the correlation between
wind power and load in different weather conditions. The results show that,
there is a repeated rule between the wind power and load with the weather
condition.

The research results of this paper can be applied for the planning and dispatching
of the electric power system, which with the double uncertainties of source and load
sides.
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Research on Operational Optimization
Technology of Regional Integrated
Energy System Considering Operating
Cost and Reliability

Xiaochen Zhang , Jinda Zhu , Dongmei Yang ,
Yonghua Chen and Wei Du

Abstract To solve the problem of operation optimization for regional integrated
energy system, a kind of operation optimization method considering operating cost
and reliability is proposed. Firstly, the difference between multi-objective integrated
energy system and traditional dispatching is analyzed. A multi-objective operation
optimization framework of integrated energy system is introduced. Secondly, the
output characteristics of the main integrated energy system equipment are analyzed.
Thirdly, the objective function with the lower operating cost and the higher relia-
bility is established. Then, taking into account the system constraints of electricity,
heating and cooling, the multi-objective running optimization model is solved by
linear programming method. Finally, an integrated energy system scene with dis-
tributed generation and energy storage equipment is constructed. The Pareto
solution set of the scene is searched. Meanwhile, the different operating modes of
CCHP are compared. The results show that the proposed model can meet the
requirements and provide a unified optimization solution for integrated energy
system.

Keywords Operation optimization � Integrated energy system �
Linear programming

1 Introduction

To be an important cornerstone of human survival and development, energy is the
driving force and foundation for social economy. With the gradual depletion of
traditional fossil energy and the widespread use of environmental pollution caused
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by climate change, the application of distributed renewable energy on a large scale,
changing the energy consumption structure, and establishing an efficient, safe and
sustainable energy utilization model are one of the major challenges in the process
of sustainable development [1–3]. As an important form of energy Internet, the
integrated energy system has received extensive attention in recent years and is of
great significance for its research.

Compared with traditional electricity dispatching, integrated energy system
operation optimization technology faces greater challenges [4, 5]. First of all, the
power supply and load types in the integrated energy system are more abundant,
and there are strong uncertainties in the power and load demand of renewable
energy. Secondly, the energy in the integrated energy system is coupled with each
other, and the system constraints are more complicated. The optimization difficulty
has been improved. Finally, under the incentive of the integrated energy trading
market environment, the integrated energy system needs to continuously adjust the
equipment output plan of the system according to the incentives of different energy
markets. Therefore, it is necessary to conduct further research on the optimization
technology of integrated energy system operation.

This paper analyzes the output characteristics and system operation optimization
strategies of distributed energy sources in integrated energy system, fully consid-
ering the operational constraints of distributed energy equipment, the operational
constraints of multi-energy network, and the coupling characteristics among mul-
tiple energy sources. Pursuing the lowest comprehensive cost and the highest
reliability, a multi-objective optimization scheduling model for integrated energy
systems is established. Aiming at the characteristics that constraint conditions are
coupling in time, the linear programming method is adopted to solve the model.
Finally, based on the typical integrated energy case, the optimal scheduling of the
integrated energy system in different scenarios is simulated and analyzed, so the
effectiveness of proposed model and solving method is verified.

2 Multi-objective Operation Optimization Framework

The integrated energy system is not a simple superposition of multiple independent
energy supply subsystems. Through the coordinated control of multiple energy
supply units, it can meet the system energy demand and achieve higher benefits
than the independent operation of the energy subsystems [6, 7]. To improve the
efficiency of energy utilization and realize the operation optimization of integrated
energy system, this paper proposes a multi-objective operation optimization
framework of integrated energy system. Figure 1 shows the operation optimization
framework of integrated energy system.

The characteristics of the multi-objective operation optimization framework for
integrated energy systems are as follows:

Multi-energy real-time optimization. Integrated energy system consists of mul-
tiple energy subsystems, each subsystem is satisfied by different types of energy
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supply units. There are complex coupling problems among multi-energy
subsystems.

Multi-objective operation optimization. This system emphasizes not only the
optimal operation cost, but also the optimal operation state of the system from the
perspective of reliability.

3 Multi-objective Operation Optimization Model

3.1 Objective Function

In this paper, the integrated energy system contains two objectives: Firstly, the
system has the lowest total operating cost within 24 h. The operating cost [8]
mainly including the cost of purchasing electricity, purchasing gas, etc. The
operating cost Ctotal;T is expressed as follows:

Fig. 1 The operation optimization framework of integrated energy system
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Ctotal;T ¼ Csupply;T þCnet;T ð1Þ

where Csupply;T and Cnet;T are energy supply cost and power exchange cost,
respectively. T is the scheduling cycle.

The energy supply cost consists of fuel consumption and equipment mainte-
nance. The energy supply cost is as follows:

Csupply;T¼
XT
t¼1

X
u2U

wu;tcu ð2Þ

where wu;t is the energy supply of uth equipment at time t. cu is the unit energy
supply cost of uth equipment. U is the device set in the integrated energy system.

The power exchange cost Cnet;T is the electricity exchange cost in the scheduling
cycle T:

Cnet;T¼
XT
t¼1

Cpur;t � Dsale;t
� � ð3Þ

where Cpur;t and Dsale;t are the electricity purchase cost and electricity sales revenue
with the main network, respectively.

Secondly, the system reliability refers to the ratio of the system power supply to
the total power demand in a certain period [9, 10]. Combined with the power type
of the integrated energy system, the system reliable operation coefficient is as
follows:

ST ¼
g1

PT
t¼1

W1;t þ g2
PT
t¼1

W2;t þ � � � þ gn
PT
t¼1

Wn;t

PT
t¼1

Wload;t

ð4Þ

where Wn;t is the power supply of the nth equipment. Wload;t is the total power
demand at time t. gn is the reliable operation coefficient of the nth equipment.

The Pareto solution for solving the double-objective optimization with the
lowest operating cost and the most reliable system is equivalent to: linearly
weighted summation of two objective functions as a new objective function, and
single-objective optimization for different weights. The objective F formula is as
follows:

F ¼ aCtotal;T þ bST ð5Þ

where a and b are the weights.
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3.2 System Constraints

The integrated energy system mainly includes various distributed energy sources
and energy storage equipment.

Photovoltaic power generation model. The photovoltaic upper output is
directly affected by local solar radiation, solar panel area and solar conversion
efficiency. Moreover, the photovoltaic output should be less than the rated power.
The photovoltaic output Ppv is as follows:

Ppv �Ppv � �Ppv ð6Þ

�Ppv ¼ min Pcapa; hSpvgpv
� � ð7Þ

where Ppv is the lower limit and �Ppv is the upper limit. Pcapa is the photovoltaic rated
power. h represents the local solar radiation. Spv and gpv are solar panel area and
solar conversion efficiency, respectively.

Wind power generation model. The wind power generation is similar to the
photovoltaic power generation. The upper limit of the wind power output �Pwind is a
piecewise function relationship with the meteorological conditions. The wind
power generation Pwind calculation formula is:

Pwind �Pwind � �Pwind ð8Þ

�Pwind ¼
v�vin

vrate�vin
Prate vin � v� vrate

Prate vrate\v� vout
ð9Þ

where Prate represents the rated power. vrate is the rated speed. vin and vout are cut-in
wind speed and cut-out speed, respectively.

Gas turbine power generation model. The constraint of gas turbine power
change rate DPgas calculation formula is:

�DngasDt�DPgas �UpgasDt ð10Þ

where Dngas is the downward climbing rate constraint and Upgas is the uphill
climbing rate constraint.

Power storage model. If the storage equipment is in charging state, the storage
equipment power is:

Stþ 1 ¼ St 1� eð ÞþPcgc ð11Þ

where St is the dump energy at time t. e is the leakage rate. Pc is the charging power
and gc is the charging efficiency.
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Homoplastically, if the storage equipment is in discharging state, the storage
equipment power is as follows:

Stþ 1 ¼ St 1� eð Þ � Pdgd ð12Þ

Electric power equality constraint. In integrated energy system, the generation
and consumption of the electricity should keep balance during the entire scheduling
cycle.

XN
i¼1

PDG þPgrid þPd � Pc ¼ Pload ð13Þ

where PDG is the power of the distributed generation. Pgrid is the exchange power of
main network. Pload is the electricity load.

Heating (cooling) power equality constraint. In integrated energy system, the
generation and consumption of the heating (cooling) should keep balance during
the entire scheduling cycle.

XM
i¼1

Hi þHe þHss ¼ Hload ð14Þ

where Hi is the heating power of the ith gas turbine. He and Hss are the heating
power of electric heating equipment and heating storage equipment, respectively.
Hload is the heating load. M is the number of gas turbines. The equation constraint
of the colding load is similar to the equation constraint of the heating load.

4 Dispatching Model and Solution

Integrated energy operation optimization is a complex linear programming prob-
lem. The standard formula of the integrated energy system operation optimization
is:

minF
s:t: A1X ¼ B1

A2X�B2

xi;min � xi � xi;max

8>><
>>:

ð15Þ

where X are the variables. A1, B1, A2, B2 are the coefficient matrixes. For variable
xi, xi;min is the lower limit and xi;max is the upper limit.

In this paper, we transform the above model into a linear programming problem
and solves it with CPLEX toolbox.
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5 Case Study

5.1 Typical Case

Figure 2 shows a typical integrated energy system structure. This case include
cooling load, heating load and electricity load. The facilities include photovoltaic
equipment, wind turbine, Combined cooling heating and power (CCHP), power
storage equipment and so on.

The system operation optimization period is 24 h, and the interval is 1 h. The
load demand is shown in Fig. 3.

Table 1 shows the main device parameters. For the energy storage equipment,
the state of charge (SOC) is 0.2–0.8. Next, let’s discuss and analysis the running
optimization results in this scenario.

Fig. 2 Structure of a typical integrated energy system

Fig. 3 System load demand
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5.2 Results and Discussion

Based on the above scenario, with the operating cost and reliability as the opti-
mization goals, the obtained Pareto solution set is shown in Fig. 4.

It can be seen from Fig. 4 that there is no optimal result that satisfies both low
operating cost and high reliability. There is a contradiction between the operating
cost and reliability, and it is difficult to obtain the most excellent solution.

The reasons are as follows: if the operating cost of the system needs to be
reduced, the distributed energy sources such as photovoltaic and wind power should
be used as far as possible. Although this strategy can minimize the purchase of
electricity from the main network, it reduces the reliability of the system, so there is
no high reliability solution in the low operating cost area. In order to improve the
reliability of the system, we need to consider the purchase of electricity from the
main network, so that we can not maximize the use of distributed energy.
Therefore, there is no solution of low operating cost in high reliability areas. In
practical planning, decision makers can choose schedulable solutions that are more

Table 1 Main device parameters

Device Power lower limit (MW) Power upper limit (MW)

Photovoltaic equipment 0 35

Wind turbine 0 30

CCHP (electricity) 60 100

Electric storage −8 8

Heating storage −8 8

Cooling storage −8 8

Fig. 4 Pareto optimal
solution space
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in line with the actual needs of the project, thus providing support for
multi-objective optimization at the economic and technical levels.

For integrated energy system that include CCHP system, the CCHP’s operating
mode usually adopts full power mode. Next, we will use CCHP full power mode as
the basic mode, optimize the CCHP’s operation mode with the lowest operating
cost as the optimization goal.

Figure 5 shows the equipment output power under CCHP full power mode. It is
clear that the energy storage device is charged at 3–7 o’clock and discharged during
the day. Figure 6 shows the equipment output power under CCHP optimal power
mode. At night, the load demand is small, CCHP runs in low power mode from 23
to 7 o’clock, and the daytime load demand is large, CCHP full power mode.

Table 2 shows the operation cost under two modes. Obviously, under the
optimal CCHP model, the total operating cost of the system is the lower, achieving
the goal of minimum operating cost.

(a) electric equipment output (b) heating equipment output

(c) cooling equipment output 

Fig. 5 Equipment output power under CCHP full power mode
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6 Conclusion

This paper studies the multi-objective integrated energy system operation opti-
mization technology, analyzes the output characteristics of the main integrated
energy system equipment, and establishes the objective function with the lower
operating cost and the higher reliability. Taking into account the system constraints
of electricity, heating and cooling, the multi-objective running optimization model
is solved by linear programming method. Finally, an integrated energy system case
with typical equipment is constructed. The Pareto solution set of the case is solved.

(a) electric equipment output (b) heating equipment output

(c) cooling equipment output 

Fig. 6 Equipment output power under CCHP optimal power mode

Table 2 Operation cost

CCHP operation mode Total cost (RMB) Electricity cost (RMB) Gas cost (RMB)

Full power mode 2.58 � 106 0.85 � 106 1.73 � 106

Optimal power mode 2.31 � 106 0.87 � 106 1.45 � 106
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Then the different operating modes of CCHP are compared. The results show that
the proposed model can meet the requirements and provide a unified optimization
solution for integrated energy system.
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Voltage Optimization Strategy
for Distribution Network Considering
Distributed Photovoltaic Active Power
Reduction

Wenbin Wang, Ning Wang, Qiao Zhang, Jinqing Yang and Wei Jin

Abstract A long-term scale voltage optimization control strategy for distributed
photovoltaic actively participated with distribution network considering active
reduction is proposed. The residual capacity of PV inverters outside the active
power is used to participate in the reactive power optimization for voltage control.
If the voltage still exceeds the threshold values, the active power curtailment
strategy to PVs is applied to provide more capacity for reactive power optimization
and maintain the voltage in range. Considering the uncertainties of photovoltaics
and load outputs, the complex affine method is employed to establish the power
output model in each time period. Combination of the Ybus power flow calculation
and the linear decreasing weight particle swarm optimization is used to solve the
proposed optimization model. Case studies on an IEEE 33-bus system are con-
ducted to verify the effectiveness of the proposed optimization strategy.

Keywords Voltage and reactive power optimization � Distributed photovoltaics �
Active power curtailment � Residual capacity of inverter

1 Introduction

With the increase permeability of photovoltaic, the randomness and uncertainty of
distributed photovoltaic (DPV) output and the mismatch with load power, these
problems make the voltage fluctuation of distribution network increase and lead to
the problem of voltage exceeding the limit more prominent [1–3]. Traditional PV
power supply usually works at the unity power factor and maximum power tracking
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control mode [4], which only plays the active power function of PV power supply.
The revised scheme IEEE1547 and China’s technical requirements for
grid-connected distributed generation (DG) (GB/T 33593-2017) stipulate that DG
should participate in the voltage regulation actively and adjust the output of active
and reactive power according to the requirement of voltage and power supply. The
new PV grid-connected inverters basically have the function of controlling power
remotely [5]. DPV participating in voltage regulation has many advantages, such as
fast response, bidirectional adjustable reactive power, no mechanical wear and tear,
etc. It plays an important role in solving the voltage problem of high-density PV
access to the power grid.

DG voltage control mainly adopts three strategies: decentralized autonomous
control, distributed control and centralized control. The first strategy [6–8] controls
DG and other reactive power devices autonomously based on local measurement
information, which has the advantages of no information communication, flexible
configuration and strong real-time performance. However, due to the lack of overall
synergy, it has limited global voltage control capability. Jia et al. [7, 8] proposed
several DG active-reactive power coordination modes based on whether the PCC
voltage exceeded the limit or not. Tonkoski et al. [9, 10] proposed voltage regu-
lation strategies to prevent voltage from exceeding the limit by reducing the active
output of PV power, but only based on local information, the active power cannot
be minimized from the perspective of the whole network. Distributed control
strategy [11] uses local intelligent controllers as nodes to build communication
links. Controllers are relatively autonomous and cooperative, forming a
peer-to-peer networked control system. The centralized control strategy adopts
master-slave structure and optimizes the voltage level of the whole network at the
control center. It has the advantages of wide control range and good voltage reg-
ulation effect, and mature application. Zhang et al. [12] proposes a reactive power
optimization strategy combining DG with capacitors and transformers. Lv et al. [13]
considered the coupling between active and reactive power of PV, coordinate and
optimize the controllable active and reactive power resources in distribution net-
work to regulate voltage, and adopt a multi-time scale optimal control scheme
which combines day-ahead optimization and on-line correction. Huang et al. [14]
aims at the problem of voltage limit caused by DG access to distribution network, a
long-time scale reactive power optimization model for distribution network is
established to synthetically optimize the DG reactive power output and reactive
power compensation equipment. Fu et al. [15] proposes with controllable DG,
energy storage, sectional switches and reactive power compensation equipment as
control strategy, and with the objective of minimizing the operation cost and risk of
limit the distribution network, an advanced optimization model of active distribu-
tion network is established. Ren et al. [16] optimizes coordination of DG, flexible
load, energy storage, compensation capacitors and power transformers.
A multi-time scale active-reactive power coordination optimization model is
established to minimize the operation cost of distribution network.

PV inverters have large residual capacity in most operating time, and the active
power output may be close to full capacity only in less time with very good weather
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conditions. Therefore, in the case of insufficient residual capacity, it is an eco-
nomical and reasonable strategy to satisfy the voltage qualification by reducing
active power. How to minimize active power reduction from the perspective of the
whole network is a problem to be solved. In this paper, a voltage control method for
distribution network considering DPV active power reduction strategy is proposed,
and the optimization strategy is implemented according to whether voltage exceeds
the limit.

The rest of the paper is organized as follows. Section 2 gives the complex affine
model of the load and DPV. Sections 3 and 4 present the design plan of the
coordination and optimization strategy for reactive-active power reduction with
DPV. Section 5 shows how to set the model. And then the simulation results are
shown in Sect. 6. Finally, Sect. 7 summarizes the conclusion.

2 Design of Complex Affine Model of DPV and Load

The active output of DPV fluctuates with weather conditions, and the load power
consumption changes with time. Therefore, in the development of DPV
grid-connected optimization strategy, it is necessary to consider the impact of the
uncertainty of the two on the distribution network voltage. Among them, the most
widely used is the probability-constrained planning method based on probability
distribution [17], but it cannot change the PV output according to different weather
conditions the next day. In this paper, the complex affine algorithm is used to
establish the PV power supply and load uncertainty output model for each period.
The affine mathematical method cannot only express this uncertainty, but also
reduce the range of the solution in the calculation of power flow, while consider the
completeness and accuracy of the solution.

2.1 Complex Affine Model of DPV

The DPV active output range is mainly related to the fluctuation of illumination
intensity which has a great relationship with the change of clouds in the sky [18].
According to the weather information, the conditions of each time period can be
obtained, and the affine expression of the cloud layer coefficient and the atmo-
spheric layer illumination intensity is obtained by using the affine and interval
conversion formula, which can be expressed as follows [18]:

Ĵt ¼ J0t þ hejt ð1Þ

Ĝat ¼ G0t þ kegt ð2Þ
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where Ĵt and Ĝat are the complex affine value of cloud layer coefficient and
atmospheric layer illumination intensity in t period, J0t and G0t are the central value
of change of cloud layer coefficient and atmospheric layer illumination intensity in
t period, h and k are the ratio of change of cloud layer coefficient, ejt and egt are the
noise element of cloud layer coefficient and atmospheric layer illumination intensity
in t period, the range of ejt; egt, are [−1,1].

2.2 Complex Affine Model of Load

The output of power load is characterized by uncertainty and time series variation.
Therefore, the complex affine method is used to build the output of active and
reactive power models for each period which can be expressed as follows:

P̂Lit ¼ PLit þ dLtPLiteLit ð3Þ

Q̂Lit ¼ QLit þ dLtQLitcLit ð4Þ

where P̂Lit and Q̂Lit are complex affine value of active power and reactive power of
node i load in t period, PLit and QLit are real values of active power and reactive
power of node i load in t period, dLt is uncertainty rate, reflecting the relative
magnitude of uncertainty, which is related to time t. eLit and cLit are noise element
of active power fluctuation and reactive power fluctuation of node i load in t period.

3 The Coordination and Optimization Strategy
for Reactive-Active Power Reduction with DPV

DPV usually employs the MPPT controller to ensure the maximum active power of
PV. However, when there is a risk of over-limit voltage in distribution network, the
output of active power should be reduced and the reactive power should be
increased.

In this paper, a voltage control strategy for distribution network is proposed,
which coordinates DPV reactive and active power reduction, and a step-by-step
voltage and reactive power optimization strategy and model are established to fully
ensure that the whole network voltage is qualified and voltage deviation is mini-
mum. The optimization of reactive and active power reduction coordination strat-
egy with DPV is shown in Fig. 1.
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4 The Coordination and Optimization Model
for Reactive-Active Power Reduction with DPV

4.1 Objective Function

The objective function is to minimize the total voltage deviation in each period.

F1 ¼ min
Xn
i¼1

Uit � U0j j
 !

ð5Þ

where Uit is median value of node i voltage interval in t period, U0 is expected
value of node voltage; m is number of divided periods; n is number of nodes.

The objective function is to maximize affine value of total active power of PV.

F2 ¼ max
XNPV

f¼1

P̂PVft

 !
ð6Þ

where NPV is number of PV power supply and P̂PVft is complex affine value of PV
active power output in t period.

Start

Reactive power optimization model for all time periods is established with 
the minimum total voltage deviation of network as the objective function

Active power reduction optimization model is established  with the 
maximum complex affine value of PV active power as the objective function

Find the PV reactive output range

Output the optimal value of each control variable

Stop

Whether node voltage
satisfies the constraint

Yes

No

Fig. 1 Flow chart of reactive-active reduction coordination optimization strategy with DPV
participation
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4.2 Constraint Condition

Equality Constraints

PV output, load power and reactive power of compensation device should satisfy
the following power flow equation:

P̂it ¼ Ûit
P
j2i

Ûjt Gij cos hij þBij sin hij
� �

Q̂it ¼ Ûit
P
j2i

Ûjt Gij cos hij � Bij sin hij
� �

8><
>: ð7Þ

P̂it ¼ P̂PVt � P̂Lit

Q̂it ¼ Q̂PVt þQcit � Q̂Lit

�
ð8Þ

where P̂it and Q̂it are complex affine value of node i active power and node
i reactive power in t period, P̂PVt and Q̂PVt are complex affine value of PV active
power and PV reactive power in t period, QCit is output of node i reactive power
compensation capacitor banks in t period, Gij and Bij are conductance and sus-
ceptance between node i and j, hij is angular phase difference of voltage between
node i and j.

Node Voltage Constraints

Uit½ �� Umin;Umax½ � ð9Þ

where Uit½ � is voltage amplitude interval of the node i in the period, Umax and Umin

is upper and lower limits of voltage to satisfy operation requirements, respectively.

Inverter Operation Constraints

The reactive power generated by DPV is determined by the operation capacity of
PV inverters and the active power output by PV, which can be expressed as
follows:

0�Qft �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2 � P2

ft

q
ð10Þ

where Qft is reactive power of PV in t period, S is installed capacity of PV inverters,
Pft is active power of PV inverters after reduction.
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5 Model Solving Method

Ybus gauss iterative power flow calculation method has low requirement for initial
value and does not need fast decoupling and its convergence will not be restricted
by R/X [19]. LinWPSO algorithm overcomes the premature and oscillation phe-
nomenon of the basic particle swarm optimization algorithm near the optimal
solution, and has good convergence [13]. Therefore, this paper uses Ybus gauss
iterative power flow calculation method and LinWPSO algorithm to solve the
optimization model. The specific solution process is shown in Fig. 2.

6 Cases Analysis

The IEEE33-bus system is selected as a simulation example to verify the effec-
tiveness of the optimization strategy proposed in this paper. The system topology is
shown in Fig. 3. An on-load tap changer is connected between node 0 and 1, with a

Start

Input LinWPSO parameters, Ybus power flow calculation related parameters

Initial particle swarm that randomly generates photovoltaic active power affine

Substituting the reactive power optimization result, setting the voltage to satisfy 
the interval constraint

Substituting population individuals into Ybus power flow calculation to solve 
voltage intervals of each node

Computational fitness function

Iterative optimization of updated population position, velocity and inertia weight

Output reduced PV active power value

Stop

Yes

Whether maximum 
number of iterations is reached

No

Fig. 2 Flow chart of active reduction optimization model solution
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variable ratio from 0.95 to 1.05, a total of 9 gears and a regulation step of 1.25%.
DPVs are connected at nodes 7 and 12 respectively, with an installed capacity of
500 kW for each DPV, and a reactive compensation capacitor bank is connected to
nodes 17 and 32, with a single capacity of 150 kvar, totaling 8 units. The param-
eters of algorithm are set as follows: population size of LinWPSO is 50, learning
factor c1 and c2 are 2.0, dimension D is 5, inertial weight x is 0.8, x is between
[0.4, 0.9] with an algebraic linear decline, and maximum number of iterations
T is 60.

In this paper, one day’s PV output and load are analyzed. The output power
complex affine model of PV power supply and load is known from 2.1 to 2.2
sections. Cloud layer coefficient affine value under different weather conditions are
obtained from actual meteorological information, as shown in Table 1.

According to Eq. (11), complex affine values of PV active power in each period
can be obtained.

P̂PVt ¼ PSTC
ĜTt

GSTC
1� 0:005 Ta þCĜTt � 25

� �� � ð11Þ

where PSTC is the maximum test power of PV system under standard test conditions
taken as 408 kW; ĜTt is the complex affine value of illumination intensity in time
period; GSTC is the illumination intensity under standard test conditions taken as
1000 W/m2; Ta is the ambient temperature, in units of °C, C is 0.03.

Uncertainty of load data should be considered in power flow calculation. This
paper assumes that uncertainty rates of load are basically the same in the same
period, that means dt is the same. Then, the affine values of different node load in
each period are calculated according to the Eqs. (3) and (4).

6.1 Analysis of Reactive Power Optimization Results

On the basis of known DPV and load complex affine output, reactive power
optimization is carried out by coordinated control of PV inverters, On-load tap
changer and reactive power compensation capacitors. The optimization results
show that the reactive power optimization taking into account the PV reactive
power regulation ability can improve voltage level. However, the problem of
voltage over-limit condition occurs in some nodes during the 11–14 period, as

7431 82 5 60 159 10 11 12 13 14 16 17

18 19 20 21

22 23 24

23130392827252 62 Qc2

Qc1
PV2PV1

Fig. 3 IEEE33 node system
structure diagram
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shown in Fig. 4a–c is voltage amplitude range of each node in 11–12, 12–13 and
13–14 periods, respectively.

The reason of voltage over-limit is that the output of PV active power is larger,
even more than 70% of the installed capacity, which reduces the effective utilization
capacity of reactive power regulation. Even if all the remaining capacities of the
inverters are used for reactive power regulation, the node voltage cannot be adjusted
to the normal range.

6.2 Analysis of DPV Active Power Reduction Optimization
Results

The aim of active power reduction optimization is to ensure the maximum
absorption of PV power supply on the premise of qualified voltage. The reactive
power optimization results of 11–14 periods which do not satisfy the requirements
are selected. The reactive power reduction optimization of PV power supply is
carried out based on DPV-participated reactive and active power reduction coor-
dination optimization model. The results are shown in Table 2.

From Table 2, we can see that the output value of active power reduction
optimization is reduced from 20 to 40 kW compared with the initial median value
of PV power supply. The active power reduction value of PV 1 at node 7 is more

Table 1 Complex affine value of cloud layer coefficient

Weather condition Complex affine value Weather condition Complex affine value

Sunny Ĵ ¼ 0:95þ 0:05eit Cloudy to overcast Ĵ ¼ 0:40þ 0:10eit
Cloudy to sunny Ĵ ¼ 0:80þ 0:10eit Overcast Ĵ ¼ 0:25þ 0:05eit
Cloudy Ĵ ¼ 0:60þ 0:10eit Sleet Ĵ ¼ 0:15þ 0:05eit
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Fig. 4 Voltage results of the 11–14 period after the reactive power optimization
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than that of PV 2 at node 12, which shows that the influence of PV 1 on voltage is
greater than that of PV 2. Therefore, PV 1 can be operated preferentially when a
successful reduction process is implemented.

6.3 Analysis of Reactive Power Optimization Results After
Increasing Reactive Power Adjustable Capacity

The new range of PV reactive power output is obtained by solving the data sub-
stitution Eq. (10) in Table 3, and the reactive power optimization is carried out
again. The reactive power value of PV supply in 11–14 period is obtained, as
shown in Table 3. The optimized voltage results are shown in Fig. 5.

Table 3 shows that all the additional residual capacity of PV inverters is used for
reactive power optimization and voltage regulation, and the minimum reactive
capacity is used to achieve voltage lower than the upper limit.

Table 2 Photovoltaic power active output value

Time
interval

Initial value/kW PPV1=kW PV1 reduction/kW PPV2=kW PV2 reduction/kW

11–12 327 296 31 303 24

12–13 340 300 40 315 15

13–14 332 298 34 312 20

Table 3 Photovoltaic power reactive output value

Time interval QPV1max=kvar QPV2max=kvar QPV1=kvar QPV2=kvar

11–12 403 398 398.12 392.28

12–13 400 388 395.29 385.56

13–14 401 391 396.49 387.22
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Fig. 5 Voltage result of period 11–14 after active-reactive power coordination optimization
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From Fig. 5, it can be seen that node voltages in Fig. 4 which do not satisfy the
requirements fall into the [1.01, 1.05] range after PV active power reduction and
reactive power optimization. Therefore, the coordinated optimal control strategy of
reactive and active power reduction proposed in this paper can effectively solve the
problem of over-voltage caused by inadequate reactive power capacity, and ensure
the maximum output of PV.

7 Conclusion

A voltage coordination optimization method considering DPV active power
reduction is proposed. DPV reactive power optimization model and active power
reduction optimization model is established according to whether the voltage
exceeds the limit or not, and the optimization strategy of DPV reactive and active
power reduction coordination is established. The residual capacity of the inverters is
used to optimize the voltage and reactive power. When the voltage requirement
cannot be satisfied, minimizing DPV active output from a network-wide perspec-
tive, which ensures the voltage security and new energy absorption of the high
permeability distribution network under complex and uncertain operation scenarios.
The uncertain power output model of each period is established by complex affine
method, and the adjustable range is given according to the weather conditions of the
next day, so that the control strategy can better adapt to the uncertainties of the
optimization scenario.
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Two-Stage Optimal Allocation Model
of User-Side Energy Storage Based
on Generalized Benders Decomposition

Yuanxing Xia, Minglei Qin and Enlin Cheng

Abstract To cater for the commercial application of energy storage on the user side,
a two-stage optimal configuration model of energy storage on the user side based on
generalized Benders Decomposition algorithm is proposed. Firstly, according to the
collected historical load data, the user can judge whether it is suitable to install the
energy storage device. Then, aiming at maximizing the benefit of energy storage, a
two-stage optimal energy storage allocation model with monthly scale and daily
scale is established for users who are suitable for installing energy storage devices.
Considering that the model is a nonlinear mixed integer optimization, the general-
ized Benders Decomposition algorithm is used to optimize the model. Finally, the
load data of three typical large industrial users are collected, and the Benders
Decomposition algorithm is compiled with MATLAB2017a to optimize the simu-
lation, which verifies the economic effectiveness of the proposed model.

Keywords User-side energy storage � Two-stage optimization � Generalized
benders decomposition � Life cycle � Demand management

1 Introduction

In recent years, in the context of the energy revolution, energy storage has gradually
become an indispensable part of the energy Internet because of its flexible charging
and discharging, convenient frequency modulation and good effect of peak shaving
and valley filling. Compared with the large-scale centralized energy storage on the
grid side, the distributed energy storage on the user side can further enhance the peak
shaving capacity of the grid and store the excess energy of renewable energy [1].

At present, many scholars have researched into the optimal allocation and
scheduling of energy storage. Since the development of energy storage is mainly
restricted by the high cost of energy storage device, some scholars optimize energy
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storage configuration from the perspective of peak and valley arbitrage income of
energy storage [2], government price subsidies [3], energy storage life cycle [4] and
so on, in the hope to reduce the user’s electricity cost. To solve the problem of
large-scale distributed photovoltaic grid-connected, it is proposed in Ref. [5] to add
energy storage devices to build grid-connected photovoltaic micro-grid to reduce the
impact of photovoltaic grid-connected on the system and alleviate the light aban-
donment. At the same time, considering the demand side response, the impact on the
economic benefits and energy storage configuration of the micro-grid is further
analyzed. A set of economical and reasonable scheduling schemes for integrated
energy storage system is designed in the Ref. [6], and then the optimization of
allocation capacity of liquid metal battery energy storage system is proposed. The
operation mode of integrated energy storage system can give full play to the
advantages of the two energy storage modes and make full use of various energy
sources such as light, hydrogen and electricity. Reference [7] has established a
detailed cost and benefit economic value evaluation model for battery energy storage
system participating in load side peak cutting and valley filling. The optimal capacity
allocation of lithium ion battery energy storage system is obtained through practical
examples, and the corresponding peak-shaving and valley-filling control strategy is
formulated according to the capacity, which effectively realizes the peak-shaving and
valley-filling. However, the above-mentioned literature focuses on the power supply
side, and researches on distributed energy storage on the user side are relatively few,
and the optimal allocation of energy storage in user-side scenarios is not considered.

In summary, there are few studies on user-side energy storage at home and
abroad. This paper focuses on this aspect and establishes an optimal allocation
model for energy storage with the goal of minimizing the user’s electricity charge in
the life cycle of energy storage. Because the allocation of energy storage capacity
and the maximum monthly demand are based on the monthly time scale, and the
optimal scheduling of energy storage and the daily arbitrage income of peak and
valley peacetime are based on the daily time scale, this paper decomposes the
optimization problem into two-stage optimization according to the time scale, uses
the generalized Benders Decomposition Algorithm to solve the two-stage model
successively and iteratively, and chooses the typical annual load of industrial users
in Jiangsu and Zhejiang Province. The economic effectiveness of the proposed
algorithm is validated through data.

2 User-Side Energy Storage Model

One of the main expenditures of industrial users is the cost of industrial power
consumption. At present, the research on reducing the power consumption of large
industrial users is mostly about the demand management [8]. This method controls
the maximum demand on the load side of industrial users that exceeds the contract
demand value in order to reduce the demand price of users, so as to reduce the total
electricity price of users.
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In the two-part tariff system, the basic tariff that the user needs to pay is the unit
price multiplied by the maximum demand value of the detected load in the current
month [9]. If the maximum demand value detected exceeds 5% of the contract
demand value reported by the user before the month, certain penalties will be
imposed according to the regulations, and the electricity price of the excess part will
be doubled.

2.1 Energy Storage Assessment Model

The objective of the energy storage evaluation model is to minimize the monthly
electricity tariff, and the optimal allocation model of energy storage is established.
Because of the high cost of energy storage devices, the energy storage evaluation
model proposed here is used to determine whether users are suitable to install
energy storage devices, and to determine the optimal storage capacity and rated
charging and discharging power of energy storage [10].

The user’s monthly electricity consumption fee includes the electricity con-
sumption fee, the basic electricity consumption fee and the cost of installing the
energy storage device. Because the cost of energy storage devices is effective in the
life cycle of energy storage, it is necessary to convert the cost of energy storage
devices into the month of evaluation. The energy storage assessment model is as
follows [11, 12]:

minMEC ¼ C1 þC2 þC3 ð1Þ

Among them, MEC (monthly electricity charge) is the user’s monthly electricity
charge, C1 is the user’s electricity charge that month, C2 is the user’s basic elec-
tricity charge that month, and C3 is the user’s installed energy storage device cost
converted to the monthly cost.

(1) Electricity charges

Because the energy storage system is installed on the user side, the load detected on
the grid side is different from the actual load of the user. Taking 15 min as load
sampling interval, the user side electricity charge is as follows:

C1 ¼
XN
i¼1

X96
j¼1

m PL;i;j þ PC;i;j �PD;i;j
� �

Dt ð2Þ

Among them, N is the number of days in the month, m is the price of each period in
a day, PL;i;j is the load of the user in the jth period of the ith day, PC;i;j is the charge
value of the storage energy in the jth period of the ith day, PD;i;j is the discharge
value of the storage energy in the jth period of the ith day, and Dt is the sampling
interval of the user load.
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(2) Basic electricity consumption

Industrial users report to the grid company at the beginning of each month the
maximum electricity demand value for this month. If the actual maximum demand
value of this month is greater than the maximum demand value reported at the
beginning of this month, the excess part of the electricity will be punished
according to the charge standard of double demand price. The user-side basic
electricity costs are as follows:

C2 ¼ 40x; y� 1:05x
40xþ 80 y� 1:05xð Þ; y[ 1:05x

�
ð3Þ

Among them, x is the approved value of actual demand, and y is the maximum
value reported before the month.

(3) Energy storage installation cost

The price of energy storage device is related to its capacity, so the cost model of
initial energy storage construction is established as follows:

C3 ¼ cE
12T

ð4Þ

Among them, c is the unit cost of energy storage, E is the allocation capacity of
energy storage, T is the life cycle years of energy storage.

2.2 Optimizing Constraints

(1) State of charge (SOC) constraints of energy storage on user side

Overcharging or over-discharging of energy storage will damage the life of energy
storage. Considering the time continuity of charging and discharging of energy
storage, the overcharging and discharging of the former period will affect the
normal scheduling of energy storage in the next period, so the constraints of
charging state of energy storage are set:

SOCmin � SOCi;j � SOCmax ð5Þ

Among them, SOCi;j is the state of charge in the jth period of the ith day of energy
storage, and SOCmin and SOCmax are the lowest state of energy storage and the
highest state of energy storage respectively.

(2) Continuity constraints on charging state of energy storage

SOCi;jþ 1 ¼ SOCi;j þ PC;i;j gC
E

Dt � PD;i;j

gd E
Dt ð6Þ
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Among them, SOCi;jþ 1 is the state of charge in the j + 1 period of the first day
of energy storage, SOCi;j is the state of charge in the j period of the ith day of
energy storage, gc is the charge efficiency of energy storage, gd is the discharge
efficiency of energy storage, and Dt is the charge and discharge period of energy
storage, taking 15 min.

(3) Energy storage charge and discharge state constraints

It is impossible for energy storage to be in the state of charging and discharging at
the same time. Therefore, binary variables should be introduced to restrict the state
of charging and discharging of energy storage.

BD;i;j þ BC;i;j � 1 ð7Þ

Among them, BD;i;j and BC;i;j are Boolean variables. BD;i;j takes 1 to indicate that
the energy storage is discharging in this period, and BC;i;j takes 1 to indicate that the
energy storage is charging in this period.

(4) Energy storage charge and discharge power constraints

Each type of energy storage has its own rated charging and discharging power
parameters. When using this energy storage for charging and discharging, it should
not exceed the rated power of energy storage. The corresponding models are as
follows:

0� PD;i;j � BD;i;j PDmax

0� PC;i;j � BC;i;j PCmax

(
ð8Þ

Among them, PDmax is rated discharge power of energy storage and PCmax is rated
charging power of energy storage.

(5) Energy storage capacity constraints

The capacity of general energy storage is proportional to its rated charging and
discharging power, so the energy storage rate model is established as follows:

E ¼ bP ð9Þ

Among them, P is the rated capacity of energy storage, and b is the energy ratio of
batteries.

(6) Peak and valley load constraints

In order to avoid new load peaks caused by peak-valley tariff, the load on grid side is
restrained by peak-valley tariff after energy storage. The restraint model is as follows:

Li;min � PL;i;j þ PC;i;j �PD;i;j � Li;max ð10Þ
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Among them, Li;min is the minimum value on the ith day of load on the grid side,
and Li;max is the maximum value on the ith day of load on the grid side.

2.3 Monthly Energy Storage Optimization Model

Large industrial users need to report the maximum demand value of this month
before the month. This paper introduces the user side energy storage device to
optimize the demand value of energy storage report before the month by reasonable
scheduling. The electricity charges that users need to pay include electricity con-
sumption and basic electricity charges. The model is as follows:

minF1 ¼ C1 þ C2 ð11Þ

Among them, F1 is the current monthly electricity charge.
The constraints of optimization before month are the same as those in the model

of optimal allocation of energy storage. They include the constraints of charging
state, charging and discharging limit, continuity of charging state and charging and
discharging state, i.e. formulas (5–8). At this time, the energy storage evaluation
algorithm has been completed, so the optimal allocation capacity and optimal
charging and discharging power of user side energy storage are known, and the
optimization algorithm is calculated as parameter input months ago.

2.4 Optimal Dispatch of Daily Energy Storage

This paper establishes an optimization model to maximize the profit of peak-valley
arbitrage within a day after adding energy storage.

maxF2 ¼
X96
i¼1

m PL;i � PL;i þ PC;i �PD;i
� �� �

Dt ð12Þ

Among them, F2 is the peak-valley arbitrage profit of the optimal dispatch of energy
storage in a day, PL;i is the load of the ith period of a day, PC;i is the charging power
of energy storage in the ith period of a day, PD;i is the discharge power of energy
storage in the ith period of a day.

The constraints of intra-day optimization are consistent with those of pre-month
optimization. They are energy storage state constraints, charge-discharge limit
constraints, energy storage state continuity constraints and charge-discharge state
constraints. In addition, charging and discharging constraints are added to the day
energy storage optimization model, to prevent excessive charging and discharging
due to peak and valley arbitrage during the day optimal dispatching, which leads to
penalties for exceeding the pre-month optimal demand load:
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0� PL;i þ Pc;i �PD;i � 1:05x ð13Þ

3 Generalized Benders Decomposition Principle

Because the energy storage evaluation model involves Boolean binary variables and
continuous variables, Benders Decomposition algorithm is applied to solve the
problem. Because there are non-linear constraints in the constraints, the generalized
benders algorithm (GBD) is used for decomposition and evaluation.

Because the process of pre-month optimization and intra-day optimization is
consistent with that of energy storage evaluation algorithm, this paper only uses
energy storage evaluation algorithm to illustrate the application of generalized
benders algorithm in the proposed optimization algorithm.

The solving process is divided into solving the main problem and sub-problem.
The main problem is a continuous variable with the maximum energy requirement
and rated capacity reported as decision variables. The sub-problem is a decision
variable with the daily charging and discharging power as decision variables with
the variable types Boolean and continuous variables. The main problem initializes
the maximum demand value and rated capacity substitution sub-problem. The
sub-problem takes the lead in the feasibility test to determine whether the decision
variables of the main problem satisfy all the constraints. If not, the decision vari-
ables of the main problem are returned to the infeasible cut to adjust until all the
constraints are satisfied.

Step 1: Initialize the upper and lower bounds of the main problem UB0 ¼
þ1;LB0 ¼ �1 and set the iteration number k ¼ 1. Initialize the energy storage
and report the maximum requirement value C2 and rated capacity C3.
Step 2: Initialize the maximum requirement and rated capacity into the sub-problem
to solve:

minMEC C1; bC� �
ð14Þ

s:t:g C1; bC� �
� 0 ð15Þ

Among them, Ĉ denotes C2;C3, g C1; Ĉ
� �� 0 determined after determining the

maximum demand value and rated capacity, and all constraints related to decision
variables C1;C2;C3:
Step 3: Construct Lagrange function if feasible solution exists.

L C1;C; uð Þ ¼ MEC C1;Cð Þþ uT g C1;Cð Þ ð16Þ

The optimal solutions C1k and uk are obtained and have UBk ¼ min UBk�1;f
MEC C1k;Ckð Þg:
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Constructing the main problem of feasible cut-back replenishment:

z� L C1k;Ck; ukð Þþ rT
C L C1k;Ck; ukð Þ � C � Ckð Þ ð17Þ

If there is no feasible solution, a relaxation variable s is introduced to construct a
new sub-problem.

mins ð18Þ

s:t:g C1;Cð Þ � s� 0 ð19Þ

s� 0 ð20Þ

C1k and uk and UBk ¼ UBk�1 are obtained.
The main problem of constructing infeasible cut-back replenishment is as follows:

0� uTk g C1k;Ckð Þþ rT
C g C1k;Ckð Þ � C � Ckð Þ� � ð21Þ

Step 4: To solve the main problem, the main problem is constrained by feasible cut
and infeasible cut.

minz ð22Þ

s:t: 17ð Þ 21ð Þ ð23Þ

zk and Ck are obtained, and LBk ¼ zk.
Step 5: If LBk �UBk, then the problem converges, otherwise return to step 2.

4 Optimal Configuration of Energy Storage on User Side

The user-side energy storage optimization algorithm proposed in this paper first
uses the user-side energy storage evaluation model to optimize the installed energy
storage capacity and charging and discharging power. Then, according to the three
evaluation indicators, the user with installed energy storage value is optimized and
dispatched monthly, and the optimal demand value reported monthly is calculated.
Subsequently, the intra-day scheduling strategy is optimized according to the cal-
culated optimal demand value. The overall flow of the algorithm is as follows:

Step 1: Read the user’s historical load data and evaluate whether the user is suitable
for installing user-side energy storage.
Step 2: If it is suitable for installation, Benders Decomposition algorithm is called
to output the corresponding rated capacity and power of energy storage, and if it is
not suitable for installation, the algorithm is withdrawn directly.
Step 3: On the basis of given storage capacity and power, Benders Decomposition
algorithm is invoked to optimize the requirement value reported by users amonth ago.
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Step 4: Constrained by the maximum demand value, the Benders Decomposition
algorithm is used to calculate the optimal charging and discharging strategy for
energy storage in a day.
Step 5: Output the maximum monthly demand value of the user and the optimal
scheduling strategy within the day.
Step 6: For the next month cycle optimization, refer to steps 2–5.

The flow chart of the corresponding algorithm is as follows (Fig. 1):

Start

Historical load data 
acquisition

Call Benders 
Decomposition 

optimization 
algorithm

Suitable for 
installation of 

energy storage?

Invoking two-stage 
optimization 

algorithm

Output pre-monthly 
demand and intra-

day scheduling 
strategy

End

Y

Establishment of 
Energy Storage Pre-
Month Optimization 

Model Based on 
Load Data

Calculate and output 
monthly reported 

demand value

Calculating Optimal 
Scheduling Strategy 

in Days Based on 
Maximum Demand 

Value

Optimal Scheduling 
Strategy for Output 

Day i

Output scheduling 
instructions

Phase 1 Op miza on(month)

Phase 2 Op miza on(day)

N

Fig. 1 Flow chart of two-stage optimization algorithm

Two-Stage Optimal Allocation Model of User-Side Energy … 71



5 Simulation

To verify the proposed two-stage optimization algorithm, the load data of three
typical large industrial users in Jiangsu Suzhou Industrial Park in the whole year of
2017 are selected for simulation. The sampling interval of load data is 15 min, and
a total of 96 data points are collected in a single day. The Benders Decomposition
program is compiled under the development environment of MATLAB2017a to
solve the problem. The characteristics of three typical loads are as follows:

(1) Load 1 is the electronic computer manufacturing industry. Because of the high
degree of automation in the computer manufacturing industry, it is basically at
the load peak all day, and the fluctuation of the load may occur during the staff
handover.

(2) Load 2 is the textile and apparel manufacturing industry. There are night shifts
in this industry. From 6 to 24 o’clock, it is in the peak period of load, and there
are load fluctuations during the shift change.

(3) Load 3 is a typical 9-to-5 workload for paper mills, with higher workload
during working hours and lower non-working loads.

In the simulation, the energy storage type is lithium battery, the energy ratio of
the battery is 2.74, the charge-discharge efficiency is 82%, the life is 10 years, the
unit electricity cost is 3 CNY/(kW h), the charge state limit of the energy storage is
0.2, the upper limit is 1, and the initial value of the charge state of the energy
storage is 0.5. For large industrial users who install energy storage objects, Suzhou
Power Supply Company adopts time-sharing tariff as follows (Table 1):

5.1 Energy Storage Assessment

In this section, the historical load data of the industrial user is used to optimize the
configuration of the energy storage device installed by the user, and three types of
typical users are evaluated by three kinds of evaluation indicators proposed in
Sect. 2.3. The evaluation results are as follows:

According to Table 2, after installing energy storage devices, typical users 1 and
2 can recover costs in about 5–8 years, and the expected return on investment is

Table 1 Time-sharing electricity price for industrial users

Time interval Time Price/(CNY/kW�h)
Valley 0:00–8:00 0.3139

Flat 12:00–17:00, 21:00–24:00 0.6418

Peak 8:00–12:00, 17:00–21:00 1.0697
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more than 100%. Analyzing the load of this kind of user, we can see that the load
with large load and significant difference between peak and valley is more suitable
for installing the energy storage device on the user side. The higher the peak value
of load in the period with higher daytime hourly price, the greater the corresponding
life-cycle income, and the shorter the life of cost recovery. Because the user 3 load
is small and the load difference between peak and valley is not significant, it is
difficult for the user 3 to compensate for the high installation cost of energy storage
devices by the energy storage peak and valley arbitrage and peak cutting. Therefore,
the cost cannot be successfully recovered in the life cycle of energy storage. Users
with such load characteristics are not suitable for installing energy storage.

5.2 Energy Storage Optimization Before April and February

User 1 and user 2, which are suitable for installing energy storage in energy storage
evaluation, are selected as examples for analysis. The results of user’s pre-month
optimization are as follows:

As can be seen in Table 3, the electricity cost of each user in the current month
has dropped dramatically, and the electricity cost saved by User 2 is more,
amounting to 94,400 CNY. This is because after energy storage is applied to
demand management, daytime peak power consumption is effectively reduced to
the maximum reported demand, thus saving basic electricity charges; in addition,
due to the attraction of time-sharing price, energy storage “peak power Valley use”,
there are additional peak-valley arbitrage benefits.

Table 2 Energy storage assessment results

Typical
users

Optimum
rated power
of energy
storage/kW

Optimal
capacity of
energy
storage/
kWh

Energy
storage
investment/
�104 CNY

Life Cycle
Projected
Income/
�104 CNY

Estimated
recovery
life/year

Return on
investment/
%

User 1 243.0 665.8 199.74 205.64 7.98 102.90

User 2 196.9 539.5 161.85 216.98 5.64 134.06

User 3 115.3 315.9 236.94 −2.07 10.60 −0.87

Table 3 Pre-month optimized results of energy storage

Typical
users

Maximum
requirement
value/kW

Peak valley
arbitrage/(�104

CNY/month)

Demand
arbitrage/(�104

CNY/month)

Total
revenue/
(�104 CNY/
month)

Life cycle
benefits/
�104 CNY

User 1 657.9 2.045 6.925 8.97 212.6

User 2 264.3 3.675 5.769 9.44 238.9

Two-Stage Optimal Allocation Model of User-Side Energy … 73



5.3 Optimizing Daily Energy Storage

Although the peak-valley arbitrage profit of each user’s energy storage increases
slightly, between 2 and 4%, the profit of the whole life period is considerable due to
the large power consumption of large users (10,000 CNY). In summary, energy
storage can further save electricity charges and improve economic benefits through
two-stage optimization.

User 1 is selected as an example in this paper. Because the user’s daily curve is
basically the same with the electricity consumption varied, this paper chooses one
day’s electricity consumption curve in this month. The load curves before and after
installation of energy storage are shown in Fig. 2.

From Fig. 2, it can be seen that under the optimized charging and discharging
strategy, the energy storage is attracted by the price difference between peak and
valley, and the charging and discharging are selected in valley and normal periods.
By reducing peak load, the final power consumption curve can be smoothed as
much as possible while earning the benefits of peak and valley filling.

6 Conclusion

This paper presents a user-side energy storage evaluation and two-stage opti-
mization model based on Benders Decomposition algorithm. The main content is as
follows:

(1) Based on the collected historical load data of typical users, this paper estab-
lishes a user-side energy storage optimization model with the objective of
minimizing the overall cost of users, calculates and evaluates whether the users

Fig. 2 Daily optimization
results simulation (Take User
1 as an example)
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are suitable for installing energy storage and calculates the storage capacity and
rated power suitable for installing. The example analysis shows that the users
with large load peak-valley difference, higher load grade and peak load during
the day are more suitable for installing energy storage devices on the user side.

(2) For users who are suitable for installing energy storage, a two-stage energy
storage optimization model is established with the constraints of the capacity of
energy storage and rated charging and discharging power calculated by the
energy storage evaluation algorithm. In the optimization before the month, the
minimum total electricity charge of users is taken as the objective function to
determine the maximum demand reported. In the intra-day optimization, the
maximum peak-valley arbitrage is taken as the objective function to optimize
the charging and discharging power of energy storage and further improve the
economic benefits of users.

(3) Because the model established in this paper is a non-linear mixed integer
programming model, the Benders Decomposition algorithm is used to
decompose the optimization model into the main problem and the sub-problem.
The main problem is solved iteratively with the maximum energy requirement
and rated capacity reported as decision variables, and the sub-problem is solved
iteratively with the daily charging and discharging power as decision variables.

The energy storage is applied to the management of large industrial users’
demand. The example proves that the user side energy storage has a shorter
recovery period and a higher profit, which is conducive to the commercial pro-
motion of energy storage battery.
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Research on Power-Efficiency
Synchronization of Wireless Power
Transfer

Taiming Chen, Zhongyu Shen, Bo Yu, Xiaoqiang Zhu and Ke Wang

Abstract Aiming at the problem that the transmission efficiency and transmission
power are difficult to achieve at the same time in the coupled resonant radio energy
transmission process, based on the modeling and analysis of the equivalent struc-
ture of wireless power transmission S-S structure, this paper gives a method to
synchronize transmission power and transmission efficiency under different loads
and different distances, and further obtains that the optimal working frequency and
the matching load resistance at a certain distance can make the power-efficiency
synchronization reach the maximum value. By means of MATLAB simulation
software, the experiment platform is set up to analyze the variation rule of system
transmission efficiency and transmission power under different loads and different
distances. The results demonstrate the correctness of the previous theory and pro-
vide a certain reference for improving the transmission efficiency and power of
radio energy.

Keywords Coupled resonance � Power-efficiency synchronization � Optimal
working frequency � Impedance matching

1 The Introduction

Traditional charging methods have safety hazards such as electric sparks and
inconvenient operations. The emergence of wireless charging not only solves the
above-mentioned troubles, but also makes great breakthroughs in some fields such
as smart furniture, transportation, and medical care. It is a hot issue and research
direction of research in recent years [1–4].
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The focus of current research is on transmission power and transmission effi-
ciency. Literature [5] combined the characteristics of the system’s output power,
tracked its maximum power output point, and increased power, but did not consider
efficiency. Literature [6] used the capacitance matrix method to achieve impedance
matching, eliminating the problem of frequency offset, but it would make the
structure complex and difficult to control. Literature [7, 12–14] proposed the
concept of optimal frequency for transmission efficiency, and analyzed the rela-
tionship between maximum transmission efficiency and load or distance. Literature
[8, 15, 16] analyzed the relationship between optimal operation frequency of
transmission efficiency, optimal operation frequency of transmission power and
impedance matching, and gave the idea of system power-efficiency synchronization
factor. However, it did not further study the relationship between system
power-efficiency synchronization under different distances, and the relationship
between efficiency and load under specific distances.

In this paper, power-efficiency synchronization is realized under different loads
and different distances, and the optimal working efficiency is obtained under certain
distances, so as to realize power-efficiency synchronization.

2 System Modeling and Theoretical Analysis

This paper focuses on the function of S-S-type radio transmission. It consists of
high frequency inverter output voltage Vin, internal resistance of power supply R0,
equivalent loss resistance R1 and R2 of transmit coil and receive coil, compensate
capacitor C1 and C2 of transmit coil and receive coil, equivalent inductance L1 and
L2 of transmit and receive coil, the mutual inductance M between transmitting coil
and receiving coil and load impedance constitute RL, The circuit is shown in Fig. 1:

The circuit shown in Fig. 1 can be derived from KVL:

Vin ¼ Z1 þR0ð ÞI1 þ jxMI2
0 ¼ jxMI1 þ Z2 þRLð ÞI2

(
ð1Þ

C1

L1

R1

Vin

C2

L2 RL

R2

M
I1 I2

R0

Fig. 1 S-S circuit topology
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Among them:

Z1 ¼ R1 þ jxL1 þ 1
jxC1

Z2 ¼ R2 þ jxL2 þ 1
jxC2

8>><
>>: ð2Þ

Because of the skin effect, the loss resistance Ri [9] and radiation resistance Rr

[9] of the coil increase with increasing frequency, which can be approximated as:

Ri ¼
ffiffiffiffiffiffiffiffiffi
xl0
2ri

r
� niri
ai

¼ mi
ffiffiffiffi
x

p
i ¼ 1; 2 ð3Þ

Rr ¼
ffiffiffiffiffi
l0
e0

r
p
12

n2
xr
c

� �4
þ 2

3p2
xh
c

� �2
" #

ð4Þ

In the above formula, µ0 represents permittivity of vacuum; h is coil width; e0
represents the dielectric constant; c is the speed of light; бi indicates the conduc-
tivity of the receiving or transmitting coil; ni indicates the number of turns of the
receiving or transmitting coil; ri represents the coil radius; ai represents the wire
diameter; mi is a simplified expression. This paper studies the transmission of radio
energy in the middle distance. At this time, the radiation resistance is much smaller
than the loss resistance, so that the radiation resistance can be omitted in the
following calculation.

From this it can be concluded that the input power and output power are:

Pin ¼ I21 � Zin ¼
V2
in R1R2 þR1RL þ xMð Þ2
h i

R2 þRLð Þ

R1R2 þR1RL þR2R0 þRLR0 þ xMð Þ2
h i2 ð5Þ

Pout ¼ I22 � RL ¼ V2
in xMð Þ2

R1R2 þR1RL þR2R0 þRLR0 þ xMð Þ2
h i2 ð6Þ

From the Eqs. (5) and (6), it can be concluded that the transmission efficiency of the
system is:

g ¼ Pout

Pin
¼ xMð Þ2RL

R2 þRLð Þ R1R2 þR1RL þ xMð Þ2
h i ð7Þ

The main parameters of MATLAB simulation are shown in Table 1:
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We can see that the size of the load and the size of the mutual inductance affect
the transmission efficiency and transmission power of the system. The efficiency
and power of different loads and mutual inductances are also different.

It can be seen from Fig. 2 that with the change of the load resistance, the
transmission power of the system reaches a maximum when the load resistance is
10–20 X, however the maximum transmission efficiency of the system is when the
load value is about 25 X. From this we can see that the power and efficiency have
reached the maximum under different load resistances, but there is no function to
achieve power-efficiency synchronization.

It can be seen from Fig. 3 that as the distance between the two coils changes, the
transmission power of the system reaches a maximum when the distance between
the two coils is about 20 cm, but the transmission efficiency of the system reaches a
maximum when the distance between the two coils is 10–15 cm. There is also no
function to achieve power-efficiency synchronization. What is needed is to maxi-
mize the power and efficiency at the same time under the same load and the same
distance to achieve the power-efficiency synchronization state, reduce system loss
and improve the overall efficiency.

Table 1 Main parameters of simulation

Coil parameters Transmit
coil

Receive
coil

Coil parameters Parameter
values

Radius r/mm 100 100 Voltage Vin/V 12

Wire diameter ai/mm 2 2 Internal resistance
R0/Ω

50

Number of turns ni 15 15 Conductivity бi/S/m 5.77 � 10−7

Loss resistance Ri/Ω 0.3 0.1 Load resistance RL/Ω 20

Mutual inductance
M/mH

3.147 Resonant frequency
f/kHz

51
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3 Power-Efficiency Synchronization Matching Parameters

3.1 Power-Efficacy Synchronization Analysis

Substituting the above formula (3) into (5), deriving the parameter x can be
obtained [9]:

2RLR0 þm RL þR0ð Þ ffiffiffiffi
x

p � 2 xMð Þ2¼ 0 m1 ¼ m2 ¼ mð Þ ð8Þ

Thereby, the optimal transmission power angular frequency and the optimal
transmission efficiency angular frequency can be solved [11] as follows:

xp ¼
ffiffiffiffiffiffiffiffiffiffi
RLR0

p
M

ð9Þ

xg ¼
ffiffiffi
3

p
RL

M
ð10Þ

Under the same frequency condition, the optimal transmission power and the
best transmission efficiency of the system can not be obtained at the same time. In
order to get the best operating state, the power synchronization factor n [11] is
defined to represent the ratio of the two optimal angular frequencies. Expressed as:

n ¼ xg

xp
¼

ffiffiffiffiffiffiffiffi
3RL

R0

r
ð11Þ
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3.2 Impedance Matching Analysis

According to the maximum power transmission theorem, when the total system
impedance is equal to the complex conjugate of the internal resistance of the power
supply, the system power reaches the maximum. When impedance mismatch
occurs, there must be energy loss to reduce transmission efficiency.

According to Fig. 1, the total impedance of the system is:

Zin ¼ R1 þ xMð Þ2
R2 þRL

� xMð Þ2
RL

ð12Þ

When the system is in the state of power-efficiency synchronization, (xM)2/
RL = R0 can be obtained by substituting the system’s best angular frequency x and
the power synchronization factor n = 1 into Eq. (12). Therefore, when the system
works at the optimal operating frequency, not only the load power and transmission
efficiency reach the maximum value at the same point, but also meet the condition
of impedance matching. It can be seen that the impedance matching can realize the
synchronization of the power of the wireless energy transmission system and realize
the optimal utilization of energy.

In order to realize the function of power-efficiency synchronization, the above
methods can be used to realize the optimal parameters of power and efficiency when
selecting various parameters of the system, and simulation is performed in
MATLAB.

4 Matlab Simulation Verification

When the system is operating at its optimal state, i.e.: xη = xp = x0. Simulation of
the above theory by MATLAB can be obtained:

It can be seen from the Fig. 4 that when the load is about 30 X, the transmission
efficiency is 86%, the transmission power is 0.66 W, and the transmission efficiency
and transmission power of the system reach the maximum at the same time, both
the system realizes the power-efficiency synchronization. Compared with Figs. 3
and 5 can clearly see that the power and efficiency decrease as the distance
increases, and the power-efficiency synchronization function is realized.

5 The Matching of Load and Distance

Different distances and different load corresponding synchronization of power and
efficacy parameters are inconsistent. From the Eqs. (9) and (10), it can be concluded
that [10]:
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fp ¼
ffiffiffiffiffiffiffiffiffiffi
RLR0

p
2pM

¼
ffiffiffiffiffiffiffiffiffiffi
RLR0

p ðD2 þ r21Þ1:5
p2l0n1n2r

2
1r

2
2

ð13Þ

fg ¼
ffiffiffi
3

p
RL

2pM
¼

ffiffiffi
3

p
RLðD2 þ r21Þ1:5
p2l0n1n2r

2
1r

2
2

ð14Þ

In the above formula, D denotes the distance between the two coils; r1 and r2
denote the radius of the two coils; n1 and n2 represent the number of turns of the
two coils. MATLAB simulation shows that:

From the Fig. 6, when the distance is 10 cm, the load is 17.3 Ω, and the frequency
is 0.3037 MHz, the system can realize the power-efficiency synchronization.

When the power-efficiency synchronization factor is not equal to 1 (n < 1 or
n > 1), that is to say, the situation of distance D = 10 cm, the optimum frequency is
not equal to 0.3037 MHz as shown in Fig. 7 [12]:
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From Fig. 7a, it can be seen that when D = 10 cm, the system operating fre-
quency is less than the optimal operating frequency. The transmission power
increases first and then decreases. When the load resistance reaches 2.4 Ω, the
transmission power reaches the maximum value. The transmission efficiency also
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increases first and then decreases. When the load resistance reaches 9.6 Ω, the
transmission efficiency reaches the maximum. But they can’t achieve
power-efficiency synchronization. From Fig. 7b, it can be seen that when
D = 10 cm, the system operating frequency is more than the optimal operating
frequency. As with Fig. 7a, power-efficiency synchronization is not achieved.

When the system operating frequency is equal to the optimal operating fre-
quency and the load satisfies the critical load conditions, the efficiency and power
simulated by MATLAB are as follows [12].

It can be seen from Fig. 8 that when the distance D = 10 cm and the system
operating frequency is equal to the optimum operating frequency, the transmission
efficiency and power are maximized at different loads. When the load resistance
reaches 17.3 Ω, the transmission power reaches a maximum of 92.08% and the
transmission efficiency reaches a maximum of 0.663 W. In this case, the syn-
chronization of power and efficiency can be achieved.

6 Conclusion

In order to synchronize transmission efficiency and transmission power in the
coupled resonant wireless power transmission, we mainly study the transmission
efficiency and transmission power of S-S structure pure resistive load. When the
optimal frequency of the transmission efficiency is equal to the optimal frequency of
the transmission power, the synchronization of power and efficacy can be realized.
If not, the synchronization of power and efficacy can not be achieved. It can be
achieved of synchronization of power and efficacy when the conditions of syn-
chronization of power and efficacy are met under different loads and different
distances. At the same time, the required frequencies are different at different dis-
tances. The farther the distance is, the higher of the required optimal operating
frequency is. Through simulation, the correctness of the research results is obtained,
and the optimal transmission of energy can be realized.
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Day-Ahead Optimized Economic
Dispatch of Integrated
Electricity-Heating Systems Considering
Wind Power Consumption

Zhiyu Gao, Li Han and Huitian Jin

Abstract Considering that air source heat pumps have the advantages of fast heat
supply response, high heat supply efficiency and environmental protection, air
source heat pumps can quickly follow the change of wind power when wind power
changes rapidly, and timely eliminate wind power. Air source heat pumps are
considered in the day-ahead dispatch model of integrated electricity-heating system
in this paper. The model regards generation cost for traditional units and combined
heating power (CHP) units, operation cost for air source heat pumps and electric
boilers and curtailment cost of wind power as its optimization target. The response
speed of air source heat pumps and electric boilers are first considered in the
constraint conditions. The wind power can be converted into heat energy by air
source heat pumps so that improve the consumption of wind power when the wind
curtailment is serious. The heat generated is used to provide system heat. The
excess of heat can be stored in the thermal storage energy devices, which released
to provide system heat at low troughs. Finally, the comparison between the
examples shows that air source heat pumps not only can quickly respond to the
change of wind power, but also have low operation cost and reduce system power
generation cost.

Keywords Integrated electricity-heating systems � Wind power consumption �
Air source heat pump (ASHP) � Speed of response

1 Introduction

In recent years, with the rapid development of renewable energy represented by
wind power, it not only has alleviated the energy crisis, but also reduced envi-
ronmental pollution. However, the phenomenon of wind curtailment is serious [1]
due to the randomness, the volatility and anti-peaking characteristics of wind power
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output, which bringing huge losses to the economy. Determining-power-by-heat
operation mode of the combined heating power (CHP) units gradually becomes a
main reason for the curtailment of wind in “Three North” region of china [2], and
limits the adjustment capacity of the CHP units, which does not provide enough
space for wind power consumption. The coupling devices such as electric boilers,
heat pumps and thermal storage energy devices can promote the direct conversion
between electric energy and thermal energy [3] and decouple the CHP units from
‘heat set’ constraint, thus they can provide upside space for wind power con-
sumption. The excess of wind power can be converted into heat energy by electric
boilers and heat pumps so that improve the consumption of wind power. Therefore,
it is of practical significance to study the optimized dispatch of the integrated
electricity-heating system under wind power consumption.

Scholars have made some research on the integrated electricity-heating system
under wind power consumption at present. In the literature [4], the use of thermal
storage energy devices to improve the capacity of wind power consumption was
studied. In Ref. [5], the authors quantified the regulation capacity of thermal storage
energy devices to CHP units during heating period. The authors in Refs. [6, 7]
introduced the scheme of eliminating the wind curtailment after the electric power
plant was configured with electric boilers. Some scholars have jointly considered
thermal storage energy devices and electric boilers, and proposed a combined
arrangement of thermal storage energy devices and electric boilers [8, 9] and the
application of regenerative electric boilers [10, 11] after analyzing the CHP units
alone to configure thermal storage energy devices or electric boilers. In Ref. [8], the
authors compared the economy considering thermal storage energy devices worked
alone or did not work. In Ref. [9], the multi-agent of electricity-heat model based on
electric boilers and thermal storage energy devices was introduced, which con-
sidered the scheduling difficulty of the thermal storage energy device and electric
boilers. In Ref. [10], the authors proposed the wind power accommodation dispatch
model based on the regenerative electric boilers and thermal storage energy devices
and proved that they had less operation cost. In Ref. [11], the authors did research
on the effect of power of electric boilers regulated by electromechanical compo-
nents and proposed the model aiming at the minimum number of electrode
adjustments of regenerative electric boilers and the maximum amount of wind
power consumption. In Ref. [12], a comprehensive coordination model of thermal
storage energy devices and heat release rate of ultimate wind power consumption
and the electric power of electric boiler was established. In Ref. [13], a distribu-
tional robust coordinated dispatch model for integrated electricity-heating system
considering uncertainty of wind power was proposed in this paper. In Ref. [14], the
electric heating characteristics of heat pumps was gradually considered and they
were applied to wind power consumption in electricity-heating integrated systems.
In the electricity-heating system with wind power, the difference in wind power
variation above was only considered, but they did not take into account the rate of
wind power variation. Electric boilers, heat pumps and thermal storage energy
devices may not be able to absorb wind power in time due to the limitation of their
own regulation rate in actual dispatching. However, the clean heating devices
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represented by air source heat pumps attract extensive attention due to their fast heat
supply response, high heat supply efficiency and environmental protection [15–20],
which had been applied in the field of clean heating [15–17] and intelligent building
heat storage [19, 20] and achieve good results. But air source heat pumps are not
considered in the rate of wind power change [21–23]. This paper will consider the
influence of air source heat pumps to adjust the power speed, and pay attention to
the influence of equipment characteristics of air source heat pumps on the amount
of wind curtailment and system cost when wind power changes.

In this paper, air source heat pump are added to the coordinated optimization
scheduling model of integrated electricity-heating system with traditional units,
CHP units and thermal storage energy devices based on the existing paper. The
effect of different response when wind power varies quickly on the total operating
cost and the amount of wind curtailment in the electric boilers and air source heat
pumps is compared. Finally, the comparison between the examples shows that air
source heat pumps not only can quickly respond to wind power changes, reduce the
amount of abandoned wind, but also have low operating costs and reduce system
power generation costs.

2 Integrated Electricity-Heating System Structure
with Air Source Heat Pump

2.1 Air Source Heat Pump

The working principle of air source heat pumps is shown in Fig. 1. An air source
heat pump is mainly composed of a compressor, an evaporator, an expansion valve
and a condenser. Based on the principle of reverse Carnot cycle, the air source heat
pump obtains the external air low temperature heat source (QA) through the
evaporator, vaporizes into low temperature and low pressure steam. Then it con-
sumes a small amount of electric energy (QB) to drive the compressor, and the
compressor converts the inhaled low temperature and low pressure steam into high
temperature and high pressure steam. Therefore, the high pressure gaseous refrig-
erant enters. The condenser exchanges heat with the outside environment (QC). The
condensate becomes a high-pressure liquid after the heat is released, and then the
pressure of the throttle machine drops to a low-pressure and low-temperature liquid.
Thereby liquid continues thermal cycle of evaporating, compressing, condensing,
throttling, and re-evaporating in the evaporator. The conversion efficiency of the air
source heat pump is generally between 3 and 5.

QC ¼ QAþQB ð1Þ

Day-Ahead Optimized Economic Dispatch of Integrated … 89



2.2 Integrated Electricity-Heating System

The structure of the integrated electricity-heating system in this paper is shown in
Fig. 2. The system includes CHP units, traditional units, wind units, electric boilers
(EB), air source heat pumps (ASHP), and thermal storage energy devices.

Air source heat pumps can configure with thermal storage energy devices in the
electricity-heating system, which can promote the direct conversion between
electric energy and thermal energy and decouple the CHP units from ‘heat set’
constraint, thus they can provide upside space for wind power consumption. The
excess of wind power can be converted into heat energy by air source heat pumps
so that improve the consumption of wind power when the wind curtailment is
serious.

Fig. 1 Working principle of air source heat pumps

Fig. 2 Structure of the integrated electricity-heating systems
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Considering that air source heat pumps have the advantages of fast heat supply
response, high heat supply efficiency and environmental protection, air source heat
pumps can quickly follow the change of wind power when wind power changes
rapidly, and timely eliminate wind power. There is great prospect in the future
efficient use of renewable energy and low carbon operation.

3 Model of the Integrated Electricity-Heating System

3.1 Objective Functions

The operating cost of CHP units, the power generation cost of traditional units, the
operating cost of air source heat pumps, the operating cost of electric boilers and
curtailment cost of wind power are the objective functions in this paper when the
economical optimization of electricity-heating system with wind power is carried
out. The formula can be given as follows:

min CNC þCNG þCEB þCASHP þClossð Þ ð2Þ

where: CNC is the operating cost function of combined heat and power (CHP) units;
CNG is the function of the generating power of traditional units; CEB is the operating
cost function of electric boilers; CASHP is the operating cost function of air source
heat pumps; Closs is the function of the curtailment cost of wind power.

(1) Operating costs of CHP units. The CHP units set up in this paper set to
normally open state, and only their operating cost is considered, the formula
can be given as follows:

CNC ¼
X
t2T

X
i2NC

achpi Pchp
i;t

� �2
þ bchpi Pchp

i;t þ cchpi

� �
ð3Þ

where: T is the scheduling period, NC is the number of CHP units, and Pchp
i;t is

the electric power of the ith CHP unit at time t, achpi , bchpi , cchpi is expressed as
the cost coefficient of the ith CHP unit.

(2) The cost of power generation for traditional units. The power generation cost of
a traditional unit consists of the unit start-up cost and operating cost. The
formula can be given as follows:

CNG ¼ CNG1 þCNG2 ð4Þ

CNG1 ¼
X
t2T

X
i2NG

CSi;t 1� Ui;t�1
� �

Ui;t ð5Þ
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CNG2 ¼
X
t2T

X
i2NG

aiP
2
i;t þ biPi;t þUi;tci

n o
ð6Þ

where: CNG1 is the start-up cost of the traditional units, CNG2 is the operating
cost of the traditional units, NG is the number of traditional units, and CSi;t is
the cost coefficient of the start-up of the ith traditional unit at time t. Ui;t is
expressed as the ith traditional unit start-stop state at time t, 0 is the unit
shutdown state, 1 is the unit start-up state, and Pi;t is expressed as the ith
traditional unit at the time t, and ai, bi, and ci are expressed as the power cost
coefficient of the ith traditional unit.

(3) Operating costs of electric boilers. The cost of electric boilers is regarded as the
electric cost of electricity consumed by electric boilers, and the cost of electric
boilers is linearized in this paper. The formula can be given as follows:

CEB ¼
X
t2T

X
i2EB

aEBP
EB
i;t ð7Þ

where: aEB is expressed as the operating cost coefficient of electric boilers, and
PEB
i;t is the electric power consumed by the ith electric boiler at time t.

(4) Operating costs of air source heat pumps. The cost of air source heat pumps is
regarded as the electricity cost of air source heat pumps, and the cost of air
source heat pumps is linearized in this paper. The formula can be given as
follows:

CASHP ¼
X
t2T

X
i2ASHP

aASHPP
ASHP
i;t ð8Þ

where: aASHP is expressed as the operating cost coefficient of air source heat
pumps, and PASHP

i;t is the electric power consumed by the ith air source heat
pump at time t.

(5) Curtailment cost of wind power. In the integrated electricity-heating system, in
order to improve wind power consumption, the cost of abandoning wind is
added to the objective function. The formula can be given as follows:

Closs ¼
X
t2T

X
i2NW

d PW0
i;t � PW

i;t

� �
ð9Þ

where: NW is expressed as the number of wind farms, d is expressed as the cost
coefficient of discarding wind, PW0

i;t is expressed as the predicted output of the
ith wind farm at time t, PW

i;t For the ith wind farm, the active output is actually
dispatched at time t.
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3.2 Constraints of the Model

(1) Electric power balance constraints

X
i2NC

Pchp
i;t þ

X
i2NG

Pi;t þ
X
i2NW

Pw
i;t ¼ PL

t þ
X
i2EB

PEB
i;t þ

X
i2ASHP

PASHP
i;t ð10Þ

where: PL
t represents the total electrical load power at time t.

(2) Thermal power balance constraints

X
i2NC

Qchp
i;t þ

X
i2EB

QEB
i;t þ

X
i2ASHP

QASHP
i;t þ

X
i2Ehs

QEhs
i;t ¼ QL

t ð11Þ

where: Qchp
i;t is the thermal power generated by the ith CHP unit in the t period,

and QEB
i;t is expressed as the thermal power generated by the ith electric boiler in

the t period, QASHP
i;t indicates the thermal power generated by the ith air source

heat pump in the t period. QEhs
i;t is expressed as the storage and release of

thermal power of the ith thermal storage energy device in the t period, and
QEhs

i;t [ 0 indicates heat storage, QEhs
i;t \0 indicates exotherm, and QL

t indicates
total heat load power at time t,

(3) Electric boiler constraints

QEB
i;t ¼ gEBP

EB
i;t ð12Þ

PEB
i;t � PEB

i;t�1 �REB
U;i ð13Þ

PEB
i;t�1 � PEB

i;t �REB
D;i ð14Þ

where: gEB represents the thermal efficiency of the electric boiler. gEB ¼ 0:98,
REB
U;i and REB

D;i represent the upper limit of the electric power up and down slope
of the ith electric boiler in this paper, respectively.

(4) Air source heat pump constraints

QASHP
i;t ¼ gASHPP

ASHP
i;t ð15Þ

PASHP
i;t � PASHP

i;t�1 �RASHP
U;i ð16Þ

PASHP
i;t�1 � PASHP

i;t �RASHP
D;i ð17Þ

where: gASHP represents the thermal efficiency of air source heat pumps.
gEB ¼ 3:25, REB

U;i 和 and REB
D;i represent the upper limit of the up-down slope of

the electric power of the ith air source heat pump in this paper, respectively.
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Unit upper and lower limits and upper and lower ramping rate constraints, wind
power output constraint, electricity-thermal coupling of CHP constraints and
thermal storage energy device constraints are shown in Ref. [13].

4 Case Study

4.1 Composition of Case Study System

This case selects the modified IEEE-39 node system for verification. The air source
heat pump is connected to node 8. The location of the remaining equipment nodes
is shown in Ref. [13]. The case diagram is shown in Fig. 3. The predicted values of
electric/heat load and wind power output in the integrated electricity-heating system
of this example, the data of CHP units, traditional units and thermal storage energy
devices are shown in Ref. [13]. The values of electric boilers and air source heat
pumps parameters are shown in Table 1. The entire study was solved by using the
commercial solver CPLEX on a computer with Intel Core 2.60 GHz and 4G RAM.

Fig. 3 Case diagram
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In Table 1, REB
U;i ¼ 100MW=h and REB

D;i ¼ 100MW=h means that the electric

boiler can rise or fall 100 MW in one hour, RASHP
U;i ¼ 200MW=h and RASHP

D;i ¼
200MW=h means that the air source heat pump can rise or fall 200 MW in one
hour.

4.2 Analysis of Wind Curtailment Power and System Cost
in the Electricity-Heating System

4.2.1 Case Analysis

In order to compare the effects of air source heat pumps configuration thermal
storage energy devices, the normal operation of the system without them, the
system configuration thermal storage energy devices, and electric boilers configu-
ration thermal storage energy devices for the amount of wind curtailment power and
cost of system operation, this paper sets 4 scenarios as following:

Scenario 1: The electricity-heating system is not configured with thermal storage
energy devices, electric boilers and air source heat pumps. The system operates in
the traditional mode.
Scenario 2: The electricity-heating system is configured with thermal storage
energy devices, and electric boilers and air source heat pumps are not configured.
Scenario 3: The electricity-heating system is configured with thermal storage
energy devices and electric boilers. Air source heat pumps are not configured.
Scenario 4: The electricity-heating system is configured with thermal storage
energy devices and air source heat pumps, and no electric boiler is configured.

This paper firstly discusses the scenario 1 and scenario 2, compares the influence
of the system configuration thermal storage energy devices on the amount of wind
curtailment power, and then discusses scenario 3 and scenario 4, compares the
response speed of air source heat pumps with the response speed of electric boilers
to analyze the effect of response speed on the amount of wind curtailment power.
Finally, the differences between the four scenarios and the amount of wind cur-
tailment power are analyzed.

Table 1 The parameters of
electric boiler and air source
heat pump

gEB PEB
i;min PEB

i;max REB
U;i REB

D;i aEB

0.98 0 600 100 100 0.5

gASHP PASHP
i;min PASHP

i;max RASHP
U;i RASHP

D;i aASHP

3.25 0 600 200 200 0.5
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4.2.2 Scenario 1 and Scenario 2

With comparing scenario 1 and scenario 2, this paper does research on the influence
of the system configuration thermal storage energy devices on the amount of wind
curtailment power. The amount of wind curtailment power is shown in Fig. 4. The
initial heat storage of the two thermal storage energy devices are 1500 and
1000 MW in scenario 2 of this paper, respectively. The heat storage and heat
release of the thermal storage energy devices is shown in Fig. 4.

As shown in Fig. 4, the wind curtailment power is reduced from 12,511 to
11,714 MWh after thermal storage energy devices are added, and the wind power
consumption is increased by 797 MWh. It can be seen from Fig. 3 that the serious
phenomenon of wind curtailment mainly occurs in 1–8 h and 22–24 h. It can be
seen from Fig. 4 that the thermal storage energy devices mainly release heat in the
1–9 h and 16–24 h to meet the demand of heat load, they reduce the output of the
CHP units, and provide the rising space for the wind power consumption. It can be
seen that the amount of wind curtailment power can be reduced to some extent by
adding thermal storage energy devices to the system. It is possible to make the wind
curtailment power completely consumed during the period when the amount of
wind curtailment power is small.

4.2.3 Scenario 3 and Scenario 4

With comparing scenario 3 and scenario 4, this paper does research on the effects of
electric boilers and air source heat pumps on the amount of wind curtailment power
and system operating cost. The amount of wind curtailment power is shown in

Fig. 4 Wind curtailment (WC) power in scenario 1 and scenario 2 and Variation of thermal stored
energy devices (TSED) in scenario 2
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Fig. 5. The output of electric boilers, the air source heat pumps and CHP units is
shown in Fig. 6. In scenario 3 and scenario 4 of this paper. The initial heat storage
of the two thermal storage energy devices are 200 and 200 MW respectively, and
the storage and release heat changes of the thermal storage energy devices in
scenario 3 and 4 are as Fig. 7.

In scenario 3 and scenario 4, the wind curtailment power in Scenario 3 is 5222
MWh as shown in Fig. 5. The wind curtailment power is 1071 MWh in Scenario 4,
and the amount of wind curtailment power is reduced by 4151 MWh, which is
reduced by 76.5%. It can be seen from Fig. 6 that when the wind power changes,

Fig. 5 WC power in Scenario 3 and Scenario 4

Fig. 6 Power outputs of EB, ASHP and CHP units in Scenario 3 and 4
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air source heat pumps can absorb wind power more quickly and can adjust power
more quickly. The adjustment time of electric boilers output is 6 h and the
adjustment time of air source heat pumps output is 4.245 h in Fig. 6. The output of
the CHP units can be reduced more quickly since air source heat pumps adjust the
power faster and generate more heat in a short time. Therefore, the wind power can
be completely absorbed in the 0–1 h period and the 6–8 h period in Fig. 5, and the
electric boilers cannot absorb the same amount of wind curtailment power com-
pletely. At the same time, Fig. 6 show the different effects of electric boilers and air
source heat pumps on the output of the CHP units. In Fig. 6, the output of the CHP
units in Scenario 3 in the period of 1–9 h is around 1200 MWh. And, the output of
the CHP units in Scenario 4 is about 500 MW during the period of 1–9 h of wind
curtailment power, and the system with the air source heat pumps is compared with
the CHP units in the system of electric boilers. The output of CHP units is sig-
nificantly reduced, reduced by about 700 MWh, and reduced by about 58.3%.

The advantages of high heat supply efficiency of air source heat pumps through
the variation of the thermal storage energy devices are shown in Fig. 7. During the
1–7 h period, the air source heat pumps store 3466 MW more heat than the electric
boilers. During the 8–14 h period, the thermal storage energy devices in the system
of air source heat pumps releases 2506 MW more than that in the system of electric
boilers. The air source heat pump can produce more heat than heat produced by the
electric boils during the serious period of wind curtailment and allow the thermal
storage energy devices to release more heat during periods of low wind power.

Only the output of traditional units in scenario 4 is shown in Fig. 8. And the
output of traditional units in other scenarios is not shown because of the space
limitations.

Fig. 7 Variation of thermal stored energy device in Scenario 3 and Scenario 4
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4.2.4 Scenarios 1–4

The air source heat pumps and the electric boilers are respectively arranged with
thermal storage energy devices of 400 MW in the initial heat distribution of the
thermal storage energy device compared with scenarios 1–4. The initial heat of the
thermal storage energy devices is separately set to 2500 MW. The air source heat
pumps and the electric boilers reduce the requirements for initial heat of the thermal
storage energy devices significantly. If the initial heat is too low, the wind cur-
tailment power will not be absorbed.

In order to visually see the difference between the operation of system in the
traditional mode, the thermal storage energy devices, the electric boilers configu-
ration thermal storage energy devices and the air source heat pumps configuration

Fig. 8 Power outputs of traditional units in scenario 4

Fig. 9 Wind curtailment (WC) power in Scenarios 1–4
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thermal storage energy devices, the wind curtailment power in the scenarios 1–4 is
drawn in Fig. 9. Table 2 shows the amount of wind curtailment power in scenarios
1–4.

Compared with scenario 2, the amount of wind curtailment power in scenario 3
is reduced by 6492 MWh, which was reduced by 55.4%. In Scenario 4, the electric
boilers of Scenario 3 are replaced with the air source heat pumps, and the amount of
wind curtailment power is reduced to 1071 MWh, and the amount of wind cur-
tailment power became less. Combined with scenarios 1–4, it can be seen that the
coupling effect of the electricity-heating system can greatly reduce the output of the
CHP units and eliminate the wind curtailment power.

The total operating cost of the system in scenarios 1–4 in order to compare the
total cost of system operation is shown in Table 3.

It can be seen that the total costs of system operation decrease after thermal
storage energy devices, electric boilers configuration thermal storage energy devices
and air source heat pumps configuration thermal storage energy devices are added.
The system’s operating cost of the scenario 2 is reduced by 209,200 compared with
the system’s operating cost of the scenario 1, which is reduced by 13.8%. The
system’s operating cost of the scenario 3 is reduced by 261,500 compared with the
system’s operating cost of the scenario 1, which is reduced by 17.3%. The system’s
operating cost of the scenario 4 is reduced by 432,500 compared with the system’s
operating cost of the scenario 1, which is reduced by 28.6%.

In terms of the amount of wind curtailment power, air source heat pump con-
figuration thermal storage energy devices can completely eliminate the wind in the
period of 1–2 h and 6–8 h, and the other methods can not completely eliminate the
wind in this period. In terms of the cost of system operation, air source heat pumps
have the lowest cost of system operation. It can be seen that air source heat pumps
configuration thermal storage energy devices not only can absorb more wind cur-
tailment power, but also can reduce the total operating cost of the system.

5 Conclusion

A model of integrated electricity-heating system for wind power consumption is
proposed in this paper in order to eliminate the wind curtailment in time. The
coupling unit based on air source heat pumps can absorb wind power timely in the

Table 2 Wind curtailment
(WC) power in Scenarios 1–4

Scenario 1 Scenario 2 Scenario 3 Scenario 4

12,511 11,714 5222 1071

Table 3 The total cost of
system operation in Scenarios
1–4

Scenario 1 Scenario 2 Scenario 3 Scenario 4

1,511,300 1,302,100 1,249,800 1,078,800
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electricity-heating system with wind power, and can also reduce the operating cost
of the system. Through the analysis of the example, the following conclusions are
obtained:

(1) Air source heat pumps configuration thermal storage energy devices can con-
sume the excess of wind curtailment power more quickly and provide more
heat. And reduce the output of the CHP units more quickly and the cost of
system.

(2) The initial heat of the separated heat storage devices is reduced after the system
is configured with electric boilers and air source heat pumps. It can reduce the
cost of thermal storage energy devices.

(3) The thermal storage energy device, the electric boiler and the air source heat
pump have a certain degree of promoting effect on the wind power con-
sumption. Air source heat pumps configuration thermal storage energy devices
can completely eliminate the wind curtailment power during certain periods of
time.
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Comprehensive Evaluation Model
of Decommissioned Battery for Electric
Vehicles Based on AHP-CRITIC

Na Yu, Feng Li, Xiaoyu Han, Jinlan Hu, Yajing Gao, Dongwei Li
and Yuhan Liu

Abstract With the rapid development of new energy vehicles in China, the trend
of decommissioning of power batteries has arrived, and the stagger utilization of
decommissioned power batteries has become the focus of the industry. Once a
power battery is decommissioned, the retired power battery needs to undergo rel-
evant tests and evaluations before it can be carried out the cascade development and
utilization. In this paper, we creatively propose the AHP-CRITIC method. Firstly,
according to the health characteristics of the decommissioned power batteries, the
improved K-means cluster analysis is used to analyze the curve characteristics of
the decommissioned power batteries. Secondly, for the economic indicators of
decommissioned batteries, we take advantage of the AHP-CRITIC method to
evaluate the decommissioned power batteries. Then, a comprehensive evaluation
model that synthetically considers the health characteristics and economics of
decommissioned power batteries is established. Finally, an example is given to
verify the effectiveness of the proposed evaluation model.
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1 Introduction

With the increasing pressure of environmental protection and the development of
electric vehicles, electric vehicles have become the hot spot and trend of automotive
industry research [1–3]. Along with the advent of the tide of China’s power battery
decommissioning, there are more and more researches on decommissioned power
batteries [4, 5]. The cascade utilization technology of decommissioned batteries for
electric vehicles is of great significance to improve the utilization value of their life
cycle, reduce the cost of lithium batteries, and alleviate environmental pollution
[6–9].

This paper presents a comprehensive evaluation model of decommissioned
power batteries for electric vehicles based on AHP-CRITIC. Firstly, there are two
different dimensions of curve characteristics and economic factors to evaluate the
decommissioned power batteries. Secondly, an improved K-means clustering
analysis model based on health factors of the batteries is established. Furthermore,
the economic indicator of decommissioned batteries is evaluated in the economic
dimension by AHP-CRITIC method. Finally, a comprehensive evaluation of
decommissioned batteries is carried out by totally considering the health and eco-
nomic factors.

2 Evaluation of Health Factors of Decommissioned
Batteries Based on Improved Clustering Analysis

2.1 Extraction of Health Characteristics
of Decommissioned Batteries

In the evaluation of decommissioned power batteries, in order to extract the health
characteristics of decommissioned power batteries, a 2.5 C constant current dis-
charge test is exploited to test the decommissioned lithium batteries from literature
[10, 11]. The stopping time is 10 s, i.e. discharging for 10 s and then silencing for
10 s. Reciprocating tests are carried out on the full impulse decommissioned
lithium batteries, and the internal resistance parameters of lithium batteries are
recorded when the discharge current jumps. The internal resistance-SOC curve of
decommissioned power batteries can be obtained through correlation processing.
The health characteristics of decommissioned power batteries can be extracted by
analyzing the obtained curves.

Through actual measurement and analysis, it can be seen that since the Ohmic
internal resistance-SOC curve satisfies the characteristics of quadratic curve, the
internal resistance-SOC quadratic curve can be defined as follows:
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Ro ¼ apS
2
oc þ bpSoc þ cp

Ro;min ¼ ð4apcp � bpÞ
�
4ap

So;min ¼ �bp=2ap

8><
>: ð1Þ

where ap, bp, cp are the coefficients of the quadratic curve; Ro,min, So,min are the
vertex and abscissa of the quadratic curve, respectively representing the minimum
resistance value of the internal resistance-SOC curve and its SOC state.

Therefore, by calculating the first derivative and the second derivative of the
curve, the health characteristics of curve slope can be extracted, namely:

dRo

dSoc
¼ 2apSoc þ bp

as ¼ d2Ro

dS2oc
¼ 2ap

8>><
>>: ð2Þ

Based on the curve characteristics of decommissioned batteries in different health
states, the health grade of decommissioned batteries is divided, so as to realize the
evaluation of the characteristics of decommissioned batteries. The specific evalu-
ation process is realized by means of clustering.

2.2 Clustering Evaluation Model of Health Factors
of Decommissioned Batteries

Clustering Model of Power Battery Based on Gravitational Model.
Gravitation is a kind of interaction characteristic widely existed in nature. This
paper introduces the gravitational model into the K-means clustering model. By
evaluating the clustering effect, as a condition for the termination of the cluster
iteration, it is determined that the given data should be attributed to a corresponding
cluster.

Clustering Model of Universal Gravitation:

EIi ¼ W � P � pi
r2
i

ð3Þ

where, EI (Evaluation Index) is the evaluation index of clustering effect; P and pi
are the values of two data points on the curve respectively;W denotes the evaluation
adjustment coefficient, which is usually 0.03–0.08 after optimization calculation,
and 0.05 in this paper; ri denotes the distance between a specific data point and the
cluster center.

Where ri is expressed as
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ri ¼ xi � cj
�� �� ð4Þ

where xi is the i-th data point; cj is the cluster center of a certain class. xi is attributed
to the category of cj by using Max (EIi). After xi is classified into a specific class,
the cluster center needs to be updated, and the corresponding expression is:

cj ¼ 1
cj
�� ��X

cjj j

j¼1

xi ð5Þ

Basic Flow of Improved K-means Clustering Based on Gravitational Model.
The basic flow of the improved K-means clustering algorithm based on the uni-
versal gravitational model is: Step 1: randomly select K data sets as the original
cluster centers; Step 2: Calculate the distance between the remaining data point
objects and the K cluster centers; Step 3: According to the proposed gravitational
model, determine the size of the evaluation index EI (in this process, the value of W
needs to be determined by the method of data cut-off), and divide the corresponding
clusters by calculating the size of the EI, update cluster centers according to
Formula (5); Step 4: When the value of indicator EI reaches a certain value or the
number of iterations reaches the specified number of times, stop the iteration,
otherwise turn to Step 2.

Evaluation of Health Factors of Decommissioned Batteries.
According to the test results of the existing decommissioned power batteries, the
internal resistance-SOC curve of the obtained plurality of batteries are clustered and
analyzed, and the curves of the decommissioned power batteries under different
health conditions can be acquired.

3 Evaluation of Economic Indicators of Decommissioned
Batteries Based on AHP-CRITIC

3.1 Classification of Economic Indicators

By comparing the decommissioned power batteries with the conventional energy
storage batteries, the economic indicators of batteries are assessed from five aspects:
the economic cost value of batteries, the economic time cost value of batteries (i.e.
the economic characteristics of batteries in consideration of their life cycle), the
national dividend subsidy for the development of batteries, the economic cost under
the safety performance of batteries, and the economic cost of operation and
maintenance.
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3.2 Quantitative Processing of Indicator Characteristics

Economic Value Assessment of Decommissioned Power Batteries.
According to the actual investigation and analysis, it can be known that the eval-
uation rules for the economic indicators of decommissioned power batteries are
shown in Table 1.

Time Cost Assessment of Decommissioned Power Batteries.
Depending on the use of the battery over its life cycle, generally the longer the
battery can be used, the lower the cost of its corresponding time investment. To
evaluate the battery time cost, the specific quantization rules are shown in Table 2.

Government Policy Dividend Subsidy.
In the process of battery application, it will be subsidized by government policies. It
is necessary to quantify the support of policies for batteries [12]. The specific
quantification rules are shown in Table 3.

Table 1 Quantitative rules for the economic value of decommissioned power batteries

Conventional energy storage battery capacity >50 25–50 10–25 5–10 <5

Decommissioned power battery capacity 1 >100 60–100 40–60 20–40 <20

Decommissioned power battery capacity 2 >150 90–150 60–90 30–60 <30

Decommissioned power battery capacity 3 >250 150–250 100–150 50–100 <50

Quantitative value 5 4 3 2 1

Note The units are Ah. The capacity of decommissioned power batteries 1, 2 and 3 in the table
represent the quantified value of the economic cost corresponding to the decommissioned health
degree under the capacity of 0.9–1.0, 0.7–0.9 and <0.7 respectively

Table 2 Quantification rules for the time cost of decommissioned power batteries

Service life of conventional energy storage
batteries

<1 2–3 3–4 4–5 >5

Service life of decommissioned power batteries <0.5 0.5–1 1–1.5 1.5–2 >2

Quantitative value 5 4 3 2 1

Table 3 Quantification rules for policy subsidies of batteries

Subsidy of conventional energy storage
batteries/(yuan/Wh)

1.0 1.0–1.5 1.5– 2.0 2.0–2.5 >2.5

Subsidy of decommissioned power
batteries/(yuan/Wh)

1.2 1.2–2.3 2.3–2.5 2.5–3.0 >3.0

Quantitative value 5 4 3 2 1

Note In this paper, the battery subsidy standard is compiled according to the relevant policies
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Safety Assessment of Decommissioned Power Batteries.
Generally speaking, the longer the service life of the battery, the more obvious the
potential safety hazards and the higher the corresponding economic cost. The
specific measurement criteria, evaluation and quantitative rules are shown in
Table 4.

Cost Assessment of Operation and Maintenance.
During the actual operation of batteries in the installation site, it is inevitable to
invest human, material and financial resources to maintain and repair the battery. Its
basic cost assessment is based on investigation and practical application. The
specific quantitative rules are shown in Table 5.

3.3 Evaluation of Comprehensive Economic Indicators

In the calculation of index weights, the two main ideas of subjective and objective
weighting methods are combined. The subjective weights are calculated by the
analytic hierarchy process (AHP) [13] in the subjective weighting methods. The
objective weights are calculated by CRITIC (Criteria Importance Though
Intercriteria Correlation) [14]. The concrete steps of calculating objective weights
are as follows:

Step 1: Dimensionless data processing. Since all the indicators in this evaluation
system have been converted into quantitative values, the process can be omitted.

Step 2: Calculate the information content contained in the indicators.
The conflicting quantitative indicator of the jth indicator and other indicators is

as follows:

hj ¼
Xn
t¼1

1� rtj
� � ð6Þ

where rtj is the correlation coefficient between indicator t and indicator j.

Table 4 Economic quantification of battery safety

Service life of conventional energy storage
batteries

>5 4–5 3–4 2–3 <1

Service life of decommissioned power batteries >2 1.5–2 1–1.5 0.5–1 <0.5

Quantitative value 5 4 3 2 1

Table 5 Cost quantification
of the operation and
maintenance of batteries

Type of battery Quantitative value

Conventional energy storage batteries 2

Decommissioned power batteries 5
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The objective weight of each indicator is considered comprehensively by con-
trast intensity and contradiction. Assuming that Cj represents information content
contained in the jth evaluation index, Cj can be denoted as:

Cj ¼ dj
Xn
t¼1

1� rtj
� � ð7Þ

where dj is the standard deviation of the jth evaluation index.
Step 3: Calculate the objective weight of each index
The larger the Cj value is, the more information the jth evaluation index covers,

and the more important the index is. Therefore, the objective weight of the jth index
can be characterized as:

bj ¼ Cj

,Xm
j¼1

Cj ð8Þ

Combine the subjective weights calculated by AHP with the objective weights
calculated by the CRITIC to calculate the comprehensive weight. The formula is as
follows:

xj ¼
ajbj
� �1=2

Pn
j¼1

ajbj
� �1=2 ð9Þ

The weighting coefficients of each economic index in the battery evaluation
model can be obtained as shown in Table 6.

4 Optimal Evaluation Model of Decommissioned Power
Batteries Based on Curve Characteristics and Economic
Dimensions

4.1 Objective Function

For the evaluation model of decommissioned power batteries based on clustering
analysis, the objective function of the optimal evaluation model is considered from

Table 6 Weighting coefficient of economic indicators

Indicators Economic
cost

Time
cost

Policy
subsidy

Safety
cost

Operation and
maintenance cost

Weights 0.3054 0.1333 0.3270 0.0701 0.1641
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the following two aspects: (1) the characteristics of internal resistance-SOC curve of
decommissioned power batteries; (2) the economic index of decommissioned
power batteries in the whole life cycle.

Objective Function 1: Evaluation index of curve characteristics of the decom-
missioned power batteries

minf1 ¼ e � 1
p
�
Xp
m¼1

xim � xjm
�� ��

xim
ð10Þ

where e means the parameter of curve index converted into economic index;
p means the point number of curve characteristics; i and j represent the charac-
teristic indexes of characteristic curve and characteristic curve to be evaluated under
the datum value respectively.

Objective Function 2: Cost function of decommissioned power batteries under
economic indicators

The cost of decommissioned power batteries for energy storage is mainly due to
their purchase, transportation, testing, installation and maintenance. Therefore, the
economic cost function for decommissioned power batteries is composed as fol-
lows: the cost of purchasing power batteries to be decommissioned, the cost of
transportation, inspection and installation, and the cost of maintenance.

The weight of the index in item J of WJ is the quantified value of the index in
item J of wj.

f2 ¼
X

wj � cj ð11Þ

In the formula, wj means the weight of the jth refinement indicator, and cj
represents the user’s quantified value for this refinement indicator.

4.2 Constraints

• Upper and lower limit constraints on health factors of decommissioned power
batteries

SOHlow\SOH\SOHhigh ð12Þ

In the formula, SOHlow and SOHhigh are the upper and lower limits of the
decommissioned power batteries, respectively, which are taken as 0.7 and 1.0.
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• Upper and lower limit constraints of characteristic curve parameters

xlow\x\xhigh ð13Þ

In the formula, xlow and xhigh are the upper and lower limits of the characteristics
of the decommissioned power battery curve, respectively.

• Upper and lower limits constraints of batteries in charged state

clow\c\chigh ð14Þ

In the formula, clow and chigh are the upper and lower limits of the economic
quantitative indicators of decommissioned power batteries, respectively.

4.3 Model Solution

In order to solve the above multi-objective optimization model, the particle swarm
optimization algorithm is used to solve the problem.

5 Example Analysis

Based on the actual data of a city’s electric bus charging station, some decom-
missioned batteries are used as experimental data for example analysis. The power
battery used in the charging station is ternary lithium battery, with electric energy of
282 Ah, rated discharge current of 280 A, peak discharge current of 330 A, rated
charging current of 140 A, single battery rated voltage of 3.68 V, and operating
temperature range of 20–60 °C. The economic indicators of decommissioned
power batteries and conventional energy storage batteries are mainly obtained
through the investigation of some energy storage websites and batteries. The cost of
conventional energy storage is 2000 yuan/kWh and that of cascaded power batteries
is 800 yuan/kWh.

According to the results of clustering, we can see that the test curves of
decommissioned batteries can be roughly divided into three different categories,
which are embodied as the three different distribution zones in Fig. 1. The char-
acteristic curves of decommissioned batteries are characterized by internal
resistance-SOC characteristic curves. According to the evaluation in Ref. [13], the
fitting degrees of the corresponding health status are 0.84, 0.75 and 066, and the
available capacities of the batteries in this paper are 236.88, 211.5 and 186.12 Ah,
the corresponding proportions are 50, 30 and 20%, respectively.
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Using Formula (11) to calculate the quantified values of four indicators of each
group of decommissioned power batteries in the economic dimension, a total of 30
sets of characteristic index vectors of decommissioned power batteries are obtained.

According to the economic analysis of decommissioned cascade energy storage
and conventional energy storage in Ref. [15], the comparison of the total cost of
conventional energy storage and cascade energy storage is expressed in Fig. 2
(taking the installation scale of 2000 Ah as an example). The specific evaluation
results are as follows.

It can be seen from Fig. 2 that after cascade utilization of energy storage of
decommissioned batteries, when the cost of cascade energy storage is less than 940
yuan/kWh, the cost of cascade energy storage is lower than that of conventional
batteries. In practical applications, the cost of cascade energy storage is generally
much lower than this value, which shows that retired batteries have great advan-
tages over conventional energy storage.

Among the 30 groups of decommissioned battery packs, the 6 sets of batteries
with the lowest comprehensive optimization scores are removed, and 24 sets of
decommissioned power batteries with higher evaluation score were selected. In
order to reflect the comprehensive indicators of decommissioned power batteries
under different evaluation dimensions, these comprehensive indicators are shown in
Fig. 3.

Fig. 1 Clustering results of multiple batteries
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Therefore, through the optimization sorting of the comprehensive indicators, the
comprehensive indicators of the decommissioned power batteries can be distin-
guished. According to the optimization of the objective function value, the rating of
the decommissioned power batteries to be graded can be evaluated, which has
certain guiding significance for the application of decommissioned batteries in the
future.

Fig. 2 Cost comparison between decommissioned battery energy storage and conventional
energy storage

(a) Battery number sorting under comprehensive
evaluation 

(b) Battery optimization sorting

Fig. 3 Comprehensive evaluation index of decommissioned power batteries
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6 Conclusion

According to the health characteristics of decommissioned power batteries, the
improved clustering method is used to cluster the curve characteristics of decom-
missioned power batteries. In addition, the AHP-CRITIC method is adopted to
evaluate the economic indicators of decommissioned power batteries. Then, a
comprehensive evaluation model considering the health characteristics and eco-
nomic characteristics of decommissioned power batteries is established. Finally, an
example is given to validate the proposed evaluation model. The results show that
the proposed model and algorithm can provide guidance for the subsequent cascade
utilization of decommissioned power batteries.
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Improved Control Strategy of Virtual
Synchronous Generator in Response
to Power Grid Harmonics

Shuhuan Wang, Li Han and Kai Chen

Abstract By virtual synchronous generator (VSG) technology, the inverter can be
controlled simulating the operation characteristics of synchronous generators and
regarded as an access of renewable energy. The harmonics contained in the power
grid brings the same order harmonics to the grid-connected current generated by
VSG, result in an increasement of harmonic content in the power grid. In order to
solve this problem, an improved VSG control strategy is proposed. Firstly, the
equivalent model of VSG is established. Based on the analysis of the impact of
harmonics on the grid-connected current generated by VSG, an improved algorithm
for obtaining inductance current reference value based on double second-order
generalized integral is proposed. Inertial integral link is used to replace differential
operation in full feed-forward control for grid voltage, and the mechanism of
current regulator is analyzed. The current tracking and harmonic suppression can be
realized by choosing the corresponding current regulator. Finally, a simulation and
experimental platform is built to verify the validity of the improved VSG control
strategy.

Keywords Virtual synchronous generator � Grid harmonics � Grid voltage
feed-forward � Current regulator

1 Introduction

With the increase of installed capacity of distributed inverters in power system, the
proportion of installed capacity of traditional synchronous generators gradually
decreases [1, 2]. Due to the lack of inertia and damping of traditional synchronous
generators in distributed generation systems with power electronic converters,
power systems are more vulnerable to power fluctuations and system faults [3, 4].
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Virtual synchronous generator (VSG) enables the distributed generation based on
grid-connected inverters to simulate or partially simulate the frequency and voltage
control characteristics of synchronous generators from the external characteristics,
which can provide certain inertia and damping for the grid, thereby improving the
stability of the distributed system [5].

The concept of virtual synchronous generator was first proposed in Ref. [6]. The
ontology model of VSG is established, and the design of the parameters for control
loop is completed [7, 8]. On this basis, the flexibility of VSG is enhanced by
improving the control without frequency difference [9–11]. The influence of inertia
on the output characteristics of VSG is analyzed. By introducing frequency vari-
ation into inertia control to form adaptive control of inertia [12–15], the advantages
of virtual inertia in improving frequency stability of microgrid system are
demonstrated. The high-order small signal model of VSG is constructed [16]. The
idea of virtual synchronous generator is applied to the field of wind power gen-
eration, which reflects its universality [17, 18].

Many literatures have studied the grid-connected control strategy of VSG. The
influence of VSG parameter perturbation on grid-connected power tracking is
quantitatively analyzed, and the influence of virtual inertia and damping parameters
on the system and the tuning method [19]. The small signal stability of VSG under
grid-connected and off-grid modes is analyzed. It is pointed out that the variation of
inertia time constant, damping coefficient and reactive power sag coefficient has
great influence on system stability [20]. Based on the “power-voltage-current”
three-loop control strategy with pre-synchronization device, seamless switching
between grid-connected and off-grid operation modes of VSG is realized [21].

The above researches on VSG are all based on the condition that the grid voltage
does not contain harmonics. However, in actual operation, the grid voltage often
contains harmonics, which will introduce the same frequency harmonics to the
grid-connected current and directly affect the output current quality of VSG. In
order to ensure the quality of grid-connected power, a series of standards and
technical specifications have been formulated by relevant departments at home and
abroad [22–26]. For the control of conventional inverters under grid voltage dis-
tortion, a double closed-loop control strategy based on inductance voltage differ-
ential and grid-connected current feedback is proposed [27]. A direct power control
strategy based on resonant sliding mode is proposed [28]. The stability and con-
vergence of the proposed control strategy are analyzed in depth. In order to improve
the instantaneous current overshoot during the fault ride through of inverters, the
phase advance compensation link of the feed-forward component of the grid
voltage is introduced into the current loop [29]. A flexible harmonic control method
for three-phase grid-connected inverters without harmonic detection is proposed
[30]. For the control of VSG under grid voltage distortion, a method combining
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virtual impedance with phasor current limiting is proposed for direct voltage sys-
tem, which effectively limits the transient and steady components of fault current
[31]. By controlling the reference values of positive and negative sequence currents
separately, the output balanced current of VSG under unbalanced grid voltage is
achieved [32–34]. A novel voltage feed-forward compensation strategy based on
notch filter is proposed, which can suppress the harmonic with particular order of
grid-connected current [35]. An improved algorithm of inductance current reference
value based on double second-order generalized integral is proposed [36]. The
influence of harmonics caused by grid voltage is eliminated by feedforward
method, which improves the quality of output current in the whole frequency
domain. However, the full feedforward control process of grid voltage needs dif-
ferential operation, and it is easy to introduce additional harmonic components and
slow the response time.

On the basis of the existing research, an improved VSG control strategy is
proposed to deal with the harmonics of power grid. Firstly, an improved algorithm
of inductance current reference value based on double second-order generalized
integral is added. Secondly, the differential operation needed in the full
feed-forward control process of grid voltage is replaced by inertial integral. Finally,
the corresponding current regulator is selected to realize current tracking, so as to
achieve the purpose of harmonic suppression. The simulation and experimental
results prove the correctness and effectiveness of the proposed control strategy.

2 Basic Principles of VSG

VSG simulates the rotor equation of synchronous generator. In active-frequency
control, virtual inertia and damping are introduced. In reactive-voltage control,
excitation regulation of synchronous generator is simulated. The governing equa-
tion is:

Pref � Pe

x
¼ J

dx
dt

þDDx ð1Þ

Dx ¼ x� x0 ð2Þ

V ¼ V0 þDq Qref � Qð Þ ð3Þ

where Pref and Pe are the given active power and electromagnetic power of VSG; x
and x0 are the angular frequency of VSG and the angular frequency of power grid;
J and D are the inertia and damping coefficient of VSG; Qref and Q are the given
and actual value of reactive power; V0 and V are the rated and measured voltage
values; Dq is the reactive power-voltage sag coefficient.
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The control block diagram of VSG is shown in Fig. 1. The amplitude and phase
angle of reference voltage are obtained through VSG control algorithm by Pref and
Qref, and the voltage reference instruction is output.

3 Improved VSG Control Strategy for Harmonics
in Power Grid

3.1 Equivalent Model Analysis of VSG

The control block diagram is shown in Fig. 2 when the feedback control scheme of
grid voltage and inverter side current is adopted.

In Fig. 2, ugc and iLc are respectively measured values of grid voltage and
inverter side current. According to the control block diagram shown in Fig. 2, the
closed-loop transfer function of the system is obtained:
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ig ¼ Gi sð Þiref þGg sð Þug ð4Þ

Where

iref ¼ 1
LsþR e� ugc

� �
Gi sð Þ ¼ Hi sð ÞKpwm

D sð Þ
Gg sð Þ ¼ Hi sð ÞKpwmCsþ L1Cs2 þR1Csþ 1

D sð Þ
D sð Þ ¼ L2Cs2 þR2Csþ 1ð ÞHi sð ÞKpwm þ L1L2Cs3

þ R1L2 þR2L1ð ÞCs2 þ R1R2Cþ L2 þ L1ð ÞsþR1 þR2

8>>>>>><
>>>>>>:

It can be seen that the grid-connected current of LCL grid-connected inverters
with current feedback on the inverter side is affected by the reference value of
inductance current on the one hand, and the grid voltage on the other. In actual
operation, when the grid voltage contains certain harmonics, the grid voltage can be
decomposed into fundamental component and harmonic component.
Correspondingly, the reference value of inductance current is affected by grid
voltage, which contains fundamental component and harmonic component. At the
same time, the disturbance component of grid voltage to grid current also contains
harmonic component, which directly makes grid-connected point current contain a
large number of harmonics. If the control parameters or filter parameters are not
properly designed, the quality of grid current may be lower than some standard
provisions, which is disadvantageous in the stable operation of the system.

Therefore, it is necessary to improve the control strategy from two aspects:
improving the reference value of inductance current and eliminating the influence of
grid voltage. Because of the low bandwidth of power loop, the reference value of
output voltage generated by VSG power outer loop contains only the positive
sequence component of fundamental wave. From the expression of iref, it can be
seen that the reference value of inductance current is directly related to the mea-
sured value of grid voltage. Therefore, for the improvement of the reference value
of inductance current, it is necessary to extract the fundamental component of the

k ω

ω

1
s

1
s

+

SOGI

v

qv

v'

'

Fig. 3 An adaptive filter
based on SOGI-QSG
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measured value with grid voltage to calculate the reference value of inductance
current without harmonic effect. For the improvement of grid voltage, it is neces-
sary to add a specific feedback link in the control loop to eliminate the influence of
ug on the output current.

3.2 Extraction of Inductance Current Reference Value
Based on Improved Double Second-Order Generalized
Integral

The equivalent model of VSG shows that the grid voltage with harmonics can be
decomposed into fundamental component and harmonic component. If a suitable
method is used to extract the fundamental positive sequence component of the grid
voltage measurement for calculating the reference value of inductance current, the
reference value will only contains the fundamental component, and the harmonic
component of the grid current will be greatly suppressed.

Among the commonly used methods for extracting positive sequence compo-
nents of fundamental wave, the method based on double second-order generalized
integral (DSOGI) has small delay and good dynamic performance. Adding this
module will not bring obvious influence to the whole control link. Therefore, the
improved DSOGI will be selected to extract the positive sequence component of
fundamental voltage and calculate the reference value of inductance current.
Figure 3 is the principle block diagram of quadrature signal generator based on
second-order generalized integrator (SOGI-QSG), where v is the input, and v′ and
qv′ are the two outputs of signal generator. The fundamental positive sequence
components of v′ and v are equal in amplitude and phase, and the amplitudes of qv′
and v are equal, but their phase lag is 90°.

Judgment of the value of k in quadrature signal generator: From Fig. 3, it can be
seen that the transfer function of SOGI-QSG system is as follows:

D sð Þ ¼ v0 sð Þ
v sð Þ ¼ kxs

s2 þ kxsþx2 ð5Þ

From the bode diagram of Fig. 4, it can be seen that the smaller the value of k,
the better the filtering effect, but the slower the response speed. Therefore,
according to the actual compromise, considering the filtering effect and response
time, k =

ffiffiffi
2

p
is selected.

The principle block diagram of fundamental positive sequence component
extraction is shown in Fig. 5. Where va and vb are the components of a and b axes
of grid voltage in two-phase stationary coordinates, and va+ and vb+ are the pos-
itive sequence components of fundamental wave of extracted grid voltage in a and
b axes, respectively. x0 is the fundamental wave angle frequency. The improved
principle block diagram of fundamental positive sequence component extraction is
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shown in Fig. 6. Because the positive sequence separation method based on
DSOGI-QSG will be affected by harmonics when the grid voltage contains multiple
harmonics, a harmonic elimination module is added in Fig. 6 to eliminate the
influence of each harmonic on the extraction of fundamental components. Where,
the value of n is the highest number of harmonics.

Formula (6) is obtained from the harmonic elimination module in Fig. 6.
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vþ5ab ¼ 1
5
� 1

� �
vab

vþ7ab ¼ 1
7
� 1

� �
vþ5ab

..

.

vþnab ¼ 1
n
� 1

� �
vþðn�1Þab

8>>>>>>>>>>><
>>>>>>>>>>>:

ð6Þ

Therefore, vþnab ¼ 1=5� 1ð Þ 1=7� 1ð Þ � � � 1=n� 1ð Þvab, The correction coeffi-
cient in Fig. 6 can be obtained as follows:

1
1=5� 1ð Þ 1=7� 1ð Þ � � � 1=n� 1ð Þ

Comparison for simulation results of voltage fundamental wave positive
sequence component extraction before and after improvement. The simulation
conditions are as follows: the grid voltage contains 5% 5th and 7th harmonics, 2%
11th and 23rd harmonics. Figures 7 and 8 are the simulation results of iref before
and after improvement.

By comparing the simulation results of Figs. 7 and 8, it can be seen that by
extracting the fundamental positive sequence component of the grid voltage mea-
surement, the inductance current reference value is greatly improved, and the
harmonic distortion rate of inductance current reference is lower.

From the above analysis, it can be known that the harmonic content of the
reference value of inductance current which needs to be tracked decreases after
adding the improved double second-order generalized integral algorithm, so that the
harmonic component of grid-connected current can be better suppressed.
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3.3 Full Feed-Forward Control of Grid Voltage Based
on Inertial Integral Link

It can be known from Eq. (1) that the LCL grid-connected inverter adopts the
improved inductor current reference value strategy, which can only partially
eliminate the influence of the grid voltage on the grid-connected point current.
Therefore, it is necessary to find out the grid voltage feed-forward strategy suitable
of the current on the inverter side feedback for LCL grid-connected inverter, so as
to eliminate the influences of grid voltage on the grid-connected point current. It can
be seen from Fig. 2 that the position suitable for feeding the grid voltage signal into
the actual control system can only be before and after the current regulator, as
shown in Fig. 9, where A and B are the transfer functions to be determined.

Figure 9 shows that:

ig ¼ GiðsÞiref þGgf ðsÞug ð7Þ

where

Ggf sð Þ ¼ A� Csð ÞHi sð ÞKpwm þBKpwm � L1Cs2 þR1Csþ 1ð Þ
D sð Þ
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Fig. 9 Feedforward control of grid voltage
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To completely eliminate the impact of grid voltage on grid current, it must meet:

A ¼ Cs
B ¼ L1Cs2 þR1Csþ 1

Kpwm

�
ð8Þ

As can be seen from Eq. (8), the transfer functions A and B contain differential
operations, which is easy to introduce additional harmonic components. Therefore,
this paper considers the differential link to be replaced by the inertial integral link to
make the same effect. The inertia integral link transfer function is expressed by
Eq. (9), where m is an approximation coefficient.

F sð Þ ¼ s
msþ 1

ð9Þ

Figure 10 shows the bode diagram of F(s) when m takes different values. As the
coefficient decreases, the frequency domain characteristics of F(s) coincide with the
differential link more and more. Considering the harmonic number and the har-
monic content in the actual system, the better effect can be achieved when
m = 10−4, which reduces the additional harmonic components brought by differ-
ential operation to the system.

After adding the feed-forward term of the grid voltage, the transfer function of
the grid current is as follows:

ig ¼ Gi sð Þiref ð10Þ

Although the feedback control of the current on the inverter side is adopted, the
grid current is closely tracked by the grid voltage feed-forward control strategy, and
is not disturbed by the grid voltage. Formula (10) also shows that the characteristic
equation of the system remains unchanged after adding the feedforward strategy of
grid voltage, so its stability is consistent with that without feedforward strategy of
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grid voltage. The overall improved control strategy of the system is shown in
Fig. 11, where A1 and B1 are the transfer functions A and B which replace the
differential terms.

After improving the reference value of inductance current for harmonic sup-
pression, it is necessary to further suppress the harmonic through the feed-forward
control of grid voltage. In the further control, the additional harmonic components
caused by differential operation and response time are reduced by adding a specific
transfer function after substitution, and the influence of grid voltage on the har-
monic content of grid-connected current is eliminated.

Current regulator plays an important role in tracking current reference value and
voltage feedback value. It has a certain influence on response time and complexity
of control system. Therefore, current regulator is analyzed and selected in the next
section.

3.4 Analysis and Selection of Current Regulator

For the vector control method based on grid voltage orientation, when the grid
voltage contains harmonics and other disturbances, it will directly affect the
detection of fundamental voltage vector phase angle, thus affecting the accuracy and
control performance of the vector orientation method. In order to restrain the
influence of grid voltage on vector orientation and control performance, the tradi-
tional improved method can adopt vector control based on virtual flux orientation.

The structure of vector control based on virtual flux orientation is shown in
Fig. 12. Because of the flux vector orientation, the formula for calculating the
position angle of the flux vector is as follows:

sin c ¼ wbffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
a þw2

b

q

cos c ¼ waffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
a þw2

b

q

8>>>>><
>>>>>:

ð11Þ
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Fig. 11 Overall improved control strategy
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The algorithm block diagram of virtual flux is shown in Fig. 13. In Fig. 13, xe is
the fundamental frequency of the power grid. Generally, according to the optimal
range of cut-off frequency, k1 can be set to 0.2–0.3, while k2 is usually set to k1/2,
where k1 = 0.2 and k2 = 0.1.

As the VSG control strategy has the following characteristics, in the
active-frequency link, the rotor motion characteristics and primary frequency
modulation characteristics of synchronous generator are simulated. The reference
phase is generated by the active-frequency equation and virtual inertia using the
mechanical and electromagnetic power of VSG. Therefore, the reference phase
generated here is considered to replace the phase obtained by vector control with
virtual flux orientation. Under the same simulation conditions as Sect. 3.2, the
comparison results of vector control based on virtual flux orientation and reference
phase generated by VSG are shown in Fig. 14.

As can be seen from Fig. 14, the reference phase generated by VSG basically
coincides with the phase obtained by vector control based on virtual flux orienta-
tion. However, the reference phase generated by VSG is a necessary link in the
simulation of synchronous generators. This reference phase can be used not only to
generate reference voltage, but also in coordinate transformation. As a result, the
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above-mentioned vector control based on virtual flux orientation is omitted, which
makes the control system simpler. Therefore, in this paper, a typical PI regulator
combined with the reference phase generated by VSG is used to realize the zero
steady-state error control of AC signal.

4 Simulation and Experimental Results

4.1 Simulation Results

The improved control strategy proposed in this paper is simulated and tested under
the environment of Matlab/Simulink software. Its main parameters are shown in
Table 1.

Simulation condition 1: The grid voltage contains 5% of the 5th and 7th har-
monics, 2% of the 11th harmonic and 23th harmonic. It is consistent with the
voltage harmonic content of the grid in literature [36]. At this time, The waveform
of the grid voltage is shown in Fig. 15a, and the harmonic analysis is shown in
Fig. 15b. The total harmonic distortion of the grid voltage is 7.61%.

based on virtual flux
reference phase of VSG
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Fig. 14 Generates a reference phase contrast based on virtual flux orientation and VSG

Table 1 System simulation
parameters

Name of parameter Value and unit

Udc 600 V

E 220 V

L1, R1 4.8 mH, 0.5 X

L2, R2 1.2 mH, 0.1 X

J 0.05 kg�m2

D 10

Dq 0.001

fs 5 kHz

Kpwm
ffiffiffi
2

p
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Under the condition of simulation 1, when the improved control strategy is not
adopted, the grid-connected current waveform and the A-phase current harmonic
analysis are shown in Fig. 16. The grid-connected current THD is as high as
11.97%, which is greater than the national grid-connected standard.

Under the condition of simulation 1, after using the improved strategy proposed
in this paper, the grid-connected current waveform and phase-A current harmonic
analysis are shown in Fig. 17. The total THD of the grid-connected current dropped
to 1.81%, which is in line with the grid-connected standard, and at the same time,
the harmonic content was lower than the harmonic content of the simulation results
in literature [36].

In order to verify that the improved control strategy proposed in this paper is not
only effective for specific order harmonics [35], but has the suppression effect on all
harmonics in the full frequency domain, setting up simulation condition 2: the grid
voltage contains 5% of the 5th harmonic and 7th harmonic, 3% of the 11th har-
monic and 13th harmonic, 2% of the 23th harmonic and 25th harmonic. At this
time, the waveform of the grid voltage is shown in Fig. 18a, and the harmonic
analysis is shown in Fig. 18b. The total harmonic distortion rate of the grid voltage
is 8.80%.
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Fig. 16 Simulation 1: Simulation results without improved control strategy
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Under the condition of simulation 2, when the improved control strategy is not
adopted, the grid-connected current waveform and the A-phase current harmonic
analysis are shown in Fig. 19. The grid-connected current THD is as high as
12.51%, which is much larger than the national grid-connected standard.
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Fig. 17 Simulation 1: Simulation results with improved control strategy
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Fig. 18 Simulation 2: Voltage waveform and harmonic analysis of grid
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Fig. 19 Simulation 2: Simulation results without improved control strategy
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Under the condition of simulation 2, after the improved strategy proposed in this
paper, the grid-connected current waveform and phase-A current harmonic analysis
are shown in Fig. 20. The total THD of the grid-connected current dropped to
2.56%, which is in line with the grid-connected standard.

In order to verify the dynamic response performance of the improved control
strategy, the active power command value is abruptly changed from 5 to 8 kW at
0.3 s, and the reactive power command value is abrupt from 0 to 1 kvar. At this
time, the power simulation result and the grid-connected current waveform are
shown in Fig. 21.

It can be seen from Fig. 21a, b that when the active power and the reactive
power are abrupt, the grid-connected current has a faster response speed, and the
harmonics of the grid-connected current can still be well suppressed in the dynamic
change process of the power mutation.

Combined with the above simulation results, it can be seen that under the
condition that the grid voltage contains harmonics and the power variation, the
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Fig. 20 Simulation 2: Simulation results with improved control strategy
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improved method in the VSG control strategy can suppress the grid-connected
current harmonics to a large extent, which proves the correctness and effectiveness
of the work done in this paper from the perspective of simulation.

4.2 Experimental Results

In order to further verify the correctness and effectiveness of the proposed control
method, an experimental platform based on DSP control board is built. The core
controller adopts TMS320F28335 of TI company, and the IGBT adopts
BSM50GB120DLC of infineon. The condition of experimental 1 is the same as the
simulation 1, and the condition of experimental 2 is the same as the simulation two.
Under the condition of experiment 2.

Figures 22 and 23 respectively show the experimental results obtained before
and after the improvement under the grid voltage of the condition of experimental
one. Comparing Figs. 22a and 23a, it can be seen that under the condition of
harmonic distortion of the power grid, the grid current waveform distortion is very
serious if the improved control method is not adopted, while the grid-connected
current waveform is obviously improved when the improved control method is
adopted. It can be seen from Figs. 22b and 23b that the grid-connected current
harmonic distortion rate is reduced from 12.233 to 2.229% with the improved
control strategy.

Figures 24 and 25 respectively show the experimental results obtained before
and after the improvement under the grid voltage of the condition of experimental
2. Comparing Figs. 24a and 25a, it can be seen that under the condition of harmonic
distortion of the power grid, the grid current waveform distortion is very serious if
the improved control method is not adopted, while the grid-connected current
waveform is obviously improved when the improved control method is adopted. It
can be seen from Figs. 24b and 25b that the grid-connected current harmonic
distortion rate is reduced from 13.369 to 3.189% with the improved control
strategy.

When the active power and reactive power are abrupt, the experimental results of
the output power and the three-phase grid-connected current are shown in Fig. 26.
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Fig. 22 Experiments 1: Experimental results without the improved control strategy
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Fig. 23 Experiments 1: Experimental results with the improved control strategy
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Fig. 24 Experiments 2: Experimental results without the improved control strategy
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As can be seen from Fig. 26, during the dynamic power change process, the
grid-connected current tends to be stable in one cycle, and the current harmonics
can be well suppressed. The experimental results show that the improved VSG
control strategy for grid harmonics can effectively suppress the harmonic compo-
nents of grid-connected current and improve the grid-connected power quality.

5 Conclusion

In order to deal with the working conditions of harmonics in the power grid, the
VSG control strategy is improved in this paper. The improved method based on
double second-order generalized integral is used to extract the fundamental positive
sequence component of the grid voltage measurement value, which is used to
improve the inductance current reference value. On this basis, replaces the differ-
ential operation required for the full feed-forward control process of the grid voltage
with the inertial integral link and selects the corresponding current regulator to
achieve current tracking, thus eliminating the influence of grid voltage harmonics
on the grid-connected current. The feasibility of the proposed control strategy is
verified by simulation and experimental results, and the following conclusions are
obtained.

(1) The improved method based on double second-order generalized integral is
used to extract the fundamental positive sequence component of the grid
voltage measurement value, which greatly reduces the harmonic component of
the inductance current reference value.

(2) The differential operation needed in the full feedforward control process of grid
voltage is replaced by the inertial integral link, which eliminates the additional
harmonic components that may be introduced in the differential link and does
not affect the response time of the system.
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Study and Application of the Integrated
Energy Management and Service
System

Zheng Tao, Dai Zemei, Cao Jing, Chi Yawei and Xu Wei

Abstract The expansion of business management and outward service of new
market participants, for example integrated energy service corporations, results in
the increasing demand for developing the integrated energy management and ser-
vice system. By analyzing the business feature of integrated energy, a compre-
hensive system architecture, which features distributed self-control, centralized
coordination, hierarchical operation and bidirectional interaction, is proposed to
match the characteristics of multi-type, multi-operator, multi-customer and
multi-service requirement of IES. Core techniques including comprehensive steady
energy-flow model, IES comprehensive decision-making based on hierarchical
analysis were studied. The effectiveness, applicability and functional completeness
of the proposed system architecture are demonstrated by its successful application
in practical projects such as Tongli Project.

Keywords Integrated energy system (IES) � Smart grid � Energy internet � System
architecture � NIES5000 platform

1 Introduction

Energy is an important and decisive factor in economic and social development.
There exists various types of energy systems in industry production and human life,
such as electricity, natural gas, heat and cold. Different kinds of energy have their
own advantages, meanwhile they can be replaced by or transformed into each other.
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Therefore, people have recently proposed the Energy Internet (EI) [1–6] based on
the smart grid. To catch up with the rapid advancement of China’s power system
reform, traditional energy companies, such as State Grid, China Southern Power
Grid, and ENN Group, have expanded their business scope from single energy
supply to integrated energy service. The appearance of new market entities such as
electricity suppliers for incremental distribution network, and integrated energy
service providers, brings changes to the energy supply methods and consumption
patterns. New forms of integrated energy services are created to meet the increasing
demand for energy management, optimal control and value-added services for
integrated energy, which plays an important role in improving energy utilization
efficiency, optimizing energy structure, and promoting the competition and coop-
eration. The power grid is the core to integrated energy system (IES), because
electricity is much easier to be transported, converted and used, compared to other
forms of energy. Before the establishment of the IES, the smart grid has been fully
developed, which can provide a great demonstration and reference for the devel-
opment of IESs.

The IES has received worldwide attention [7], with lots of studies carried out
focusing on its overall structure. The American National Renewable Energy
Laboratory (NERL) proposes the Electricity Distribution Bus (REDB) approach to
connect the energy layer, device layer, simulating test layer, monitoring and data
acquisition layers [8, 9]. Professor Pasquale Andriani et al. proposed a basic
architecture for the Future Smart Energy Internet Project (FINSENY) consisting of
the smart energy application layer, intelligent energy information communication
technology (ICT) layer and user layer [10, 11]. Professor Hongbin Sun’s group
from Tsinghua University draws on the concept of smart grid EMS family [12],
pointing out that the basic structure of energy Internet consists of two layers:
“Internet-like energy system” and “Internet plus”. To adapt to the requirements of
multi-agent management, they proposed the multi-energy EMS family concept and
distributed architecture. Energy management can be achieved through
self-discipline and synergy among the family members [13]. Professor Tao Zhang
of National University of Defense Technology proposed a hierarchical controlling
architecture, which is suitable for the energy management systems (EMS) of energy
Internet [14]. Based on the construction of Beijing Yanqing Smart Grid Innovation
Demonstration, Renle Huang, from Beijing Electric Power Company, designed a
fundamental structure for energy Internet, containing energy production and con-
sumption layer, energy transmission layer, big data platform layer for integrated
energy management, and application layer [15].

The architecture researches on integrated energy management systems men-
tioned above are mainly focused on the management and controlling optimization
for integrated energy, with low correlation to smart grid and weak support for the
development and interactivity for integrated energy services. Some investigations
only proposed the ideas or concepts on architectural level, lacking of various
projects verification for the practicality of the architectures.

In the present work, an overall architecture system, with smart grid as the core, is
proposed for integrated energy management and service system (IEMSS), based on
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the analysis of the characteristics of IES. We analyzes the key technologies of
integrated modeling for steady energy-flow, joint dispatch and comprehensive
decision making. Furthermore, the integrated energy management and service
system NIES5000 was developed based on the proposed system and key tech-
nologies. Its feasibility, flexibility and integrity has been validated by the successful
application practice in several domestic projects.

2 The Overall Architecture of IEMSS

The conventional micro-grid EMSs often employ the centralized structure of “in-
formation and decision-making concentration” [16], which is mature enough to meet
the requirements of safe and economic operation. However, with the appearance of
IESs, the conventional micro-grid EMSs can no longer meet the requirements of
monitoring, coordinated optimization and scheduling of multiple energy sources.
Therefore, based on the “architectural characteristics of hierarchy” [17], a new
architecture of EMS is proposed in present work, considering the business charac-
teristics of the IES. Characterized as “distribution self-discipline, centralized coor-
dination, hierarchical partitioning, two-way interaction”, this architectural is divided
into five layers from bottom to top, as shown in Fig. 1, including distributed
self-discipline user layer, energy internet layer, partition management area layer,
collaborative management center layer, and supply and demand interactive service
layer.

Fig. 1 The overall architecture of integrated energy management and service system
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(1) Distributed self-discipline user layer. Industrial enterprises, commercial
complexes, residential communities and other users as well as regional energy
stations are usually energy sub-grids which contains heterogeneous energy
sources such as electricity, water, gas, heat and cold. In order to achieve higher
economic or environmental benefits, the subnet can be connected to the
superior IEMSS of the upper level as an energy node, which is helpful to give
full play to the adjusting ability of the controllable resources in the subnet.

(2) Energy internet layer. This layer consists of energy transmission and distri-
bution network, information Internet, and externally accessible energy man-
agement system for electricity, water, gas, heat, etc. By means of the
information Internet, the energy subnets physically distributed in each user
station form a logical centralized energy information network, where each
insider user can share the adjustable resources and exchange energy informa-
tion. The energy transmission and distribution network is the carrier of energy
flow. Therefore, the access of various energy management systems, which is
the foundation of multi-user energy optimization, can realize the interaction and
integration of various energy operation and measurement data.

(3) Partition management area layer. As a resource allocation center for rapid
response to energy services in IEMSS, this layer usually has one or more
sub-centers, depending on the requirements of fragment management for energy
service. The regional sub-center can be merged with the cloud center if there is
no requirement for fragmentation management.

(4) Collaborative management center layer. As a supervision and scheduling
center for IEMSS, this layer exchanges data through standardized interfaces
with third-party systems. It is in charge of the centralized control and service
allocation for regional sub-centers or user stations.

(5) Supply and demand interactive service layer. As the supporting layer for the
information release and service interaction of the IEMSS, this layer allows
operators to dispatch regulatory services of the energy information network,
such as monitoring, optimization, measurement, billing and transaction, to
schedule service personnel as well as competitive service including analysis,
evaluation and emergency maintenance. Industrial users, resident users, gov-
ernment and other associated users could enjoy online services through web
pages and APPs.

Compared with the energy management system of conventional micro-grid, the
IEMSS proposed in this paper has the following characteristics:

(1) Integrated Platform. The IEMSS provides an integrated support platform to
achieve integrated modeling for multi-energy & multi-service, integrated
acquisition and processing of multi-data, integrated management of multi-user,
multi-service integration and integration display for multi-application.

(2) Flexible deployment. The IEMSS provides different choices from small scale
to large scale, which can be deployed separately or in a cloud environment and
adapt to different security level requirements. This IEMSS could satisfy the
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increasing demand from the user group in different stages of the business
development, and could also take into account the needs of all participants to
build the system.

(3) Interaction of supply and demand. The IEMSS provides an interface for the
interaction between service provider and demander. The two parties can share
information, energy and value through the system, which improves user par-
ticipation and system stickiness.

3 Functional Design of Energy Management System
for Integrated Energy

The conventional micro-grid EMS system usually targets at the safe and economic
operation of the grid. It only needs to optimize the electricity dispatching with
simple target and few constraints. While the IEMSS needs to ensure the safety and
stability of the multi-energy system, under the constraints of operation, node bal-
ance, coupling, etc. It also needs to consider the overall efficiency, the absorption
rate of green energy, and the pollutant. Therefore, compared with conventional
micro-grid EMS system, IEMSS needs to integrate more complex functions.

Similar to the typical cloud computing architecture, the IEMSS contains three
layers: infrastructure services (IaaS), platform service (PaaS), and software service
(SaaS), as shown in Fig. 2.

Fig. 2 Software architecture of IES
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The IaaS layer provides virtualized computing, storage, and networking
resources. The PaaS layer provides an online operating environment that supports
the application’s operation. The SaaS layer is the core of the IEMSS, providing
users with a variety of application services, including the following categories:

(1) Energy monitoring application. The SaaS layer collects the information of
various energy to maintain the balance between supply and the demand of
integrated energy, guarantee the normal operation of pipe network and equip-
ment, interact with other applications like maintenance and repairing.

(2) Coordinated optimization application. Various adjustable and controllable
resources, such as the triple supply of cold, heat and electricity, distributed
power, energy storage, charging piles, can be optimized and scheduled in three
aspects: equipment operation, energy subnet operation, and complementation of
regional multi-energy, resulting in scientific allocation and orderly use of
energy, and improvement on energy efficiency.

(3) Measurement analysis application. Through the centralized collection and
processing of measurements of integrated energy supply, the customer’s overall
and subordinate units are analyzed in terms of energy consumption, efficiency
and cost, to provide data support for comparative analysis of optimization
effects of energy optimized applications, statistical data release for energy
service applications, analysis of energy saving potential, and consultation on
energy conservation retrofits.

(4) Transaction clearing application. For the users trading outsourced energy or
requiring self-management management, the SaaS layer allows them to pur-
chase or sell energy in one-stop manner. It supports various energy trading
modes such as protocol price and open bidding, guaranteeing a safe, open, fair,
and efficient energy trading market.

(5) Maintenance and repair application. It provides GIS-based visual operation
and APP-based mobile maintenance for cold heat and electricity systems. The
whole process of various operation and maintenance services is managed in a
standard and closed-loop way, ensuring the safe, reliable and efficient operation
of the system. It also provides a fast, accurate and efficient cooperation
mechanism for the user-side energy maintenance business.

(6) Energy service application. The industry and regional energy statistics are
released through the online hall, which can provide users with comprehensive,
one-stop, and diversified services, including consulting, query, withholding,
payment, rapid repairing, maintenance, custody, energy-saving diagnosis,
equipment transformation, and energy efficiency assessment.
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4 Key Technology

4.1 Steady-State Energy-Flow Modeling Technology
for Integrated Energy

In order to accurately describe the operation mechanism of IES for multi-energy
type, a comprehensive energy integrative model is established in present work by
combining different energy subsystem models and interface conversion equations,
providing a base model for multi-energy complementary and schedule optimization.

(1) Energy subsystem model. The electricity, gas and heat subs-models of inte-
grated energy characterize the distribution of steady energy-flow of different
energy systems in the subsystem, including the electromagnetic model with the
tide equation reflecting the voltage and power distribution in power system, as
well as the thermodynamic and hydrodynamic models reflecting distributions of
temperature, pressure, flow rate, and other physical quantity in the heat, gas, or
other fluid systems. As shown in Fig. 3, the steady-state distribution of the
subsystem in each group of models can be represented by algebraic equations.
In Fig. 3, Se, Pe, Qe, Ue, Ie, Y represent separately the apparent power, active
power, reactive power, voltage, current and admittance matrix in power system;
Ph is thermal energy, Cp is heat coefficient, Ah is association matrix of heat
network, vhm is mass flow rate of heat network, Tin, Tout are the supply/return
temperature of water or vapor in heat network, Pg is the gas horsepower, Vgin is
inlet flow of power consumption equipment, a is the index for gas flow, gg is
energy conversion efficiency, Pin, Pout are inlet/outlet pressure of power con-
sumption equipment, Ein, Eout are inlet/outlet energy of energy conversion
equipment, H is conversion efficiency, � represents Hadamard.

(2) Conversion interface model. The conversion interface model describes the
conversion of steady energy flows between different energy systems,

Fig. 3 Integrative model of steady-state energy flow in IES
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correlating and coupling different energy systems. The conversion relationship
between heterogeneous energy can be represented by an energy hub. In the
energy hub model, a conversion efficiency matrix that characterizes the overall
energy input to output relationship can be obtained by establishing the con-
version coefficients between inputs and outputs for each energy.

(3) Integrated model. The integrated model can solve the steady energy flow of
different energy subsystems under coupled conditions, providing the opti-
mization base model for multi-energy joint scheduling. Firstly, the energy
subsystem are integrated with the conversion interface model, and then the
input and output energy at the interface are corrected by using conversion
interface model and substituted into the corresponding energy subsystem.
Finally, the steady-state energy-flow will be solved by using the nonlinear
equation solving algorithm (such as the method of Newton-Raphson [18]. As
shown in Fig. 3, the steady-state energy-flow integrative model for the inte-
grated energy can exactly reflect the energy balance of the multiple energy-flow
subsystem, and help to analyze the interaction between the steady-state
energy-flows of the multi-energy system under equilibrium conditions.

4.2 Comprehensive Decision Technology for Integrated
Energy Based on Hierarchical Analysis

In order to evaluate the service quality provided by IES to the multi-service objects
and assess the overall operation quality of multi-service demand system, it is
necessary to evaluate the effect of optimization scheduling on integrated energy
through online evaluation and subsequent statistics. Therefore, this paper estab-
lishes the evaluation indicators that reflect different management and service per-
formance, and then establishes the priority order of different evaluation indicators
by using the method of Analytic Hierarchy Process (AHP). This set of indicators
can provide comprehensive decision-making information for the dispatcher and
other management personnel to determine the scheduling effect.

(1) Evaluation indicators for integrated energy. Based on previous research [19,
20], an evaluation index system for the IEMSS, as shown in Table 1, is
established by referring to development experience of NIES5000 system. They
are indispensable for the subsequent evaluation of the operational effects of the
IES.

(2) Comprehensive decision based on hierarchical analysis. For the evaluation
system including multiple indicators as shown in Table 1, it is necessary to
establish the priority of different indicators in the decision-making process to
facilitate the decision-making of dispatchers. Firstly, the decision weights of
different second-class indicators are established by using the AHP method [32].
Then, after normalizing each index value and the corresponding decision
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weights, the weighted sum of the system comprehensive indicators is obtained
to measure the overall optimization scheduling effect of the system. As shown
in Fig. 4, xj and Pj represent the weight coefficient and the evaluation value of
the jth index, v is the comprehensive evaluation value.

5 Applications

According to the architecture system and key technologies proposed in present
work, the author’s team developed NIES5000, the management and service system
for integrated energy system, which has been initially applied in several projects
such as Tongli project. Based on the application of these projects, the following
conclusions can be drawn:

Table 1 Evaluation system of IES

First
class

Safety Economy High quality Environmentally
friendliness

Second
class

Load rate of
pipeline/
network

Unit cost for
energy supply

Qualified rate of
energy supply

Amount of energy
saving and emission
reduction

Failure rate of
key equipment

Average cost for
equipment
maintenance

Energy
complementarity

Substitution rate for
electricity

N−1 pass rate
of equipment

Energy efficiency
for integrated
energy

Coefficient of
valley to peak

Electrification rate of
renewable energy

Average time
for incident
recovery

Energy
self-sufficiency

The complaint rate
of users in recent
7 days

Local absorption rate
of new energy

Fig. 4 Diagram of AHP-based comprehensive decision
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(1) For different types of projects (park users, integrated energy suppliers, incre-
mental placement companies), the architecture proposed in present paper can
satisfy the requirements.

(2) The architecture proposed here can provide flexible architecture for the different
characteristics of various projects and specific individual demands. For exam-
ple, small- and medium-sized projects at the industrial park can be deployed as
first level. Large and medium-sized projects such as distribution power com-
panies and integrated energy service providers can be deployed at multiple
levels. Private deployment and Internet deployment can be flexibly selected
based on service range and mode. Security zone and Internet zone can be
combined flexibly according to the asset property and security requirements.

(3) The architecture proposed in this paper can provide a complete range of ser-
vices. The service covers both regulated and competitive services, and can
consider the local application of the user layer and the global application of the
regional layer and the central layer.

6 Conclusion

This paper expands the concept of “horizontal integration, vertical penetration, and
safety division” of the smart grid control system D5000, proposing an architecture
system of “distribution self-discipline, centralized coordination, hierarchical parti-
tioning, two-way interaction”. Several key technologies for integrated energy
management and service system are put forward including steady-state energy-flow
integrated modeling and comprehensive decision-making based on hierarchical
analysis. As a results, the comprehensive energy management and service system
NIES5000 was developed, whose application in Project Tongli and others verified
the flexibility, integrity and feasibility of the proposed key architecture and the
ability to meet the overall needs of the service.

In addition, as a new technical direction, the integrated energy management and
service system just start to develop. Therefore, there is still a lot of research and
construction needs to be carried out, such as the online planning, online simulation
for integrated energy, which has not been discussed within this paper.
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Energy Storage System Investment
Decision Based on Internal Rate
of Return

Jincheng Wu, Shufeng Dong, Chengsi Xu, Ronglei Liu, Wenbo Wang
and Yuanyun Dong

Abstract The continuous integration of new energy sources has aggravated the
fluctuation of power load in power systems. In recent years, the rapid development
of energy storage technology has matched the demand for the balance of supply and
demand of power load. At the same time, the peak and valley electricity price policy
of power system makes it possible for the investor to make a profit with the
investment of building energy storage systems. So it is necessary to plan the
construction of the energy storage system from the perspective of investor. Based
on the internal rate of return of investment, considering the various financial details
such as annual income, backup electricity income, loan cost, income tax, etc., this
paper establishes a net cash flow model for energy storage system investment, and
uses particle swarm optimization algorithm based on hybridization and Gaussian
mutation to get the energy storage capacity that maximizes the internal rate of return
of the investment. And this internal rate of return is compared with the set internal
rate of return of the investment to determine whether the energy storage system is
worth building. The paper illustrates the effectiveness of the investment planning
model through the planning process of two users.

Keywords Energy storage � Internal rate of return � Investment decision �
Hybridization and Gaussian mutation

1 Introduction

Large-scale grid connection of new energy sources increases the volatility and
randomness of the power system, which aggravates the load imbalance between the
power supply and demand, and affects the stability of the power system [1]. In order
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to alleviate this problem through market means, the grid has proposed the
peak-to-valley electricity price policy and the power plant assessment and com-
pensation rules. However, due to the uncertainty of the user side power con-
sumption and the limitation of the power generation side output regulation
technology, this problem has not been properly solved.

In recent years, the vigorous development of energy storage technology has
brought a glimmer of life to the solution of this problem. The energy storage system
has a fast power regulation speed and can respond quickly to the command. It can
be used to assist the power plant to perform frequency modulation on the power
generation side, as well as cut peaks and fill the valley on the user side. However,
due to the current high cost and limited operating life of energy storage devices, it is
difficult to be widely promoted. Therefore, the application of energy storage sys-
tems in power systems requires feasibility studies. The Ref. [2] investigates and
analyzes the application status of megawatt-scale energy storage FM projects at
home and abroad, and makes recommendations about how to promote the com-
mercialization of China’s energy storage FM from three perspectives: policy
makers, market participants and dispatching agencies. In Ref. [3], a real-time
modified optimization control strategy of battery based on dynamic programming is
proposed. In Ref. [4] a linear programming model is applied under the target, and a
modeling method for optimally configuring the capacity of different AGC power
supplies is proposed. In Ref. [5], an initial power command allocation method
considering the unit’s climbing rate limit is designed, and its effectiveness is proved
by simulation experiments. In Ref. [6], the method of analyzing the high frequency
and low-frequency modulation requirements by discrete Fourier transform is used
to quantitatively analyze the proportion of high-frequency components in the whole
system. Most of the research done in the above references require major changes to
the unit’s output plan of the existing power plant and less combined with the
existing frequency modulation policy and the benefits of building an energy storage
system from the perspective of the power plant.

Reference [7] studies the charging and discharging strategy and the optimal
capacity allocation calculation method of the hybrid energy storage device com-
bined with the traditional unit participating in the automatic power generation
control (AGC). Based on the interpretation of the “two rules” of East China Power
Grid, Ref. [8] proposes multiple energy storage and discharge strategies for the
assessment indicators of the power grid, considering the impact of frequent actions
on life and establishing an objective function related to energy storage economy.
Reference [9] proposes a response characteristic model that includes actual energy
storage, translatable load, transferable load, and load reduction. The double-layer
optimization architecture is used to solve the joint planning problem of energy
storage resources and distributed power sources. Reference [10] proposes an
effective increase of the regulation resources of the distribution network system
through the controllable load, significantly reducing the fixed energy storage con-
figuration capacity and reducing the operating cost of the system. Reference [11]
proposed a microgrid energy storage capacity optimization model that takes into
account both the economic operation of the system and battery life. The method
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proposed in the above references combined with the grid policy to carry out
technical and economic planning from the perspective of the power generation side
has certain practical guiding significance, but does not consider the financial details
in the investment process of the energy storage system. These financial expenses
include output tax, value-added tax, income tax, loan interest, etc., which account
for a large part of the annual cash flow and need to be taken into account in the
planning of energy storage systems.

From the perspective of investors, this paper takes the peak-valley spread as the
main source of income, considers a series of financial details and constraints of
energy storage equipment, electricity price policy and financial cost, and makes
investment decisions with the objective of maximizing the internal rate of return of
investors. Under the condition, the capacity planning model of the energy storage
system is constructed, and the optimal solution of the plan is obtained by the
particle swarm optimization algorithm based on hybridization and Gaussian
mutation.

2 Energy Storage System Net Cash Flow Model

2.1 Energy Storage System Cash Inflow Model

The cash inflow sources of the user-side energy storage system include the backup
electricity income, the peak-to-valley electricity price difference, and the saving
capacity fee, etc. The most important source is the peak-to-valley electricity price
difference, which means the storage system is discharged during the peak electricity
consumption period and is used during the electricity low period.

The annual income of peak-to-valley electricity price difference in a certain year
is calculated as follows:

Dm ¼ S� dm ð1Þ

FDm ¼ Dm � TDm1 � P1 þ TDm2 � P2 þ TDm3 � P3 þ TDm4 � P4ð Þ=TDmtotal ð2Þ

Cm ¼ Dm= gb � gups � 1� dð Þ� � ð3Þ

FCm ¼ Cm � TCm1 � P1 þ TCm2 � P2 þ TCm3 � P3 þ TCm4 � P4ð Þ=TCmtotal ð4Þ

FY ¼
X

FDm �
X

FCm ð5Þ

Dm means discharged electricity for the m-th cycle of the year, S means system
design capacity, dm means depth of discharge for the m-th cycle, FDm means
electricity charge for the m-th cycle discharge, TDm1 means the m-th cycle low
valley discharge duration, TDm2 means the m-th cycle flat section discharge dura-
tion, TDm3 means the height discharge time of the m-th cycle, TDm4 means the m-th
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cycle peak discharge duration, TDmtotal means total length of the m-th cycle dis-
charge, P1 means low valley electricity price, P2 means flat price, P3 means height
electricity price, P4 means peak electricity price. FCm means the m-th cycle
charging electricity fee, TCm1 means the m-th cycle low valley charging time, TCm2
means the charging time of the m-th cycle flat section, TCm3 means the height
charging time of the m-th cycle, TCm4 means the peak charging time of the m-th
cycle, TCmtotal the total duration of charging for the m-th cycle, gb means battery
charge and discharge efficiency, gups means UPS efficiency, d means line loss rate,
FY means annual income of electricity.

The i-year cash inflow model of the energy storage system is shown in (6):

Cin i ¼ FYi þFSi þFCi þFOi þFassetð Þ ð6Þ

Cin_i means the cash inflow of i-th year, FYi means the income of i-th year, FSi

means electricity backup income. It comes from the compensation for improving
the reliability of power supply. FCi means the fee from saving capacity of i-th year,
FOi means the i-year operating fee income, Fasset means residual value of energy
storage system assets after the life cycle, and it is only taken into account when
calculating the cash inflow for the last year.

2.2 Energy Storage System Cash Outflow Model

The cash outflow during the investment and operation of the user side energy
storage system includes pre-investment expenses, site rental fees, labor costs, spare
parts costs, maintenance materials, insurance, travel expenses, daily business
expenses, general sales and management expenses, and value-added Taxes, etc.

The cash outflow of the energy storage system for the 0th year can be calculated
according to formula (7):

Cout 0 ¼ Fd þFc0 þFb þFt þFcon ð7Þ

Cout_0 is the cash outflow of the 0-th year; Fd is the equipment and engineering
investment cost, including battery system cost, supporting system cost, system
integration cost, engineering investment cost; Fc0 is the total amount of upfront
expense; Fb is the business cost; Ft is service fee for winning the bid; Fcon is the
construction period fee.

The i-year cash outflow of the energy storage system can be calculated according
to formula (8):

Cout i ¼Frent i þFlabor i þFspare i þFm i þFins i þFtra i

þFdb i þFsm i þFvat i þFsur i þFtax i þFother i
ð8Þ

152 J. Wu et al.



Cout_i is the i-year cash outflow, Frent_i is the i-year venue rental fee, Flabor_i is
the i-year labor cost, Fspare_i is the i-year spare parts fee, Fm_i is the i-year main-
tenance material fee, and Fins_i is the i-year insurance premium Ftra_i is the travel
fee for the i-year, Fdb_i is the daily business fee for the i-year, Fsm_i is the general
sales and management fee for the i-year, Fvat_i is the value-added tax for the i-year,
Fsur_i is the value-added tax for the i-year, Ftax_i is the first i-year loan income with
fees, Fother_i is other expenses for the i-year.

Therefore, the calculation formula for the net cash inflow of the energy storage
system in the i-year is:

Ci ¼ Cin i � Cout i ð9Þ

2.3 Internal Rate of Return

Internal rate of return (IRR) [12] refers to the rate of return that project investment is
expected to achieve. Essentially, it is the discount rate that enables the project’s net
present value to be equal to zero. That is, in the case of considering the time value,
the present value of the cash flow generated by an investment in the future is
exactly equal to the return rate of the investment cost.

The internal rate of return is a basic indicator of the economic performance of the
project. Refers to the discount rate of the current value of the net cash flow of each
year during the construction and production service period. This analysis method
considers the time value of money and can measure the profitability of each
scheme, so it is one of the important methods of investment forecast analysis.

It is the rate of return that an investment is eager to achieve, and the bigger the
indicator, the better. In general, the project is feasible when the internal rate of
return is greater than or equal to the benchmark rate of return. The sum of the
discounted value of the cash flow of each year of the investment project is the net
present value of the project, and the discount rate when the net present value is zero
is the internal rate of return of the project.

The advantage of the internal rate of return method is that it can link the income
of the project life to its total investment, point out the profit rate of the project, and
compare it with the benchmark investment return rate of the industry to determine
whether the project is worth building.

The internal rate of return is the present value of the cash flow generated by an
investment in the future, considering the time value of the investment. It is just
equal to the discount rate of the investment cost. Generally speaking, the higher the
internal rate of return, the more you invest. The cost is relatively small, but the
benefits are relatively large.
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Internal rate of return (IRR) can be calculated according to Eq. (10):

�Cout 0 þ C1= 1þ IRRð ÞþC2= 1þ IRRð Þ2 þC3= 1þ IRRð Þ3 þ � � �CN= 1þ IRRð ÞN
h i

¼ 0

ð10Þ

N is the engineering life cycle, Ci is the net cash inflow of the energy storage system
in the i-year.

2.4 Planning Path

Figure 1 is a flow chart for the calculation of internal investment yield. The input
part of the figure includes financial information such as charge and discharge
demand, electricity price at each time period, loan ratio, loan interest rate, battery
life, battery purchase cost, etc. The process ① indicates that the cash inflow per
year is calculated according to formulas (1)–(6). The process ② indicates that the
cash outflow for each year is calculated according to the formulas (7) and (8), and
the process ③ represents the calculation of the net cash inflow for each year
according to the formula (9). The process ④ represents the internal investment
yield in the case where the energy storage design capacity is calculated according to
the formula (10).

In the whole planning process, only the energy storage capacity is a variable, and
finally a capacity value that maximizes the internal rate of return is obtained, and
the internal rate of return is compared with the internal rate of return threshold. If it
is higher than this threshold, it means the investment is feasible and constructed
using the obtained capacity value. If it is lower than this threshold, this investment
plan is not feasible and needs to be planned separately.

Fig. 1 Internal rate of return
calculation flow chart
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3 Particle Swarm Optimization Algorithm Based
on Hybridization and Gaussian Mutation

The particle swarm optimization algorithm [13, 14] is essentially a random search
algorithm, which is suitable for optimization in dynamic and multi-objective
optimization environments. Compared with traditional optimization algorithms, it
has faster calculation speed and better global search ability.

In a D-dimensional target search space, there are N particles forming a group,
where the i-th particle is represented as a D-dimensional vector:

Xi ¼ xi1; xi2; xi3; . . .xiDð Þ; i ¼ 1; 2. . .N ð11Þ

The velocity of the i-th particle is also a D-dimensional vector, which is written as:

Vi ¼ vi1; vi2; vi3; . . .viDð Þ; i ¼ 1; 2. . .N ð12Þ

The optimal position that the i-th particle has searched so far is called the individual
extremum, which is written as:

pbest ¼ pi1; pi2; pi3; . . .piDð Þ; i ¼ 1; 2. . .N ð13Þ

The optimal position searched by the entire particle swarm so far is the global
extremum, which is written as:

gbest ¼ g1; g2; g3; . . .gDð Þ ð14Þ

After finding the two optimal values, the particles update their speed and position
according to Eqs. (15) and (16).

vij tþ 1ð Þ ¼ vij tð Þþ c1r1 tð Þ � pij tð Þ � xij tð Þ
� �þ c2r2 tð Þ � pgj tð Þ � xij tð Þ

� � ð15Þ

xij tþ 1ð Þ ¼ xij tð Þþ vij tþ 1ð Þ ð16Þ

c1 and c2 are learning factors; r1 and r2 are uniform random numbers in the range
[0,1]; vij 2 [−vmax, vmax], and vmax is the speed of the limiting particles. r1 and r2
are random numbers between 0 and 1, reflecting the randomness of particle
changes. The right side of the Eq. (21) consists of three parts: the first part repre-
sents the tendency of the particle to maintain its previous speed; the second part
represents the tendency of the particle to approach its best historical position; the
third part represents the approach of the particle to the best position of the group
history.

The particle swarm optimization algorithm searches for spatial optimal solutions
by cooperating and competing with each other.

In order to better develop the detection capability of the particle swarm algo-
rithm, the Ref. [15] introduces inertia weights.
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x ¼ xmax � k xmax � xminð Þ
itermax

ð17Þ

xmax is the initial weight, xmin is the final weight, itermax is the maximum number
of iterations, k is the current number of iterations.

So Eq. (15) is updated to:

vij tþ 1ð Þ ¼ xvij tð Þþ c1r1 tð Þ � pij tð Þ � xij tð Þ
� �þ c2r2 tð Þ � pgj tð Þ � xij tð Þ

� � ð18Þ

When x is large, the chance that Vij is close to the global best and historical
advantage is small, and Vij will deviate from the current best, so that it is possible to
explore the best advantage. Therefore, the best method now used is x, which is a
method of decreasing iterations, that is, selecting a large x value at an early stage
and a smaller x value at the end. This is in line with the early exploration of the
ability of particles, and the need to maintain its convergence in the late stage, which
is currently the universally accepted standard particle swarm algorithm.

However, as the number of iterations increases, the optimal particle control will
gradually increase, resulting in a decline in the diversity of the whole particle
population, and the population is more likely to fall into local optimum. Therefore,
in order to increase the diversity of the population, a certain proportion of the
particles in the population are randomly hybridized to generate new particles,
thereby changing the direction and speed of the optimal particles, allowing them to
enter other regions for searching and discovering new individual extremum. The
hybridization process is defined as follows:

xchild1 ¼ pi � xparent1 þ 1� pið Þ � xparent2 ð19Þ

xchild2 ¼ pi � xparent2 þ 1� pið Þ � xparent1 ð20Þ

vchild1 ¼ vparent1 þ vparent2
vparent1 þ vparent2
�� �� vparent1

�� �� ð21Þ

vchild2 ¼ vparent1 þ vparent2
vparent1 þ vparent2
�� �� vparent2

�� �� ð22Þ

pi is a random variable between [0, 1].
Finally, the Ref. [16] proposes a Gaussian mutation method, and its validity is

illustrated by an example. The calculation formula is as follows:

mut xð Þ ¼ x� 1þ gaussian rð Þð Þ ð23Þ

r is set to be 0.1 times the length of the search space in one dimension, it’s good
exactly from experience obtained in some experiments.

156 J. Wu et al.



In summary, this paper adopts a particle swarm optimization algorithm based on
hybridization and Gaussian mutation to solve the net cash flow model of the energy
storage system. The process steps are as follows:

1. Randomly initialize the velocity and position of each particle in the population,
and set the historical optimality of the individual as the current position, and the
optimal individual in the group as the current global optimal;

2. Updating the inertia weight according to Eq. (17);
3. Updating the speed and position of each particle according to Eqs. (16) and

(18), respectively;
4. In each evolution of the generation, calculate the fitness function value of each

particle;
5. If the current fitness function value of the particle is better than its historical

optimal value, replace the historical optimal position of the individual with the
current position;

6. If the historical optimality of the particle is better than the global optimal, then
the global optimal will be replaced by the historical optimality of the particle;

7. Generating new particles and performing hybridization variation according to
formulas (19, 20, 21, 22 and 23);

8. It is judged whether the termination condition is satisfied, and if it is not sat-
isfied, the process proceeds to step 2, otherwise, the output result is ended.

4 Case Analysis

Due to the different regions of different users, the user’s load, regional electricity
price policy, and construction cost are also different, so it is impossible to invest in
the same way in different regions. Suppose now that we are considering building
energy storage systems for electricity customers in two different regions. The
investment internal rate of return threshold is set to 6%. If the final internal rate of
return of the investment is greater than 6%, the investment is feasible, and if not, the
investment is not feasible. The basic situation of the two users is shown in Tables 1
and 2.

Table 1 Basic situation of user 1

User 1

Load 4 MWh Peak price 1.5611

Loan ratio 50% Height price 1.0245

Lending rates 8% Flat price 0.667

Annual backup electricity return income 50,000 Low valley price 0.3706

Charge and discharge depth 80% Charge and discharge efficiency 90%
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The unit of electricity price in the above table is yuan/kWh, and the unit of the
income is yuan.

The steps of the entire energy storage system investment decision process are as
follows:

1. Establish a net cash inflow model for the energy storage system as described in
the second section above.

2. Randomly initialize the velocity and position of each particle in the particle
swarm, and set the optimal position of the individual history and the optimal
position of the group history.

3. Each particle fitness calculation process for each generation is shown in Fig. 1.
Calculate the annual net cash inflow based on the basic information entered and
the design capacity, and then calculate the internal rate of return, which is the
fitness value of the particle.

4. Using the particle swarm optimization algorithm based on hybridization and
Gaussian mutation described above to obtain the capacity value of the energy
storage system that maximizes the internal rate of return.

5. Compare the calculated internal rate of return of the investment with the
threshold of the internal rate of return of the investment. If it is greater than the
threshold, the investment is feasible. Less than the threshold indicates that the
investment needs to be further planned.

Through the above process, the result parameters of user 1 and user 2 are shown
in Tables 3 and 4.

Table 2 Basic situation of user 2

User 2

Load 12 MWh Peak price 1.0612

Loan ratio 77% Height price 0.9724

Lending rates 8% Flat price 0.667

Annual backup electricity return income 100,000 Low valley price 0.3706

Charge and discharge depth 90% Charge and discharge
efficiency

90%

Table 3 Energy storage planning result of user 1

User 1

Storage capacity 12 MWh IRR 9.91%

Energy storage battery system
investment

1520 Post-tax fixed assets formed after
investment

1451.18

Revenue sharing 118 Fixed asset input tax 225.73

Customer division 188 Annual depreciation of fixed assets 108.84

Electricity sharing 70.1 Upfront cost investment 79.37
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As can be seen from the above table, the optimal investment capacity of User 1
is 12 MWh, the internal rate of return is 9.91%, and the optimal investment
capacity of User 2 is 24 MWh and the internal investment return rate is 5.57%.
Investment is feasible based on User 1, and investment based on User 2 is not
feasible.

5 Conclusion

This paper proposes an investment decision-making method based on the invest-
ment internal rate of return to calculate annual cash inflow and cash outflow, which
takes into account various financial details, including various taxes, loan interest
rates, labor costs, operation and maintenance costs, site rental fees, etc. And using
particle swarm optimization algorithm based on hybridization and Gaussian
mutation to calculate the energy storage capacity value of the project’s life cycle to
maximize the internal rate of return of the investment. And comparing the internal
rate of return with the IRR of the same industry investment to guide investment
construction. The planning method is more closely related to the actual project,
closely related to the interests of the investors, and has a strong practical guiding
significance.
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Coordination Control Method
and Realization of Micro Grid
Synchronized Connection

Kuo Tan, Hai Wu, Guo Hu and Peng Jin

Abstract In recent years, with the large number of renewable energy connected,
the problems about intermittence and volatility of renewable energy grid-connected
have gradually emerged. Micro grid has flexible and controllable characteristics,
that’s the foundation for solving the grid-connected problem of distributed gener-
ation, also that’s the inevitable choice to solve the problem that the high proportion
of renewable energy connected to the grid. Compared with substations, the
requirement for synchronized connection of micro grids has changed greatly. This
paper introduces coordination control method of synchronized connection for micro
grids and application. It fully considers the characteristics of multi-operation modes
and load power fluctuation of micro grids, based on GOOSE (Generic Object
Oriented Substation Event) transmission mechanism, it realizes real-time adjust-
ment of voltage and mode switching through controlling energy storage devices. it
meets the application requirements of micro grid grid-connected, it also realizes
smooth connection of micro grid. The control device based on this method has been
successfully applied in the demonstration a national 863 project of Luxi Island
Micro grid.
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1 Introduction

In recent years, with the increasing tension of conventional energy supply, envi-
ronmental and energy issues have attracted great attention. Therefore, distributed
generation technology with low investment and low energy consumption has been
widely used in the world. In order to maximize the advantages of distributed
generation technology in economy, energy and environment, many countries have
incorporated construction of micro grid into the future power grid development
agenda [1–6]. In order to achieve smooth grid connection of micro grid and reduce
the impact of grid connection, how to realizing the coordinated control technology
of synchronization grid-connected has become a new problem in micro grid. At
present, the synchronization connection of micro grid is usually achieved by the
power electronic equipment adjusting and controlling the amplitude, frequency and
phase angle directly [7–9]. In time sequence, it is generally used to adjust the
frequency into the allowable range, and then to adjust the phase angle [10, 11].
However, this kind of method is complex and involves many links, and the different
frequency difference also has impact on the phase adjustment, it causes the poor
effect of synchronization grid-connected of coordinated control through power
electronic equipment directly [12]. In addition, the unbalanced load of micro grid
leads to three-phase unbalance and other power quality problems. Therefore, simply
judging the voltage synchronization on both sides of the grid-connected switch
without considering the power quality will result in excessive shock and other
problems, which can not meet the grid-connected requirement of micro grid
[13, 14].

This paper introduces a synchronized grid-connected method of coordinated
control for micro grid. Through pattern recognition and matching technology, it
solves the problems of grid-connected coordinated control caused by the diversi-
fication of operation status of micro grid; through on-line monitoring and prediction
technology of power quality, it solves the problem of excessive grid-connected
shock impact caused by unbalanced characteristics of micro grid through coordi-
nated control device. The coordinated control of the energy storage device realizes
the real-time voltage adjustment on the side of the micro grid. The device can
predict the closing point, it solves the problems of complex control caused by
frequency and phase adjustment through power electronic equipment directly.

In the process of grid-connected coordinated control in micro grid, it requires the
real-time communication between coordinated control device and energy storage
device. With the popularization and application of IEC 61850 standard in the field
of distribution automation, it will be an inevitable trend for micro grid communi-
cation to output synchronized adjustment information through the general
object-oriented substation event (GOOSE) data model [15–18]. Based on GOOSE
communication mechanism, the synchronized grid-connected coordinated control
method of micro grid takes the coordinated control device as auxiliary regulating
device, monitors and judges the voltage and power quality on both sides of the
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grid-connected point, and controls the energy storage device in real time through
GOOSE communication. Finally, it achieves the ideal grid-connected effect and
realizes smooth grid-connected.

2 Micro Grid System Structure

Micro grid is generally composed of micro-power (photovoltaic generator, wind-
mill generator, etc.), energy storage system (battery, super capacitor, etc.), load and
coordinated control device [19]. In this paper, The synchronized grid-connected
function of the micro grid is completed by the coordinated control device in the
micro grid. The typical Micro grid system structure is shown in Fig. 1.

The voltage on both sides of the grid-connected switch is connected and col-
lected to the coordinated control device through PT. The device processes and
calculates the sampling values to power quality prediction and logical judgment
when grid-connected synchronization, and collects the positions of the
grid-connected switches for operation pattern recognition and matching. When the
device receives the grid-connected command and the mode matching is successful,
it enters the judgment of grid-connected. If the grid-connected condition is satisfied
synchronization, the grid-connected operation can be completed by outputting the
closing pulse through the relay. When the condition of synchronization is not
satisfied, the synchronization order or GOOSE adjustment signal should be blocked
to the energy storage device for synchronization real-time adjustment according to
different conditions and wait for re-judgement. If the synchronization is not suc-
cessful within a limited time, the synchronization decision will be withdrawn after
timeout.

Fig. 1 The structure of micro grid
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3 Realization of Synchronized Grid-Connected
Coordinated Control Function in Micro Grid

Micro grid is different from substation. It has many characteristics, such as many
power and electronic equipments, large harmonic pollution, unbalanced three-phase
load, inconsistent transformers on both sides of grid-connected switch, long closing
time of switch and diversified operation status, and so on. The requirement for
synchronization becomes different too.

3.1 Implementation Scheme

This paper improves the existing synchronization grid-connected technology,
realizes automatic amplitude, phase angle compensation, on-line monitoring and
prediction of power quality, real-time voltage adjustment and synchronization
closing point prediction. Through the above technologies, the micro grid is
smoothly connected to the grid at the optimum angle, which minimizes the shock
impact, prolongs the service life of the power equipment, and improves the power
quality and stability of the grid. The synchronization process is shown in Fig. 2.

3.2 Identification and Matching of Operation Mode
of Micro Grid

The micro grid can be divided into several operation states. Take Fig. 1 for
instance, coordinated control device connects the status information of the current
grid-connected switch and determine whether its operation state can be synchro-
nized connection. Various operation modes of micro grid are shown in Table 1.

In order to ensure the reliability of mode matching, besides judging the current
operation status of micro grid, adding have voltage and no current information as
auxiliary criteria to ensure the safety and reliability of grid-connected process, the
mode matching process is shown in Fig. 3.

3.3 Synchronized Measurement Value Calculation
and Power Quality Judgment

After collecting the instantaneous values of three-phase voltage on both sides of the
grid-connected switch, the fundamental and harmonic components of the voltage on
both sides are calculated by fast Fourier transform (FFT). The fundamental com-
ponent is used to calculate the amplitude, frequency and phase angle, and then to
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Fig. 2 Logical judgment process of synchronization

Table 1 Various operation modes of micro grid

Operation mode PCC1 PCC2 PCC3 Matching results

Unconnected operation Open Open Open PCC1/PCC2
Matching success

Unconnected operation Open Open Close PCC1/PCC2
Matching success

Micro grid I connected operation Open Close Open PCC1
Matching success

Micro grid II connected operation Close Open Open PCC2
Matching success

Connected operation Open Close Close Matching failure

Connected operation Close Open Close Matching failure

Connected operation Close Close Open Matching failure
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calculate the voltage difference, frequency difference, angle difference and fre-
quency difference acceleration on both sides of the switch. The extracted harmonic
component is used to judge the harmonic distortion rate at the grid-connected point,
and the three-phase voltage is used to calculate power quality data, power quality
data include the three-phase unbalance, voltage fluctuation and flicker. If the har-
monic distortion rate or the three-phase unbalance is too high, or the power quality
such as voltage fluctuation and flicker does not meet the requirements, the logic
judgment process will not be entered. Real-time monitoring and prediction of power
quality, it lays a foundation for subsequent logical judgement synchronization. It
avoids the impact of three-phase unbalance and other power quality problems on
grid-connected power system synchronization.

3.4 Prediction of Synchronized Closing

Compared with the large power grid, the voltage level of micro grid is lower and the
closing time of switches at grid-connected points is longer. Therefore, when
grid-connected synchronization, it is necessary to send a closing order before the
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Fig. 3 Pattern recognition process
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voltage angle difference between the two sides of the switch is 0° to ensure that the
angle difference is 0° when the switch contacts, so that the shock current is the
smallest at closing time.

The time from sending the closing signal to closing the main contact of the
switch is the leading time TL of the switch. The leading time mainly includes the
action time of the outlet relay and the closing time of the switch. The leading angle
can be calculated according to the leading time of closing and the frequency dif-
ference and acceleration of the voltage on both sides of the closing point.

d ¼ MxTL þ 1
2
Mx
Mt T

2
L

TL is the leading time before closing.
Mx is the angular velocity of frequency difference
Mx
Mt is the angular acceleration of frequency difference

Considering the characteristics of micro grid, this paper adopts a multi-point
smoothing method to calculate the frequency difference angular velocity and fre-
quency difference angular acceleration.

The coordinated control device calculates N frequency differences angular
velocity Mxi in 1 s, forming N point sequence Mx ¼ Mx1;Mx2;. . .;MxM. . .MxN

� �

smoothes M Mxi of them, M can be dynamically selected according to the daily load
fluctuation rate of the project site. The formula for calculating the recommended
value is as follows:

M ¼ N � Daily load volatility

When the daily load fluctuation rate is high, M should choose a larger value to
stabilize the fluctuation, on the contrary, when the daily load fluctuation rate is
small, it does not need to be smooth.

calculates Mx
Mt by Difference algorithm:

Mx
Mt ¼ MxN � MxMð Þ � N= N�Mþ 1ð Þ

Through the prediction of synchronized closing point, the problems of many
intermediate links, complex control and mutual influence caused by direct fre-
quency and phase control of power electronic equipment are solved, and the
optimal angle closing and grid connection are realized.
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3.5 Real-Time Regulation and Seamless Switching
Technology of Synchronous Grid Connection Based
on GOOSE Communication

In the process of synchronized grid-connection, when the voltage on both sides of
the grid-connected switch does not meet the conditions of synchronized
grid-connection, it is not necessary to block the grid-connected command directly,
on the contrary, it should control the energy storage device to adjust the voltage in
real time, and then judge the synchronization until the synchronized adjustment
succeeds, fails or exceeds the time limitation.

In order to realize seamless switching of grid-connected in micro grid, the
timeliness of communication between coordinated control device and energy
storage device is particularly important. GOOSE (Generic Object Oriented
Substation Event) is a mechanism used in IEC 61850 standard to meet the fast
message requirement of power automation system. It has the advantages of fast,
efficient, economical and reliable to realize information transmission based on
GOOSE network transmission instead of traditional hard wiring. It is an effective
means to meet the real-time adjustment of fast message requirement and realize
seamless switching of grid connection. Verified by network analyzer, a GOOSE
signal from sending to receiving via switch has a delay of less than 1 ms.

When the coordinated control device receives the grid-connected command and
matches successfully, it enters the judgment process of synchronization judgement.
When the synchronization conditions are not satisfied, the coordinated control
device sends GOOSE signals such as power, unbalanced voltage, voltage regulation
and frequency modulation to the energy storage device in real time. The energy
storage device adjusts the real-time voltage according to the current situation on the
side of the micro grid until the synchronization conditions are satisfied. The
coordinated control device immediately outputs the closing pulse. It ensures voltage
synchronization both sides of the system and reduces the impact of grid connection.
At the same time, in order to avoid the “conflict” caused by the simultaneous supply
of two voltage sources in the same system, the grid-connected coordinated control
sends the P/Q prefabricated command to the energy storage device while issuing the
closing pulse, and the energy storage device enters the ready state of mode
switching. When the position of grid-connected switch is changed from
sub-position to in- position, and then P/Q switching command is sent to the energy
storage device. After receiving the command, the energy storage device can switch
from U/F mode to P/Q mode in less than 1 ms. So far, the real-time voltage
regulation during the same period has been completed, and the seamless switching
of micro grid in the same period has been realized.
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3.6 Establishment of GOOSE Model

The unbalanced voltage and other signals on the side of the micro grid are calcu-
lated by the coordinated control device and sent to the energy storage device
through GOOSE transmission mechanism. Therefore, the corresponding informa-
tion nodes need to be added to the IEC61850 model of the coordinated control
device. In IEC 61850-7-4, the logical nodes of measurement (MMXU) and phase
sequence unbalance node (MSQI) are defined. PhV and PV nodes under MMXU
are used for data objects of phase voltage and line voltage respectively. ImbV and
ImbPPV nodes under MSQI are used for data objects of unbalanced phase voltage
and unbalanced line voltage respectively. The synchronization adjustment signal
transmitted by GOOSE-based synchronization grid-connected adjustment technol-
ogy described in this paper can be transmitted using the above-mentioned logical
nodes.

3.7 Off-Grid Control Technology of Microgrid

The off-grid control technology of microgrid can be divided into active off-grid and
passive off-grid. In active off-grid process, an off-grid command issued by the
dispatching center or the micro grid control system, it separates the micro grid from
the main grid and achieves island operation.The coordination control device sends
the disconnection pulse command to the grid-connected switch after receiving the
disconnection command, and sends GOOSE prefabricated command of U/F mode
to energy storage devices at the same time. When it recognizes that the
grid-connected switch has been successfully separated, it immediately sends the U/
F mode switching command to realize active disconnection. In passive off-grid
process, a fault occurs (bus, line, etc.) in micro grid. in order to protect the main
grid from being affected, the micro grid needs to be disconnected from the main
grid and remove the fault to achieve island operation. The coordination control
device receives a fault isolation GOOSE signal and sends the disconnection pulse
command to the grid-connected switch and sends GOOSE prefabricated command
of U/F mode to energy storage devices at the same time. When it recognizes that the
grid-connected switch has been successfully disconnected, it immediately sends the
U/F mode switching command to realize passive disconnection.

It is worth noting that if the energy storage devices capacity is not enough to
support the full load operation of the microgrid, the load power of the microgrid
should be calculated or collected in real time. The load should classified different
levels and the lower priority load should be cut off to realize uninterrupted power
supply for important loads.
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4 Application

The synchronized grid-connected method of coordinated control introduced in this
paper, the coordinated control device has been successfully applied to the Luxi
Island Micro grid Project in Zhejiang Province. The demonstration project of Luxi
Island Micro grid belongs to National 863 Plan, the key technology research and
development project of smart grid. This paper takes the test data of the project as the
analysis data. The correctness of the scheme is verified by the gas parameter curve
through the synchronized power generation during the grid-connected process. The
system schematic diagram of Luxi Micro grid is shown in Fig. 4.

Before grid-connected, the micro grid is in off-grid operation, PCC1 and PCC2
switches are in open position, PCC3 switches are close position, and energy storage
devices operates in U/F mode.

The coordinated control device identifies the current operation status of the
micro grid, and calculates the corresponding synchronized electric value in real
time, which are used for pattern recognition and synchronized logical judgment of
the synchronized grid-connected station respectively. After receiving the
grid-connected command, the device judges the power quality and synchronization
logic, and sends the command to the energy storage device to complete the
real-time voltage adjustment and mode switching, finally realizes the smooth
grid-connected of the micro grid.

The voltage adjustment curve during the synchronization is shown in Fig. 5.
It can be seen from Figs. 5 and 6 that after 12 ms of GOOSE signal is sent out,

the energy storage device will start voltage adjustment. The whole voltage
adjustment process is 48 MS and the whole grid-connected process time is 81 ms,
which meets the real-time requirements of the grid-connected process
synchronization.

The change curve of phase difference between two sides of the switch and the
prediction of the closing point of the switch are shown in Fig. 7. The variation
curve of current during the grid-connected period is shown in Fig. 8.
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Fig. 4 Luxi island’ micro grid system

170 K. Tan et al.



From the grid-connected curve, it can be seen that the whole process of
grid-connected is smooth. As shown in Fig. 7, the coordinated control device sends
out the closing pulse before the voltage angle difference between the two sides of
the switch is 0°, it ensures that the phase difference between the contacts of the
switch is 0°, it achieves accurate synchronization prediction and ensures the optimal
angle closing. As shown in Fig. 8, the grid-connected switch has no impulse current
during the process of grid-connected, which achieves the effect of smooth
grid-connected of micro grid.

Fig. 5 Change curve of voltage adjustment
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Fig. 6 Process curve of mode switching

Fig. 7 Change curve of
phase difference
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5 Epilogue

This paper introduces a coordinated control method for synchronized grid con-
nection in micro grid. This method fully considers the various operation states of
micro grid, the power quality problems such as more operation state and electronic
equipment characteristic, three-phase unbalance, and the long closing time of
grid-connected switches. The calculation of synchronized amplitude, frequency and
phase angle is realized by fast Fourier transform. Through real-time monitoring
operation state self-identification, self-matching, and monitoring power quality,
such as three-phase unbalance, based on GOOSE communication, predicting of
closing synchronization points, This method solves the complex problems of
grid-connected coordination and control and realizes smooth grid-connected in
micro grids. This method has been implemented in the coordinated control device
and applied in many domestic micro grid projects. After field operation verification,
The grid-connected function fully meets the grid-connected requirements of micro
grid synchronization.
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The Optimal Configuration of AC/DC
Hybrid Microgrid with Mobile Energy
Storage Considering Seasonal DC Load

Mufan Wang, Ruoxuan Sun, Yuchao Luo, Jianlong Sun, Liang Cheng
and Zaijun Wu

Abstract In order to solve the problem that the seasonal DC load causing the
energy’s idle in other seasons and the inability of the power exchanging from DC to
AC side during the abnormal operation of AC/DC Hybrid microgrid (MG), this
paper first proposes a mobile energy storage (MES)’s transfer strategy and then
establishes a two-layer optimal configuration model of AC/DC hybrid MG con-
sidering seasonal DC load and the MES’s transfer strategy, which takes the mini-
mum cost of MG’s life cycle as the outer level objective function and the minimum
average daily rental amount of MES as the inner level objective. The results of
configuration of WT, ES, inverter and MES are compared, and the charge and
discharge power characteristics of ES and MES during normal or abnormal oper-
ation are analysed in case study, which verifies that both the MES and MES’s
transfer strategy improve the economy of MG considering seasonal DC load.
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1 Introduction

MG is a small power system that integrates distributed sources, energy storage (ES),
inverters, control and protection devices [1]. Local power balance and energy
optimization can be realized in MG, and there are two modes of operation:
grid-connected and islanded operation [2]. In the energy Internet environment, the
demand for ES is increasing [3]. In reference [4], the rigid capacity of ES was
configured for ensuring reliable power supply of important load for 30 min in the
absence of solar radiation. Literature [5] established a model based on the con-
tinuous power supply time of important load under MG islanded operations with
electric vehicles (EV). However, the existing research is simply based on AC-MG’s
planning when switching to off-grid operation. AC and DC busbars exist in the AC/
DC hybrid MG, which directly reduces the cost of AC/DC converters [6, 7]. With
the research on the topology, control mode and scheduling of AC/DC hybrid MG
[8–11] whose planning has gradually become a new direction for future research,
which should consider the abnormal operation of AC/DC side to side
disconnection.

Reference [12] clearly compared the characteristics of different types of MGs,
but cannot propose a specific AC/DC hybrid MG planning model. In reference [13],
a multi-objective optimal configuration model of grid-connected AC/DC hybrid
MG considering economic cost, converter loss and self-equilibrium ratio was
established. Literature [14] used Monte Carlo method to simulate the running state
of the MG equipment to further improve the optimal configuration model of AC/
DC hybrid MG. In literature [15], it concluded that the orderly charging strategy of
EV can reduce the expansion cost from AC-MG to AC/DC hybrid MG. However,
the existing research doesn’t consider seasonal DC load like charging pile load for
EVs which can be removed after the winter games, causing the energy’s idle in
other seasons.

In order to improve the situation, this paper chooses MES, which is completely
controlled by the purchaser company with the characteristics of strong environ-
mental adaptability, easy installation and high scalability [16], to rent on DC side
for seasonal DC load’s power supply instead of ES and distributed sources, and
then proposes a MES’s transfer strategy in abnormal operation of MG to realize the
energy exchanging from AC to DC side to establish a two-layer optimal configu-
ration model of AC/DC hybrid MG with MES considering seasonal DC load. The
results of configuration of WT, ES, inverter and MES are compared, and charge and
discharge characteristics of ES and MES during normal/abnormal operation are
analysed in the case study, which verifies that the MES and MES’s transfer strategy
improve the economy of MG considering seasonal DC load.
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2 The Transfer Strategy of MES Based on the Structure
of AC/DC Hybrid MG

2.1 The Structure of AC/DC Hybrid MG in Normal
Operation

Aiming to achieve the autonomy of MG proposed by the National Energy
Administration of China, this paper proposed two abnormal operation cases of AC/
DC hybrid MG to ensure reliable power supply for no less than 2 h.

Case 1: The faulty of the PCC point causes the MG’s operating mode switching
from the grid-connected to the off-grid state.
Case 2: The faulty of the flexible substation causes AC/DC side to side discon-
nection, resulting in the DC and AC sub-grid both in the off-grid state.

Obviously, when the Case 2 have the ability to realize the 2 h’ power supply for
important load, Case 1 can also satisfy the autonomy of the MG.

Based on the topology and control mode of AC/DC Hybrid MG proposed in
literature [17–20], a topology structure with flexible substation taking Case 2 as
abnormal operation is proposed in Fig. 1. WT are configurated on AC side while
ES and MES are on DC side considering the inverters’ cost. In the abnormal
operation, the unimportant load is cut off and MES units are transferred between
DC and AC side.

2.2 The Transfer Strategy of MES in Abnormal Operation

Under normal operating conditions, all MES units are connected on DC side for
seasonal DC load supply. In the condition of abnormal operation, the 2 h after the

Fig. 1 The AC/DC hybrid MG structure in normal/abnormal operation
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fault occurrence time (t0) is divided into 8 time segments (t1), and the duration of
each time segment T is 0.25 h. Due to the close construction distance between the
AC and DC sub-MG, the transfer time of the MES is less than 0.25 h. During each
time period, the MES in the non-full-charge state on DC side is transferred to the
AC side to charge, while the MES in the full-charge state on the AC side is
transferred to the DC side to discharge. The MES of the AC sub-MG is totally
transferred back to the DC sub-MG after the 6th time segment, while the MES on
DC side is no longer transfer to AC side after the 7th time segment. The flow chart
of the MES’s transfer strategy is shown in Fig. 2.

Fig. 2 The flow chart of the MES’s transfer strategy
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3 The Two-Layer Optimal Configuration
Model of AC/DC Hybrid MG with MES
Considering Seasonal DC Load

3.1 The Outer Optimization Configuration Model

The overall configuration model could be expressed as:

obj : min F ¼ minðCaic þCaom þCMES rentÞ
s:t: : Normal operation constraints
Abnormal operation constraints

m ¼ m1;m2;m3;m4f g ¼ 1; 2; 3; 4f g
8<
:

ð1Þ

where Caic and Caom are the initial investment and the operation and maintenance
costs for ES, WT, and ES’s converters respectively. CMES_rent is the rental cost for
MES. m represents the typical days of a year, and m1, m2, m3, and m4 represent four
typical days of spring, summer, autumn, and winter, respectively.

The objective of the outer optimization configuration model. Due to the short
planning period, the system’s full life cycle cost only needs to consider the initial
investment cost, operation and maintenance cost and the rental cost of MES, which
are composed of the following parts.

Caic ¼ cWT pP
max
WT þ cIV pP

max
IV þ cBS e

X2
p¼1

Emax
BS ðpÞþ cBS p

X2
p¼1

Pmax
BS ðpÞ ð2Þ

Caom ¼
XY
t¼1

cWT opP
max
WT þ cIV opP

max
IV þ

X2
p¼1

cES opP
max
ES ðpÞ

 !
1þ ir
1þ dr

� �t

ð3Þ

where Pmax
WT ;P

max
IV indicate the rated capacity of the WT and the ES’s converter,

respectively. Emax
ES Pmax

ES indicate the rated capacity and rated charge/discharge power
of the ES, respectively. p represents the type of ES configurated on DC (p1) or the
AC (p2) side respectively. cWT_p, cIV_p, cES_e, cES_p and cES_op, cWT_op, cIV_op
indicate the investment and the annual operation cost of WT’s, converter’s and ES’s
unit charge/discharge power and the cost of ES’s unit capacity power, respectively.
Y is the year of the project’s life. ir is the inflation rate and dr is the discount rate.

CMES rent ¼ YDCMESNMES ð4Þ

where D, CMes and NMES are the MES’s rental days per year, daily rental cost and
the daily rental quantity, respectively.

The Constraints of the Outer Optimization Configuration Model. The nor-
mal operation constraint can be expressed as:
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(1) The System Side’s Constraints

The DC sub-MG’s power balance constraint can be expressed as:

PLoad S DCðm; tÞþPLoad US DCðm; tÞþPDCtransACðm; tÞþPBS Cðm; t; p1Þ
þPMBS C DCðm; tÞ ¼ gACtransDCPACtransDCðm; tÞ
þPBS Dðm; t; p1ÞþPMBS D DCðm; tÞ

ð5Þ

where Pload_S_DC and Pload_US_DC are the seasonal and unseasonal DC load
respectively. PES_C, PES_D and PMES_C_DC, PMES_D_DC are the charge/discharge
power for ES and MES in normal operation, respectively. ȠACtransDC and PACtransDC

are the efficiency and power transmitted from the DC to AC side, respectively.
PDCtransAC is the power transmitted from the AC to DC side.

The AC sub-MG’s power balance constraint can be expressed as:

PLoad ACðm; tÞþPACtransDCðm; tÞþPBS Cðm; t; p2ÞþPACtogridðm; tÞ
¼ PWTðm; tÞþ gDCtransACPDCtransACðm; tÞ
þPBS Dðm; t; p2ÞþPgridtoACðm; tÞ

ð6Þ

where Pload_AC is the AC load. PWT is the power output of WT. ȠDCtransAC is the
efficiency for transmission from the AC to DC side. PACtogrid and PgridtoAC are the
incoming and outgoing power between the distribution network and MG.

The On-grid constraint can be expressed as:

0� gACtransACPGridtoACðm; tÞ; gACtransACPACtoGridðm; tÞ�Pmax
trans ð7Þ

where gACtransAC is the transmission efficiency from the AC to AC side. Pmax
trans is the

maximum transfer power for the grid-connected converter.
The MG’s self-balancing rate constraint can be expressed as:

1�
P

PGridtoACðm; tÞP
PLoad ACðm; tÞþ

P
PLoad DCðm; tÞþ

P
PLoad DC addðm; tÞ �Rself set

ð8Þ

where Rself set is the setting value of the system’s self-balancing rate.

(2) The Renewable Energy Side’s Constraint

0�PWTðm; tÞ�Pmax
WT ð9Þ

where Pmax
WT is the rated output power of the WT.
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(3) The ES and MES Side’s Constraint

The charge and discharge power constraints of ES and MES can be expressed as:

0�PES Cðm; t; pÞ;PES Dðm; t; pÞ� pmax
ES ðpÞ

0�PMES C DCðm; tÞ;PMES D DCðm; tÞ�NMESpmax
MBS DC

�
ð10Þ

where Pmax
ES is the rated charge and discharge power of ES, Pmax

MES DC is rated charge
and discharge power of a single MES unit.

The state of charge constraint of ES and MES in the normal operation can be
expressed as:

SOCmin
ES Emax

ES ðpÞ�WESðm; t; pÞ� SOCmax
ES Emax

ES ðpÞ
WESðm; tþ T ; pÞ ¼ WESðm; t; pÞþ TginvPES Cðm; t; pÞ � T PES Dðm;t;pÞ

ginv
SOCmin

MESNMESEMES �WMES DCðm; tÞ� SOCmax
MESNMESEMES

WMES DCðm; tþTÞ ¼ WMES DCðm; tÞþ TginvPMES C DCðm; tÞ � T PMES D DCðm;tÞ
ginv

8>>><
>>>:

ð11Þ

where SOCmin
ES , SOCmin

MES, SOC
max
ES and SOCmax

MES are the minimum and maximum state
of charge of the ES and MES. WES and WMES DC is the ES’s and MES’s stored
energy. Ƞinv is the charge and discharge efficiency of the ES and MES. EMES is the
rated capacity of a single MES unit.

In order to ensure the sustainability of ES and MES‘s charging and discharging
during the whole life cycle, the ES and MES’s energy conservation constraint is
established as follows,

WESðm; 0; pÞ ¼ WESðm; 96; pÞ
WMES DCðm; 0Þ ¼ WMES DCðm; 96Þ

�
ð12Þ

Using the total discharging energy method from reference [18], the ES’s lifetime
loss constraint is established as follows,

365Y
4

X4
m¼1

X96T
t¼T

ðginvTPES Cðm; t; pÞþ TPES Dðm; t; pÞ
ginv

� 2NðSOCmax
ES

� SOCmin
ES ÞEmax

ES ðpÞ ð13Þ

where N is the number of cycles of ES and 2 N is the total number of charging and
discharging of ES. The left side of the equation is the actual discharging energy of
ES during the whole life cycle, while the right side of the equation is the maximum
discharging energy of the ES during the whole life cycle.
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(4) The Converter Side’s Constraint

The flexible substation’s converting power constraint is:

0�PDCtransACðm; tÞ;PACtransDCðm; tÞ�Pmax
trans ð14Þ

The ES’s converting power constraint is:

0�PES Cðm; t; p2Þ;PES Dðm; t; p2Þ�Pmax
IV ð15Þ

In order to ensure the important load in islanded AC and DC sub-MG can be
reliably powered for 2 h. The abnormal operation constraint can be expressed as:

(1) The DC sub-MG’s islanded reliable operation constraint

PLoad DC mainðm4; t0Þ�PES D abnðm; t0; t1; p1Þ
� PES C abnðm; t0; t1; p1ÞþPMES D abnðm; t0; t1; p1Þ ð16Þ

where PLoad DC main is the main load in the DC sub-MG. PBS C abn, PES D abn

and PMES C abn, PMES D abn are the ES and MES’s charge and discharge power in
the MG’s abnormal operation. t0 is the fault occurrence time and t1 are the 8 time
period of the 2 h after t0.

(2) The AC sub-MG’s islanded reliable operation constraint

PLoad AC mainðm4; t0Þ�PWTðm; t0ÞþPES D abnðm; t0; t1; p2Þ
� PES C abnðm; t0; t1; p2Þ � PMES C abnðm; t0; t1; p2Þ ð17Þ

where PLoad AC main is the main load of AC sub-MG.

(3) The state of charge constraint of ES and MES in the abnormal operation

SOCmin
ES Emax

ES ðpÞ�WES abnðm; t0; Tt1; 1Þ� SOCmax
ES Emax

ES ðpÞ
WES abnðm; t0; Tt1; pÞ ¼ WES abnðm; t0; Tt1 � T ; pÞþ TginvPES C abnðm; t0; t1; pÞ � T PES D abnðm;t0;t1;pÞ

ginv
SOCmin

MESNMES abnðm; t0; t1; pÞEMES �WMES abnðm; t0; Tt1; pÞ� SOCmax
MESNMES abnðm; t0; t1; pÞEMES

WMES abnðm; t0;Tt1; p1Þ ¼ WMES reðm; t0; Tt1 � T ; p1Þ � T PMES D abnðm;t0;t1;p1Þ
ginv

WMES abnðm; t0;Tt1; p2Þ ¼ WMES reðm; t0; Tt1 � T ; p2Þþ TginvPMES C abnðm; t0; t1; p2Þ
WMES abnðm; t0; 0; p1Þ ¼ WMES DCðm; t0Þ ; WMES abnðm; t0; 0; p2Þ ¼ 0

8>>>>>>><
>>>>>>>:

ð18Þ

where ðTt1 � TÞ [ Tt1 ¼ ½0; 7T � [ ½T ; 8T� ¼ ½0; 8T � is the discrete time within 2 h
after the fault. WES abn and WMES abn is the ES’s and MES’s stored energy in
abnormal operation. The initial stored energy of MES in abnormal operation is
equal to the stored energy of MES in the time of t0 in normal operation. The initial
value is 0 for the reason that there is no MES on AC side in normal operation.
WMES re is the residual energy of MES and NMES abn is the quantity of MES on
DC/AC sides, which can be expressed as follows.
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WMES reðm; t0; Tt1 � T; p2Þ ¼
0 t1 ¼ 1; 7; 8
WMES abnðm; t0;Tt1 � T; p2Þ
�NMES ACtoDCðm; t0; t1ÞEMESSOCmax

MES
þWMES DCtoACðm; t0; t1 � 1Þ 3� t1 � 6

8>><
>>:

ð19Þ

WMES reðm; t0;Tt1 � T ; p1Þ ¼

NMES abnðm; t0; t1; p1ÞEMESSOCmax
MES t1 ¼ 1

NMES abnðm; t0; t1; p1ÞEMESSOCmax
MES

þ gMEStransNMES ACtoDCðm; t0; t1 � 1ÞÞEMESSOCmax
MES 2� t1 � 6

WMES abnðm; t0; Tt1 � T; p1Þ
þ gMEStransNMES ACtoDCðm; t0; t1 � 1ÞÞEMESSOCmax

MES 7� t1 � 8

8>>>><
>>>>:

ð20Þ

NMES abnðm; t0; t1; p1Þ ¼
NMES SOCmaxðm; t0; Tt1 � T; p1Þ t1 ¼ 1
NMES SOCmaxðm; t0; Tt1 � T; p1Þ
þNMES ACtoDCðm; t0; t1 � 1Þ 2� t1 � 6
NMES DCðm; t0; t1 � 1ÞþNMES ACtoDCðm; t0; t1 � 1Þ 7� t1 � 8

8>><
>>:

ð21Þ

NMES abnðm; t0; t1; p2Þ ¼
0 t1 ¼ 1; 7; 8
NMES abnðm; t0; t1 � 1; p2Þ
�NMES ACtoDCðm; t0; t1Þ
þNMES DCtoACðm; t0; t1Þ 2� t1 � 6

8>><
>>:

ð22Þ

where WMES DCtoAC and NMES DCtoAC is the MES’s energy and quantity transferred
from ac to dc side. NMES SOCmax is the amount of MES in the fully charged state of
the DC or AC side.NMES ACtoDC is the quantity of MES transferred from the AC to
DC side, which can be expressed as follows.

WMES DCtoACðm; t0; t1Þ ¼ gMEStransðWMES abnðm; t0; Tt1 � T ; p1Þ � NMES abnðm; t0; t1; p1ÞEMESSOCmax
MESÞ
ð23Þ

NMES SOCmaxðm; t0; Tt1 � T ; pÞ ¼ floorðWMES abnðm; t0;Tt1 � T ; pÞ=ðEMESSOCmax
MESÞ 1� t1 � 8

ð24Þ

NMES ACtoDCðm; t0; t1Þ ¼
0 1� t1 � 2; t1 ¼ 8
NMES SOCmaxðm; t0; t1; p2Þ 3� t1 � 6
NMESðm; t0; t1; p2Þ t1 ¼ 7

8<
: ð25Þ

NMES DCtoACðm; t0; t1Þ ¼
0 t1 ¼ 7; 8
NMES � NMES SOCmaxðm; t0; 0; p1Þ t1 ¼ 1
NMES abnðm; t0; t1 � 1; p1Þ
�NMES SOCmaxðm; t0; Tt1 � T ; p1Þ 2� t1 � 6

8>><
>>:

ð26Þ
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Based on the MES’s transfer strategy proposed in Sect. 2.2. In Formula (19) and
Formula (22), the MES’s residual energy/quantity on AC side is the sum of its
current energy/quantity and the non-full charge state MES‘s energy/quantity
transferred from DC sides in the previous time, minus the full charge state MES‘s
energy/quantity transferred to DC sides. In Formula (20) and Formula (21),the
MES’s residual energy/quantity on DC side is the sum of current full charge state
MES‘s energy/quantity on DC side and the full charge state MES‘s energy/quantity
transferred from AC sides in the previous time. In Formula (19) and Formula (22),
the MES’s energy/quantity on AC side are both 0 after the 6th time segment. In
Formula (20) and Formula (21), the MES’s energy/quantity on DC side are no
longer transfer to AC side after the 7th time segment.

3.2 The Inner Optimization Configuration Model

The objective function of the inner model is the minimum average daily rental
quantity of the MES. The constraints include normal and abnormal operation
constraints. The normal operating constraints include system side, ES and MES’s
side, and converter side constraints, while the abnormal operation constraints
include the AC and DC sub-MG’s islanded reliable operation constraint and ES and
MES’s side constraint. The overall configuration model can be expressed as:

obj : min f ¼ minðNMESÞ
s:t: : Normal operation constraints
Fault operation constraints

m ¼ m4 ¼ 4

8<
: ð27Þ

Other constraints are the same as the upper optimization configuration model
expect for the ES’s lifetime loss constraint which is established as follows.

365Y
X96T
t¼T

ðginvTPES Cðm; t; pÞþ TPES Dðm; t; pÞ
ginv

� 2NðSOCmax
ES � SOCmin

ES ÞEmax
ES ðpÞ

ð28Þ

3.3 The Solving Process and Advantages of Bi-level
Configuration Model

The solution process of this paper can be expressed as follows.

1) Read the basic data contains wind speed, unseasonal load curve, WT, ES,
MES’s technical parameters and seasonal DC load curve.
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2) Initial the value of NMES and seasonal DC load to 0.
3) Solve the outer optimization model and transfer the result to the inner layer.
4) Solve the inner optimization model and transfer the value of seasonal DC load

and configuration result to the outer layer.
5) Repeat steps (3) through (4) until finding a solution with the lowest life cycle

cost and the minimum daily average rental number of MES.

The Bi-level configuration model is more versatile for speeding up the solution
of some expansion planning models in AC/DC hybrid MG whose ES and WT has
been put into use for some time in further research. The solution process is that the
ES and WT’s value of configuration are substituted into the lower layer model to
solve the rental number of MES in the case of not accurately considering the loss of
energy storage life.

4 Case Study

4.1 Comparative Analysis of Three Optimized Configuration
Methods

An actual project is planning to construct an AC/DC hybrid MG with WT, ES and
MES. The length of the project is 10 years. ir ¼ 0:02, dr ¼ 0:1, Rself set ¼ 0:7. The
initial state of charge of ES and MES are both 0.5. The transfer energy loss is 10%.
The basic input data of load, WT, ES and MES are shown in Appendix.

The configuration results of the two-layer optimization model adopted in this
paper are shown in Table 1 and the total discharging energy results of ES can be
seen in Table 2. Method 1 is an optimal configuration method for AC/DC hybrid
MG with WT and ES without MES considering seasonal DC load. Method 2 and
Method 3 are both the optimal configuration methods for AC/DC hybrid MG with
WT, ES and MES considering seasonal DC load. The difference is that method 3
considers the transfer strategy of MES in the abnormal operation.

Comparing the Method 2 and 1, using MES to supply power for seasonal DC
load resulting in decrease of cost and the increase of lifetime utilization of ES
neglecting the slightly changes on the self-balancing. Comparing the Method 2 and
3, using the MES’s transfer strategy in abnormal operation to achieve energy
exchange from AC to DC side further reduce the cost neglecting the slightly
changes on the self-balancing and the lifetime utilization of ES.
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4.2 The Analysis of Charge and Discharge Characteristics
of ES and MES During Normal Operation

As can be seen from Fig. 3, in normal operation, the discharging energy of MES is
larger than that of ES for not considering the life loss of MES, and there is an
energy deficiency at time of t0 in the DC sub-MG for the reason that the AC
sub-MG has less important load and more excess wind energy.

4.3 The Analysis of Charge and Discharge Characteristics
of ES and MES During Abnormal Operation

As can be seen from Fig. 3, MES’s transfer strategy decreases the energy surplus on
AC side and energy vacancy on DC side and the amount of MES during trans-
mission in abnormal operation can be seen Fig. 4. The influence of MES’s transfer
strategy on charging/discharging power of ES are compared when t0 = 12 h. As
shown in Fig. 5, Comparing Method 2 and Method 3, the maximum charging/
discharging power of MES is reduced, which affects the rated power of MES, thus
reducing the cost of MES’s supplier.

Table 2 The total discharging energy results of ES

Item Method 1 Method 2 Method 3

The total discharging energy of ES (kWh) 6.9808 � 106 3.5211 � 106 3.2496 � 106

The maximum of total discharging energy of
ES (kWh)

7.0421 � 106 3.5211 � 106 3.5211 � 106

The lifetime utilization of ES 99.1% 100% 92.3%
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5 Conclusion

In this paper, a two-layer optimal configuration model of AC/DC hybrid MG
considering seasonal DC load and MES’s transfer strategy is established. The
following conclusions are drawn from the analysis of the results of configuration.

(1) The MES supply the power for seasonal DC load to decrease the configuration
results of WT and ESs and finally decrease the cost of microgrid.

(2) The transfer strategy of MES realizes the energy exchange from AC to DC side,
further reducing the cost neglecting the slightly changes on the self-balancing
and the lifetime utilization of ES.

(3) The transfer strategy of MES improves the ES and MES’s charging/discharging
power, thus reducing the cost of MES’s supplier. Further research is needed to
weigh the interests of MG operators and MES’s suppliers to form a long-term
cooperation price advantage.

Appendix

See Figure 6 and Tables 3, 4, 5.
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A Method for Consistency
Determination of Battery Energy
Storage System Based on Fuzzy
Comprehensive Evaluation

Yu Cai, Shufeng Dong and Jiaxiang Wang

Abstract A method to evaluate the consistency of battery packs was proposed in
this article. With such evaluation, the administrator of the energy storage system
could understand the deterioration of the battery packs and remove the abnormal
state to avoid the potential failures and extend the battery life. First of all, selecting
the indicators of the evaluation which can effectively reflect the consistency. And
then calculating the fuzzy relation matrix by applying the fuzzy functions to the
operating data from the battery management system (BMS); employing the
anti-entropy weight method to obtain the weights of each indicator. Finally,
acquiring the consistency grade with the weights and relation matrix. The method is
applied to a storage system to verify that the evaluation result is aligned with the
real-time observation.

Keywords Energy storage � Consistency � Fuzzy function

1 Introduction

In recent years, as China’s economy keeps booming, the demand for electricity
continues to soar. The complexity, stability, and vulnerability of large-scale cen-
tralized power generation systems are becoming a prominent challenge for the
electricity entity. Even a tiny disturbance may have a large impact on the entire
power grid. The smart grid or the distributed energy, which enjoys the benefits from
its flexibility and decentralization was proposed to solved the problem. It can reduce
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the dependence of the external network and ensure the stability of the power supply.
The distributed power supply is generally composed of renewable energy such as
solar system or wind power, with which the intermittent problems are always
accompanying. To this concern, the energy storage system (ESS) is an effective
regulation mean to ensure the energy quality and secure the operation [1]. A failure
of the energy storage system may lead to a disastrous collapse of the whole system.
Since the energy storage system is quite critical, it’s of great significance to develop
a health diagnosis and monitoring strategy to protect the system.

There are a lot of options to build an energy storage system, like hydroelec-
tricity, pumped-storage, compressed air and thermal storage etc. Among them, the
advantage of deploying the lithium battery is significant, which has a long life, high
energy density and it’s environmental friendly. As the price of the lithium battery
declines, more battery packs will be used in the energy storage system. However, a
method on health diagnosis of the large-scale battery is quite challenging. As the
system could consist of hundreds of battery packs and the battery pack is composed
by hundreds of cells in series. The battery cells impact with each other, in another
word, a malign cell could not only lower the system performance but also harm
other cells in the pack because of overheat or overload [2]. Here comes to the
conclusion that the consistency is a significant part of the health diagnosis of the
energy storage system [3].

Although some articles [4–7] do have analysis on battery packs in the electric
vehicle, since the operation strategy in power system is totally different from that in
electric vehicle, whether those conclusions could be applied to the power system
remains unknown. The article [8] proposes an evaluation method, but its conclusion
is decided over a period of time. As the consistency of the battery varies during the
charging and discharging period, the consistency at an exact moment is quite
necessary.

An evaluation method of consistency by analyzing the system’s operational data
is proposed in this article. The evaluation result will be presented on the user
interface of the monitoring system so that the administrators will understand the
state of the storage system more clearly. A better understanding of the consistency
among battery cells could help them identify and remove the abnormal batteries in
advance to avoid further failures. The process of the evaluation method is shown in
Fig. 1.

Fig. 1 Consistency evaluation process
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2 Evaluation Indicators

The consistency problem of the battery is generally caused by two factors. On one
hand, the manufacture technology is far from enough to make sure that every
battery cell is perfectly similar. On the other hand, due to the control strategy and
environment variation, the aging speeds among the battery cells are different so that
their performances diverge from the initial value differently in the pack, in another
word and the consistency of the pack deteriorates. To quantify the difference among
the cells, some electrical features which could reflect the consistency effective are
selected as indicators of the consistency.

Generally, the voltage and the state of health are the indicators for battery
consistency. Latest researches find out that, as the battery is a complicated elec-
trochemical entity, its performance is also affected by other factors like the internal
resistance, operating current and temperature [9] etc. Chen et al. [10] also conclude
that the charging-discharging efficiency is a major indicator for consistency. The
consistency indicators of energy storage are listed on Fig. 2.

2.1 State of Charge (SOC) and Internal Resistance

Some researches emphasizes the importance of SOC [10, 11], but SOC is not an
electrical quantity that can be directly measured. As the algorithms to estimate the
SOC embedded inside the Battery Management System (BMS) may be different,
the SOC estimation result could be different. And the accuracy of this estimation is
not guaranteed. Before making sure that the SOC estimation is reliable, the eval-
uation of the consistency should exclude the SOC indicator.

As the battery cell ages, the internal resistance will constantly changes [12]. This
is a useful feature to assert its health state or the life circles. Cells with different
internal resistance perform differently in the pack and it obviously damage the
consistency of the system. In fact, if the cells are in series, then the same circuit go
through those cells, and the cell that has larger resistance would release more heat.
Therefore, the temperature indicator is highly related to the resistance indicator, to
simplify the calculation, the method proposed in this paper excludes the resistance
indicator.

Consistency 
indicators

State of charge

Voltage

Temperature

Internal resistance

Fig. 2 Indicators of the
consistency
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2.2 Voltage

The voltage is a key and intuitive parameter that reflects battery performance, the
difference of voltage among the cells cause an internal circulation which releases a
large amount of heat constantly, leads to capacity attenuation and accelerates the
battery aging. Hence, voltage consistency must be considered. The battery voltage
range is the largest gap values among battery cells in the same battery pack, defined
as followed:

Umax�min ¼ Umax � Umin ð1Þ

The battery voltage standard deviation reflects the degree of variation of all
battery voltages in one pack, and is also a very intuitive consistency indicator. The
calculation formula is as listed below:

Ustd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 Ui � Uð Þ2
n

s
ð2Þ

where U is the average voltage and n is the number of the battery cells.
In the left of Fig. 3, it presents the cell voltages of one battery pack in a period of

time. It implies that when the battery voltage is high (at this stage, it is fully
charged) the voltage of every cells are almost the same, that is, the consistency of
the battery pack is excellent. And when the battery voltage is low (at this stage, it is
almost discharged) the voltage consistency is terrible. Therefore, when the cells are
almost empty after discharging, the voltage consistency is alarming. Keeping the
packs at low voltage is not recommended.

Fig. 3 The voltage and temperature of batteries

196 Y. Cai et al.



2.3 Temperature

Temperature also profoundly affects the performance of the battery as it impacts the
activity of the battery electrolyte and the chemical reaction process. High temper-
ature may cause fire or even explosion. Low temperature numbs the cells, lowers
their capacity and reduces the working efficiency. Therefore, the operating tem-
perature of the battery is a key factor that reflects the internal characteristics of the
battery cells.

The temperature range and the temperature standard deviation can be calculated
similar to the formulas mentioned above to calculate the voltage indicators.

3 Fuzzy Comprehensive Evaluation Method

There is no mathematical model could accurately describe the impact of various
battery indicators of consistency. The influence of factors on the final result has
certain ambiguity as those factors twisted and coupled together to reflect the con-
sistency. Therefore, the fuzzy comprehensive evaluation model is practical enough
to evaluate the consistency of the energy storage system. In electrical section, fuzzy
comprehensive evaluation method has proved its reliability and applicability to the
state evaluation of protective relays [13], transformer and wind power system etc. In
this article, the indicators of the consistency are the judgement parameters evaluated
by the fuzzy numbers.

3.1 Determination of Evaluation Grades

According to the Guide for condition evaluation of combined wind turbine pho-
tovoltaic and battery energy storage power generation system, which is released by
the state grid corporation of China, the consistency of the energy storage system is
set to the following four grades {‘A’, ‘B’, ‘C’, ‘D’}, respectively corresponding to
four levels including ‘excellent’, ‘average’, ‘attention’, and ‘alarming’.

3.2 Normalization of Indicator Data

The smaller the difference among the cells in the pack the better the consistency of
the system. Therefore, the range of voltage, the standard deviation of voltage, the
range of temperature and the standard deviation of temperature can be regarded as a
cost indicator and must be standardized as the formula below:
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~x ¼ xmax � x
xmax � xmin

ð3Þ

where xmax is maximum possibility of the related data and xmin is the minimum
possibility.

3.3 Establishment of Relation Matrix by Fuzzy Membership
Function

Using triangular function as a fuzzy membership function is simple and reliable,
which has little difference with other complex functions such as ridge function. The
threshold values are set based on the manual of the battery released by the man-
ufacturer. The following formulas are the fuzzy membership function of the range
of voltage:

Range of VoltageA ¼
1; x� 1
3x� 2; 0:66� x\1
0; x\0:66

8<
: ð4Þ

Range of VoltageB ¼
1; x� 1
3x� 2; 0:66� x\1
0; x\0:66

8<
: ð5Þ

Range of VoltageC ¼
1; x� 1
3x� 2; 0:66� x\1
0; x\0:66

8<
: ð6Þ

Range of VoltageD ¼
1; x� 1
3x� 2; 0:66� x\1
0; x\0:66

8<
: ð7Þ

Similarly, the fuzzy membership function of other indicators can be obtained.
After that, the relation matrix could be established:

R ¼
r11 � � � r1m
..
. . .

. ..
.

rn1 � � � rnm

2
64

3
75 ð8Þ

where m is the numbers of grades, in this case, m is 4, and n is the number of
indicators, in this case, n is 4.
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3.4 Determination the Weights by Anti-entropy Weights
Method

Some articles generally use the analytic hierarchy process (AHP) method [14] when
determining the weights of each indicator. However, it is necessary to invite the
experts to point out the relative importance between the indicators. By far, there is
no convincing argument to clarify the significance between different indicators of
consistency. The method based on AHP is hard to be employed from one system to
another if the systems are not similar in every aspect. This article employ a more
objective method based on the entropy theory.

Entropy is a measurement of the degree of disorder of the system. According to
the basic principle of information theory, the smaller the entropy of indicator, the
less information it could provide. Therefore, the information entropy tool is gen-
erally used to calculate the weights of indicators in the comprehensive evaluation
[15]. The battery management system generally has a self-protection mechanism,
which directly alarms the shutdown for serious consistency problems. The entropy
weight method is very sensitive upon this mechanism. Because of such sensitivity,
some certain weights may be extremely minor during the weights allocation.
Anti-entropy weight method [16] is a better way to eliminate the effects of sensi-
tivity. The calculation formulas are listed as follows:

pij ¼ rijPm
k¼1 rkj

ð9Þ

Aj ¼ �
Xm
i¼1

pij ln 1� pij
� �

j ¼ 1; 2; . . .; nð Þ ð10Þ

Wj ¼ 1� Aj

n�Pn
i¼1 Ai

j ¼ 1; 2; . . .; nð Þ ð11Þ

The Fig. 4 points out the difference between the entropy weight method and the
anti-entropy weight method. The weights assigned by the entropy weight method
have greater differences than that by the anti-entropy weight method. In another
word, the anti-entropy weight method smooths the sensitivity of the indicator
information.

4 Case Analysis

4.1 Case 1

Citing a real energy storage system as example, processing the battery data from
2019-04-08 00:00:00 to 2019-04-08 04:00:00, and calculating the consistency at
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each moment during this period. Figure 7 lists the consistency grades obtained by
the method in this article. The method proposed by JIA et al. [8] employs the priori
probability as the relation matrix, which gives out only one result over a period of
time and the consistency of this system is ‘A’. As most of the results calculated with
the method proposed in this article are ‘A’, which are listed in Fig. 5. The results of
these two methods are not much different. However, calculating the consistency at
each moment would be much more practical, as it could rise an alert when con-
sistency is really alarming under certain situations. For example, as mentioned
above in Sect. 2.3, during the discharging the consistency may be very alarming,
the administrator has to stop the discharging if the consistency reaches its limit.

Fig. 4 Comparison of the anti-entropy weights method and entropy weights method

Fig. 5 Consistency evaluation result
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The Fig. 6 points out that voltage range and voltage standard deviation sharply
decrease from the beginning, and the Fig. 7 shows that the temperature indicators
don’t vary sharply during this period of time. Therefore, in this period of time, it is
the voltage consistency that impacts the final result.

Comparing the graphics in the Figs. 5, 6 and 7, all the line charts share a same
trend, it means that the final consistency aligned with the voltage consistency. That
is, the final result reflects the consistency correctly.

4.2 Case 2

In this case, the data of a whole day, from 2019,04,05 00:00 to 23:45, is observed.
The Fig. 8 figures out that the voltage of the cells is almost similar except the
moment at 5:00 or the moments after 20:00. And the temperature of each cells is
different from each other, which means that the temperature consistency is poor.
Figure 9 could better reveal that the voltage consistency is poor at the beginning, at
05:00 and at the end of the day. The Fig. 19 indicates that temperature consistency
is poor from 03:00 to 15:00 (Fig. 10).

Fig. 6 Consistency of voltage

Fig. 7 Consistency of temperature
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Combined with the observation of the voltage and temperature, a preliminary
conclusion could be asserted that the at the beginning of the day, from 05:00 to
15:00 and the end of the day are the moments that the consistency is not promising.
The Fig. 11 lists the final evaluation based on the method proposed in this article.
The results are consistent with the preliminary observation, which means that this
method is reliable and practical.

Fig. 8 The voltage and temperature of the battery cells

Fig. 9 The voltage range and the voltage standard deviation

Fig. 10 The temperature range and the temperature standard deviation
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5 Summary

This paper analyzes the operation data of a battery energy storage system, and
considers the influence of voltage and temperature on the consistency. The voltage
range, voltage standard deviation, temperature range, and temperature standard
deviation are selected as indicators. Finally calculating the consistency with
anti-entropy weight method and fuzzy evaluation method. The evaluation results
could provide the administrators with more intuitive guidance in an energy storage
system. This storage system is still in the beginning stage of operation, and has not
experienced some sudden failures so that the method does not consider the con-
sistency deterioration under such circumstances. All in all, the method needs to be
revised and improved continuously during the operation of the system.
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Mesh Method for Distribution Network
Planning Model Based on Bi-level
Planning
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Abstract Traditional distribution network planning model is established with 0–1
variables, and its efficiency will be greatly reduced in the face of large-scale dis-
tribution network planning. Based on the basic ideas of path planning and mesh
method, a mesh method for distribution network planning model is proposed in this
paper. Firstly, the distribution network planning area is abstracted, divided and
merged according to mesh method to form the distribution network planning
topology. The upper-level planning model is established with the reliability and
economy as the objective function, and the connection relationship of the grid
nodes in the planning area is optimized with the elite ant colony algorithm. After
connection is determined, the connection switch and spare line are determined
based on the shortest path method as the lower level planning model. Considering
distribution network connection mode, economy and reliability, a bilevel planning
model is established. In order to verify the effectiveness of the model and algorithm
proposed in this paper, the model and algorithm are applied to calculate in an
unbuilt business district in Guangzhou. The calculation results show that the
method proposed in this paper can obtain the planning scheme and various eco-
nomic and reliability indexes under different connection modes at a fast speed,
which provides a reference for planners.
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1 Introduction

With the development of economy, people’s requirement of power supply relia-
bility is increasing. Traditional distribution network planning methods are difficult
to meet the requirement of modern smart distribution network construction.

In order to provide better distribution network planning schemes, mesh method
is proposed, (power grid planning method is to break the fragmented layout and
plan the unbuilt area with the modular approach) which is widely used in the
distribution network planning projects [1]. However, there are few distribution
network planning models based on mesh method in previous papers involving mesh
method.

Most distribution network planning studies only consider radial topological
constraints, and do not take into account the important influencing factors of
connection mode [2, 3].

Distribution Network planning model is always a mixed integer programming
problem (MIP), which can be solved by various mathematical optimization theories
such as dynamic programming [4], approximate algorithm [5], heuristic algorithm
[6]. However, the distribution network planning model is usually a NP hard
problem and large-scale node system, which is difficult to be solved by using
classical mathematical optimization theory. Therefore, heuristic algorithms are
often used to solve problems, such as genetic algorithm (GA), simulated annealing
algorithm (SA), swarm intelligence optimization. Inspired by the Traveling
Salesman Problem (TSP) and Vehicle Routing Problem (VRP), the improved ant
colony algorithm [7] is used to solve the planning model in this paper, which
achieves better results.

There are few distribution network planning models for mesh method. The
significance of the mesh method is to classify the load of the power supply grid, so
as to calculate the outage loss of different loads, which is the key to realize the
refined planning. This paper establishes a distribution network planning model
considering connection mode, reliability of target network frame and mesh method.
By applying the elite ant colony algorithm proposed in this paper, the planning
schemes of an unbuilt business district (94 nodes) under different connection modes
as well as the reliability and economic index of each scheme can be obtained in a
relatively short time.

2 Distribution Network Abstraction

2.1 Actual Grid Abstraction

In order to facilitate planning and theoretical analysis, we must abstract the dis-
tribution network into grid nodes and grid branches. Firstly, the geographic
information data of the unbuilt area can be obtained in GIS. In GIS, information
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such as the geo-graphical environment of the planning area can be obtained, which
formed a network topology relationship. Then, the planning area is divided into
several natural blocks and stored the grid data in grid length matrix. For example,
7 � 7 grid is shown in Fig. 1a.

Most area to be planned is often irregular graphics. In order to facilitate the data
storage and modeling analysis, this paper covers the entire planning area with a
regular large grid and divide it into several small grids.

Number the network with the numbers of the horizontal and vertical axes, and
define X and Y as the horizontal and vertical axes respectively. The length can be
obtained in GIS and stored in the form of X-axis length and Y-axis length.

In Fig. 1a, Xm and Yn are respectively the total length vector of the m-th hori-
zontal axis and the total length vector of the n-th vertical axis. Xm,n−1 is the length
between the intersection point of the n-th grid on the m-th horizontal axis and the
intersection point of the (n − 1) grid, and Ym−1,n is the length between the inter-
section point of the (m − 1) grid on the n-th vertical axis and the intersection point
of the m-th grid.

For modeling analysis, the same type of grid needs to be merged. The load value
of each grid is determined according to the load density and the grid area. It can be
seen from Fig. 1b that the actual grid node area size is different. In order to simplify
the analysis, the grid is converted into nodes. The simplified diagram shown in
Fig. 1c is adopted for analysis and modeling.

2.2 Distribution Network Connection Pattern Topology
Abstraction

For the distribution network, the choice of connection mode is an essential aspect.
This paper mainly introduces three connection modes commonly used in urban
10 kV distribution networks, including radial network (RN), single ring network
(RN), two-supply and one-backup (TSOB). In order to consider the connection
mode, it is necessary to study and abstract the basic unit of each connection mode,
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Fig. 1 Divide, merge and abstract distribution network
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and then apply the connection unit to the topology of the entire distribution network
planning. Taking a 25-node system as an example, its topological graph is shown in
Figs. 2, 3 and 4.

The radial network starts from the substation node and connects several load
points. Each load point contains switch cabinet, transformer and user load.
Therefore, the topology of the radial network connection mode can be abstracted as
a radial connection from the substation node to the load node (the node includes the
transformer and the load, and the branch includes the switch box).

Single ring mode is based on the radial network, with a tie switch between load
nodes. Based on the shortest path method, two groups of the nearest feeders are
contacted in this paper.

The two supplies and one backup connection mode is based on the single-ring
network, with a backup line and backup switch between the power supply and the
load node.

S

S

Fig. 2 Radial network abstraction

S

S

Fig. 3 Single ring network power supply abstraction

S

S

Fig. 4 Two supplies and one backup abstraction
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3 Mesh Method for Distribution Network Planning Model

After abstracting the grid, distribution network planning is transformed into power
supply from substation nodes to each grid load node. The objective function of the
planning model is the minimum investment cost and the highest power supply
reliability. It is apparent that economic and reliability index are two different
dimensions, which cannot be added directly. For this reason, this paper transforms
the reliability objective function into the power outage risk and then optimizes it.

3.1 Upper Level Planning

Objective Function

minF ¼ FI þFR ð1Þ

where, FI is the cost of investment. FR is the power outage loss. The power outage
loss function FR is obtained according to the reliability index ENS and grid load
type.

• Cost of investment

FI ¼ rð1þ rÞs
ð1þ rÞs � 1

Cbranch þCequipment
� � ð2Þ

Cbranch ¼
X
i;j2S

NbranchLij KDPcable þ 1� KDð ÞPline½ �� ð3Þ

Cequipment ¼ Nequipment 1� KDð ÞPswitch þKDPbox½ � ð4Þ

where, s is the planning time, which is 5 years in this paper. r is the discount rate,
which is 10% in this paper. i, j represent the node in the network. S represents the
set of all nodes in the planning area. Nbranch is the number of new lines planned for
distribution network planning. KD is the cable rate. 1 − KD is overhead line rate. Lij
is the length of the grid line. Pcable is the investment cost per unit length of cable
line. Pline is the investment cost per unit length of overhead line. Nequipment indicates
the number of new switches. Pswitch is the unit price of the column switch. Pbox is
the unit price of the switch box.

• Power outage loss

Distribution network reliability indicators are closely related to the distribution
network topology connection relationship [8], so the reliability index is also one of
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the optimization objectives in the planning model. In order to consider reliability,
we combine ENS with the importance of grid load to get the following expression.

FR ¼
Xn
i¼1

kaiENSi þ biENSi þ ciENSið Þ ð5Þ

where, ENSi indicates the expected power shortage of the i-th load point, n is the
number of grids in planning area. ai, bi, ci are the weights of the i-th load safety,
economy, and particularity, respectively. Load importance is one of {1, 2, 3, 4, 5}.
The most important load indexes for several types of loads are shown in
Appendix A.

Constraints

In the distribution network planning, it is necessary to ensure that the constructed
grid can operate stably under normal conditions. This paper mainly considers
operation constraint and topology constraint. The part of power flow calculation in
this paper is solved by Matpower 7.0b1 toolbox.

• Distribution network operation constraint

– Grid node voltage constraint

Umin;i �Ui �Umax;i; 8i 2 S ð6Þ

where, Ui is the voltage of node i, Umin,i and Umax,i are the lowest voltage and the
highest voltage allowed by node i, respectively.

– Feeder power constraint

P2
l þQ2

l � S2max;l 8l 2 FEEDER ð7Þ

where, Pl and Ql is the active power and reactive power of feeder group l. Smax,l is
the maximum capacity of the feeder group l. FEEDER represents the set of feeder
groups.

• Topology constraint

– Radial network constraint

It is assumed that all load nodes are supplied by substation nodes. Distribution
network connectivity and radial constraints on topology need to meet the following
requirements:

(1) All nodes are connected by branches (each grid load node is connected to a
station node)
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(2) The number of nodes n and branches m satisfies the formula:

k ¼ m� n ð8Þ

where k is the number of substation nodes in a feeder group.

– Actual construction constraints

Considering the great difficulty in the construction of a certain section of the line
or the branch of the line that cannot be connected in the actual project, set its length
as infinite, then node i and j cannot be connected.

Lij¼1; i; j 2 S ð9Þ

where Lij represents the grid distance between nodes i, j, and S represents the set of
grid nodes.

3.2 Lower Level Planning

In the lower level planning, Dijkstra algorithm is used to optimize the position of tie
line, tie switch, backup line and backup switch. The part of the shortest path method
in this paper is solved by MATLAB graph toolbox.

The main steps are as follows:

• The result of the connection of the radial connection is obtained in the upper
planning model, then search the terminal nodes of each feeder groups to form a
set of terminal nodes of the feeder group. At the same time, the adjacency matrix
Dij is formed according to the road network constraints.

• If the connection mode is single ring network connection mode, two nodes with
the shortest path are found in the terminal nodes of the feeder group, and a tie
line and a tie switch are set between the two nodes.

• If the connection mode is two supplied and one backup, not only the shortest
paths between the two nodes should be found at the terminal nodes of the feeder
group, but also the nearest node to the substation should be found between the
two nodes to form backup lines and backup switches between the substation
node and the load node.

4 Planning Model Solving Method

Considering the grid planning model of connection mode, the upper level planning
is a complex non-linear multi-constrained optimization problem, and the lower
level planning is a shortest path optimization problem. In this paper, a combination
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of elite ant colony algorithm and Dijkstra algorithm is used to solve the grid
planning model of large-scale distribution network.

Step 1: Abstract the substation and grid load into nodes after meshing and merging.
Step 2: Input the coordinates of the substation and grid load, initialize the ant
colony algorithm parameters.
Step 3: The shortest path between the nodes of the grid is generated based on the
shortest path method Floyd, and stored in the adjacency matrix Dij.
Step 4: Place m ants of each generation randomly at N power supply points. Each
ant selects the next node s according to the pheromone matrix s, and stores the path
length of the ant [9, 10].
Step 5: After visiting the grid node, the visited node is recorded in the tabu search
table to prevent repeated visits to the same node. At the same time, the load on the
visited node is added to the Loadi. If it exceeds the maximum load, then return to
the nearest power point and set Load to zero. (Indicating that a new feeder is pulled
out from the substation for grid network planning).
Step 6: The radial network planning scheme can be obtained from the upper level
planning after each ant completes the tour. Then, the lower level planning is solved
by using the shortest circuit method, and the positions of the tie switches and other
components are obtained to form the complete distribution network topology.
Step 7: After all the ants have completed the calculation, select the best ant (the ant
with minimum F) in each generation as elite ant, which is updated based on the
2-opt rule. Besides, the pheromone matrix s is updated according to the pheromone
update formula.
Step 8: Repeat the steps 4, 5, 6, 7 until the condition is met.
Step 9: Obtain the optimal solution and its economic index and reliability index.

5 Test Result

5.1 Description of Planning Area

This paper takes a business district as an example for analysis. There are 10 hor-
izontal roads and 14 vertical roads. This paper divides the whole area into 12 � 16
networks. After grid meshing and merging, the planning area is divided into 92 load
nodes and 2 substations nodes. The node distribution is shown in Fig. 5a and the
best cable trench planning strategy is shown in Fig. 5b.
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5.2 Optimization Solution

MatlabR2018a was used to solve the model, and the computer CPU was i7-4710, as
shown in Fig. 6. The connection relationship of the output connected feeder groups
is shown in Appendix C. The economic indicators and reliability indicators of
various connection modes are shown in the Table 1.
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Fig. 5 Grid node distribution and cable trench plannnig strategy
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Fig. 6 Schematic diagram of convergence of ant colony algorithm calculation results under
different connection mode

Table 1 Index calculation results in three connection modes

Connection
mode

Total
cost
(million)

Power
outage cost
(million)

SAIDI
(hours
per user)

SAIFI
(times
per user)

CAIDI
(hours
per user)

ASAI
(%)

RN 91.77 23.59 1.0614 3.0500 2.8750 99.9652

SRN 112.20 17.43 0.9224 2.6248 2.8844 99.9700

TSOB 133.60 10.69 1.0194 2.8702 2.8185 99.9672
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5.3 Result Analysis

• Comparison of solving efficiency

It can be seen from the Fig. 6, the convergence rate and convergence result of
SA and GA are both worse than ACO. SA has a strong dependence on the initial
solution and small optimization space. As the temperature drops, it is easy to fall
into local optimization. GA is prone to precocity because it is difficult to find
suitable mutation mechanism. Ant colony algorithm is more suitable for solving
discrete path planning problems. It can be seen that the convergence speed and
result of eACO proposed in this paper are better than ACO. The traditional ant
colony algorithm will result in the loss of information of the most suitable indi-
viduals which cannot be transmitted to the next generation. After the application of
the elite strategy, the most suitable individuals in each generation can be retained.

In the three connection mode calculation times, the more complicated the con-
nection mode, the longer the calculation time. The solution time of the three
connection modes solved by elite ant colony is 195.72. 298.77, 335.98 s.
Because SRN and TSOB considers the factors such as the tie line, the tie switch, the
backup line and the backup switch, which increases the computational complexity.

• Comparison of Economic Index

Compared with the SRN, the RN has increased the investment cost by 22.26%
due to the investment in the contact switch and the tie line. Compared with the
SRN, TSOB increases the investment cost by 10.91%.

It can be clearly seen that the power outage loss of the TSOB is significantly less
than that of the SRN (38.67%). This is because the tie lines are often connected to
nodes near important loads, which can greatly reduce the power outage time of
important loads, thus reducing the losses caused by power outages. The SRN power
outage loss is also significantly less than the radial (26.11%), because the SRN uses
a tie line to ensure that power can be restored when the power is off.

• Comparison of Reliability Index

Among the three connection modes, the highest reliability index calculation
result is SRN. This is because after applying the SRN, a certain fault of the line can
be restored by the contact switch, thereby reducing the power outage time of the
user and improving the reliability index of the system as a whole. Since the reli-
ability calculation does not take into account the re-power supply capacity limita-
tion of each tie switch, the reliability of the TSOB is lower than that of the SRN,
and the tie switch itself has a certain failure rate, so the reliability index is lower
than SRN. Because the limit of switching power supply capacity of each tie switch
is not considered in the reliability calculation, and the tie switch itself has a certain
failure rate, the reliability index of TSOB is lower than that of the SRN.
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6 Conclusion

In this paper, a grid planning model is established, which provides a new idea for
the design of traditional planning methods. After gridding the planning area, it is
easy to classify the grid load, which shows the advantage of mesh method. By
abstracting RN, SRN and TSOB connection modes, the constraint of connection
mode on distribution topology is obtained. The optimization model is solved by
using the elite ant colony algorithm, and the planning scheme and its corresponding
reliability and economic index can be obtained under a variety of connection modes
in an actual multi-node planning area at a fast speed, which can provide reference
and basis for planners.

The follow-up work of this paper mainly includes the following aspects:

• In the reliability calculation of this paper, the limit of the transfer capacity of
power supply has not been considered, and the subsequent research will further
consider the transfer capacity to improve the reliability calculation model.

• Transforming the above model into a multi-objective optimization model
(economy and reliability) which can obtain the Pareto frontier, provides more
choice for planners.
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An Online Equivalent Method
of Large-Scale Wind Power Based
on Multi-source Data Fusion

Minghui Yan, Zhen Yuan, Haifeng Zhou and Wei Xu

Abstract With the rapid increase of wind power centralized grid-connection scale,
the security and stability of power grid are greatly affected. In order to simulate the
dynamic characteristics of wind farm accurately, a large-scale wind power online
equivalent method based on multi-source data fusion is proposed. The operating
state of the state estimation modeling network is identified by the fusion of
multi-source real-time data such as SCADA, PMU and security and stability control
system. When the error of branch power flow or node voltage at the boundary is
large, the active power regulation range of wind power generators is determined by
comprehensively considering the actual measurement collected by the wind farm
centralized control system and the prediction information of the wind power pre-
diction system. The active power of each wind farm is determined by quadratic
programming model. The wind power generators are grouped according to the
topology in the wind farm, then each group is subdivided according to static
characteristic and operating state in turn. The dynamic models and static parameters
of equivalent wind power generators and equivalent transformers are calculated.
The proposed method is proved to be fast and effective through the analysis of a
practical power grid example.

Keywords Large-scale wind power � Multi-source data fusion � Quadratic pro-
gramming � Equivalent wind power generators

1 Introduction

With the further enhancement of power supply and transmission capacity, the
network source structure was further optimized, and the installed scale of new
energy increased significantly. In 2017, the installed capacity of new energy
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generation nationwide accounted for 53.7% of the total power generation,
exceeding 50% for the first time. Northwest China accounted for 32.8% of the new
energy units added [1]. The incremental contribution of new energy generation has
also grown significantly. In 2017, new energy power generation increased by
36.6% year-on-year, 30.1% higher than the growth rate of total power generation.
Nine provinces, including Qinghai and Gansu, account for more than 10% of the
province’s electricity generation [1].

At present, some farms and networks in the new energy cluster control system
are not modeled in the Energy Management System. As a result, it cannot take into
account the impact of unmodeled plants and network during the online security and
stability analysis and scheduling operation auxiliary decision-making, new energy
accommodation capacity calculation and emergency control. The corresponding
fault, monitoring elements, sections and adjustment measures cannot be set. The
accuracy of online security stability analysis results is affected [2–4].

The operating characteristics of wind farm determine its influence on power
system. Power flow calculation and electromechanical transient simulation are
important measures to study the influence of wind farm on power system [5–7]. On
the one hand, the SCADA system only covers the low-voltage side busbar of the
wind farm transformer currently, so it cannot provide a detailed model of the wind
farm. On the other hand, the wind farm is composed of multiple wind turbines with
small capacity. If detailed models are used in power flow calculation and elec-
tromechanical transient simulation, the models are not only complex and huge in
scale, but also take a long time to calculate, which is not suitable for engineering
applications [2–9].

In the part of state estimation modeling network, aiming at the serious problems
such as bus voltage over-limit and equipment overload caused by the fault of new
energy farms, the safety and stability control emergency control devices (the third
security defense line) are usually used to implement automatic control of the power
grid, such as load cutting and system splitting. Due to the asynchrony and accuracy
difference between the state estimation data and the measured data of security and
stability control system, the reliability and rapidity of the real-time control are
affected. This paper identifies the real-time operation state of power grid by inte-
grating multi-source real-time data including SCADA, PMU and security and
stability control system. Based on power flow calculation and analysis of power
grid, it can provide high-quality basic data for rapid, reliable and accurate control of
overloading of power grid bus voltage and equipment.

By using the measured data of the new energy real-time monitoring system, the
boundary of the state estimation modeling network is identified automatically
through network topology analysis. The new energy power station model is added
to the state estimation model. Therefore, new energy operation characteristics and
control strategies can be fully considered to improve the accuracy of online security
and stability analysis and decision-making. The active power regulation range of
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the new energy unit is determined by comprehensively considering the actual
measurement collected by the wind farm centralized control system and the pre-
diction information of the wind power prediction system. The quadratic program-
ming model is adopted to determine the active power of each wind farm and to
reduce the error of new energy fluctuation to the measurement to keep the power
flow of boundary node and tie lines unchanged. By using the online equivalent
technology of wind power generators, and combining the real-time wind power
data, stability parameters, protection configuration and other model information, the
units in the wind farm and their corresponding transformers are grouped into
equivalent groups to meet the requirements of online calculation.

2 Multi-source Data Fusion

Multi-source real-time data of SCADA, PMU and security and stability control
system are integrating to identified the real-time operation state of power grid by
considering the different characteristics of real-time data reliability, precision and
sampling period.

2.1 Multi-source Data Acquisition and Self-checking

According to measuring time of security and stability control system data, the
minimum time deviation of the measured data from PMU is extracted. According to
the feasible areas of active power, reactive power and bus voltage measured data of
the equipment, the real-time data of PMU, security and stability control system and
latest RTU are respectively checked for error data. Then the error data can be
removed.

2.2 Multi-source Remote Measurement Data Fusion

For the same station with multiple sets of safety control devices, the average value
of the real-time data of each device is taken as the real-time data of the station in the
security and stability control system. For the remote measurement x of RTU data, if
the remote measurement x has corresponding real-time data x1 of security and
stability control system and measured data x2 of PMU, formula (1) is used to
calculate the remote measurement x. The weighted coefficient is k.
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x ¼ kx1 þð1� kÞx2 ð1Þ

2.3 Multi-source Remote Sign Data Fusion

According to the principle that the reliability of the remote measurement data is
greater than the remote sign data, the remote sign data of the real-time data of
security and stability control system and the measured data of PMU are checked
and corrected respectively. For the remote sign data of the real-time data of the
security and stability control system, the remote measurement data of the real-time
data of the security and stability control system should be used to check and correct
the remote sign data of circuit breakers and disconnectors in the real-time data of
the security control system. Similarly, for the remote sign data of PMU measured
data, according to the measured data of PMU in the same station, the remote
measurement data of PMU measured data should be taken as the standard to check
and correct the remote sign data of circuit breakers and disconnectors in the
measured data of PMU.

The values of the remote sign data of circuit breakers and disconnectors in the
real-time data of the security and stability control system were used to update the
corresponding values in the RTU data. Then, the values of the remote sign data of
circuit breakers and disconnectors in the PMU measured data were used to update
the values of other corresponding in the RTU data. If the real-time data doesn’t exist
corresponding measurement data security and stability control system data or PMU,
according to the RTU data in the same station, check and correct the remote sign
data of circuit breakers and disconnectors in RTU data according to the remote
measurement in RTU data. Now, the remote sign data of circuit breakers and
disconnectors in the whole network fused with multi-source data can be generated.

2.4 Network Topology Update and Node Power Balance
Check

According to the checked and modified RTU data, the grid topology analysis can
obtain the information of the computing nodes and the topology islands of the grid.
The power balance of the calculated nodes is checked. For the calculated nodes
whose power unbalance is greater than the set threshold value, the power unbalance
can be reduced and eliminated by equipment turnover in the station and modifying
the injection power of equivalent branches.
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3 Wind Farm Flow Adjustment

New energy power station is excluded in state estimation generally. In order to
accurately simulate the dynamic characteristics of wind farm, the new energy power
station model by artificial modeling mode is automatically integrated. The mea-
sured value acquired by the centralized control system of wind farm is taken as the
initial active value of new energy generator.

Because data source of the unmolded network (hereinafter referred to as low
voltage network) is inconsistent with the state estimation model part (hereinafter
referred to as main network), and the actual measurement collection cycle is
inconsistent, boundary power flow may have errors. When boundary branch flow or
node voltage has a larger deviation, it is necessary to regulate the wind farm flow to
ensure the flow rationality of all network.

Wind farm generator and load of the low voltage network are selected as the
adjustable node. The active adjustment range of new energy generator is confirmed
by the forecast information of wind power forecast system in order to adjust the
active power of tie line in low voltage network. According to the active power
sensitivity of adjustable nodes to tie lines and the target value of the AC line active
power transmission (measured value), the minimum sum of weighted adjustment
active quantity is taken as the target, and the active adjustment quantity of adjus-
table node is worked out by quadratic programming algorithm. The constraints will
be relaxed when the quadratic programming algorithm has no solution. When the
solution is given out, the AC line and deviation value not accorded with the
constraints are given out at the same time.

The above problem model can be described as formula (2):

minf ¼
XN
i¼1

aiDP
2
i

s:t:
XN
i¼1

Kji � DPi ¼ DPlj j ¼ 1;. . .;M

ð2Þ

The active (reactive) adjustment quantity of adjustable node i is DPi. DPlj is the
differential value of target AC line j between the low voltage network and main
network. ai is the weighted value of adjustable node i. Kji is the active (reactive)
sensitivity of the adjustable node i to the target AC line j. N is the scale of adjustable
nodes. M is the scale of target AC lines.

This problem has the solution under the condition of the partial derivative of
equation L ¼ PN

i¼1 ai � DP2
i þ

PM
j¼1 kj � ð

PN
i¼1 Kji � DPi � DPliÞ are zero on DPi

and kj, namely:
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@L
@DPi

¼ 2aiDPi þ
PM
j¼1

kj � Kji ¼ 0 i ¼ 1; . . .;N

@L
@k ¼

PN
i
Kji � DPi � DPij ¼ 0 j ¼ 1; . . .;M

8>>><
>>>:

ð3Þ

For the node voltage, first to select the adjustable node according to the sensi-
tivity relationships between the voltage of main network node and the reactive of
low voltage network node. Then, according to the length of the steps, the reactive
load of low voltage network load node is adjusted by quadratic programming
algorithm. Finally, the active flow is verified after successfully matched the voltage.

4 Wind Farm Equivalent

According to the measured data of wind farm, static model parameters, protective
parameters of wind power generator, terminal transformer parameters and other
relevant data information are used to group wind turbines. Then, wind turbines will
be grouped according to on-off state, type of wind power generator, rated active,
dynamic model parameters, protective setting value, active power and pitch angle.
All wind power generators and their corresponding terminal transformers will be
divided into several teams. Each team contains several groups, and every group
contains several wind power generators. The rated active, upper limit and lower
limit of active power, active power, reactive power and other parameters of
equivalent wind power generator and equivalent transformer are calculated to meet
the requirements of online security and stability analysis.

4.1 Wind Farm Parameters

The real-time information of wind power generator in all wind farms, static model
parameters, protective parameters, terminal transformer parameters and other
information are obtained by external system.

According to the reasonable range of the equipment parameters, the rationality
check for the obtained data is carried out combined with the Expert System
judgement based on the above information. The error existed in the data and the
suspicious data are corrected.
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4.2 Wind Power Generator Grouping

According to the topological connection relationships between wind power gen-
erator and feeder, the wind power generators and terminal transformers in wind
farm are divided into several teams. The wind power generators in each team are
grouped according to on-off state, type of wind power generator, rated active, stable
parameters, protective setting value, active power and pitch angle in turn. The
achievement steps are shown as below:

1. The wind power generators in wind farm are grouped by the topological con-
nection relationships between wind power generator and feeder. The wind
power generators connected to the same feeder are divided into the same team.

2. The terminal transformers in wind farm are grouped by the topological con-
nection relationships with the feeder. The terminal transformers connected to the
same feeder are divided into the same team.

3. The wind power generators in all teams are grouped by the on-off situation, the
power-on wind power generators are divided to the same group. The power-off
wind power generators are divided to another group.

4. The wind power generators in all groups are grouped by the types of wind
power generators (including constant speed, double feeder and direct drive). The
same type wind power generators are divided to the same group.

5. According to the rated active of all wind power generators, the wind power
generators with the same or similar rated active (rated active is within ± 5% is
regarded as similar) are furtherly divided to the same group.

6. According to the stable parameters of wind power generators, the ones with the
same stable parameters are furtherly divided into the same group.

7. According to the protective setting value of wind power generator. The ones
with the same protective setting values are furtherly divided into the same
group.

8. For the groups with double feeder or direct drive type, according to the active
power of wind power generator, the wind power generators in groups are fur-
therly divided into 3 groups within three ranges (active power is between 0 and
Pset, active power is between Pset and 1.0 pu, active power is equal 1.0 pu).
Pset(using per unit) is the presetting active power threshold, which is set by the
engineering’s practical requirements.

9. Aim at the groups with double feeder or direct drive type, and active power is 1
pu, the wind power generators in groups are furtherly divided into 3 groups
within three ranges (pitch angle is lower than the rated minimum bmin, pitch
angle is larger than the rated maximum bmax, pitch angle is between rated
minimum bmin and rated maximum bmax).

In 5–9 grouping process, if the number of groups is larger than Nmax after
grouping, grouping will be stopped in this step. Nmax is the presetting maximum
grouping number, which is set by the engineering’s practical requirements.
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4.3 Wind Power Generator Equivalent

According to the grouping result, the wind power generator in each group is
equivalent to an equivalent wind farm generator. Then the parameters of all
equivalent generators and equivalent terminal transformers are worked out.

The rated active, active maximum, active power, reactive power, wind generator
number of equivalent generators, as well as the rated capacity of equivalent transformer
all can be obtained by Formula (4) polymeric single generator or transformer. The rated
capacity of a single wind power generator is solved by formula (5). Peq;nom, Neq are
respectively the rated active of equivalent generator and the quantity of wind power
generator. The active lower limit, reactive upper and lower limit of equivalent gen-
erator are all solved by formula (6). kpmin; kqmax; kqmin are respectively the active lower
limit coefficient, reactive upper limit coefficient, reactive lower limit coefficient. The
resistance, reactance of equivalent transformer are equal to the parallel resistance,
reactance of the operating transformers in the team. The conductance, susceptance of
equivalent transformer are equal to the parallel conductance, susceptance of the
operating transformers in the team.

xeq ¼
X

xi ð4Þ

Pnom ¼ Peq;nom=Neq ð5Þ

Pmin ¼ kpmin � Peq;nom

Qmax ¼ kqmax � Peq;nom

Qmin ¼ kqmin � Peq;nom

8<
: ð6Þ

After finished the above equivalent processes, the measured result of the original
output wind farm is replaced by the equivalent wind farm model parameters, which
are used for online security and stability.

5 Case Verification

A certain wind farm in the state estimation data is equivalent to a 35 kV load, the
power is 1.1383 + j0 MVA. With 12 wind farm generators in total in wind farm,
the topological relationship is shown in Fig. 1.

Parameters (known value) of every transformer are R = 0.23, X = 4.6. No. 1–7
wind power generators are stopped, and the measured value of others are shown in
Table 1.

According to the wind farm equivalent methods as stated in Sect. 4 of this paper,
all the wind power generators in this wind farm can be divided into 3 groups. The
generators within the dotted circle in Fig. 1 are the same group. The equivalent
topological diagram is shown in Fig. 2, and the power of all equivalent machines
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are shown in Table 2. The parameters (known value) of equivalent transformer are
R = 0.046, X = 0.92.

At last, according to the methods stated in Sect. 3 of this paper, adjust the
boundary branch flow and node voltage to the target values. The adjusted result is
shown in Table 2. Therefore, the online equivalent of this wind farm is achieved.

Based on the practical power grid, the large-scale wind power online equivalent
method is verified by the following cases:

Case 1: Disregard wind farm model, wind farm is equivalent in high voltage side
bus;
Case 2: Regard wind farm model, large-scale wind farm is equivalent online
according to the methods as stated in this paper.

When the area near a certain wind farm has the fault, the comparative curve of
330 kV bus voltage is shown in Fig. 3, and the active and reactive power curves of
outgoing AC line are shown in Fig. 4 and in Fig. 5 respectively.

Table 1 Measured value of
all wind power generators

Generator number Measured value (MVA)

8 0.16 + j0.03

9 0.33 + j0.07

10 0.248 + j0.05

11 0.315 + j0.06

12 1.478 + j0.3

Gb

T1'

Gc

35kV

0.69kV

Ga

Fig. 2 Equivalent
topological diagram

G1 G7

T1 T7

G8

T8

G12

T12

G11

T11

35kVFig. 1 Grouping for the
generators in a certain wind
farm
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Table 2 Power flow of equivalent generator

Generator number After equivalent (MVA) After adjustment (MVA)

A 0 + j0 0 + j0

B 1.054 + j0.214 0.508 − j0.168

C 1.478 + j0.3 0.631 + j0.168

Fig. 3 Bus voltage curve after the fault

Fig. 4 AC line active curve after the fault

Fig. 5 AC line reactive curve after the fault
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In case 2, after the area near the wind farm has the serious fault, the related new
energy generators are offline due to the control measures. Due to case 1 hasn’t the
detailed wind farm model, the capacity is more different from the practical result
when it simulated the new energy generator to be offline. The simulation com-
parison result shows that the equivalent model after online considered the
large-scale wind farm can reflect the operation state of the practical power grid
more accurately.

6 Conclusion

This paper put forward an online equivalent method of large-scale wind power
based on multi-source data fusion. For the state estimation modeling network,
multisource data from security and stability control system, PMU, SCADA are
integrated to improve the accuracy of the data. According to the real measurement
acquired by the centralized control system of wind farm and the forecast infor-
mation of wind power forecast system, the active power of all wind farms is
adjusted by quadratic programming model. The network scale is greatly reduced for
simulation calculation by the wind farm equivalent to meet the requirements of
online security and stability. The operation result of the practical power grid
verified the accuracy and feasibility of this method.
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Multi-objective Optimal Allocation
of Distributed Generation
Considering Environmental Target
and Uncertainty of EV

Huazhen Cao, Yaxiong Wu, Chong Gao, Junxi Tang
and Lvpeng Chen

Abstract Based on the typical timing characteristics of Distributed Generation
(DG) and user power load, considering the uncertainty of large-scale electric
vehicles and the environmental benefits of different distributed power sources, the
operating cost, network loss and environmental benefit of the distribution network
are used as the objective function. In this paper, a Monte Carlo simulation method
is used to simulate the charging characteristic of the electric vehicle, and the model
is solved by the binary bat algorithm. By comparing with a single-purpose dis-
tributed power optimization configuration model, the simulation results verify the
rationality and validity of the proposed model and method.

Keywords Distributed generation � Electric vehicle � Time-sequence character-
istics of load � Multi-objective bat optimization algorithm

1 Introduction

In order to solve the energy shortage and environmental problems, distributed
generation technology and electric vehicle industry are developing rapidly [1–3].
Because the output characteristics of Distributed Generation (DG) are random and
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intermittent, when a large number of DGs connected to the distribution network, it
will have a huge impact on the operation of the distribution network.

The charging characteristics of the electric vehicle (EV) have great space-time
uncertainty. With the increasing of the permeability of the EV, the existing dis-
tribution network will likely have a problem of operation [4]. Therefore, the planner
should consider the uncertain characteristics of the DG and the EV in the planning
of the DG optimization configuration, so as to be of great significance to the
development of the distribution network.

At present, many scholars have done a lot of research on the problem of DG
optimal allocation, and have achieved relevant results [5]. The model established in
reference [6] takes into account the cost of purchasing electricity, the cost of lack of
power, the cost of loss and the cost of delaying network renewal. The random
characteristics of DG and PEV under different permeability are considered in ref-
erence [7], but the genetic algorithm has the disadvantage that it is easy to fall into
precocity.

In this paper, the charging characteristics of EV are modeled, and the timing
characteristics of DG and conventional load are analyzed and extracted. The
multi-objective DG optimal configuration model is established based on the dis-
tribution network loss, the operation cost of DG construction, and the environ-
mental benefit as the objective function. The binary bat algorithm is used to solve
the model. The numerical results show that the proposed optimization model and
method are effective and flexible.

2 Probabilistic Modeling and Simulation of EV Charging
Characteristics

2.1 Behavior Characteristics of EV

According to the results of the American household traffic survey data (NHTS) [8],
it is found that the time T of the car owner’s last end trip obeys the normal
distribution. Its probability density can be expressed as (1):

f ðTÞ ¼

1ffiffiffiffiffiffi
2p

p
rT

exp � T � lTð Þ2
2r2T

" #
; lT � 12ð Þ\T � 24

1ffiffiffiffiffiffi
2p

p
rT

exp � T þ 24� lTð Þ2
2r2T

" #
; 0\T � lT � 12ð Þ

8>>>>><
>>>>>:

ð1Þ

where lT= 17.6; rT= 3.4.

230 H. Cao et al.



2.2 Characteristics and Charging Mode of EV’s Battery

It is assumed that the battery characteristic parameters adopted in this paper are as
follows: the capacity of EV battery is 30 kWh, the initial SOC meets normal
distribution N(0.5, 0.01) at the beginning of charging. The charging efficiency is
95% and the charging power factor is 0.95. The charging power is assumed to be
constant and the charging power is 3.5 kW. The car owner will adopt the disordered
charging mode. Suppose the owner’s charging time is at the end of the last
trip. According to (1) and battery characteristics of electric private car, Monte Carlo
simulation method can be used to simulate the charging load characteristics of EV.

3 Time-Sequence Characteristics of DG and Load

3.1 Time-Sequence Characteristics of DG

The output characteristics of Wind turbine generator (WT) and photovoltaic gen-
erator (PV) both have volatility and randomness. However, there is a certain reg-
ularity within a certain time scale (for example, daily). The typical daily output
curves of WT and PV are shown in Fig. 1. The output data of WT and PV are
selected from a distributed power plant under heavy load period in Maoming City,
Guangdong Province.

It can be seen from the typical output curves that there is a certain comple-
mentarity between the output rule of WT and PV. The complementary character-
istics between WT and PV naturally smooth the peak-valley difference of
distribution system to a certain extent.

Micro-turbine generator (MT)is a widely used distributed generator. Different
from WT and PV affected by geographical location and natural conditions, their

Fig. 1 Typical output curves of WT and PV on July 23, 2018
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time series output characteristics are precisely controllable. Therefore, the time
series output characteristic is regarded as constant in this paper.

3.2 Extraction Method of Time-Sequence Characteristics
of Load

With the continuous development of social economy, especially the emergence of
new load, the characteristic difference of electric load time series curve is gradually
increasing. DG optimal configuration planning also needs to extract the timing
characteristics of the load. In this paper, Fuzzy C-Means (FCM) is selected as the
extraction method of load timing characteristics [9].

4 Multi-objective DG Optimal Configuration Model

4.1 Objective Function

Distribution Network Loss Target.

CL ¼ 365� priceloss
XNT

NT

XNL

l¼1

I2tlRlDt ð2Þ

where CL is the annual cumulative loss cost after DG is configured, priceloss is the
loss price, NT is the segment number of the time series characteristic curve, this
paper takes 24 NL as the total branch number of the optimized regional distribution
network. The Itl is the current on the branch l after the DG is connected to the
distribution network, the Rl is the branch resistance of the branch l, and Δt is the
time interval.

DG Construction Operation Cost Target. The DG construction operating cost
target consists of the DG construction cost CCON and the operational maintenance
cost COM, as shown in (3):

CDG ¼
XNDG

k¼1

Sk
gð1þ gÞnDG;k

ð1þ gÞnDG;k � 1

� �
CCON;k þ 8760COM;k

� �
ð3Þ

where NDG is the number of DG in distribution network, η is fixed annual interest
rate, unit is %, nDG,k is the repayment period of construction funds, which is equal
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to the economic operating life of DG, Sk is the planning capacity of the kth DG.
CCON,k and COM,k are the unit capacity construction cost and operation maintenance
cost of the kth DG, respectively.

Environmental Benefit Target [10]:

CE ¼
XNDG

k¼1

Qk

XNP

i¼1

CFi � CDGkið Þ ð4Þ

Qk ¼ 365�
XNT

t¼1

PktDt ð5Þ

where CE is the annual environmental benefit after DG is configured, NDG is the
number of DG configured in distribution network, Qk is the annual power gener-
ation of the kth DG, NP is the number of pollutants, and NDG is the number of DG
in distribution network. CFi and CDGki are the environmental value costs of thermal
power generation and the ith pollutant emitted by the kth DG distributed power
source, respectively. Pkt is the active contribution of the kth DG in the t-period of
the daily load series.

4.2 Constraint Condition

Power Flow Constraints

Pis ¼ Ui

X
j2i

UjðGij cos hij þBij sin hijÞ

Qis ¼ Ui

X
j2i

UjðGij sin hij � Bij cos hijÞ

8>><
>>: ð6Þ

where Pis and Qis are the active power injection power and reactive power injection
power of node i, respectively, Ui and Uj denote the voltage amplitude of node i and
node j, and j 2 i denote all nodes directly connected to node i, respectively, and Ui

and Uj denote the voltage amplitude of node i and node j, respectively. Gij and Bij

represent conductance and admittance between node i and node j respectively, h ij is
the phase angle difference between node i and node j.
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Node Voltage Constraint

Umin
i �Ui �Umax

i ð7Þ

where Ui
min and Ui

max represents the upper and lower limits of the voltage of node i.

Transmission Line Capacity Constraints

Pij\Pij;max ð8Þ

where Pij represents the transmitted power from node i to node j.

Total DG Access Capacity Constraint

Smin �
XNDG

k¼1

Sk � Smax ð9Þ

where Smin and Smax represents the upper and lower limits of the capacity in a
distribution network that allows access to a distributed source.

4.3 Synthetic Objective Function

To sum up, the above three optimization objectives conflict with each other, so the
coordination optimization is difficult. Therefore, the weighted variable xm is
introduced to express the decision preference of different objectives. The synthetic
objective function is shown in (10).

minC ¼ x1CL þx2CDG � x3CE ð10Þ

where x1, x2 and x3 are the weight coefficients of each objective, and x1+ x2+
3 = 1. Each weight can be selected according to experience. The more close to 1 the
weight coefficient is, the more important it is to consider its corresponding index.
This paper mainly considers transmission loss, environmental benefit and DG
construction cost as the influencing factors of weight selection.

5 Solution of the Model

5.1 Particle Position Coding Scheme Setting

Particle position information includes the type of access to the DG and the DG
access capacity. The encoding method is binary coded, as shown in (11)
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X ¼ fK1; S1;K2; S2; . . .;KNbus ; SNbusg ð11Þ

where X is the location information of bats, Ki is the type of DG at distribution node
i, and Si is the capacity of DG at distribution node i.

5.2 Binary Bat Algorithm

Bat Algorithm (BA) is a new intelligent optimization algorithm, which is suitable
for solving the continuous optimization problem of decision variables. The DG
optimization problem is an integer optimization problem, so the standard BA
cannot be adopted directly. By modifying the process of updating the speed and
position of the BA, the standard BA is transformed into the Binary Bat Algorithm
(BBA) to solve the DG optimal configuration problem [11].

The specific process is described as follows:

Step (1): Initializes the BBA algorithm parameters. Set the sound level A, the pulse
frequency r, and the number of populations n. Initial the ith bat position Xi

0 ran-
domly by binary coding method, and initial the bat speed Vi

0 randomly.
Step (2): Calculate the initial fitness f(Xi

0) of each bat, and find the bat position of
the initial optimal fitness function, recorded as X0

best.
Step (3): Update the pulse frequency vector Fi

k of the bat individual and the velocity
vector Vk

i

Fk
i ¼ Fmin þ Fmax � Fminð Þb ð12Þ

Vk
i ¼ Vk�1

i þ Xk
i � Xk�1

best

� �
Fk
i ð13Þ

where Fk
i is the pulse frequency of the ith bat at the kth iteration; Fmin is minimum

frequency; Fmax is the maximum frequency; different pulse frequencies will
increase the diversity of bats; b 2 [0,1] is to satisfy the uniform distribution The
random number; Fk

i and Xk
i are the velocity and position of the ith bat at the kth

iteration, respectively; Xk
best is the optimal position at the kth iteration.

Step (4): Calculate the speed conversion vector Tk
i for each bat;

Tk
i ¼ 2

p
arctan

p
2
Vk
i

	 
����
���� ð14Þ

Step (5): Update bat position.
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Xk�1
i;m ¼ ðXk�1

i;m Þ�1; rand1\Tk
i;m

Xk�1
i;m ; other

(
ð15Þ

Xk�1
i;m ¼ Xk�1

i;m ; r\rand2
Xk�1
i;m ; other

�
ð16Þ

where, Xi,m
k is the value of the mth coded bit of the ith bat l at the kth iteration; Ti,m

k is
the velocity conversion of the mth coded bit of the ith bat at the kth iteration; (.)−1 is
inverse function; rand1 and rand2 are random numbers of [0, 1]; r is pulse
frequency.
Step (6): Calculate the fitness value of all bats. If rand3 < A and f ðXk

i Þ\f ðXk
bestÞ,

accept the value, otherwise retain the fitness value obtained from the last iteration
calculation.
Step (7): The fitness values of the individual bat individuals are sorted to find the
individual position Xk

best and the fitness value f ðXk
bestÞ of the optimal fitness function

at the current iteration.
Step (8): If the algorithm iteration does not reach the maximum number of itera-
tions, return to Step (3), otherwise, output the optimal solution.

5.3 Stochastic Power Flow Calculation Method

In this paper, the uncertainty of EV and the timing characteristics of DG and
conventional load are considered. In this paper, the stochastic power flow method
based on Monte Carlo simulation (MCS) is used to solve the distribution network
power flow with uncertain factors. According to the random sampling of the EV
state at different times in the system, the corresponding state of the system is
obtained by extracting the DG at different time and the output of the conventional
load. Then the power distribution of each branch of the system is obtained by using
the deterministic power flow calculation method to calculate the power loss target
and so on [12].

6 Simulation Analysis

6.1 Simulation System Configuration

The method proposed in this paper is used to optimize the DG planning and
configuration of the IEEE33 node distribution system. Installation cost of WT, PV,
MT are 1400$/kW, 1800$/kW and 700$/kW, respectively; power loss price is 0.07
$/kWh; load and distributed power factor is 0.9; upper limit of total access capacity
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for DG is 380 kW. Suppose a total of 400 EVs in one day are connected to the area.
All nodes in the distribution network have access to the DG conditions.

The population size of the algorithm is 25; the maximum number of iterations is
300, the penalty factor is K = 100; the sampling times of Monte Carlo is
Nmcs = 100.

6.2 Clustering Processing Results of Load
Time-Sequence Data

In this paper, the daily load curve data of a certain area in Guangdong Province,
China are selected as clustering samples. The typical load sequence curve obtained
by normalized clustering is shown in Fig. 2.

According to the analysis results, it can be seen that there are three typical load
characteristics in this area. The load type of each node in the IEEE33 node system is
set as follow: Type1: 4,10,11,13; Type2: 2,3,5,6,8,12,16,17,18,19,20,22,
23,29,30,32,33; Type 3: 7,9,14,15,21,24,25,26,27,28,31.

6.3 Simulation Results and Analysis

Comparison of Single-Objective and Multi-Objective Optimization Effects. The
single-objective optimization of each objective and multi-objective optimization are
carried out. The results are shown in Table 1. The distribution network loss target
weight, each target weights are all taken as 1/3, that is, x1 = x2 = x3 = 1/3.

It can be seen from the table that distribution network loss optimization results
with the goal of minimum construction operation cost (i.e. no DG access) are higher
than other optimization scenarios, which shows that the access of DG can effec-
tively reduce the distribution network loss. In addition, compared with the
single-objective optimization results for distribution network losses, the

Fig. 2 Clustering results of
load time series characteristics
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optimization results of the multi-objective algorithm in this paper balance the
objectives of all aspects, sacrificing a small amount of distribution network losses
and DG construction operation costs. The goal of environmental benefit has been
greatly raised. It is of great significance to improve the environmental quality and
improve the living standard of the people in the planned area.

Analysis of Optimization Effect Under Different Target Weight Setting.

Case 1: the optimization target focuses on the social environmental protection
benefits, and the weight setting of each goal is x1 = 0.4; x2 = 0.1; x3 = 0.5;

Case2: the optimization goal focuses on the investment operation cost of the
power supply enterprise, and its target weights are x1 = 0.4; x2 = 0.5; x3 = 0.1.

The optimization results are shown in Tables 2, 3 and 4.
Comparison and analysis of overall optimization results. From the optimization

results of Table 2, we can see that the network loss costs of the two optimization
modes are 12.46 and 10.17% lower than those without DG access, respectively.
This shows that reasonable DG access can effectively reduce the cost of network
loss. In addition, two cases are compared and analyzed. Case 1 focuses on social
environmental protection, and the environmental benefit is the highest in the
optimization results, which is more than that of Case 2, but the construction and
operation cost of DG is increased. Case 2 focuses on the investment operation cost
of the power supply enterprise, and the construction operation cost of the opti-
mization result is less than that of the case 1, but it is replaced by reducing the

Table 1 Results of single and multiple objectives optimizations

Target Distribution
network loss
target/104$

DG construction
operation cost
target/104$

Environmental
benefit target/
104$

Minimum network loss 5.74 17.39 6.27

Minimum construction
operation cost (without DG
access)

7.46 0 0

Maximum environmental
benefit

6.03 27.11 9.64

Multiple target 6.21 19.02 8.77

Table 2 Optimization results comparison of different case

Case Cost of network
loss/104$

Construction operation
cost/104$

Environmental
benefits/104$

Without DG
access

7.46 0 0

1 6.53 11.60 4.27

2 6.70 9.38 3.37
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environmental benefit. This is because DG power generation has the characteristics
of clean and environmental protection, DG access to the distribution network to
replace the traditional coal-fired units to generate electricity, will improve the social
and environmental benefits. However, the larger the DG access capacity, the higher
the construction operation cost.

Comparison and analysis of the results of distributed generator configuration. It
can be seen from the optimization results that the total access capacity of DG in the
two schemes is 380 kW and 340 kW, respectively. In the optimization scheme, WG
and PV access are the main ones, which is because the environmental benefit target
is considered in the optimization goal, and the contribution of these two types of
non-polluting DG to the environmental benefit is greater. In addition, in the two
schemes, PV access is relatively stable. In case 2, compared with case 1, the
proportion of WG access decreased from 28.95 to 17.64%, and the proportion of
MT access increased from 15.79 to 29.41%. This is due to the fact that the cost
of WG is higher than that of MT when it comes down When the objective weight of

Table 3 Configuration results of distributed generator optimization

Case1 Case2

Node
number

DG access
Type

Access
capacity /kW

Node
number

DG access
Type

Access
capacity/kW

3 WT 50 12 PV 70

10 PV 30 13 WT 30

11 PV 50 15 PV 30

16 MT 40 17 PV 20

21 PV 30 21 MT 20

23 MT 20 26 PV 30

25 PV 30 30 WT 30

27 PV 40 31 PV 30

29 WT 60 33 MT 40

32 PV 30 – – –

Table 4 Access quantity and access proportion of distributed generation

Case1 Case2

DG type Access/
kW

Access ratio
(%)

DG type Access/
kW

Access ratio
(%)

WT 110 28.95 WT 60 17.64

PV 210 55.26 PV 180 52.94

MT 60 15.79 MT 100 29.41

Total
access

380 100 Total
access

340 100
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environmental benefit and the operation cost of DG are raised, the algorithm will
adjust the configuration of distributed generator, reduce the access capacity of WG
and PV, which contribute greatly to the environmental benefit, and increase the
access ratio of MT.

7 Conclusion

The main work of this paper is summarized as follows:

(1) considering the uncertainty of EV access distribution network, the probability
model of EV charging characteristics is established. In addition, the clustering
method is used to extract the typical timing characteristics of distributed power
supply and conventional load, which makes the planning model more close to
the actual scene.

(2) A multi-objective DG optimal configuration model is established, which inte-
grates the operation cost of DG construction, distribution network loss and
environmental benefit cost. Planners can flexibly change the weights of dif-
ferent objectives according to the requirements of planning tasks, and obtain
different optimal allocation results.

(3) using the binary bat algorithm to solve the programming model, the rationality
and effectiveness of the proposed model and method are verified.

References

1. Cheng H, Hu X, Wang L et al (2019) Review on research of regional integrated energy
system planning. Autom Electr Power Syst 43(7):2–13

2. Pan Z, Zhang X, Yu T et al (2017) Hierarchical real-time optimized dispatching for
large-scale clusters of electric vehicles. Autom Electr Power Syst 41(16):96–104

3. Pan J, Wu H, Xu D et al (2019) Capacity optimization of rooftop photovoltaic based on
photovoltaic/electric vehicle/load game. Autom Electr Power Syst 43(1):186–193

4. Hu Z, Luo H (2018) Research status and prospect of automatic generation control with
integration of large-scale renewable energy. Autom Electr Power Syst 42(8):2–15

5. Zhu J, Wei G, Lou G et al (2017) Learning automata-based methodology for optimal
allocation of renewable distributed generation considering network reconfiguration. IEEE
Access 5(99):14275–14288

6. Dugan RC, Mcdermott TE, Ball GJ (2001) Planning for distributed generation. IEEE Ind
Appl Mag 7(2):80–88

7. Huang X (2018) Capacity optimization of distributed generation for stand-alone microgrid
considering controllable load. Proc CSEE 38(07):1962–1970

8. U.S. Department of transportation, federal highway administration [DB/OL]. National
household travel survey, 2009. http://nhts.ornl.gov

240 H. Cao et al.

http://nhts.ornl.gov


9. Yang Z, Lin X, Jiang W et al (2017) An electricity data cluster analysis method based on
SAGA-FCM algorithm. In: IEEE International Conference on Networking. IEEE

10. Qian K (2008) Environmental benefits analysis of distributed generation. Proc CSEE 28
(29):11–15

11. Mirjalili S, Mirjalili SM, Yang XS (2014) Binary bat algorithm. Neural Comput Appl
25(3–4):663–681

12. Peng X, Lin L, Liu Y et al (2015) Optimal distributed generator allocation method based on
correlation latin hypercube sampling monte carlo simulation embedded crisscross optimiza-
tion algorithm. Proc CSEE 35(16):4077–4085

Multi-objective Optimal Allocation of Distributed Generation … 241



Research on Optimal Configuration
of Energy Hub Considering System
Flexibility

Xu Zhu, Ming Zhou, Zimo Xiang, Lijun Zhang, Yikai Sun
and Gengyin Li

Abstract The energy hub with renewable energy integrated with cold, heat,
electricity and gas can improve energy efficiency, demand side flexibility and
environmental benefits. To deal with the fluctuation of net load and promote the
accommodation of renewable energy, an optimal configuration scheme of energy
hub considering system flexibility is presented. In this paper, the mathematical
model of the energy hub structure considering the integrated demand response is
firstly established. Then, the flexibility demand of the energy hub is obtained
according to wind power output, photovoltaic output and load characteristic curves
of typical days in different seasons. Meanwhile, two sets of flexibility indexes,
system upward/downward flexibility supply and upward/downward system flexi-
bility potential, are proposed. Furthermore, an optimal capacity configuration model
of energy hub aimed at annual total cost consisting of economic cost, inadequate
system flexibility penalty cost and environmental protection cost is established. In
this model, the system flexibility adequacy constraints are introduced and integrated
demand response is taken into account. Finally, different energy supply modes and
demand response strategies under flexibility adequacy constraints are simulated and
analyzed. The results show that the integrated demand response can significantly
improve the economy of the configuration scenarios, and the proposed model can
effectively improve the flexibility of the integrated energy system.
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1 Introduction

In recent years, energy shortage and environmental pollution have promoted the
extensive development of renewable power generation. However, the uncertainty and
volatility of net load lead to the increasing contradiction between the stable operation
of power system and the absorption of renewable energy [1]. Therefore, the power
system should have enough adjusting and responding ability, system flexibility, to
deal with power fluctuation, otherwise it will cause problems such as load shedding,
wind and light abandonment [1, 2]. In this context, system flexibility should be con-
sidered in planning tomatch the scale of renewable energy. At present, the research of
incorporating flexibility into power system planning model is in its infancy. By
quantifying the risk cost of insufficientflexibility, the energy storage capacity of active
distribution network with flexibility, security and economy is optimized in [3].

Integrated energy system (IES) with multiple energy coupling and intercon-
nection, such as electricity, natural gas, heat, cold and renewable energy, can
enhance the flexibility, economic and environmental benefits of the system by
exploiting the complementary potential of energy sources [4, 5]. The concept of
energy hub (EH) is currently widely used in IES modeling, which can describe the
conversion, allocation and storage processes among multiple energy sources in IES
optimization planning and operation [5]. There are some achievements in EH
optimal configuration research at current stage. Reference [6] takes reliability into
account in EH optimal configuration to choose type and capacity of hub compo-
nents, aiming at the lowest cost in planning period. Reference [7] divides the IES of
electricity, gas, heat and cold into two layers, optimizes the lower structure of EH
and solves the expansion scheme of the upper network.

Integrated demand response (IDR) extends the traditional demand response
(DR) based on electricity price and incentive utilizing the multi-energy comple-
mentarity of IES [8]. Electricity load can be transferred in peak period by changing
energy use mode, which can fully reduce the cost of EH operation and configu-
ration. Reference [8] proposes an optimal operation model for commercial parks
considering IDR of central air conditioning (AC) load, which reduces peak-valley
difference of equivalent load, electricity purchase cost and total operation cost.
Reference [9] extends the concepts of translatable load and transferable load to
cooling/heating load, which 9 significantly improves the economy of EH config-
uration. Reference [10] establishes the architecture of IDR to build the EH model
considering IDR, and summarizes the existing research of IDR in EH optimal
operation and planning.

IDR mechanism in IES provides a new way to improve the flexibility of power
system. However, the above research on IDR mainly focuses on the energy effi-
ciency and economy improvement, which ignores the contribution of substitutable
characteristics among loads to flexible regulation ability. In addition, the current
study of EH optimal configuration only considers the economic and environmental
costs, but overlooks insufficient flexibility problem caused by the fluctuation of net
load.
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To solve the above problems, typical structure of EH is firstly built in Sect. 2.
Taken as a flexible resource, IDR is modeled to participate in system regulation and
the indexes of system flexibility are put forward. Then aiming at improving system
economy, flexibility and environmental protection, Sect. 3 establishes an EH
optimal configuration model to minimum annual total cost, under the premise that
system flexibility meets expectation. In Sect. 4, simulation examples are given and
analysed to verify the effectiveness of the presented EH optimization model con-
sidering system flexibility. Finally, conclusions are drawn in Sect. 5.

2 EH, IDR and System Flexibility Modeling

2.1 EH Structure and Modeling

The typical EH structure considered is shown in Fig. 1. Its inputs include gas
consumption, electricity purchasing from the grid, photovoltaic (PV) and wind
power; there are three kinds of loads at the output side: electricity, heat and cooling
load; the energy conversion equipment include combined cooling heating and
power (CCHP) composed of combined heat and power (CHP) system and
absorption refrigerator (AR), gas boiler (GB), heat pump (HP) and electric chiller
(EC); the energy storage equipment consist of electricity storage (ES) and heat
storage (HS).

Fig. 1 Typical structure of an energy hub
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Taking into account IDR, the power-form mathematical model of EH shown in
Fig. 1 is established as follows:

Lt ¼ CPt þMt ð1Þ

Lt ¼ Le;t � CL
t � DLILe;t � DLACe;t � DLWH

e;t Lh;t þDLWH
e;t gWH Lc;t þDLACe;t gAC

h iT

C ¼
1� vHP � vECð ÞgT vCHPgCHPe

vHPgTgHP 1� vCHPð ÞgGB þ vCHPgCHPh 1� vARð Þ
vECgTgEC vCHPgCHPh vARgAR

2
4

3
5

Pt ¼ Pbuy
e;t þPPV

t � CPV
t þPwind

t � Cwind
t Pg;t

h iT
Mt ¼ PES

d;t � PES
c;t P

HS
d;t � PHS

c;t 0
h iT

8>>>>>>>>>><
>>>>>>>>>>:

ð2Þ

where Lt, Pt and Mt are the vector of equivalent load, input power and energy
storage correction at time t. C is the coupling matrix. CL

t , C
PV
t and Cwind

t are load,
wind power and PV power curtailment. DLILe;t, DL

AC
e;t and DLWH

e;t are flexibility supply
of interruptible load (IL), electricity-cooling load substitution (ECLS) and
electricity-heating load substitution (EHLS). gAC and gWH are the energy efficiency
ratio of AC and water heater. Pbuy

e;t , PPV
t , Pwind

t and Pg;t show the purchasing electric
power, gas consumption rate, PV and wind power output. vHP, vEC, vCHP and vAR
are the energy distribution coefficient of HP, EC, CHP and AR. gT, gGB, gHP, gAR,
gEC, g

CHP
e and gCHPh show the energy conversion efficiency of transformer, GB, HP,

AR, EC, CHP electrical and thermal output. PES
c;t and PES

d;t are the charging and

discharging power of ES. PHS
c;t and PHS

d;t represent the heat storing and releasing
power of HS.

2.2 System Flexibility Demand and Indexes

System flexibility demand. The net load Pnl;t is the difference between renewable
power generation and electricity load of EH. System flexibility demand comes from
the fluctuation of net load, which is expressed by the differential sequence
DPnl;t ¼ Pnl;tþ 1 � Pnl;t. The direction of net load change has two directions, which
correspond to upward flexibility demand IupD;t ¼ max DPnl;t; 0

� �
and downward

flexibility demand IdownD;t ¼ �min DPnl;t; 0
� �

, respectively. Using the flexibility
demand in typical days, the flexibility demand threshold for the whole year is
inferred as follows:
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IdD;lim ¼ max IdD;t Pr IdD;e � IdD;t
� �

� 1þ q
2

; t 2 Tn

����
� �

ð3Þ

where IdD;lim is the corresponding flexibility demand threshold in the direction d of

the quantile at a given confidence level q; IdD;e is the system flexibility demand in the
direction d at any time e; Tn is the total time series length of n typical days.

System flexibility supply. System flexibility supply reflects the actual flexibility
supply of the system at time t within time scale Dt. The lack of upward flexibility
leads to electricity load shedding, while insufficient downward flexibility causes
light and wind abandonment. Therefore, system upward and downward flexibility
supply IupS;t and IdownS;t can be expressed as follows:

IupS;t¼IupD;t � CL
t ; I

down
S;t ¼IdownD;t � CPV

t þCwind
t

	 
 ð4Þ

System flexibility potential. System flexibility potential is the sum of the maxi-
mum flexibility that can be provided by flexible resources at time t within time scale
Dt. System flexibility potential mainly comes from “source-network-load-storage”
four aspects of flexible resources, in particular to CHP, power grid, IDR and ES of
EH, and it is also directional, which can be divided into system upward and
downward flexibility potential IupP;t and IdownP;t . The upward and downward flexibility
potential provided by CHP is as follows:

IupPCHP;t¼min rCHPmax Dt; l
m
t CCHPb

max
CHP � PCHP

e;t

� �
; IdownPCHP;t¼min rCHPmax Dt;P

CHP
e;t � lmt CCHPb

min
CHP

� �

ð5Þ

where lmt is 0–1 state variable, which indicates whether equipment m is put into
operation. CCHP is the installation capacity of CHP. bmin

CHP and bmax
CHP are the mini-

mum and maximum load rate of CHP. PCHP
e;t is the electric power output of CHP.

EH can obtain flexibility from power grid through tie-line, and its flexibility
potential is limited by the transmission capacity and security fluctuation of tie lines.
The upward and downward flexibility potential of power grid are shown as:

IupPG;t¼min DPbuy
e;max;P

buy
e;max � Pbuy

e;t

n o
; IdownPG;t ¼min DPbuy

e;max;P
buy
e;t

n o
ð6Þ

where DPbuy
e;max and Pbuy

e;max are the maximum fluctuation of tie-line power and the
upper limit of purchasing power.

The first-order equivalent thermal parameter method is used to model the AC
load PAC

e;t with direct load control strategy [11] and hot water load PWH
e;t is calculated

by the model established in [12]. According to the flexible adjustment range of
IDR, their flexibility potential can be obtained separately as follows.
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IupPAC;t¼PAC
e;t � DLACe;t ; I

down
PAC;t¼DLACe;t ; I

up
PWH;t¼PWH

e;t � DLWH
e;t ; I

down
PWH;t¼DLWH

e;t ð7Þ

where IupPIL;t, I
up
PAC;t and IupPWH;t are the upward flexibility potential of IL, ECLS and

EHLS. IdownPIL;t , I
down
PAC;t and IdownPWH;t are the downward flexibility potential of IL, ECLS

and EHLS. DLILe;max is the maximum interrupt capacity. kIL is the proportion of the
IL to the electricity load.

Due to the limit value and current power state of ES, upward and downward
flexibility potential of ES IupPES;t and IdownPES;t are expressed as follows:

IupPES;t¼min CESh
ES
d � PES

d;t þPES
c;t ;

EES
t � CESd

ES
min

	 

gESd

Dt
� PES

d;t þPES
c;t

 !
ð8Þ

IdownPES;t¼min CESh
ES
c � PES

c;t þPES
d;t ;

CESd
ES
max � EES

t

gESc Dt
� PES

c;t þPES
d;t

� �
ð9Þ

where CES and EES
t are the installation and storage capacity of ES. PES

c;t , h
ES
c and gESc

are the charging power, rate and efficiency of ES. PES
d;t , h

ES
d and gESd are the dis-

charging power, rate and efficiency of ES. dESmin and dESmax are the minimum and
maximum storage rate of ES.

3 Optimal Configuration Model of EH Considering
Flexibility

3.1 Objective Function

The optimal configuration model of EH aims to improve the system economy,
flexibility and environmental protection. The objective function is to minimize the
annual total cost consisting of economic cost FEC, insufficient system flexibility
penalty cost FISF and environmental protection cost FEP.

Economy. The economic cost of system configuration is modeled by equivalent
annual cost, including initial installation cost, energy use cost, equipment operation
regulation cost and IDR regulation cost [9].

FEC ¼
X
m

xmCmam
k 1þ kð Þlm
1þ kð Þlm�1

þ
X
n

dn
X
t

1
QG

Pg;tk
G
t þPbuy

e;t k
E
t

� �
Dt

þ
X
n

dn
X
t

X
m

Pm
t nm þ

X
n

dn
X
t

kILDLILe;t þ kIDR DLACe;t þDLWH
e;t

� �� �

ð10Þ
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where xm and Cm are the installation cost per unit capacity and installation capacity
of equipment m. am and lm are the conversion coefficient of annual equivalent
investment and average life of equipment m. k is the discount rate. dn is the number
of typical day n. Pm

t and nm are the output power and per unit output power cost of
equipment m. kIL and kIDR are the load interruption and substitution cost per unit
capacity. QG is the calorific value of natural gas. kEt and kGt are the price of natural
gas and electricity.

Flexibility. According to the definition of system flexibility supply, its maximum is
equivalent to the minimum of load shedding and renewable power generation
limitation. In order to reflect system flexibility, FISF is shown as:

FISF¼
X
n

dn
X
t

qupISF;loadC
L
t þ qdownISF;PVC

PV
t þ qdownISF;windC

wind
t

� �
Dt ð11Þ

where qupISF;load, q
down
ISF;PV and qdownISF;wind are the penalty cost of load, wind power and PV

per unit power curtailment, respectively.

Environmental protection. The pollution penalty brought by energy output is
taken as the target of environmental protection, and the pollution caused by burning
natural gas and coal-fired electricity from power grid are mainly considered.

FEP ¼
X
n

dn
X
t

Pbuy
e;t ue þPCHP

e;t uCHP þPGB
h;t uGB

� �
Dt; us ¼

X
r

DrVr ð12Þ

where PGB
h;t is the thermal power output of GB. ue, uCHP and uGB are the pollution

penalty of per unit energy purchasing from power grid, generated by CHP and GB.
The main pollutants discharged from energy production are CO2, NO, CO and SO2

[13]. us is the type s pollution penalty. Dr is the pollutant r emission of per unit
energy output and Vr is the environmental value of pollutant r.

3.2 Constraints

Power balance constraints. The electrical, thermal and cold power balance in EH
is the input-output power relationship shown as (1)–(2) above.

Equipment investment constraint.

cmC
min
m �Cm � cmC

max
m ð13Þ

where cm is 0–1 state variable, which indicates whether equipment m is installed.
Cmin
m and Cmax

m are the lower and upper limits of installation capacity.
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Equipment operation constraints.
Energy conversion equipment operation constrain.

lmt Cmb
m
min �Pm

t � lmt Cmb
m
max; Pm

tþ 1 � Pm
t

�� ��� rmmaxDt ð14Þ

where bmmin and bmmax are the minimum and maximum load rate of equipment m.rmmax
is the maximum climbing rate of equipment m.

Energy storage equipment operation constraints. The power and capacity con-
straints combined with the relationship between energy and power of energy
storage equipment are shown as:

0�Pm
c;t �wm

c;t;Cmh
m
c 0�Pm

d;t �wm
d;tCmh

m
d ; 0�wm

c;t þwm
d;t � 1

Em
tþ 1 ¼ 1� smð ÞEm

t þ Pm
c;tþ 1g

m
c � Pm

d;tþ 1

gmd

� �
Dt

Cmd
m
min �Em

t �Cmd
m
max; E

m
0 ¼ Em

T

8><
>: ð15Þ

where Pm
c;t and Pm

d;t are storing and releasing power of energy storage equipment m.
wm
c;t and wm

d;t are 0–1 state variables, which indicate whether equipment m is storing.
hmc and hmd are storing and releasing rate of equipment m. Em

t and sm are the storage
capacity and self-loss rate of equipment m. gmc and gmd are the storing and releasing
efficiency of equipment m. dmin

m and dmax
m are the minimum and maximum storage

rate of equipment m. Em
0 and Em

T are the initial and terminal energy of the cycle.

IDR constraints.

0�DLILe;t �min DLILe;max; kILLe;t
n o

ð16Þ

0�DLACe;t �PAC
e;t ; T

in
max � T in

t � T in
min; 0�DLWH

e;t �PWH
e;t ; T

w
max � Tw

t � Tw
min ð17Þ

where T in
t is the indoor temperature and T in

min; T
in
max

 �
is its interval range. Tw

t is the
temperature of hot water and it is controlled in the interval range Tw

min; T
w
max

 �
.

System flexibility adequacy constraints. To achieve a certain degree of system
flexibility adequacy, system flexibility potential should be no less than system
flexibility demand at the confidence level q at any time t.

IupP;t � IupN;lim; I
down
P;t � IdownN;lim ð18Þ
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Energy distribution coefficient constraints.

0� vc � 1;
X
c

vc¼ 1 ð19Þ

where vc is the energy distribution coefficient of energy conversion equipment c.
Tie lines constraints.

0�Pg;t �Pg;max; 0�Pbuy
e;t �Pbuy

e;max; Pbuy
e;tþ 1 � Pbuy

e;t

��� ����DPbuy
e;max ð20Þ

where Pg;max is the upper limit of gas consumption rate.

3.3 Model Solution

The model established in this paper is a two-level programming problem. The outer
level decides the configuration capacity of equipments, and the inner level is the
optimal operation of typical days. To improve the solution efficiency of the mixed
integer nonlinear optimization model, the constraints containing the product of
binary variables and continuous variables are linearized according to the method in
[9]. Finally, the proposed model is solved by CPLEX Optimizer based on YALMIP
platform in MATLAB environment.

4 Case Study and Discussion

4.1 Basic Data

Taking a demonstration park in Jiangsu Province as an example, the system
structure is shown in Fig. 1. The technical parameters of energy conversion and
storage equipment of EH are listed in Tables 1 and 2. The storing and releasing rate
of energy storage equipment are both 0.25. The minimum and maximum storage
rate of them are 0.2 and 0.8. The value standard of pollutants and its emission from
energy output are cited from [13]. Based on the local climatic characteristics, the
whole year can be divided into winter (December-March), summer (June-
September) and transition season (April-May, September-October). The electric-
ity, heating and cooling loads of three typical days are shown in Fig. 2a. The PV
and wind power output in the park are shown in Fig. 2b, c respectively. The time
interval is 15 min, and the day is divided into 96 periods. Time-of-use tariff is taken
from [8]. The price of natural gas is 2.75 yuan/m3, and the low calorific value of
natural gas is 9.7 kWh/m3. The penalty costs of load shedding, PV and wind power
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Table 1 The parameters of energy conversion equipment

Equipment Efficiency Installation cost Operation
regulation cost

Load rate Life

CHP 0.35/0.5 (Elec./Th.) 4800 (yuan/kW) 0.015 (yuan/kW) 0.2–1 25 (a)

HP 3.5 2500 (yuan/kW) 0.004 (yuan/kW) 0.1–1 20 (a)

EC 3.2 1000 (yuan/kW) 0.001 (yuan/kW) 0.1–1 15 (a)

GB 0.85 800 (yuan/kW) 0.001 (yuan/kW) 0.26–1 20 (a)

AR 0.8 1200 (yuan/kW) 0.002 (yuan/kW) 0.05–1 30 (a)

Table 2 The parameters of energy storage equipment

Equipment Efficiency Installation cost Operation
regulation cost

Self-loss rate Life

ES 0.95 900 (yuan/kWh) 0.003 (yuan/kW) 0.002 8 (a)

HS 0.9 720 (yuan/kWh) 0.002 (yuan/kW) 0.005 10 (a)
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curtailment are 50 yuan/kWh, 20 yuan/kWh and 12 yuan/kWh. The maximum
proportion of load shedding, PV and wind power curtailment are 7, 20 and 20%,
respectively.

The unit capacity compensation cost of load interruption and substitution are 0.4
yuan and 0.5 yuan. The maximum proportion of IL is 3%, and its upper limit is
100 kW. The rated power, energy efficiency ratio and temperature control interval
of AC are 0.82 kW, 3 and [24,28]°C, respectively. The control cycle of AC is 7
periods, and 280 ACs divided into 7 groups participate IDR in the period [29,92] of
summer.

The hot water consumption of typical days is shown in Fig. 3a. The temperature
control interval of hot water is [45,55]°C, and cold water temperature is 10 °C. The
efficiency of water heater is 0.95, and the specific heat capacity of water is 4.187 kJ/
kg °C. According to the net load fluctuation of EH shown in Fig. 3b, system
flexibility demand can be obtained. Under the confidence level, the upward and
downward flexibility demand thresholds are 445.7242 and 422.4026 kW,
respectively.

4.2 Optimal Configuration Results Analysis

To verify the validity of the proposed model, four Cases are set up: Case 1 is the
traditional energy supply system with the electricity from power grid, heating by
GB, cooling by EC, and without flexibility constraints. Case 2, Case 3 and Case 4
are CCHP systems under the confidence level q = 95%. Case 2 is the basic example
without considering IDR. Only IL is taken into account in Case 3, while IL, ECLS
and EHLS are considered in Case 4. Optimal configuration capacity and costs of
EH are listed in Tables 3 and 4, and the final confidence level of system flexibility
in Case 1 is 74.16%.

As can be seen from the results, compared with Case 2, the initial investment and
operation adjustment costs are lower in Case 1, but the energy use cost in Case 1 is
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much higher. Although the confidence level of flexibility is reduced by 20.84%, the
insufficient flexibility penalty cost and environmental cost are still higher. It proves
that the complementarity of multi-energy in EH can improve the energy efficiency,
system flexibility and environmental protection.

On the basis of Case 2, Case 3 and Case 4 take into account the regulation effect
of IDR, which reduces the configuration capacity and energy use cost. This is
because the electricity load decreases during peak period by IDR. Under the same
confidence level of flexibility, insufficient flexibility penalty cost is decreases
obviously in Case 4, which illustrates IDR can provide flexibility for the system. In
addition, due to the decline of energy use, the environmental benefits is improved in
both Case 3 and Case 4. Introducing ECLS and EHLS, the initial installation cost in
Case 4 is 8.99% lower than that in Case 3, and insufficient flexibility penalty cost is
reduced by 82.18%.

4.3 System Flexibility of Typical Days Analysis

Taking Case 3 as an example, according to the operation optimization results in the
inner level of the model, system flexibility of typical days is analyzed. The load
shedding and new energy power limitation of typical days can be obtained as shown
in Fig. 5a, b. The centralized periods of insufficient system flexibility are 8:30–
11:30, 17:30–21:00 and 22:00–24:00, which are consistent with the time of rapid

Table 3 Optimal configuration capacity of EH

Equipment Case 1 Case 2 Case 3 Case 4

CHP (kW) 0 3906.89 3772.11 3653.19

HP (kW) 0 2094.89 2088.89 1857.52

EC (kW) 3139.20 1178.62 1026.32 985.36

GB (kW) 3535.47 337.07 329.35 315.74

AR (kW) 0 3069.31 3057.60 2837.32

ES (kWh) 0 1178.24 802.74 652.81

HS (kWh) 0 9891.52 9840.92 8102.07

Table 4 Costs of configuration schemes

Cost Case 1 Case 2 Case 3 Case 4

Initial installation cost (¥ Million) 0.8062 3.6427 3.5371 3.2192

Operation regulation cost (¥ Million) 0.0424 2.2325 2.2199 2.2085

Energy use cost (¥ Million) 28.2843 19.5824 19.4532 19.2064

Insufficient flexibility penalty cost (¥ Million) 7.7918 1.5203 1.3646 0.2432

Environmental cost (¥ Million) 3.3435 0.8975 0.8941 0.8903

Annual total cost (¥ Million) 40.2682 27.8754 27.4689 25.7676
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changing net load. The highest insufficient system flexibility can be 172.11 kW in
the transition season, and it occurs most frequently in winter, reaching 2.43%.

The presented flexibility indexes in two directions of typical days are shown in
Figs. 6 and 7, respectively. In Fig. 6, the optimization objective of flexibility is to
punish load and renewable power curtailment, so the system will try to provide
more flexibility, but not exceed the flexibility demand of the current system. In
Fig. 7, the system flexibility potential is the maximum flexibility provided by the
system of current state. Due to the limitation of regulation scope, the increase of
upward flexibility potential will generally lead to the decrease of the downward
flexibility potential and vice versa. Because of the system flexibility constraints,
their minimum values are flexibility demand thresholds. The maximum system
upward and downward flexibility potential are 667.6 and 654.3 kW, respectively.
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5 Conclusion

In this paper, an optimal configuration model of EH is proposed, which takes into
account IDR and system flexibility. The following conclusions are drawn from the
simulation analysis of cases:

Compared with the traditional independent energy supply mode, the CCHP
system improves the economy, flexibility and environmental benefits of
configuration.

By introducing IDR composed of IL, ECLS and EHLS, system flexibility can be
improved. In addition, IDR has an effect on reducing the configuration costs of EH,
and enhances the environmental protection by reducing energy use.

The two sets of indexes, system flexibility supply and system flexibility potential
can effectively reflect the flexibility of the current system. In the process of optimal
configuration of EH, considering system flexibility constraints can help decision
makers achieve the optimal comprehensive benefits while meeting the expected
flexibility level of the system. More flexible resources can be introduced and the
presented indexes can be applied to power network planning in the following
research.
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Design and Evaluation of Primary
Frequency Modulation Control Strategy
for Wind-Storage Combined System

Junhui Li, Yunbao Ma, Gang Mu, Jun Qi, Zheshen Zhang,
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Abstract Due to its own volatility and intermittentness, wind power has increased
the burden on the power system after the grid connection, which has a serious
impact on its safe operation. Considering the parallel and serial control strategy
adopted by traditional-wind storage system, and taking into account the economy
and the effect of primary frequency modulation, this paper puts forward an optimal
control strategy for comprehensive utilization of energy storage system (ESS).
Finally, a comprehensive evaluation method for the energy storage system to
participate in the primary frequency modulation of the power grid is proposed. And
in the current domestic frequency modulation market, the evaluation method is used
to verify that the optimal control strategy has the best frequency modulation
performance.
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1 Introduction

By the end of 2018, China’s wind power installed capacity has reached 221 million
kilowatts [1–3], and China has become a major wind energy utilization country.
Because of its own volatility, intermittent and other characteristics [3–6], wind
power will increase the burden of frequency modulation after it is connected to the
grid. And overburdened frequency modulation may lead to power system collapse
[7, 8]. In order to meet the current demand of power system frequency modulation,
some researchers had carried out research on the frequency modulation control of
wind and energy storage systems.

At the research level of increasing the frequency modulation capability of wind
turbines: In [9, 10], based on the zero inertia characteristics of wind turbines, the
load reduction control strategy of wind turbines was proposed. By reducing the load
capacity of wind turbines, the reserve capacity of frequency modulation system was
increased. In [11, 12], they proposed a sub-optimal power curve tracking method
for wind turbines based on the problem of insufficient frequency backup capability
of wind turbines.

The energy storage system has the characteristics of high power density and fast
response [13, 14], which provides a new solution for primary frequency modulation
of power systems.

At the level of energy storage system and wind power coordinated control
participating in grid frequency modulation, in [15, 16], considering the high cost of
energy storage system, they proposed that energy storage system and wind turbine
adopt hierarchical coordinated control to take part in frequency modulation. In [17],
considering the response speed of energy storage system, the frequency division
control method is proposed for energy storage system and wind turbine. In [18, 19],
considering the energy storage system and the wind turbine’s frequency modulation
capability, they proposed the control strategy of the energy storage system to
compensate the wind power inertia.

The above literatures don’t consider how the energy-wind power are distributed
after the frequency modulation command was issued. Therefore, a combination of
serial and parallel optimization control strategies is proposed. And the effectiveness
of the control strategy is verified by simulation. Then, a comprehensive evaluation
method for the wind-energy system to participate in the primary frequency mod-
ulation is proposed. In the current domestic frequency modulation market, it is
verified that the proposed optimal control strategy has the best score.

2 Mathematical Model Construction

The primary frequency modulation resources of power system are modeled sepa-
rately. The primary frequency modulation model of hydropower and thermal power
participating in power system adopts the classical model [20, 21], which is commonly
used now. The model of wind turbine and energy storage system are as follows.
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2.1 Wind Turbine Model

The transfer function of virtual inertial control is as follows

GðsÞ ¼ DPwind1

Df
¼ � kvds

1þ Twind1s
ð1Þ

kvd is the virtual inertial response coefficient and usually takes the value of 8; Twind1
is an inertial response time constant and usually takes the value of 0.1 s.

The transfer function of pitch control is as follows

GðsÞ ¼ DPwind2

Df
¼ � kchange

1þ Twind2s
ð2Þ

Kchange is a primary frequency modulation coefficient, usually with a value of 20;
Twind2 is the pitch time constant, 3 s.

The wind turbine virtual frequency response transfer function is as follows:

GwðsÞ ¼ � ðkvdTwind2Þs2 þðkchangeTwind1 þ kvdÞsþ kchange
1þðTwind2 þ Twind1Þsþ Twind2Twind1s2

ð3Þ

2.2 Energy Storage System Model

The transfer function model of energy storage system is established.

GwðsÞ ¼ DPEnergyðsÞ
Df ðsÞ ¼ � kvdsþ kchange

TEnergysþ 1
ð4Þ

TEnergy is the response time of energy storage system, 0.3 s.

3 Control Strategy Design

According to the principle of “who pollutes, who governs” in the power grid. The
specific allocation is as follows

DPtra ¼ ð1� pÞ � Pall ð5Þ

DPwþ e ¼ p � Pall ð6Þ
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DPwþ e is the frequency modulation instruction that the wind-storage system should
respond to; p is the proportion of wind power installed, 0.2; Pall is the general
regulation instruction for the power system.

3.1 Control Strategy of Wind-Storage System

(1) Target Function Construction

Combining with the traditional serial and parallel control strategies, this paper
proposes an optimal control method. The objective function of the optimal control
mode is as follow

min C1 � Dfdev þDfstað ÞþC3 � S½ � ð7Þ

C1 is the penalty factor of primary frequency modulation technical index, 0.5; C3 is
penalty factor for energy storage cost, 0.5; Dfdev is the maximum frequency devi-
ation of the power system, Hz; is the steady-state frequency deviation of the power
system, Hz; Dfsta Sis the cost coefficient under different control strategies of the
energy storage system.

K is the frequency allocation proportion of the energy storage system using serial
control strategy in the optimization strategy; t0 is the time when the control mode
changes the proportion.

The schematic diagram of optimal control strategy is shown in Fig. 1.
When the optimal control strategy is adopted in the wind storage system, the

total output of the combined system is as follows.
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wind

Transfer 
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Fig. 1 Schematic diagram of optimal control strategy for wind storage system
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t� t0

DPt\t0 ¼ DPchu1 þDPbin1

DPchu1 ¼ DPechu1 þDPwchu1

DPbin1 ¼ DPebin1 þDPwbin1

DPechu1 ¼ DPwþ eð1� KÞ � DPwchu1

DPwbin1 ¼ DPwþ e � K � ð1� K1Þ
DPebin1 ¼ DPwþ e � K � K1

DPwchu1 ¼ DPvir�ine1 þDPchange�b1

8>>>>>>>><
>>>>>>>>:

ð8Þ

In the period of 0 < t < t0, DPchu1 is the serial output status of the combined
wind storage system under the optimal control strategy, MW; DPbin1 is the parallel
output of the combined wind storage system under the optimal control strategy,
MW; DPwchu1 is the serial output of wind turbines under the optimal control
strategy, MW. When t > t0, K and 1 − K exchange positions.

(2) Setting Control Parameters

The control variable method is used to calculate K and t0. The flow chart of K value
calculation is shown in Fig. 2.

According to the calculation process, K and t0 are calculated. The results show
that when K = 0.5 and t0 = 4.5, the frequency deviation and cost are the smallest.
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Fig. 2 Flow chart for optimizing control strategy parameters
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3.2 Capacity Requirement Analysis of ESS

3.2.1 Energy Storage System Configuration Constraints

At any time t, the SOC calculation formula of energy storage system is as follows.

SOCt ¼ SOCt�T þ
R t
t1
Pedt

E
ð9ÞÞ

SOCmin � SOC� SOCmax ð10Þ

t1 is the starting time of energy storage, s; E is the rated capacity of energy storage
system, MWh. SOCmin is the lower limit of energy storage system operation, 0.05;
SOCmax is the upper limit of energy storage system operation, 0.95.

Considering the constraints of Pwind in the actual operation of the energy storage
system, the specific constraints are as follows.

Pwind1 �Pe �Pwind2 ð11Þ

Pwind1 is the lower limit of adjustable output of wind power, MW; Pmax is the upper
limit of adjustable output of wind power, MW.

3.2.2 Energy Storage System Configuration Process and Results

The configuration process of rated power and capacity of energy storage system is
shown in Fig. 3.

The final configuration results of the energy storage system under different
control strategies are shown in Table 1.

4 Evaluation of Primary Frequency Modulation Effect

4.1 Evaluation System

The specific evaluation method is as follows.

G ¼ ð
Xn
i¼1

gi � DiÞ
,

n ð13Þ

G is the overall frequency modulation effect score; N is the number of factors
influencing the score of frequency modulation effect; Di is the weight coefficient of
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the ith influencing factor; gi is the score of single frequency modulation influencing
factor.

The maximum frequency deviation score Gdev of power system is shown as
follows.

Gdev ¼ Dfdev � fdev�xia

fdev�sha � fdev�xia
� ðGdev�sha � Gdev�xiaÞþGdev�xia ð14Þ

fdev�xia is the lower limit of frequency in the interval of Dfdev; fdev�sha is the upper
limit of frequency in the interval of Dfdev; Gdev�sha is the upper limit of scoring in
the interval of Dfdev; Gdev�xia is the lower limit of scoring in the interval of Dfdev.

Importing energy 
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power of energy 
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P0>P
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Determining energy storage 
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E0>E

E=E0

T<N

Yes

Yes

No
No

T=T+1

Start

End

Fig. 3 Flow chart of capacity allocation for ESS

Table 1 Energy storage capacity allocation results under different control strategies

Control strategy Rated power (MW) Rated capacity (MWh)

Serial control 4.84 0.524

Parallel control 6.54 1.062

Optimize control 5.84 0.636
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The steady-state frequency deviation score Gsta of power system is shown as
follows.

Gsta ¼ Dfsta � fsta�xia

fsta�sha � fsta�xia
� ðGsta�sha � Gsta�xiaÞþGsta�xia ð15Þ

Frequency modulation economy score G under different control strategies is
shown as follows.

Geco ¼ Pfre�cb

Pfre�sy
� ðGeco�sha � Geco�xiaÞþGeco�xia ð16Þ

Pfre�cb is the cost of energy storage participating in primary frequency modu-
lation; Pfre�sy is the benefit of energy storage participating in primary frequency
modulation.

5 Simulation Analysis

Based on the above description, a power system primary frequency modulation
simulation model is established in MATLAB/Simulink (R2014b). Specific
parameters are as follows: the load is 1000 MW, the rated power of wind farm is
200 MW, and the load disturbance is 100 MW (0.1 p.u).

5.1 Simulation Results Under Different Control Strategies

Firstly, the frequency drop of power system with and without wind storage system
is analyzed. The simulation results are as Fig. 4.
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Fig. 4 Frequency regulation
results with/without wind
power and ESS
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The simulation results are shown in Table 2.
The output of frequency modulation resources under different control strategies

is simulated and analyzed.

(A) Energy Storage System Output

The simulation results are shown in Fig. 5.
After the start-up of traditional frequency modulation resources, Under parallel

control, the output of energy storage system is stable at 0.019 p.u. under serial
control, the output of energy storage system is basically zero. Under optimal
control, the output of energy storage system is stable at 0.0037 p.u.

(B) Wind Farm Output

The simulation results of wind power under different control strategies are shown in
Fig. 6.

In serial control, wind power is the main reserve resource of wind storage
system, and the maximum output of wind power is 0.02 p.u. In parallel control, the
output of wind power and energy storage system is 0.015 p.u. Under the optimal
control strategy, the output of wind turbine is 0.0197 p.u.

The frequency simulation results are shown in Fig. 7.
Under different control strategies, the lowest frequency and steady-state fre-

quency deviation of primary frequency modulation in power system are shown in
Table 3.

Table 2 Frequency deviation with/without wind power and ESS

Data type Maximum deviation (Hz) Steady deviation (Hz)

Wih wind-storage system −0.425 −0.205

Wihout wind-storage system −0.647 −0.249

Optimization 
Parallel 
Serial 

O
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Time(s)

Fig. 5 Comparison of energy
storage capacity under
different control strategies
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Current sources of revenue from battery energy storage can be divided into two
parts. At first, the benefits of recycling and reusing non-ferrous metals in lithium
batteries after the use of lithium batteries [22, 23]. The above simulation results are
evaluated comprehensively according to the evaluation method in Sect. 3. The
evaluation results are shown in Table 4.
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Fig. 6 Comparison of wind
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Fig. 7 Comparison of
frequency regulation effect
under different control
strategies

Table 3 Frequency deviation under different control strategies

Control strategy Maximum deviation (Hz) Steady deviation (Hz)

Serial control −0.442 −0.241

Parallel control −0.387 −0.187

Optimize control −0.401 −0.205

268 J. Li et al.



6 Conclusion

The main work of this paper is as follows.
The frequency modulation effect of different control strategies under the same

disturbance is simulated by the Simulink. The results show that the maximum
frequency deviation is reduced by 0.044 Hz and the steady-state frequency devi-
ation is reduced by 0.041 Hz compared with the serial control strategy. Compared
with parallel control strategy, the power demand of energy storage system is
reduced by 0.7 MW and the capacity demand is reduced by 0.462 MWh.

Through the proposed evaluation method, the frequency modulation effect under
different control strategies is analyzed. The results show that the comprehensive
score of optimal control strategy for wind storage system is 7.122. Its score is
higher than 6.72 points of serial control and 6.427 points of parallel control. The
scoring results show that the optimal control strategy of wind storage system par-
ticipating in primary frequency modulation of power grid can give good consid-
eration to the primary frequency modulation effect and the economy of frequency
modulation.
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Optimization of Multi-energy Storage
Configurations for Regional Integrated
Energy Systems

Xuan Xia, Ran Tao and Dongmei Zhao

Abstract The configurations of multi-energy storage devices in the regional
integrated energy system (RIES) can greatly improve the economic benefits of the
system and it is an important research direction of RIES planning. However, at
present the research on the optimization of electric/thermal/gas multi-energy storage
configuration in RIES is insufficient. Under this background, the method to deploy
the rated capacity and power of multi-energy storage systems for RIES containing
power to gas (P2G) device was proposed in this paper. Bi-level optimization model
was established in the purpose of considering the interaction between the config-
uration and operation of the multi-energy storage systems at the same time. The
upper level was optimized for configuration, and the lower level was optimized for
operation. By the Kuhn–Tucker approach, the bi-level problem was transformed
into a single level optimization problem that can be solved with Gurobi optimizer.
Finally, the correctness of the proposed model was verified by an example.

Keywords Regional integrated energy system � Multi-energy storage systems �
Bi-level optimization model � Configurations

1 Introduction

1.1 Background and Aim

With the development of the Energy Internet and increased connection of energy
sources such as electricity, gas and heat, the clean and efficient use of energy has
gradually become the focus of attention, and the integrated energy system (IES) has
emerged as the times require [1, 2]. The RIES is a typical Energy Internet based on
multi-energy complementary structure and multi-energy network coordination as the
core of scheduling [3]. The electricity sectors and heat sectors are interconnected by
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technologies such as combined heat and power (CHP), electric heat pump (HP), and
electric boiler (EB), and it has been recently recognized as a prominent example for
creating add-on values for both sectors [4, 5]. In recent years, the mature P2G
technology has enhanced the integration between power-gas networks, providing
new ideas for the consumption of new energy in RIES. The “Implementation
Opinions on Promoting the Construction of Multi-energy Complementary
Integration Optimization Demonstration Project” issued by the National Energy
Administration [6] also pointed out that “energy complementarity and coordinated
supply should be realized through electric heating triple supply and distributed
renewable energy”.

Therefore, the research on RIES has important practical significance, while the
overall optimization of equipment capacity and operation strategy in IES is the
basis for efficient, economical and reliable operation of the system.

1.2 Literature Review and Contributions

The research of RIES planning is mainly divided into two categories [7]: (1) The
structure of RIES is known to optimize the capacity or model of the system
equipment; (2) optimizing the system structure and capacity or model of the RIES
Simultaneously. Energy storage systems has played an important role in improving
the operation efficiency and reducing the costs of RIES, but in the first type of
planning, research on configuration of the energy storage system is currently rel-
atively rare [8, 9]. Most of the research on energy storage is based on battery
models, while less research involves thermal storage and gas storage systems [10].
Reference [11–13] use electric/thermal energy storage systems to increase the wind
power consumption rate of the system.P2G and gas energy storage are adopted in
multi-source microgrid to improve its economics in [14, 15]. Reference [16] opti-
mizes the configuration of energy storage equipment in the IES by a bi-level
planning approach, but does not involve the gas storage system. None of the
researches above proposed configuration model of electric-gas-thermal energy
systems. Mutual influence between electric/thermal/gas energy storages is studied
in [17], and the conclusion that multi-energy systems have the optimal economics is
obtained, however, the capacity of the energy storage equipment has a certain
impact on the above conclusion, which is lack of further discusses.

In general, there are many studies on IES planning with electric and thermal
loads as terminal loads. However, the load demand in RIES is diversified, and the
gas load is gradually becoming an indispensable energy demand, but the research
on IES planning with electric/thermal/gas loads as terminal loads is insufficient. In
this paper, the method to deploy the rated capacity and power of multi-energy
storage systems for RIES in off-grid/grid-connected mode with electric/thermal/gas
loads as terminal loads is proposed. For this purpose, a bi-level planning approach
is considered to model the interaction between the configuration and operation of
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the multi-energy storage systems at the same time. The model is transformed to a
single level problem by the Kuhn–Tucker approach.

1.3 Paper Organization

The remaining sections of this paper are as follow:
In Sect. 2 the short description of the RIES structure is presented. The bi-level

optimization model for RIES is introduced in Sect. 3. Case studies and result
analyses are illustrated in Sect. 4. At last, summary and conclusions are denoted in
Sect. 5.

2 The RIES Structure

Typical RIES generally contain multiple forms of energy, such as electricity, gas,
heat, etc. The RIES structure studied in this paper is shown in Fig. 1, consisting of
photovoltaic (PV), wind turbine (WT), CHP, EB, P2G, gas boiler (GB), bromine
cooler (BC), electrical energy storage (EES), thermal energy storage (TES), gas
energy storage (GES), electrical loads, heat loads, gas loads and others.

The mathematical models of the main equipment involved in the RIES studied in
this paper (such as CHP, P2G, EB, etc.) are referred to references [11, 14, 17]. It
will not be repeated in this paper due to space limitations.

According to the energy balance relationship of each device in the RIES in
Fig. 1, the energy flow model of the RIES can be described in the following matrix
form:
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Fig. 1 The RIES structure
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where Le(t), Lh(t), Lg(t) is the electrical loads, heat loads, gas loads at time t; PWT(t),
PPV(t), PMT(t), PEB(t), PP2G(t), PGB(t) is the power of WT, PV, MT, EB, P2G, GB
at time t; Pe(t), Pg(t) is interaction power with the grid, Natural gas network at time
t; u is the 0–1 variable,1 represent the grid-connected mode, 0 represent the off-grid
mode; Pe,ch(t), Ph,ch(t), Pg,ch(t) is the charge power of electrical, thermal, gas energy
storage at time t; Pe,dis(t), Ph,dis(t), Pg,dis(t) is discharge power of electrical, thermal,
gas energy storage at time t; bPV(t), bWT(t) is the PV, WT utilization rate at time t;
ηMT, ηL is the efficiency and heat loss rate of MT; CO, ηr is the heating coefficient
and smoke recovery rate; ηP2G, ηEB, ηGB, is the efficiency of P2G, EB, GB.

3 Multi-energy Storage Configuration Model

3.1 Bi-level Planning Approach

In this paper, bi-level optimization model is established in the purpose of consid-
ering the interaction between the configuration and operation of the multi-energy
storage systems at the same time. The upper level is optimized for configuration,
and the lower level is optimized for operation. The two levels have their own
objectives and constraints. Correspondingly, there are also two classes of decision
vectors, namely, leader’s (upper level) decision vectors and follower’s (lower level)
decision vectors. The bi-level optimization mathematical model is referred to [16].
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3.2 Upper Level Optimization Model

According to the RIES structure shown in Fig. 1, the decision vectors of the upper
level optimization model are electrical/thermal/gas energy storage capacity and
power, and the objective function is the lowest total cost. The upper level opti-
mization mathematical model is:

Ctotal ¼ Cinvestment þCoperation

Cinvestment ¼ Cinvestment ¼
P
i
ðCE;iEi þCP;iPiÞ r0ð1þ r0ÞYi

365ðð1þ r0ÞYi�1Þ
s:t:
Ei;min �Ei �Ei;max

Pi;min �Pi �Pi;max

8>>>>><
>>>>>:

ð3Þ

where Ctotal is the total cost, consisting of the daily average investment cost of the
energy storage system Cinvestment and the daily operation and maintenance cost
Coperation, which reflects the impact of system operation on the energy storage
configuration. Coperation is the lower level optimization objective function, which is
transmitted from the lower level optimization. It is the key variable connecting the
upper and lower levels, while it is related to the energy storage configuration and
the system operation at the same time. Subscript i denote the types of energy
storage (electric, heat, gas); CE,i, CP,i is the unit capacity and unit power installation
cost of energy storage; Yi is the life of energy storage; r0 is the annual depreciation
rate. Constraints are energy storage capacity and power installation limits. Ei, Pi is
the decision vectors; Ei,max, Ei,min, Pi,max, Pi,min is upper and lower limits of energy
storage capacity and power installation.

3.3 Lower Level Optimization Model

On the basis of the upper level optimization, the lower level optimizes the system
operation problem. The power of electric/thermal/gas energy storage system, CHP,
EB, and P2G are the lower level optimization decision variables, and the objective
function is the total operating cost of the RIES, including gas cost, unit start-stop
cost, maintenance cost, and penalty cost, so the lower level optimization problem is
essentially a system power allocation optimization problem. The lower level opti-
mization mathematical model is:
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min Coperation ¼
PT
t¼1

ðCbuyðtÞþCstðtÞþCmtðtÞþCcutðtÞÞDt
CbuyðtÞ ¼ uCePeðtÞþCgPgðtÞ + eCCO2PP2GðtÞgP2G
CstðtÞ ¼ maxf0;UEBðtÞ � UEBðt � 1ÞgCst;EB þ maxf0;UMTðtÞ � UMTðt � 1ÞgCst;MT

þ maxf0;UGBðtÞ � UGBðt � 1ÞgCst;GB

CmtðtÞ ¼ CPVPPVðtÞþCWTPWTðtÞþCMTPMTðtÞþ CGBPGBðtÞþCEBPEBðtÞ
þCP2GPP2GðtÞþ
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i
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�� ��
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where Cbuy(t), Cst(t), Cmt(t), Ccut(t) is the interaction cost with grid and natural gas
network, start-stop cost, maintenance cost and abandonment cost; T is the total
number of daily scheduling periods, and Dt is the unit scheduling time; Ce, Cg is the
electricity and natural gas prices; e, CCO2 is the CO2 coefficient required to generate
unit natural gas, CO2 price; Cst,EB, Cst,MT, Cst,GB is the EB, MT, GB start-up costs.
UEB(t), UMT(t), UGB(t) is the EB, MT, GB start and stop status at time t; CMT, CPV,
CWT, CGB, CEB, CP2G, Cs,i is the unit power maintenance cost of MT, PV, WT, GB,
EB, P2G, energy storage systems; Ccut is the unit abandonment cost of PV and WT;
Pemax, Pemin is the upper and lower limits of the interaction power between the
RIES and the distribution network; Pgmax, Pgmin is the upper and lower limits of the
interaction power between the RIES and the natural gas network; a-class constraint
is the upper and lower limit of the power, PMTmax, PMTmin, PGBmax, PGBmin, PEBmax,
PEBmin, PP2Gmax, PP2Gmin is the upper and lower limits of MT, GB, EB, P2G power;
b-class constraint is a climbing constraint, DPMT,down, DPMT,up, DPGB,down,
DPGB,up, DPEB,down, DPEB,up is the up and down climbing rate of the MT, GB, EB.
c-class constraint is the energy storage equipment capacity constraint, EEES(t),
HTES(t), GGES(t) is the remaining energy of the electricity, heat, gas storage energy
at time t; nemax, nemin, nhmax, nhmin, ngmax, ngmin is the upper and lower limits of the
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electric, thermal, gas energy storage equipment remaining energy, for the purpose
of extending the life of energy storage equipment; bn is the constraint of aban-
donment rate.

3.4 Model Solving

The purpose of constructing the bi-level model is to combine the configuration and
optimization of two different time scales, and to find the global optimal solution
through the upper and lower level iterations. The classical algorithm for solving the
bi-level optimization model is to convert the bi-level into a single-level standard
optimization [18]. When the lower level problem is convex and sufficiently regular,
it is possible to replace the lower level optimization problem with its Karush–
Kuhn–Tucker (KKT) conditions. The KKT conditions appear as Lagrangian and
complementarity constraints, and reduce the overall bi-level optimization problem
to a single-level constrained optimization problem [19]. Analysis of the established
bi-level model shows that the lower level optimization problem is convex contin-
uous and differentiable, and can replace the lower level optimization problem with
its KKT condition. The single-level model obtained after transformation is:

max � Ctotal ¼ �ðCinvestment þCoperationÞ ð5Þ

s: t:
Ei;min �Ei �Ei;max

Pi;min �Pi �Pi;max

ð6Þ

Pm
j¼1

kj þ
Pn
k
lkrxhk Pg;Ps;Pl

� � ¼ cx; x ¼ Pg;Ps;Pl

gjðPg;Ps;PlÞ ¼ 0; j ¼ 1; . . .;m
hkðPg;Ps;PlÞ� 0; k ¼ 1; . . .; n
lk � 0
lkhkðPg;Ps;PlÞ ¼ 0; k ¼ 1; . . .; n

ð7Þ

where

Pg ¼ PPV;PWT;PMT;PEB;PP2G;PGBf g;Ps ¼ Pi;ch;Pi;dis
� �

;Pl ¼ Le; Lh; Lg
� � ð8Þ

The single-level model obtained after transformation belongs to the mixed
integer programming linear programming problem. In the Matlab software, the
Yalmip toolbox is used to model the model, and the Gurobi [20] solver is called to
solve the model. The test platform solved by this model is: Intel Core i7-4710HQ
2.5 GHz CPU; 16 GB memory; software version: Matlab R2016b; Yalmip
R20180926; Gurobi 8.1.
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4 Case Study

This paper makes some changes based on the examples shown in reference [14, 17],
the typical winter day is selected for analysis to verify the correctness of the
configuration method. The operating parameters of the equipment in the RIES are
shown in Table 1. The decision vector parameters of the energy storage systems are
shown in Table 2. The electricity, heat, gas loads and wind, photovoltaic power
forecast are shown in Fig. 2. Other parameters, such as CMT, CPV, CWT, etc. are
referred to references [14, 17].

In order to compare and analyze the impact of energy storage system and P2G
on the RIES, four cases are set in this paper. case1: there is no P2G in the RIES on
the off-grid mode; case2: there is P2G in the RIES on the off-grid mode; case 3:
there are no energy storage systems in the RIES on the grid-connected mode; there
are energy storage systems in the RIES on the grid-connected mode. The result is as
follows: the energy storage system configuration scheme is shown in Table 3; the
output of each device in case 2 is shown in Fig. 3a; the output of the energy storage
equipment in case 4 is shown in Fig. 3b.

As shown in the Table 3, the battery configuration capacity and the total cost in
case 2 is dropped significantly compared with case 1, where there is no P2G
equipment in the RIES, and the total cost is reduced from 3071.28 to 2448 yuan,
down 20.28%, while the abandoned wind rate is 0 compared with 8.47% in case 1.
The reason is that there is P2G equipment in case 2, which can convert abandoned
wind into natural gas, reducing the cost of abandoned wind and selling natural gas
to bring benefits to the system at the same time. It can be seen from Fig. 3a, where
P2G works in the period when the wind power is high, electric load is low
conversely.

As shown in the Table 3, the battery configuration capacity and the total cost in
case 4 is dropped significantly compared with case 3, where there is no energy
storage equipment in the RIES, and the total cost is reduced from 3943.97 to
1905.63 yuan, down 51.43%, while the abandoned wind rate is 0 compared with
11.25% in case 3. Obviously, the configurations of multi-energy storage devices in
the RIES can greatly improve the economic benefits of the system, improving its

Table 1 Operating parameters of the equipment in the RIES

Type Power
lower
limit/kW

Power
upper
limit/kW

Lower
climbing rate/
(kW h)

Upper
climbing rate/
(kW h)

Unit
maintenance cost
(yuan/kW)

MT 40 180 5 15 0.025

EB 0 100 12 12 0.016

GB 0 100 11 11 0.012

P2G 0 100 0.021

WT 0 400 0.0196

PV 0 250 0.0235
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ability to accept wind power Simultaneously. As shown in the Fig. 3b, electric/
thermal/gas storage systems work in the peak stage of the corresponding load,
indicating that under the premise that the overall demand is meted by the various
energy storage devices, the storage capacity is mainly optimized according to the
changes of the corresponding load. In multi-energy storage mode, the amount of
electricity stored in the storage device can be sold to the main network during the
peak price period for greater profit. At the same time, the heat storage equipment
and the gas storage equipment make the system more capable of coping with the

Table 2 The decision vector parameters

Type Efficiency Self-release
rate

Unit capacity
cost (yuan/
kW h)

Unit power
cost (yuan/
kW)

Unit
maintenance cost
(yuan/kW)

Life/
year

EES 0.9 0.001 1000 200 0.0018 10

TES 0.88 0.01 150 30 0.0017 10

GES 0.9 0.1 130 300 0.0015 20
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Fig. 2 The electricity, heat,
gas loads and wind,
photovoltaic power forecast

Table 3 The energy storage system configuration scheme

EES configuration
scheme

TES configuration
scheme

GES configuration
scheme

Total
cost/
yuan

Abandoned
wind rate/%

Capacity/
kW h

Power/
kW

Capacity/
kW h

Power/
kW

Capacity/
kW h

Power/
kW

Case1 889.31 114.48 304.25 80.41 333.91 97.37 3071.28 8.47
Case2 445.12 188.58 145.94 34.70 377.71 71.19 2448.91 0
Case3 1014.20 254.43 407.22 43.46 301.98 41.98 3943.97 11.25
Case4 436.91 141.92 178.22 36.19 218.93 86.70 1905.63 0
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peak value of gas and heat load, and the number of starts of the EB is also reduced,
resulting in a reduction in starting cost. It can be seen that in the multi-energy
storage mode, the energy storage equipment works together to optimize the storage
output and optimize the system cost under the premise of meeting the system load
requirements.

5 Conclusion

In this paper, the method to deploy the rated capacity and power of multi-energy
storage systems for RIES in off-grid/grid-connected mode with electric/thermal/gas
loads as terminal loads is proposed. A bi-level planning approach is considered to
model the interaction between the configuration and operation of the multi-energy
storage systems, the upper level is optimized for configuration, and the lower level
is optimized for operation. By the KKT condition, the bi-level model is converted
into a single-level mixed integer programming linear programming problem, which
is solved by Gurobi optimizer. The example compares the total system configura-
tion cost and the abandonment rate in different cases, and draws the following
conclusions:

(1) P2G can reduce the configuration capacity and power of the energy storage
system in the RIES, improving the ability of the RIES to accept wind power,
and greatly improving the economics of the system at the same time.

(2) In the multi-energy storage systems mode, the economic benefits of the RIES
can be greatly improved, while the ability to accept wind power of the system is
improved Simultaneously.

(a) (b)
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Fig. 3 a The output of each device in case 2; b The output of the energy storage equipment in
case 4

280 X. Xia et al.



References

1. Cheng H (2019) Review on research of regional integrated energy system planning. Autom
Electr Power Syst 43(7):2–13. https://doi.org/10.7500/aeps20180416006

2. Wu J (2016) Drivers and state-of-the-art of integrated energy systems in Europe. Autom
Electr Power Syst 40(5):1–7. https://doi.org/10.7500/aeps20150512001

3. Chen Q (2017) Integral transport model for energy of electric-thermal integrated energy
system. Autom Electr Power Syst 41(13):7–13. https://doi.org/10.7500/aeps20161209002

4. Yilmaz HU, Keles D, Chiodi A, Hartel R, Mikulić M (2018) Analysis of the power-to-heat
potential in the European energy system. Energy Strategy Rev 20:6–19

5. Lund H (2014) 4th generation district heating (4GDH): integrating smart thermal grids into
future sustainable energy systems. Energy 68:1–11

6. National Energy Administration (2016) Implementation Opinions on Promoting the
Construction of Multi-energy Complementary Integration Optimization Demonstration
Project; National Energy Administration: Beijing, China

7. Huang W (2018) Multi-energy network and energy hub joint planning method. Proc CSEE 38
(18):5425–5437

8. Qiu J (2015) Multi-stage flexible expansion co-planning under uncertainties in a combined
electricity and gas market. IEEE Trans Power Syst 30(4):2119–2129

9. Bie Z (2017) Summary and prospect of energy internet planning research. Proc CSEE 37
(22):6445–6462

10. Shao C (2016) Preliminary study on multi-energy system analysis planning. Proc CSEE 36
(14):3817–3829

11. Yu Y (2017) Operation strategy for heat storage tank to improve wind power accommodation.
Autom Electr Power Syst 41(7):37–43. https://doi.org/10.7500/aeps20160510006

12. Guo F (2018) Dispatching model of wind power accommodation based on heat storage
electric boiler for peak-load regulation in secondary heat supply network. Autom Electr Power
Syst 42(19):50–56. https://doi.org/10.7500/aeps20180130009

13. Cui Y (2016) Coordination scheduling model for abandoned wind consumption based on heat
storage cogeneration unit and electric boiler. Proc CSEE 36(15):4072–4081

14. Guandalini G (2015) Power-to-gas plants and gas turbines for improved wind energy
dispatchability: energy and economic assessment. Appl Energy 147:117–130

15. Liu W (2018) Multi-objective planning of micro energy network considering P2G-based
storage system and renewable energy integration. Autom Electr Power Syst 42(16):11–20.
https://doi.org/10.7500/aeps20180228003

16. Guo L (2017) A two-stage optimal planning and design method for combined cooling, heat
and power microgrid system. Energy Convers Manag 74(10):433–445

17. Men X (2018) Construction and energy storage mode analysis of energy interconnected
microgrid multi-energy complementary system. Proc CSEE 38(19):5727–5737 + 5929

18. Angelo JS (2013) Differential evolution for bilevel programming. Evol Comput. IEEE
19. Dutta J (2013) Approximate KKT points and a proximity measure for termination. J Global

Optim 56(4):1463–1499
20. Gurobi Optimization, LLC. (2018) Gurobi optimizer reference manual. https://www.gurobi.

com

Optimization of Multi-energy Storage Configurations … 281

http://dx.doi.org/10.7500/aeps20180416006
http://dx.doi.org/10.7500/aeps20150512001
http://dx.doi.org/10.7500/aeps20161209002
http://dx.doi.org/10.7500/aeps20160510006
http://dx.doi.org/10.7500/aeps20180130009
http://dx.doi.org/10.7500/aeps20180228003
https://www.gurobi.com
https://www.gurobi.com


Study on Reliability Improvement
of Distribution Network Based
on Self-healing System

Gangjin Ye, Junhai Wang, Tianyu Zhao, Xuan Yang, Weibin He,
Yongcheng Hu, Huafeng Jin and Lei Tian

Abstract In order to meet the increasing reliability requirements of urban distri-
bution network, based on the typical wiring of urban cable ring network, combined
with three typical automated protection modes, this paper uses the analytical
method to study the data about power outage caused by faults occurred on outlet
circuit breakers, line segments, subsection switches, load switches and distribution
transformers (DTs) respectively. Then the corresponding reliability improvements
are put forward. The analysis results show that to assure the reliability of class A
region, the centralized distribution automation and load switches should be adopted
instead of decentralized system and subsection switches. To assure the reliability of
class A+ region, the scheme of differential protection plus self-healing should be
used, with subsection switches and tie switches replaced by circuit breakers and
each circuit breaker in the ring main units (RMUs) enclosed in either Vacuum or
SF6 box separately.

Keywords Distribution network � Reliability evaluation � Distribution automation
(DA) � Distribution transformer (DT) � Differential protection

G. Ye � J. Wang � T. Zhao � X. Yang � W. He
Hangzhou Power Supply Company, Hangzhou 310000, China

Y. Hu (&) � H. Jin
Hangzhou Yuanwei Electric Power Design Consulting Corp., Ltd.,
Hangzhou 310000, China
e-mail: huyongcheng03@163.com

L. Tian
China Telecom Zhejiang Branch, Hangzhou 310000, China

© Springer Nature Singapore Pte Ltd. 2020
Y. Xue et al. (eds.), Proceedings of PURPLE MOUNTAIN FORUM
2019-International Forum on Smart Grid Protection and Control, Lecture Notes
in Electrical Engineering 585, https://doi.org/10.1007/978-981-13-9783-7_22

283

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_22&amp;domain=pdf
mailto:huyongcheng03@163.com
https://doi.org/10.1007/978-981-13-9783-7_22


1 Introduction

In China, the distribution network has been divided into six categories as A+, A, B,
C, D, E in reference [1]. Their corresponding load density, reliability on service in
total (RS-1), system average interruption duration index (SAIDI) and voltage
qualified rate are given in Table 1.

RS-1 is defined as the uninterrupted durations of customers divided by the whole
durations in reference [2].

RS-1 ¼ 1� SAIDI
whole durations

� �
� 100% ð1Þ

where SAIDI ¼
P

customer interruption durationP
customer serverd

The interruption durations in RS-1 include both forced and scheduled outage
time. In 2018, the average customer hours of scheduled outages in Hangzhou per
month is 28,223.69, while that of forced outages is 20,809.08. The customer sev-
ered is 89,773. Then RS-1 is 99.927%, which cannot meet the requirements in
Table 1.

The researches on the distribution system reliability focused on the evaluation
techniques, which can be divided into three basic categories—analytical methods
[3], simulation methods [4, 5] and hybrid methods [6, 7].

Analytical methods build the reliability models based on the functional rela-
tionship between system components, synthesize and analyze all the fault states to
obtain the relevant reliability indices. These methods are easy to apply, and the
results are accurate. However, for complex systems, there are too many fault states
enumerated and the implementation is difficult.

Simulation methods mainly refer to the Monte Carlo (MC) method. The prin-
ciple of MC is to calculate the required reliability indices based on probability
statistics. Compared with analytical methods, MC method can be applied to more
complex systems, while the disadvantages are of slow convergence and big errors.

Table 1 Reliability indices of different distribution network

Distribution
network

A+ A B C D E

Power supply area Downtown City City Town Village –

Load density r
(MW/km2)

r� 30 30[r� 15 15[ r� 6 6[ r� 1 1[r� 0:1 –

RS-1 � 99.999% � 99.990% � 99.965% � 99.863% � 99.726% –

SAIDI � 5 min � 52 min � 3 h � 12 h � 24 h –

Voltage qualified
rate

� 99.99% � 99.97% � 99.95% � 98.79% � 97.00% –
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Hybrid methods take advantage of the two methods above. They first use ana-
lytical methods to obtain part of the running states of the power system, then sample
the states with simulation methods. So, the amount of processing required in
analytical methods are reduced and the convergence in MC method is getting fast.

However, neither the current distribution network planning work nor the
researches on distribution network reliability has elaborated on how to configure
automation and self-healing schemes of distribution network protection to improve
the power supply reliability. This paper then focuses on the protection schemes to
improve the reliability of the distribution network using an analytical method.

2 Introduction of Distribution Network Protection

2.1 Distribution Network Structure

Typical wiring of urban cable ring network is shown in Fig. 1. The outgoing lines
and branch lines of the substation are equipped with circuit breakers. The line
subsections are equipped with load switches or circuit breakers.

A 10 kV line is disconnected in the middle by a tie switch, and the two ends of
the line are connected to two 10 kV busbars from different substations. Generally,
the load on both ends of the tie switch is evenly distributed, and the line capacity
ratio is 2:1. When there is a fault on one end of the line, the load can be transferred
by closing the tie switch, and the power can be supplied by the substation on the
opposite side.

Fig. 1 Typical wiring of urban cable ring network
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2.2 Typical Configuration of Distribution Network
Protection

The circuit breakers in Fig. 1 are configured with three-stage over-current protec-
tion [8] and overload alarm. Fuses are placed at the incoming lines of the distri-
bution stations.

In the load concentrated city, the action current for transient rapid-break
over-current protection (stage I) is set as 3000–5000 A. The action current for
time-bound rapid-break over-current protection (stage II) is set as 1.5 times rated
current, and the action time is set to 0.5 s. The action current for definite time
over-current protection (stage III) is set more than the inrush current of the DT. The
RMUs are usually equipped with Data Transfer units (DTUs) for each busbar to
communicate with the master station to fulfil telesignal, telemetry and telecontrol.

2.3 Longitudinal Protection and Self-healing System

Compared to over-current protection, longitudinal protection has good selectivity
[9], which includes longitudinal direction protection, longitudinal distance protec-
tion and fiber differential protection. While the first two need define many relay
setting values and collect data of phase currents and phase voltages, differential
protection does not. It depends on relatively high standard of fiber communication
to achieve high sensitivity and selectivity. For urban fiber optic distribution network
in Shanghai and Zhejiang, differential protection is generally adopted. Fiber dif-
ferential protection is configured according to line segments. It can be distributed or
centralized.

For a distribution network line segment with two ends, each end is equipped
with a set of fiber differential protection devices, which communicates with the
opposite end by a receiving and a sending dedicated fiber optic cable. For a T
topology line segment with three ends, each end is equipped with a set of fiber
differential protection devices, which communicates with the other two ends by two
receiving and two sending dedicated fiber optic cables. The self-healing system is
separately configured. The distributed differential protection has been used suc-
cessfully in Shanghai urban area. All subsection or branch line switches are
required to be circuit breakers and too many fiber optics occupied. So, this pro-
tection is of high cost and hard to maintain. It is not suitable for lines with more
than three ends.

To overcome the shortcomings, Shenzhen power supply company has integrated
self-healing system into differential protection. Each bus in switching stations is
equipped with a set of protective self-healing devices, which collects data about bus
phase voltages, incoming and outgoing voltages of main lines, phase currents of all
branch lines. The system also has telesignal, telemetry and telecontrol capabilities.
Four groups of one receiving and one sending fiber are configured to connect with
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maximum two sets of line differential protection for incoming and outgoing sepa-
rately. The number of devices and the maintenance cost are reduced to one third of
the original one while the differential protection ability is almost the same as above.

The centralized differential protection has one host and several terminals. Each
terminal is configured at one busbar and communicates with the host through a fiber
communication interface integrating transceiver and transmitter to form an inde-
pendent passive fiber network by passive splitter cascading [10, 11]. All terminals
synchronize by internal clock benchmark of the host through an independent
synchronization protocol to realize synchronous sampling among them. The SV,
GOOSE and MMS mentioned in IEC-61850-9-2 [12, 13] can be merged in one.
Each terminal uploads the current signals of each phase and switch states obtained
by synchronous sampling to the host through fiber network, and the host auto-
matically generates differential protection scheme corresponding to segments
according to the primary network structure and determines where faults occur by
real-time calculating. In case of system failure, the faults can be isolated instant by
switches and non-fault load can be recovered quickly.

Compared with the distributed scheme, the centralized one has a host where all
protection and self-healing algorithms are completed. The terminals only collect
local data and realize the protection automation that does not depend on channels.
So, the centralized scheme is of high reliability, small operation and maintenance
workload, and allows for “plug and play” easily. Though the function of the host is
complex, due to the real-time status information perceived about the entire ring, it
can reduce the requirements for the primary system. For example, there is no need
to replace all the subsection switches by circuit breakers, only the first switch
connected with the substation needed to be upgraded to a circuit breaker. When
faults occur, the host orders related circuit breakers to cut off the fault current, then
isolate the faults by load switches. For the full circuit breaker system, the rapidity is
not affected. Because of the adoption of fiber optical network with integrated
transceiver, transmitter and passive splitter connection, lots of fiber resources are
saved. With high reliability and good scalability, the system has been piloted in
parts of Shanghai, Zhejiang and Yunnan.

3 Analysis of Outage Duration Under Protection Schemes

Approximate evaluation algorithm for reliability indices is adopted in this research.
Let Tðx;kÞ is the outage time caused by equipment failures. Here, x represents an
equipment; k represents the node number. When system faults caused by equipment
x, the yearly outage duration of a DT on node k can be obtained as follow.

Tðx;kÞ ¼ kx Ax;kt1 þBx;krx þCx;kt2
� � ð2Þ

where,
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kx: Failure rate of equipment x. For line segments, it is obtained by multiplying
the failure rate of unit length by the length of the segment line

t1: Time between power loss and successful reclosing after equipment x fails
t2: Time between power loss and successful transferred re-power after x fails
rx: Time of fault recovery of x
Ax;k: Number of customers affected during t1
Cx;k: Number of customers affected during t2
Bx;k: Number of customers out of power caused by faulted x, only after repair or

replacement of x, the customers can be re-powered.

Tðx;kÞ can be affected by different equipment failures and protection automation
configurations of the distribution network. In this paper, we calculate Tðx;kÞ in a
distribution system that has evenly distributed four nodes, each of the node with four
DTs, and fully transferred lines of which segment length is 0.5 km. The protection
automation configurations in the distribution system are as following three modes.

1. Only circuit breakers on the outlet of transformers and overcurrent protection
devices on branch lines are configured. Fault location, reclosing breakers and
load transfer are operated manually. Usually, it is acceptable that t1 ¼ 2:5 h and
t2 ¼ 3 h.

2. Circuit breakers on the outlet of transformers and overcurrent protection devices
on branch lines are configured. Fault location, reclosing breakers and load
transfer are operated by centralized distribution network automation. So t1 and t2
can be shortened as 0.15 and 0.2 h.

3. Differential protection and fast self-healing system are configured. Fault loca-
tion, reclosing breakers and load transfer are instantaneous. So t1 and t2 can be
set as 0.05 and 0.05 h.

Under the above assumption, we will discuss how faults of an equipment (such
as an outlet circuit breaker, a line segment, a subsection switch, a load switch, a DT
or branch line) affect the reliability index Tðx;kÞ.

3.1 Outlet Circuit Breaker Failures

In Table 2, the failure rate of this equipment is 0.008. Regardless of the automation
method used, such failures will certainly cause all loads to Off position, but power
can be transferred through contact switches. Therefore, Ax;k ¼ 0, Bx;k ¼ 0,

Table 2 Outage duration
caused by outlet circuit
breaker failures

Protection mode kx t2ðhÞ Cx;k T x;kð ÞðhÞ
Mode 1 0.008 3 16 0.3840

Mode 2 0.008 0.2 16 0.0256

Mode 3 0.008 0.05 16 0.0064
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Cx;k ¼ 16. According to formula 2, for outlet circuit breaker failures, the outage
duration Tðx;kÞ under three automation protection modes is about more than one
order of magnitude. They are 0.3840, 0.0256 and 0.0064 h separately.

3.2 Line Segment Failures

Each line segment is 0.5 km long, and kx is 0.0125. Load before the fault segment
can be resupplied by reclosing, and that after the fault segment be transferred
through connection switches. According to formula 2, about line segment failures,
the total outage durations under three automation protection modes are 2.75, 0.175
and 0.05 h (Table 3).

3.3 Subsection Switch Failures

Assuming kx of each subsection switch configured at the node and both sides of the
line segments has the same value of 0.005, then kx ¼ 0:01. A subsection switch
fails, the number of customers affected are equal. So, Bx;k ¼ 4 and rx ¼ 6:5. When
faults occur, all the other switches on the same bus should be turned off to repair or
replace the faulty one. So, the total power outage time caused by the subsection
switch faults is obviously greater than that of lines. The total outage durations under
the three automation protection modes are 2.36, 1.124 and 1.064 h (Table 4).

Table 3 Outage duration caused by line segment failures

Protection mode Line no. t1ðhÞ t2ðhÞ Ax;k Cx;k Tðx;kÞ ðhÞ Total (h)

Mode 1 0 2.5 3 0 16 0.6000 2.75

1 2.5 3 4 12 0.5750

2 2.5 3 8 8 0.5500

3 2.5 3 12 4 0.5250

4 2.5 3 16 0 0.5000

Mode 2 0 0.15 0.2 0 16 0.0400 0.175

1 0.15 0.2 4 12 0.0375

2 0.15 0.2 8 8 0.0350

3 0.15 0.2 12 4 0.0325

4 0.15 0.2 16 0 0.0300

Mode 3 0 0.05 0.05 0 16 0.0100 0.05

1 0.05 0.05 4 12 0.0100

2 0.05 0.05 8 8 0.0100

3 0.05 0.05 12 4 0.0100

4 0.05 0.05 16 0 0.0100
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3.4 Load Switch Failures

Assuming that kx of four load switches configured on the node has the same value
of 0.005, then kx ¼ 0:02. Any load switches fail, the number of customers affected
are equal. So, Bx;k ¼ 4 and rx ¼ 6:5. Similar as subsection switch failures, the
power outage time caused by the load switch faults is obviously greater than that of
lines. The total outage durations under the three automation protection modes are
4.72, 2.248 and 2.128 h (Table 5).

Table 4 Outage duration caused by subsection switch failures

Protection mode Switch no. t1 ðhÞ t2 ðhÞ Ax;k Cx;k Tðx;kÞðhÞ Total (h)

Mode 1 0.1 2.5 3 0 12 0.6200 2.36

2.3 2.5 3 4 8 0.6000

4.5 2.5 3 8 4 0.5800

6.7 2.5 3 12 0 0.5600

Mode 2 0.1 0.15 0.2 0 12 0.2840 1.124

2.3 0.15 0.2 4 8 0.2820

4.5 0.15 0.2 8 4 0.2800

6.7 0.15 0.2 12 0 0.2780

Mode 3 0.1 0.05 0.05 0 12 0.2660 1.064

2.3 0.05 0.05 4 8 0.2660

4.5 0.05 0.05 8 4 0.2660

6.7 0.05 0.05 12 0 0.2660

Table 5 Outage duration caused by load switch failures

Protection mode Switch no. t1 ðhÞ t2 ðhÞ Ax;k Cx;k Tðx;kÞ ðhÞ Total (h)

Mode 1 0–3 2.5 3 0 12 1.2400 4.72

4–7 2.5 3 4 8 1.2000

8–11 2.5 3 8 4 1.1600

12–15 2.5 3 12 0 1.1200

Mode 2 0–3 0.15 0.2 0 12 0.5680 2.248

4–7 0.15 0.2 4 8 0.5640

8–11 0.15 0.2 8 4 0.5600

12–15 0.15 0.2 12 0 0.5560

Mode 3 0–3 0.05 0.05 0 12 0.5320 2.128

4–7 0.05 0.05 4 8 0.5320

8–11 0.05 0.05 8 4 0.5320

12–15 0.05 0.05 12 0 0.5320
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3.5 DT or Branch Line Failures

When a DT fails, usually the branch line protection devices are trigged. If the
breakers or switches refuse to act, the outage range expands because of overstep
tripping. The time of outage caused by a DT consists of up to four parts, as shown
in formula 3.

Tðt;kÞ ¼ kt At;kt1 þ rt þCt;kt2 þBt;kt3
� � ð3Þ

where,

ktrt: Outage time of customers connected to the faulted DT
ktBt;kt3: Outage time of other DTs at the same node of the faulted DT
ktAt;kt1: Outage time of customers on the potentially affected nodes between the

faulted node and the power
ktCt;kt2: Outage time of customers on the potentially affected nodes between the

faulted node and transfer switches (Table 6).

When a DT corresponding to 4 nodes and 16 switches fails, it is set that
kt ¼ 0:037, rt ¼ 5:5 h, the probability of a overstep tripping is 20%. When a load
switch fails to operate and causes the overstep tripping, in modes 1 and 2, all the
faults are cut off by the outlet circuit breakers, and then isolated manually to restore
the power supply to the customers in non-fault sections. In mode 3, the subsection
switches of the node are trigged by the busbar differential protection and failure
protection devices, so the customers before the fault point will not be affected and
the ones behind the point can be automatically transferred by the system to
re-power reply. The total outage durations under the three automation protection
modes are 2.0128, 1.0982 and 1.0449 h.

Table 6 Outage duration caused by DT or branch failures

Protection mode DT no. t1 ðhÞ t2 ðhÞ t3 ðhÞ Ax;k Bx;k Cx;k Tðx;kÞ ðhÞ Total (h)

Mode 1 0–3 2.5 3 2.5 0 0.6 2.4 0.5254 2.0128

4–7 2.5 3 2.5 0.8 0.6 1.6 0.5106

8–11 2.5 3 2.5 1.6 0.6 0.8 0.4958

12–15 2.5 3 2.5 2.4 0.6 0 0.4810

Mode 2 0–3 0.15 0.2 2.5 0 0.6 2.4 0.2768 1.0982

4–7 0.15 0.2 2.5 0.8 0.6 1.6 0.2753

8–11 0.15 0.2 2.5 1.6 0.6 0.8 0.2738

12–15 0.15 0.2 2.5 2.4 0.6 0 0.2723

Mode 3 0–3 0.05 0.05 2.5 0 0.6 2.4 0.2634 1.0499

4–7 0.05 0.05 2.5 0 0.6 1.6 0.2620

8–11 0.05 0.05 2.5 0 0.6 0.8 0.2605

12–15 0.05 0.05 2.5 0 0.6 0 0.2590
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4 Reliability Improvement

According to the analysis in part 3, in three different protection modes, the average
customer interruption duration caused by all faults is 0.7642, 0.2919, 0.2683 h
respectively. Thus,mode 1 cannot satisfy the reliability requirements of class A and
A+ regions, while mode 2 and 3 can meet those of class A region but fail at the A+
region. To improve distribution network reliability standard, there are two ways to
implement, one is to decouple, the other is to speed up.

Decoupling is to limit the fault area as fast as possible. In extreme emergency
services, closing the loop is necessary, so the customer’s power supply cannot be
affected. To realize decoupling, the electivity, rapidity, sensitivity and reliability of
protection should be improved, so the probability of overstep tripping can be
lowered from 20 to 1% or even below. To provide a single rather than shared
cabinet for each equipment in RMUs, decoupling can just isolate the faulted one
without affecting others.

Speeding up is to accelerate the rate of repair, replacement, isolation or recovery
of faulted equipment manually or systematically. It is usually not more than 100 ms
for a circuit breaker to execute a command. While for a load switch, it may be 3–
5 s. In mode 3, if the subsection switches are replaced by circuit breakers, the time
to isolate the faults gets shortened, and the fault area is narrowed. The decoupling is
then realized by speeding up.

For outlet circuit breaker failures, without closing the loop, all the loads on the
lines will certainly be affected. However, if the tie switches can be configured as
circuit breakers and equipped with self-healing functions such as no pressure
tripping plus automatic busbar transfer, the blackout time can be within 3 s, and the
total outage duration is less than 0.000107 h.

For line failures, mode 2 cannot accomplish decoupling. It is difficulty to
improve the speed of manual operation. In Mode 3, if all the subsection and tie
switches are all converted into circuit breakers, t2 can be shortened to 3 s, and Ax;k

equals to 0. The outage duration can be reduced to 0.025 h.
For subsection switch faults, the rapid replacement is an effective way to shorten

the outage time of load at the same node. In mode 3, the use of circuit breakers
instead of switches can also shorten the outage time. If the replacement time is
reduced to 1 h, the outage duration can be 0.1602 h.

For the load switches, if the fault point on the busbar side, it equals to busbar
failure, and all load nodes on the same busbar will be out of power. In mode 3, if the
circuit breakers replace switches, the load near the power supply side will not be
affected, and the outage time can be shortened to 0.3204 h.

For DT failures, the changing interval of switches or the DT can be shortened to
1 h for isolated cabinets in RMUs. With the improved characteristics of branch
protection, the correlation coefficient of the influence on other DTs is reduced to
1%. So, the power outage time caused by DT faults is reduced to 0.1524 h.

To summarize, in mode 3, adopting self-healing protection configuration,
replacing subsection switches and tie switches with circuit breakers, improving the
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reliability of branch protection, using isolated cabinets in RMUs, the outage
duration can be shortened to 2.468 m per customer every year and can meet the
reliability requirements of class A+ regions.

5 Conclusions

This paper uses an approximate estimation algorithm to analyze the power outage
duration of typical wiring of urban cable ring network under three different pro-
tection and automation modes. The analysis results show that mode 2 and 3 can
satisfy the reliability requirements of class A region, while to meet those of A+
region, mode 3 is recommended and followed by several steps. Firstly, all the
subsection switches and tie switches of lines shall be replaced by circuit breakers.
Secondly, each circuit breaker in the ring main units (RMUs) is enclosed in either
Vacuum or SF6 box separately, and the replacement or maintenance time of the
faulted switches should be shortened to 1 h. At last, when transformers or branch
lines fail, the probability of protection operation rejection should be reduced to less
than 1%. It still remains to be further studied about how to shorten the replacement
or maintenance time of faulted switches and reduce the probability of branch line
protection operation rejection.
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Power Frequency Coordination
Control Method for High Penetration
Renewable Energy Resources

Junyu Wang and Haibing Zhang

Abstract The disturbance of integrated power will increase while the rotational
inertia that can restrain the change of system frequency will decrease when
large-scale renewable energy is integrated to the power grid. This produces new
problems and challenges for AGC Control. Based on the model of sub operating
area, this paper proposed the fundamental principle of AGC control when
large-scale renewable energy, thermal and hydro units are participating in the
process of frequency regulation. These three types of resources can undertake the
total ARR (Area Regulation Requirement) of the whole operating area by equal
proportional regulation capacity ratio strategy or priority coordinated control
strategy. Besides, this paper also described how to track inner stable tie-lines and
how to coordinate with upper level load dispatch center to jointly regulate system
frequency. These research results are helpful for practical applications of AGC
regulation.

Keywords Large-scale renewable energy � AGC control model � Multi-target
coordinated control � Priority control

1 Introduction

With the increasing attention of energy crisis and environmental issues, the
development of renewable energy has become a focus of attention. However, its
grid-connection problem has brought challenges to the safe and stable operation of
power system due to its stochastic and random characteristics. And the problem of
renewable energy consumption has become increasingly prominent. When China is
continuously optimizing its power supply structure, the grid-connected generation
capacity of renewable energy is rapidly growing as well. It plays an important role
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in relieving energy crisis and reducing environmental pollution in China.
Meanwhile, power utility operators are facing more challenges to meet AGC
requirements which aim to maintain system frequency and tie-line interchange to
get close to scheduled values. This brings new problems and challenges to
Automatic Generation Control [1, 2]. Power system’s frequency resources and
dispatching capabilities would be placed under great pressure especially when
impact load disturbances occurred in the power grid, which becomes one of the
main constraints of absorbing large-scale renewable energy [3].

For the purpose of breaking the bottleneck of renewable energy integration, it
would be effective to find out an appropriate approach to integrate renewable
energy resources into the power grid to improve the quality of frequency regulation
and to promote the adjusting efficiency [4].

In order to totally bring the regulating potential of renewable energy resources
and traditional AGC units into full play, this paper first introduced the modeling
method of enclosing operating area to realize the local balance of active power.
Then it improves the existed AGC coordination strategy which utilize the unique
confirmed participation factor and local priority strategy to undertake area regula-
tion requirement. In this new approach, AGC control groups are set up based on
main operating area and all the AGC units come under different control groups
according to their adjusting characteristics, regulating reserve or geographic attri-
butes. Area regulation requirement is allocated to every control group and then to
the units in each group. There are two kinds of allocating strategies between groups
and units, manual participation factor and priority strategy. When the latter is
adopted, the actual participation factor is determined by the specified allocating
strategy. Both of these two strategies are suitable for task allocation between control
groups and within any group. In order to make sure all the AGC commands are
secure enough for generating units, vibrating zone strategies and security verifi-
cation task will be carried out just during and after the process of active power
allocation.

2 Model of Sub-control Operating Area

2.1 Sub-control Operating Area

Different from the hierarchical division style of Chinese power dispatching regions,
the sub-control operating area here refers to the division method of internal elec-
trical islands in a provincial dispatch center. According to the traditional dispatch
pattern, many of the provincial power grids in China adopt single area model to
complete AGC control. Their control objects are relatively clear and explicit. With
the expansion of power system’s scale, the electrical connections become more
complicated than before. It is necessary for dispatching administrative regions to
divide the operating area into proper parts and respectively control these parts
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simultaneously, no matter from the prospective of power grid’s distribution char-
acteristics, actual dispatching management requirements, or from the aspect of
energy-saving dispatching. This is an effective way for the original operating area to
satisfy the multi-object control requirements. Besides, the establishment of sub
control area can provide basic conditions for power grid to face with splitting
emergencies.

Modeling schematic diagram of sub-control areas is shown in Fig. 1. Area S1 to
Sn are the minimum control areas of the whole operating area. Any control areas
inside the whole area A1 can be composed by these minimum areas. Though these
recombination areas can be derived from the minimum sub-control areas from the
point of physical interconnection, they have to be assembled independently when
modeling.

The main control operating area (A1) carries out the regulation task before the
sub areas are produced. It was established by traditional modeling style and the
calculation method depends on actual control mode. Renewable energy resources
are considered as equivalent generating units according to their geographic attri-
butes and participate in the process of ARR allocation together with traditional
thermal and hydro units.

When TBC (Tie-line Bias Control) method is adopted by AGC, as is shown in
Fig. 1, the model of the main operating area A1 simultaneously contains frequency
component and tie-line interchange component. The ACE calculation method of the
main operating area can be expressed as:

ACE ¼ 10Bðf � f0Þþ ðI � I0Þ ð1Þ

where, f represents the real-time telemetered system frequency of the main control
area, fo stands for scheduled value of frequency, B indicates the frequency bias
coefficient of the whole operating area, I is the tie-line interchange power between
the main control area and its adjacent external operating area, I0 represents the
scheduled value of tie-line interchange.

Those generating units, tie-lines and other objects, which need to be monitored
inside the operating area, can form their sub-control areas according to the actual
dispatching administrative regions and results of sensitivity calculations. In Fig. 1,

S2S1

G1

Gn

ES1

C1
A1

I1

I2

A2

Sn

Fig. 1 Schematic diagram of sub-control area modeling method considering energy storage
resources
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C1 is the sub internal tie-line needed to be monitored. Generating units from G1 to
Gn and the related renewable energy resource ES can form the sub-control area S1.
The frequency regulation resources of this sub-control area constitute an indepen-
dent cut-set for the control object (the single transmission or the tie-line). I1, I2
represent tie-line interconnections of adjacent operating area A2.

When regulation objects of the main operating area and the sub-control area are
the same, the sub-control area can be seemed as a subordinate area of the main
control area and can’t be operated independently. Therefore, the modeling process
of sub-control area will only describe its generating units, tie-line interface and
other objects that need to be monitored.

If the main operating area and the sub-control area track different control objects,
their data sources of ACE may be from different ways. So every sub-control area
needs to add an ACE component data source and operating parameters in the actual
control process.

In the established sub-control area models, the newly formed electrical island
can be controlled independently if the sub-control area is disconnected from the
adjacent operating area when specific dispatching management meaning is assigned
to the sub-control area. This sub-control area modeling method is a necessary
precondition of multi-object control and splitting emergencies. The judgment of
network splitting can be the combination of important telemetries and status values.
Besides, the result of State Estimation can also be considered as a criterion of power
grid splitting.

2.2 Control Group

Control group is the intermediate layer between operating area and AGC units. It’s
the container of AGC resources but responsible for undertaking the regulation
requirement of operating area and reallocating it to each unit.

Generally speaking, the control group model should be set up on the basis of
regulating area. Each area can have several control groups and each control group
can own at least one AGC unit. To meet the requirements of each different aspect,
control group and AGC unit can adopt different strategies when distributing reg-
ulation power. AGC units can be categorized into different control groups according
to the following characteristics [3, 4]:

(1) Basic attribute of unit, such as hydro unit or thermal unit;
(2) The regulating capacity of unit, such as small hydro power station and

high-capacity hydro plant;
(3) The regulating speed of each unit;
(4) The relationship between unit and important tie-lines;
(5) The upstream and downstream relationship between different hydro units;
(6) Geographic characteristics of different units.
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3 Multi-object Coordinated Control Strategies

3.1 Coordinated Control Strategies Between Renewable
Energy Resources and Traditional Units

When the frequency regulation resources in an operating area involve renewable
energy resources and traditional hydro and thermal units at the same time, the
coordination strategy among diverse frequency regulation resources needs to be
taken into account. Renewable energy resources are the best frequency regulation
resource among them. They can reach their maximum capacity within several
milliseconds and can maintain the stable output at the set point. The regulation
performance of hydro units is better than thermal ones. In addition, the regulation
resources inside the operating area have different performances at different time
periods because of several constraints. When all of these three resources are put into
AGC control, it is necessary to establish discriminate strategies to control them
[5–7].

According to the operating style of control area, the proportional regulation
capacity ratio of different resources and the whole adjusting object of the whole
area, the following control strategies are suitable for coordinating all of these three
resources, which can mainly satisfy the real-time control requirements of CPS
evaluation criteria.

3.1.1 Renewable Energy Resources and Hydro Units Are Responsible
for ARR Regulation, Thermal Units Track Ahead the Changing
Tendency of System Load

This type of control strategy is suitable for those areas that have adequate renewable
energy resources and hydro regulation capacities. Both of these two resources have
a fast regulation speed and a short response time, which can face with the fluctu-
ation of ACE when the reserve capacity is abundant.

In order to better utilize thermal units, they can be controlled to keep pace with
change of system load and adjust their output in advance with the results of
very-short-term load forecast. This is helpful for hydro units and renewable energy
resources to release their adjusting capacities and relieve their regulation burdens.

3.1.2 Hydro, Thermal and Renewable Energy Resources
Undertake ARR According to Proportional Regulation
Capacity Ratio [8–10]

The AGC reserve capacity of renewable energy resources is relatively small when
compared to the regulation capacities of traditional thermal and hydro units. The
operating area can’t fully rely on renewable energy resources to fulfill frequency
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regulation requirements before their grid-connected capacity is large enough.
However, the regulation capacity of hydro units may be limited by season and
weather conditions. So it’s necessary to exploit the potential of thermal units to
better participate in the AGC regulation process.

This strategy needs to categorize renewable energy resources, hydro and thermal
units into different groups. The total participation ratio and the regulation direction
of thermal and hydro units also need to be classified. Participation factor of each
equivalent AGC unit can be obtained after the regulation requirement of the whole
operating area is calculated. It is dynamically adjusted according to the up/
down-regulating capacity and is limited to responsive regulating capacity. Take
thermal unit’s up-regulating direction for example:

aT ¼
Pk
i¼1

Rup
Ti

Pk
i¼1

Rup
Ti þ

Pm
i¼kþ 1

Rup
Hi þ

Pn
i¼mþ 1

Rup
ESi

� � ð2Þ

where, aT is the total participation factor of thermal units’ regulating capacity, Rup
Ti ,

Rup
Hi, R

up
ESi respectively stand for the up-regulation capacity of thermal, hydro and

renewable energy resources.
If the adjusting capacity of AGC units is adequate enough, the regulating priority

of each type of resources can be confirmed by regulating capacities. When the total
regulating capacity of certain resource is not enough, it can be chosen to undertake
regulation power before other resources. The part of ARR requirement that is not
distributed to this type of resource can be undertaken by other two types of units
[11].

After the participation factor has been confirmed, increasing and decreasing
sequences can be formed as well. When units are required to increase their gen-
eration, AGC main program will first choose those control groups that have smaller
participation factors, and when decreasing is required, the main algorithm will
choose bigger participation factors first.

When proportion method is utilized in group allocation, total participation fac-
tors of control groups are first used to calculate the regulation power undertaken by
groups. Then redundant regulation power will be disposed by maximum regulating
reserve of the group. If there still has more regulation power, those groups that have
high abundance will undertake the surplus regulation power.

3.1.3 Control Strategy in Terms of Space Coordination

In addition to coordinate renewable energy resources and thermal and hydro units in
the time axis, they can be decoupled to track different control objects from the point
of different space attributes. In this case, renewable energy resources and hydro
units still undertake the regulation task of tie-line interchange between provincial

300 J. Wang and H. Zhang



operating areas. Thermal units can be set to monitor those important internal tie-line
sets in the context of security constraints.

In fact, it’s an important task for dispatch center to maintain the transmission
tie-line sets into stable limits when regulating AGC equivalent units. If the
regulation objects of preventive control and corrective control can be allocated to
AGC’s traditional regulation task, it can well reduce system operators’ work load
[12].

• Track specified tie-line set inside the operating area and transmit active power as
much as possible without exceeding specified tie-line set limit. This type of
control mode can realize hierarchical and zone control inside the operating area.

By matching the critical tie-line set and sub-control area that are already
established inside the whole area, every sub-control area can get a corresponding
tie-line set. Those AGC units of the sub-control area that are specified to adjust the
internal tie-line active power will not participate in the regulation of system fre-
quency and tie-line interchange between adjacent whole operating areas. The SCE
(Sub-area Control Area) can be calculated through the following formula:

SCE ¼ PT � PTMAX ð3Þ

where, PT is the current transmitting active power, PTMAX indicates the transmitting
limits.

Similar to the concept of ACE in traditional AGC control, dead band, normally
regulation region and emergency region can be set according to the value of SCE.
AGC regulating resources will not adjust their output until SCE enters the region of
normally regulating zone and emergency zone. The adjustment can be intensified
properly by setting different gain coefficient of their control areas.

• The preventive control and corrective control of stable tie-line sets can be
realized by combining AGC and SCD (Security Constrained Dispatch) into a
closed-loop control system. Preventive control is to limit the regulation direction
of AGC units according to their sensitivity coefficients to the tie-line set if it is in
a heavy load situation. Corrective control is to complete the limit relieving
adjustment if the tie-line set has exceeded its stable limit.

The method of combining AGC and SCD can take several tie-line sets into
account at the same time. But it will impact the regulating direction and regulation
range of AGC units to some extent, which is suitable for those systems that contain
adequate AGC units [13].
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3.2 Hierarchical and Centralized Control Strategy

Each sub-control area can specify their own regulating target and ACE calculation
method according to their actual requirements. Different from sub-area control,
hierarchical control reflects more about the coordination aspect between the control
targets of sub-areas and the whole operating area [13, 14].

(1) The control target of sub-area is to guarantee the regulating target inside the
sub-control area can be achieved by adjusting the output of AGC units inside
this sub-area.

(2) From the view of upper dispatching area, all the hydro/thermal units and
renewable energy resources can be considered as equivalent units of the upper
operating area.

(3) Tie-line set constraints can be converted to the regulating range of AGC units.
The coordination of different control targets can be achieved by adjusting the
constraints of regulating ranges (Fig. 2).

4 Simulation Experiment

The coordinated control strategies proposed in this paper have been simulated based
on the data of a provincial power system in China. This province used to rely on
hydro units to undertake AGC regulation power, and the regulating reserve of
thermal units is not adequately developed. The operation data before and after the
coordinated control strategy was utilized were chosen for the simulation and energy
storage resources were considered as equivalent AGC units.

The operation days when traditional strategy and the coordinated control strategy
were respectively used are from 20th April 2017 to 1st May 2017. Figure 3 has
shown the comparison conditions.

As can be seen from Figs. 3 and 4, when the coordinated control strategy
proposed in this paper was adopted, the regulating times decreased in a large extent,

Upper Level Load Dispatch Center

G1

Data Interchange

G2 G3 G4 Gn

Sub Areas in Provincial  
Dispatch Center

Directly Dispatched 
AGC Unit/Sub Area

Fig. 2 Centralized control
mode of regional power
dispatch center
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especially the round trip regulations which were not quite good for the normal
operation of thermal units. After the coordinated control strategy was adopted, the
regulating amplitude of thermal units was obviously getting smaller, and the unit
abrade became much less.

As can be seen from Figs. 5 and 6, the regulating times of hydro PLCs also
obviously decreased when the new coordinated control strategy was utilized in the
main station AGC system. But the CPS1 index did not change much clearly.
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This would not do any harm to the index evaluation system for the provincial
electric power network. The regulating times and regulating amplitudes of hydro
units obviously decreased when this new approach was adopted in AGC system,
and thermal units were more active in AGC regulating process. The shortcomings
of thermal units that their ramp rates were comparatively slow could effectively be
avoided. ACE and CPS1 indexes of the operating area were not deteriorated and the
effects of system frequency regulating and tie-line deviation correcting did not
decline.

5 Conclusion

The fast development of technologies in recent years has brought huge influences to
the integration of large-scale renewable energies. Meanwhile, traditional frequency
regulation units can’t respond to the fluctuation of renewable generation in time
because of their slow ramp rates. With rapid response to regulation requirement and
accurate control of their output power, chemical renewable energy resources can
better cover the shortage of traditional units, which provides a new measure for
system frequency regulation.

This paper proposed a sub-control area modeling method to satisfy the
multi-object coordination control requirements and multi-island control after
splitting emergency occurs. Based on this, equal proportional regulation capacity
ratio strategy and priority coordinated control strategy were proposed to allocate
ARR among hydro/thermal units and renewable energy resources. All of these three
equivalent units can be coordinated both in the aspect of time and space axis.
Tie-line set control strategy and centralized coordination between current and upper
level dispatching centers provide other optimal allocation method to a larger extent.
Control strategies discussed in this paper are suitable for large-scale renewable
energy resources to participate in AGC regulation process.
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Optimal Configuration Method
of Distributed Hybrid Energy Storage
Systems in Distribution Network
with Large Scale of Wind Power
Generation

Tianmeng Yang, Zhentao Han and Jing Gao

Abstract To promote the coordinated development between distributed wind
generation and distribution network, and to improve the absorptive capacity of wind
generation, a hybrid energy storage system allocated in the distribution network is
put forward, which is composed by battery and small-scale compressed air energy
storage system. And the optimal configuration method is discussed. The battery is
used to mitigate the wind power output fluctuation thanks to its quick response
capacity, and the small-scale compressed air energy storage system is used for peak
regulation thanks to its flexible allocation and large energy density. The operational
principle of the hybrid energy storage system is discussed, and the peak load
regulation method of the small-scale compressed air energy storage system is
presented. Based on the research of the allocation of hybrid energy storage system,
the capacity optimization and the optimal operation, the optimal configuration
method of the hybrid energy storage system is discussed. The proposed model and
the method are verified on the modified distribution network, and the results prove
the effectiveness and flexibility of the model.

Keywords Distributed wind generation � Distribution network � Hybrid energy
storage system � Battery storage � Compressed air energy storage system �
Optimal sizing

1 Introduction

With the increasing troubles of the centralized power supply, and based on the
quick development of the distributed wind generation and the increasing integration
scale, the inherent nature of random fluctuation and intermittent bring adverse
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effects on the stable operation of the power system [1]. Thanks to the quick
response nature, the energy storage systems become an effective way to relief the
uncertainty of the renewable energy resources to the power system operation.

Currently, the researches about the configuration of the distributed energy
storage system to increase the utilization rate of renewable energy resources have
already get some conclusions [2–9]. In [2], the configuration method of battery
energy storage system is proposed, which aims to receive the maximum profits in
the distribution network. In [3–5], an optimal sizing method of the energy storage
system is proposed, but the sizing and locating method are not included. In [6, 7],
the optimal configuration method of the distributed energy storage system is pro-
posed, which aims to mitigate the output fluctuation of the renewable resources. In
[8, 9], the distributed energy storage systems configured in the active distribution
network are discussed in two aspects, which are operation strategy and the planning
decision. Among these researches above, the researches of the energy storage are
concentrated on single type of energy storage system, till now there isn’t any
research about the hybrid energy storage system to allocate in the distribution
network.

The remainder of this paper is organized as follow. The operational principle of
the hybrid energy storage system and the peak load regulation method of the
small-scale compressed air energy storage system are discussed in Sect. 2. The
optimal sizing model of the hybrid energy storage system and the optimal method
are proposed in Sect. 3. Section 4 carries on a case study. Finally, the final dis-
cussion and conclusions are provided in Sect. 5.

2 The Operational Principle of Hybrid Energy Storage
System in Distribution Network with Distributed Wind
Generation

2.1 The Operational Principle of Hybrid Energy Storage
System

By comparing the economic indicators, the BESS is used for power fluctuation
mitigation and the CAES is used for peak shaving are the most economical
combination.

The operational principle of the hybrid energy storage system (HESS) composed
by battery and the small-scale compressed air energy storage system is shown in
Fig. 1. The battery energy storage system (BESS) is installed in some nodes of the
distribution network, and it is used to mitigate the wind power output fluctuation
and improve the power quality thanks to its quick response capacity. The
small-scale compressed air energy storage system (CAES) takes the high pressure
air holer as the containers, since they have the flexible configuration and without the
geographical limitation. Thus, the small-scale CAES is installed in the distribution
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network for peak load regulation thanks to its large energy density and flexible
configuration. And it can reduce the load difference between peak and valley, which
can help improve the operational efficiency of the system and reduce the abandoned
wind energy. The fluctuation mitigation strategy is shown in [10].

2.2 The Peak Load Regulation Method of the Small-Scale
Compressed Air Energy Storage System

Based on the analysis of the operational principle of the CAES, the installation of
the small-scale CAES is used for peak load regulation, which can reduce the peak
load regulation pressure and improve the load characteristics. The small-scale
CAES absorb the extra electricity to drive the motor at the valley load period, and it
compress air into the gas storage tank. And at peak load period, it promotes the
expander to work to generate electricity. Therefore, the small-scale CAES power
output is flexible enough to be arranged to meet the load demand.

Therefore, through the forecast load data of the system and the capacity of the
CAES, we can analyze the peak shaving depth by analyzing the power output of the
CAES, and to confirm the optimal capacity of the CAES. Where, the power output
of the CAES is determined by the difference between the system load and the mean
value and the peak load shaving coefficient, as is shown in Formula (1),

PCA;t ¼ r � ðLt � LavgÞ ð1Þ

L

Load

PB

Battery energy 
storage system

Compressed air 
storage system

air
Waste 

gas

air holdercooling burn

PC

compressor turbine

PW

Wind turbines

G

G

Fig. 1 Flow chart of constructing semantic framework
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where, PCA,t represents the power output of the CAES, PCA,t > 0 represents the
CAES charging to storage electricity and PCA,t < 0 represents the CAES dis-
charging; r represents the peak load shaving coefficient; Lt represents the load value
at tth period; Lavg represents the average value of load data.

Based on the consideration of the system economy, it mainly consider about the
effects of the CAES’s costs, which is determined by the capacity of CAES.
Therefore, by introducing peak load shaving coefficient r to measure the effect of
peak load regulation, as is shown in Formula (2). Considering about the economy of
the power system, the capacity of CAES is smaller than the ideal peak load shaving
energy, that is to say r is smaller than 1.

r ¼ EN
CA

Epeak
ð2Þ

where, EN
CA is the rated capacity of the CAES; Epeak is the ideal peak load shaving

energy, and it is the summation of the load difference at each period, as is shown in
Formula (3).

Epeak ¼
X

Lt � Lavg
� � � DTLTpeak ¼ tjLt � Lavg

� � ð3Þ

where, Lavg is the average load in a day; Lt is the load value at tth period; Tpeak is the
set of the period that the load value is larger than the mean value; DTL is the time
interval of the peak load curve.

From above, if the capacity of the CAES is large enough, the regulation effect of
peak load shaving is better, and it can reduce the peak load regulation pressure.
However, considering about the economic factor, it is enough if the capacity of
CAES can meet the requirement to reduce the load difference.

3 The Optimal Configuration Model of the Battery
and Small-Scale Compressed Air Energy Storage
System

3.1 Objective Function

The objective function of the hybrid energy storage system are the system costs,
which contains the network loss costs, the investment costs of the hybrid energy
storage system, the costs of injection reactive power into the distribution network,
the electricity transaction costs and the opportunity compensation costs caused by
the wind power output fluctuation rate limit, as is shown in Formula (4). Where,
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considering about the operating periods, the costs are converted into annual value of
investment.

min F ¼ FINV þFLOSS þFHV þFDG þFTR þFPUN ð4Þ

where, F represents the system total costs; FINV represents the investment costs of
the hybrid energy storage system; FLOSS represents the costs of network loss; FHV

represents the reactive power absorbing costs from the high voltage network; FDG

represents the reactive power costs caused by the distributed wind power genera-
tion; FTR represents the electricity transaction costs; FPUN represents the compen-
sation costs caused by the wind power output fluctuation rate limit.

(1) The investment costs of the energy storage system

The investment costs of the battery and the small-scale CAES are determined by
their power and energy capacity.

FINV ¼ FB þFCA ð5Þ

FB ¼ nB � pPB � PN
B þ pEB � EN

B

� � � CRF r; YBð Þ ð6Þ

FCA ¼ nCA � pPCA � PN
CA þ pECA � EN

CA

� � � CRF r; YCAð Þ ð7Þ

where, FB is the investment costs of BESS; FCA is the investment costs of
small-scale CAES; nB is the quantity of BESS; pPB, p

E
B is the unit costs of power and

energy of BESS; PN
B, E

N
B is the rated power and energy capacity of BESS; nCA is the

quantity of small-scale CAES; pPCA, p
E
CA is the unit costs of power and energy of

small-scale CAES; PN
CA, E

N
CA is the rated power and energy capacity of CAES; CRF

(r,Y) is the uniform annual value of the investment costs; r is the discount rate; YB
and YCA is the lifetime of BESS and CAES.

(2) The loss costs of the distribution network

The loss costs is the summation of the costs caused by power loss of each line at all
periods in all typical days, as is shown in Formula (8),

FLOSS ¼
XNd

m¼1

Ndays;m �
XNl

l¼1

XT
t¼1

pLOSS;t � PLOSS;lt � DTP
� � !

ð8Þ

where, Nd is the types of typical days in a year; Ndays,m is the number of each typical
day; pLOSS;t is the unit loss costs at tth period; PLOSS,lt is the power loss at tth period
of the lth line; DTP is the time interval of each period; Nl is the quantity of all lines
in the distribution network.
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(3) The costs of absorbing reactive power from high voltage side

This costs is the summation of absorbing reactive power from high voltage side at
each period in all typical days, as is shown in Formula (9),

FHV ¼
XNd

m¼1

Ndays;m �
XT
t¼1

pHV;t � QHV;t � DTP
� � !

ð9Þ

(4) The costs of the reactive power provided by the distributed wind power
supply

The wind generators will increase power loss while providing reactive power and it
will decrease the active power transaction to meet the reactive power need. Thus, it
is essential to calculate the costs of the reactive power provided by the wind
generators of each node in the distribution network, as is shown in Formula (10),

FDG ¼
XNd

m¼1

Ndays;m �
XNW

k¼1

XT
t¼1

pDG;t � QDG;kt � DTP
� � !

ð10Þ

where, NW is the quantity of distributed wind power generation; is the unit cost of
the distribution power source at tth period; QDG,kt is the reactive power output of the
kth wind power generation at tth period.

(5) The electricity transaction costs

The electricity of the distribution network is mainly provided by the distributed
wind power generation, and the other is obtained from the high voltage side. Since
the wind power generators are installed in the distribution network, the transaction
costs can only calculate the costs to purchase electricity, as is shown in Formula
(11),

FTR ¼
XNd

m¼1

Ndays;m �
XT
t¼1

pEn;t � PEn;t � DTP
� � !

ð11Þ

where, pEn;t is the unit cost to purchase electricity from the high voltage side; PEn,t

is the active power provided from the high voltage side.

(6) The opportunity compensation costs

Since the wind power output fluctuation have serious influence on the stable
operation of the power system, many countries including China have put forward
the limitation of wind power fluctuation rate to reduce the effects. If the energy
storage systems (ESS) are installed in the distribution network to mitigate the wind
power output fluctuation, and considering about the costs of ESS, the capacity of
ESS can’t be totally determined by the wind power output limitation. Therefore,
there will exist the high frequency wind power output component, which will
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produce serious influence on the power system. Thus, the system should be kept
stable by those flexible power sources, which will increase the system operating
costs. Therefore, the opportunity compensation costs are proposed to measure this
part of risks, as is shown in Formula (12),

FPUN ¼
XNd

m¼1

Ndays;m �
XNS

n¼1

pPUN � dPW � DTS
 !

ð12Þ

where, pPUN is the coefficient of opportunity compensation costs; dPW is the power
difference that the wind power exceed the limitation of the wind power output
fluctuation rate; DTS is the sampling period of wind power output.

3.2 Constraints

(1) The power flow constraints of all nodes in the system

Pit ¼ Uit

XN
j¼1

Ujt Gij cos dit � djt
� �þBij sin dit � djt

� �� �

Qit ¼ Uit

XN
j¼1

Ujt Gij sin dit � djt
� �� Bij cos dit � djt

� �� � ð13Þ

where, Pit, Qit is the active and reactive power output of ith node at tth period; Uit,
Ujt is the voltage of ith and jth node at tth period; dit, djt is the phase angle of node i,
j at tth period; Gij, Bij is the real part and imaginary part of the element at ith row
and jth column in the node admittance matrix.

(2) The power output constraints of the distributed wind power generation

Pmin
k �PW;kt � Pmax

k ð14Þ

where, PW,kt is the wind power output of kth node at tth period; Pmin
k , Pmax

k is the
minimum and maximum power output of the kth wind power generation.

(3) The voltage value constraints of each node

Umin
i �Uit �Umax

i ð15Þ

where, Umin
i , Umax

i is the minimum and maximum voltage value of ith node.
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(4) The power output constraints of each line

�Pmax
l �Plt �Pmax

l ð16Þ

where, Plt is the power output at tth period of the lth branch; Pmax
l is the maximum

active power output of the lth branch.

(5) The capacity balancing and power output constraints of BESS

max �PN
B ;
EB;n � EN

B

TS
� gB;d

� 	
�Pact

B;n �min PN
B ;
EB;n � Emin

B

TS � gB;c

 !
ð17Þ

EB;n ¼ EB;n�1 þ TS Pact
B;n � gB;c þ

Pact
B;n

gB;d

 !
ð18Þ

Emin
B �EB;n �EN

B ð19Þ

where, Pact
B;n

is power output of the BESS at tth period; Pact
B;n

> 0 represents the BESS

charging, Pact
B;n

< 0 represents the BESS discharging; EB,n − 1 and EB,n is the elec-
tricity capacity of CAES at n − 1th and nth period; ηB,c, ηB,d is the charging and
discharging efficiency of CAES; PN

B is the rated power output of BESS; Emin
B is the

minimum electricity capacity of BESS.

(6) The capacity balancing and power output constraints of CAES

max �PN
CA;

ECA;t � EN
CA

DT
� gCA;d

� 	
�PCA;t �min PN

CA;
ECA;t � Emin

CA

DT � gCA;c

 !
ð20Þ

ECA;t ¼ ECA;t�1 þDT PCA;t � gCA;c þ
PCA;t

gCA;d

 !
ð21Þ

Emin
B �EB;n �EN

B ð22Þ

where, PCA,t is the power output of CAES at tth period, PCA,t > 0 represents the
CAES charging, PCA,t < 0 represents the CAES discharging; ECA,t and ECA,t − 1 is
the electricity capacity of CAES at tth and t − 1th period; ηCA,c, ηCA,d is the
charging and discharging efficiency of CAES; PN

CA is the rated power of CAES;
ECA,min is the minimum electricity capacity of CAES; ECA,t is the electricity
capacity at tth period.

314 T. Yang et al.



(7) The number constraints of the BESS and CAES

nB � nmax
B ð23Þ

nCA � nmax
CA ð24Þ

where, nB, nCA is the quantity of BESS and CAES; nmax
B , nmax

CA is the maximum
value of BESS; nmax

B , nmax
CA is the maximum value of BESS and CAES to install in

the system.

(8) The voltage fluctuation rate limit constraints of all nodes in the system

DUi\DUmax ð25Þ

DUi ¼ max Uið Þ �min Uið Þ
UN

� 100% ð26Þ

where, DUi is the voltage fluctuation rate of ith node; DUmax is the maximum
voltage fluctuation rate limit; UN is the rated voltage of the power system.

3.3 The Optimal Method of the Hybrid Energy Storage
System

The optimal configuration of the hybrid energy storage system includes 3 parts,
which are the location optimization, the capacity optimization of the hybrid energy
storage system and the coordinated operation of the power system. The optimiza-
tion flow chart is as in Fig. 2.

3.4 The Solving Method of the Configuration Model

Based on the configuration model above, the IBM optimizer engine CPLEX is
called in matlab to solve this model.

4 Case Study

In the case, take a distribution network of 17 nodes as an example, and it is
modified considering about the actual facts, as is shown in Fig. 3. And in Fig. 3,
node 1 is the high voltage node.
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The load data and the line data of the distribution network are shown in [11, 12].
In this system, the reserve rate of system load is 0.2. Based on this distribution
network integrated with high penetration of wind power, the optimization method
of hybrid energy storage system is discussed. The distributed wind power gener-
ations are installed in the node 6, 8, 9,11,13,17, and the power factor of one single
wind power generation is 0.5, and the rated capacity is 0.5 MW.

The unit network loss cost, the unit reactive power absorbing cost and the unit
cost that the HESS provide reactive power is all related with the electricity cost of
the power system. And in this case, time of use price is applied. pLOSS represents
the electricity of the same period; pHV is 6% of pHV, and pDG is 3% of pLOSS.

Since the vanadium redox flow battery has large energy density and great
application prospect, it is used as the battery energy storage system in our case. And
the unit power and capacity cost is 426 $/kW and 100 $/kWh [13, 14], the lifetime
of the battery is 5 years. The discount rate is 10%. The unit opportunity compen-
sation cost pPUN is 100 $/MW, the unit punish cost of discarding wind power is
1000 $/MWh. The unit power and capacity of CAES is 580 $/kW and 28 $/kWh

end

Start

Set the original capacity of the 
hybrid energy storge system

Finish the coordinated operation of the 
system and  the power flow calculation

Meet the constraints?

Generate the original installation 
scheme of BESS and CAES

Generate new 
installation 

scheme of energy 
storage systems

By analyzing the system costs with different 
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Calculate the 
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Fig. 2 Flow chart of constructing semantic framework
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[15]. The charging and discharging efficiency of BESS is 0.9, and the limitation of
SOC is 0.2 and 0.9. The charging and discharging efficiency is 0.6, and the limi-
tation of SOC is 0.2 and 0.9.

4.1 The Power Output Determination Method of the Battery
and CAES

The history data of wind power output is used, and pick the wind curves with large
fluctuation amplitude and high fluctuation frequency as the typical wind curves.
And based on the analysing of the wind power output and the load data, the optimal
output curves of BESS and CAES are shown in Figs. 4 and 5.

4.2 The Optimal Configuration of the Hybrid Energy
Storage System

Based on the optimal output curve of BESS and CAES above, the optimal capacity
of BESS and CAES are calculated. And the optimal capacity of BESS and CAES
are shown in Table 1, the concrete data of the system costs are shown in Table 2.
From the results above, we can reach some conclusions as follow,

1
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Table 1 Optimal configuration results of the hybrid energy storage systems

Installation
way

Installation schemes Parameters System
costs
(�104 $)

Node PN
B



EN
B

MW/
(MW h)

PN
CA



EN
CA

MW/
(MW h)

DU
%

DP
%

Without ESS / / / 3.12 27.8 1321.8

With ESS 6 0.127/0.13 1.16/7.3 1.67 4.2 1319.4

8 0.127/0.13 /

9 0.127/0.13 /

11 0.127/0.13 /

13 0.127/0.13 /

17 0.127/0.13 /
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Fig. 4 The daily output
curve of the battery energy
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(1) In the distribution network with wind power generation integrated, the quality
of voltage becomes poor without any energy storage system installed in the
system. The maximum voltage fluctuation rate reached 3.12%, which exceed
the limitation of the voltage fluctuation rate. And with the BESS installed in the
system, the qualities of voltage of all nodes have improved, the fluctuation rate
decreased to 1.67%, which proved the effectiveness of BESS.

(2) Since the random fluctuation of wind power output, it has great influence on the
stable operation of the power system. And the power output fluctuation rate is
reduced thanks to the energy storage system.

(3) From the optimization results of ESS we can get, the CAES can be installed in
one optimal node for peak load regulation, and the electricity transaction costs
have decreased and the investments of CAES are smaller than the reduced
costs, which prove the effectiveness of the CAES installed in the system.

5 Conclusions

In order to improve the utilization rate of wind power, the hybrid energy storage
system composed of BESS and small-scaled CAES is proposed, and the capacity
optimization model and the calculation method are discussed. And by analyzing the
case of the distribution network, the model and the method are verified and the
conclusions are as follow,

(1) By introducing peak load shaving coefficient r to measure the effects of peal
load regulation, the peak load regulation method is discussed, and the power
output of CAES is optimized.

(2) By analyzing the operational principle of the hybrid energy storage system in
the distribution network, the BESS is used for wind power fluctuation miti-
gation and CAES is used for peak load regulation, which can improve the
economic efficiency of the system.

(3) The optimization model is discussed from 3 parts, which are the location
optimization, the capacity optimization of the hybrid energy storage system and
the coordinated operation of the power system. By analyzing the economic

Table 2 Calculation results
of the system costs

Costs Without ESS With ESS

FLOSS ($) 82,178 80,339

FQ,HV ($) 241,126 241,398

FQ,DG ($) 256,800 256,800

FESS ($) / 155,225

FPA ($) 12,518,445 12,460,538

Fpun ($) 119,489 0

F ($) 13,218,040 13,194,301
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efficiency of the system, the optimal configuration scheme is determined. And
the proposed model and operation method are verified on the modified distri-
bution network, the results are presented to prove the feasibility and effec-
tiveness of the proposed model and method.
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Analyses on Back to Back Test
of Grid-Side Battery Storage Stations
Based on Semi-isolated Bidirectional
Converter

Hao Xu, Xinjue Xia, Weijun Zhu, Yabin Yan, Bin Yu, Siyuan Guo,
Fan Ouyang and Gang Li

Abstract Although battery energy storage technology has been born for a long
time, it is mainly built with new energy power generation. This paper focuses on the
back to back test of battery energy storage stations, which is seldom carried out in
the field of new energy. On the basis of structure anatomy and principle analysis,
combined with the engineering debugging example of Changsha Langli energy
storage station, the back to back test method, process and mechanism of battery
energy storage stations based on semi-isolated bidirectional converter are deeply
analyzed, and PDP protection action and group control of the back to back test are
studied and solved. Functional verification and other key issues are expected to
provide useful reference for relevant practitioners and engineering applications.

Keywords Semi-isolated � Voltage source converter � Grid-side � Battery storage
stations � Back to back test

1 Introduction

The space-time migration ability of energy storage system to power and energy is
an effective measure to solve the inherent problems of intermittent new energy such
as power output fluctuation, intermittent and so on. With the widespread application
of new energy technologies such as wind power generation and photovoltaic power
generation, energy storage system has developed rapidly. Grid-side battery energy
storage stations (BESS) have the functions of participating in peak-load and
valley-filling, frequency regulation, reactive power support and emergency control.
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Large-scale construction of BESS can effectively enhance the flexibility, stability,
economy and cleanliness of the system operation [1–4]. In recent years, under the
guidance of relevant policies, they have developed rapidly. Local governments and
power grid enterprises in Jiangsu, Hunan, Henan, Qinghai and other places are
positively position and promote the construction of BESS on the grid side.

Battery energy storage technology has been born for a long time, but it is seldom
used in power grid except as low-voltage DC power supply for power plants and
stations. In essence, the low-voltage DC power supply system can be classified as
miniature BESS, but the technical innovation and strict requirements of battery
material, scale, dynamic performance and operation flexibility of BESS make the
technology of power grid-side BESS become a hot research topic nowadays.
Relevant scholars and practitioners have made in-depth research on BESS modeling
and operation strategy optimization, but few literature related to the specification
and optimization of on-site adjustment technology [5–9]. In fact, a series of regu-
lations, such as power grid construction, operation and maintenance and safety
management, are different from new energy power plants. The experience accu-
mulated by battery energy storage technology in the field of new energy is not fully
applicable to the power grid. During the on-site adjustment of Changsha
Langli BESS, the authors found that the power conversion system (PCS) back to
back test should be carried out to verify the safety and correctness of communi-
cation and functional interaction among the three systems of energy management
system (EMS), PCS and battery management system (BMS) before the BESS is
connected to the grid. In the field of new energy, there is no requirement, so the
relevant manufacturers do not have relevant test experience, which once led to slow
progress and frequent errors and omissions during the on-site adjustment. In view
of this, this paper will comb the operation principle and back to back test method of
the BESS on the grid side in accordance with the on-site adjustment practice of the
first phase demonstration project of Hunan Changsha BESS. Based on the primary
system structure of the BESS, the optimization scheme of back to back test and the
group control test scheme under the off-grid mode will be put forward, including
the PDP protection action. In order to provide useful reference for relevant prac-
titioners and engineering debugging and maintenance, this paper makes an in-depth
discussion on the subject.

2 Operation Principle of BESS

2.1 System Structure of the Isolated PCS

The single PCS system includes voltage source converter (VSC), isolation trans-
former, switching and cable connection equipment, as shown in Fig. 1. After the
AC side of the grid-connected contactor and the DC side of the capacitor charging
circuit are charged, the VSC can start normally. Then the capacitor charging circuit
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is first connected to charge the capacitor of the DC side of the VSC. After filling up,
the capacitor charging circuit is automatically disconnected, the DC circuit breaker
and the grid-connected contactor are closed, and the trigger pulse is adjusted to
realize power transmission and conversion.

PCS can be divided into two types: isolation and non-isolation. Isolated con-
verter refers to PCS and system isolated by AC circuit breaker, and non-isolated
converter refers to PCS dry converter connected directly to the system. Figure 1
shows that if the BESS or system fails, fault isolation can be achieved by blocking
VSC trigger pulse and disconnecting DC circuit breakers, AC contactors and AC
circuit breakers on the unsigned low-voltage side of the isolation transformer, and
AC circuit breakers on the high-voltage side of the isolation transformer can be
avoided. Unless the maintenance of isolation transformer, 10 kV bus and other
related equipment is involved, the AC circuit breaker in Fig. 1 is on closed state
after the BESS is put into operation. Because the AC circuit breaker on the isolated
transformer side operates fewer times, the switch at present can’t be remotely
controlled in most PCS manufacturers’ supply, so the switch must be manually
switched on or off locally. For safety reasons, manual separation of AC side circuit
breakers is forbidden in the start-up, operation and shutdown stages of BESSs, so
the physical coupling of PCS in the station is actually formed, which is not con-
ducive to the separate control of PCS and accurate isolation of faults. At the same
time, due to the physical coupling of isolation transformer, when the BESS is
electrified, it is often that multiple isolation transformers are electrified at the same
time. The coupling and superposition of inrush current will raise the relative fixed
value of upper protection equipment, and then reduce the sensitivity of protection,
which is not conducive to the safe and stable operation of the system. In this paper,
PCS that isolated transformer and grid is connected by AC circuit breaker which
cannot be remotely controlled is called semi-isolated bi-directional converter, and
its structure is still the same as that in Fig. 1.

Fig. 1 Main circuit block diagram of isolated converter
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2.2 Control Principle

The basic system structure of PCS can be simplified to Fig. 2. In the figure, Upa,
Upb and Upc are the output three-phase AC voltage for PCS respectively; Usa, Usb

and Usc are the three-phase AC voltage for system respectively; La, Lb and Lc are
equivalent reactance between PCS and system respectively; Ia, Ib and Ic are
three-phase currents on the connection line of PCS and system respectively; C is
parallel capacitor of DC side of PCS. PWM technology is based on the principle of
pulse equivalence. The DC bus voltage is divided into equal-amplitude and
unequal- width SPWM waves by fast on-off coordination of full-controlled tran-
sistor IGBT bridge, and then three-phase AC voltage is output after LC filtering. By
changing the modulation ratio and IGBT trigger pulse time, PCS can flexibly adjust
the amplitude and phase of output three-phase AC voltage.

Assuming that the impedance between PCS and the system is pure inductive, the
active and reactive power exchanged between PCS and the system can be expressed
as [10]:

P ¼ VsVp sin d
� ��

xLð Þ ¼ mVsVdc sin dð Þ= xLð Þ
Q ¼ Vs Vs � Vp cos d

� ��
xLð Þ ¼ Vs Vs � mVdc cos dð Þ= xLð Þ

(

ð1Þ

where Vs and Vp are three-phase AC voltages from the system and PCS respec-
tively; d is phase difference between Vs and Vp; L is the impedance between PCS
and the system; x is system angular frequency; m is the modulation ratio; Vdc is the
DC side voltage of PCS. Given the active and reactive power command values, m
and d can be calculated according to Formula (1), and the amplitude and phase of
signal wave can be obtained according to m and d, and then the orderly control of
IGBT bridge can be realized. Because the system voltage is relatively stable, the
connection current between PCS and the system is controlled by Formula (1). The
widely used control strategy of PCS in engineering practice is direct current control,
i.e. the closed-loop control of the connection current between PCS and the system is
realized by controlling the output three-phase AC voltage of PCS. Formula (1)
shows that active power and reactive power are coupled. In order to realize the

Fig. 2 PCS simplified system structure diagram
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single regulation of active and reactive power, the alternating current and voltage
are further converted by DQ transformation and supplemented by feed-forward
compensation in engineering to realize the decoupling control of active and reactive
power and the suppression of steady-state error.

From the point of view of coordination function positioning, there are two main
operation modes of grid-side battery energy storage station: constant power control
and voltage frequency control. Under the constant power control mode, EMS can
distribute power orderly according to the charge/discharge capacity of each PCS,
while under the voltage-frequency control mode, PCS can automatically adjust
power output according to the closed-loop control of AC voltage and frequency.
Battery energy storage station normally operates in constant power control mode
and adjusts the power level of the whole station according to AGC, AVC
instructions and automatic power curve.

3 Back to Back Test and Analysis of Its Key Problems

Back to back test is actually a joint test of two or more PCS in the BESS under the
condition of isolated network. It is an effective means to test the communication and
functional interaction performance of EMS, PCS and BMS. The analysis in this
section will be based on the engineering example of Langli BESS, which has a rated
capacity of 24 MW/48 MWh and contains 48 PCS. There are differences in the
details of some switch control modes, circuits and control strategies between dif-
ferent stations, but the overall test mode is still applicable.

There must be only one PCS in the voltage and frequency control mode for back
to back test, that is, as a balance contact, and the other PCS involved in back to back
test are in the constant power control mode. The background of EMS sends power
instructions to PCS in power control mode separately, while the latter responds to
power regulation instructions, the balance contacts follow the response by voltage
and frequency control, thus realizing the power charge-discharge balance. Before
the back to back test is completed, the BESS does not have the grid connection
conditions to avoid the energy storage system failure affecting the safe and stable
operation of the power grid. The two PCS of the same isolation transformer of the
Langli BESS can not operate simultaneously in the voltage-frequency control mode
and the constant power control mode respectively. Therefore, the back to back test
includes at least two sets of PCS belonging to different isolated transformers, as
shown in Fig. 3. Figure 3 contains two PCS, 1-1 and 2-1, respectively. Some
manufacturers can operate two PCS under the same isolation transformers in
voltage frequency control mode and constant power control mode respectively for
back to back test, but this method is still applicable.

In back to back test, a PCS must be started first through the voltage and fre-
quency control mode. In this mode, the AC voltage can be set up without load after
the DC side voltage is established. The example of starting PCS 1-1 first is illus-
trated. Before starting 1-1, all switches in battery stack 1-1 must be closed to
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establish the DC side voltage of PCS1-1. Then set VSC1-1 as voltage-frequency
control mode and start VSC1-1. After VSC1-1 is started, the capacitor charging
circuit is connected to charge the capacitor of the DC side of VSC. After the
capacitor is charged, the capacitor charging circuit is automatically disconnected,
the VSC DC side circuit breaker and AC contactor are closed, so that the AC side of
PCS is voltage-built. At this time, the voltage and temperature of each cluster of the
battery stack, the voltage and temperature of the single cell of the battery stack, and
PCS can be checked. DC side voltage and AC side voltage and other parameters.

In constant power mode, the situation is slightly on the contrary. Before starting,
both AC side and DC side of PCS must have voltage. PCS1-1 is in the
voltage-frequency control mode, and PCS2-1 should be set on the constant power
control mode accordingly. Before starting PCS2-1, the opposite operation flow can
be adopted, that is, after 1-1 sets up AC voltage in voltage-frequency mode and
manually closes AC2-1 to provide AC voltage for PCS2-1. Then PCS2-1 is set
locally as constant power control mode, and PCS2-1 is started after the DC side
voltage of PCS2-1 is established. PCS 1-1 and PCS 2-1 form an isolated network
after PCS 2-1 is started up, and PCS 1-1 and PCS 2-1 charge and discharge each

Fig. 3 Basic structure
diagram of back to back test
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other by sending power instructions to PCS 2-1 through EMS. In this process, the
cluster current, total current, cell temperature, PCS AC current, power and charge/
discharge capacity of the stack can be checked.

The above is the back to back test flow of two PCS. During the back to back test
process, each PCS should be charged and discharged at least once to verify the
function and power direction of the three systems. If conditions permit, multiple
PCS can participate the back to back test at the same time, but from the point of
view of communication channel and signal check, the back to back test of multiple
PCS should also send power instructions to each PCS one by one. Due to the long
start time of PCS in voltage-frequency mode, the back to back test of multiple PCS
can avoid multiple no-load start-up of PCS at the same time, thus significantly
improving the test efficiency.

3.1 Analysis of Key Problems in Back to Back Test

PDP Protection Action Problem. The back to back test of multiple PCS can
improve the test efficiency, but there may be PDP protection action problems. PDP
protection will operate when there is a fault signal in the driver board, or if there is
an overcurrent in the hardware (including AC and DC overcurrent), or if there is a
direct connection in the PWM. However, from the field debugging, the main reason
for PDP action is the hardware overcurrent (including AC and DC overcurrent).
There are two kinds of over-current phenomena in back to back test: one is No-load
isolated transformer starting, the other is multiple no-load isolated transformers
starting simultaneously. No-load isolated transformer starting, that is, when one
PCS is started by voltage-frequency control and starting another PCS connected on
the AC side may produce a larger inrush current, resulting in hardware overcurrent.
Because the no-load transformer starting will produce larger inrush current, the
isolated transformer participating in back to back test should start at the same time
with the PCS in the voltage-frequency control mode, and reduce the inrush current
through the smooth control of AC voltage during the start-up process of PCS.
However, when multiple isolated transformers start at the same time, the parallel
effect of the equivalent capacity of the device may produce larger capacitive cur-
rents, resulting in hardware overcurrent. Therefore, the realization of multi-PCS
back to back test depends on the parameter configuration of PCS and its external
circuit; when conditions are not allowed, only the back to back test of two PCS
which takes a long time can be adopted.

Group Control Function Verification. Group control refers to the manual
setting or receiving the whole station power instructions of AGC, AVC master
station and automatic power curve in the background, after EMS distributes the
total power instructions to each available PCS according to certain principles, each
PCS adjusts trigger pulses independently according to the received power
instructions, which is the most important function of EMS. The main principle of
power allocation in EMS is the possible charging and discharging active power and
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absorbable reactive power of each PCS. That is to say, PCS limited by the operation
state of BMS will operate at a low power level appropriately. Before the whole
station performance test, the EMS group control function can not be verified on site.
Therefore, during the back to back test, the group control function of EMS can be
validated according to the site conditions, and problems can be found and dealt with
in time, so as to gain valuable time for the project to be put into operation as soon as
possible. It should be noted that during the back to back test, AGC and AVC do not
have the ability of remote control, but they can use external access equipment to
simulate the main station to send instructions. During the back to back test, it is not
necessary to take all PCS for group control. At least three PCS are needed, and one
of them is voltage and frequency control mode. It should be noted that the PCS in
the voltage control mode participates in the power allocation of EMS group control,
but does not execute the group control power regulation instructions. Therefore, the
total power of all participated PCS in the constant power control mode will be lower
than the power instructions issued by EMS.

4 Conclusions

The reduction of construction cost of BESS lays a realistic foundation for
large-scale storage of electric power. However, at present, the construction of
grid-side BESS is still in the experimental demonstration stage, and the relevant
debugging methods, technologies and specifications are scarce. This paper focuses
on the field debugging technology of BESS. On the basis of a comprehensive
analysis of the system structure and operation principle of BESS on the grid side,
combined with the engineering debugging example of Changsha Langli BESS, it
deeply analyses the back to back test method, process, mechanism and key issues of
BESS based on semi-isolated bidirectional converter, hoping to provide reference
for engineering practice and scientific research.
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Cooperative Control Strategy of Hybrid
Energy Storage System under Isolated
Operation of Micro-grid

Houcheng Chu, Xiaohong Wang, Xiaochun Mou, Ming Gao
and Haifei Liu

Abstract Wind and photovoltaic(PV) power generation have strong randomness,
fluctuation and intermittence, so it is necessary to configure energy storage devices
in micro-grid to suppress its output fluctuation. Aiming at the characteristics of
islanded operation mode of micro-grid, a coordinated control strategy of hybrid
energy storage system with lithium batteries (Li-b) and super capacitors (SC) is
designed. The two-stage filter structure of the first-order low-pass filter and the
second-order high-pass filter is adopted to distribute the load power gap. On this
basis, considering the state of charge (SOC) of Li-b and the voltage of SC, a
cooperative control strategy of hybrid energy storage system is designed. Then,
according to the coordinated control strategy, the control structure of the two-stage
energy storage converter (including DC/DC converter and DC/AC converter) is
designed. Finally, a simulation model is built in MATLAB/Simulink to verify the
effectiveness of the control strategy of the hybrid energy storage system designed in
this paper.

Keywords Micro-grid � Hybrid energy storage system � Energy storage
converter � Collaborative control strategy

1 Introduction

The micro-grid has two typical operating modes: grid-connected and isolated
islands [1, 2]. The fluctuation, intermittence and randomness of new energy sources
such as wind and PV will have a great impact on the power balance and quality of
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the system when the micro-grid operates in isolated islands. It is very important to
configure energy storage system to suppress the power fluctuation [3, 4].

At present, the technology of using single energy storage medium in micro-grid
has been mature, but the energy storage system based on single energy storage
medium has inherent limitations in performance, which cannot meet the multi-scale
and multi-index requirements of capacity and response speed of micro-grid for
energy storage system. Li-b, as the representative of energy storage media, are
widely used in energy storage because of their high energy density. However, their
low power density and slow dynamic response make it difficult to provide large
instantaneous output current [5, 6]. The power-type energy storage medium rep-
resented by SC has low energy density, but high power density, can withstand
short-term high rate charge-discharge current [7]. The hybrid energy storage system
combines energy storage and power storage in a certain way, so that it has both high
energy density and high power density characteristics [8]. Therefore, the hybrid
energy storage system based on the complementary characteristics of Li-b and SC
has gradually become a research hotspot. The collaborative control of Li-b and SC
is particularly important for hybrid energy storage systems to respond effectively to
micro-grid and load requirements.

Reference [9] proposes a dynamic power allocation control strategy, which uses
the idea of sectional control to provide different input references for SC current
closed-loop according to the battery output current to reduce the peak output power
of battery. Reference [10] proposes to decompose the original power instructions
into power signals of different frequency bands by using multi-scale wavelet packet
decomposition theory. However, the decomposed signal components will change
because of the different choice of fundamental wave, and bring errors in the
reconstruction process. References [11, 12] uses first-order Butterworth filter to
decompose the original power instructions to compensate for different frequency
components, but the response speed of the energy storage system will be affected
because of the integral link in the filtering process. Reference [13] proposes a power
self-balancing control strategy, in which the hybrid energy storage system dis-
tributes the gap power between the battery and the SC reasonably, optimizes the
working process of the battery and prolongs its service life.

In this paper, a Li-b-SC hybrid energy storage system under islanded operation
mode of micro-grid is proposed, aiming at the disturbance of wind and solar power
fluctation to micro-grid. Firstly, a power allocation strategy for two-stage hybrid
energy storage system based on first-order low-pass filter and second-order
high-pass filter is proposed for the “source-load” power difference under isolated
islands. Based on the above power allocation results, the coordination control of
Li-b and SC is carried out on the basis of considering SOCb of Li-b and Usc of SC
voltage. Finally, a Li-b-SC hybrid energy storage system simulation model is built
in MATLAB/Simulink, and the simulation results verify the effectiveness of the
proposed method.
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2 Cooperative Control of Hybrid Energy Storage System

2.1 Power Distribution Strategy

Traditional power allocation methods are usually based on single-stage first-order
low-pass filters, while the cut-off characteristics of first-order low-pass filters at
cut-off frequencies are poor. Therefore, the decomposed high-frequency power
instructions contain low-frequency components near the cut-off frequency, which
causes the charge-discharge power instructions to be larger than the actual power
gap to be compensated, and the phenomenon of overcharge and over-discharge
occurs. In addition, the integration of the first-order low-pass filter will reduce the
response speed of energy storage. Therefore, a two-stage power allocation strategy
based on the first-order low-pass filter and the second-order high-pass filter is
proposed. The steps of the active power allocation strategy are as follows.

(1) The actual output power signal Pload of micro-grid load is different from the
output power PNE of wind and PV power generation system, and the difference
of power required by load DP is obtained.

DP ¼ Pload � PNE ð1Þ

(2) The output power reference value PHESS of the hybrid energy storage system is
obtained by decomposing DP with the first-order low-pass filter and making a
difference with Plow after decomposition.

DPlow ¼ 1
1þ T1s

DP ð2Þ

PHESS ¼ DP� DPlow ¼ T1s
1þ T1s

DP ð3Þ

(3) The PHESS is decomposed by a second-order high-pass filter to obtain the
high-frequency compensation power component Psc_high of SC, and then the
reference value Pb_ref of low-frequency compensation power component of Li-b
is obtained by subtracting Psc_high from PHESS.

Psc ref ¼ T2s
1þ T2s

� �2

PHESS ð4Þ

Pb ref ¼ PHESS � Psc ¼ 1þ 2T2s

1þ T2sð Þ2 PHESS ð5Þ

Similarly, reactive power is decomposed into Qsc_high and Qb_ref. (Fig. 1).
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2.2 Cooperative Control Strategy for Lithium Batteries
and Super Capacitors

Overcharge and over-discharge of Li-b and SC will greatly reduce their life, so it is
necessary to consider avoiding overcharge and over-discharge in the design of
control strategies. In this paper, SOCb and Usc are introduced to characterize the
charging and discharging depths of batteries and SCs. The state of charge SOCb and
Usc were divided into the following categories: 0.3 = SOCb_min < SOCb <
SOCb_max = 0.8, 0.2 = Usc_min < Usc < Usc_max = 0.9.

Then, based on the power allocation strategy of the previous section, the col-
laborative control between Li-b and SC is realized.

(1) If DP\0, the output power of wind and PV is larger than the load power. It is
necessary for energy storage devices to absorb excess power. It is necessary to
further determine the SOC of energy storage devices.

① When SOCb < SOCb_max and Usc < Usc_max, the power superposition
value of the SC in the energy storage control system is set to Psc, where,
Psc = Psc_high < 0. The high-frequency fluctuation of wind and PV can be
tracked quickly by using the fast charging and discharging characteristics
of SC. The remaining low-frequency fluctuation can be compensated
automatically by Li-b in order to maintain the voltage, frequency stability
and power balance of micro-grid.

② When the charging and discharging status of Li-b and SC does not meet
the above conditions, the fan and PV components need to be removed step
by step or put into load step by step to ensure that the micro-grid continues
to supply power to important loads.

(2) If DP[ 0, the output power of fan and PV is less than the load power. It is
necessary to determine the SOC of the energy storage device by discharging
compensation power gap.

① When SOCb > SOCb_min and Usc > Usc_min, the power superposition
value of SC in energy storage control system is set to Psc, where
Psc = Psc_high > 0.

② When the charging and discharging status of Li-b and SC does not meet
the above conditions, it is necessary to put fan and PV components into

Pb_ref

First-order 
low-pass filter

+-+-
PNE

P

Pload

Psc_high

+-

PHESS

Plow

Second-order 
high-pass filter

Fig. 1 Power instruction allocation
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the grid step by step or cut off the load step by step to ensure that the
micro-grid continues to supply power to the important load.

(3) If DP ¼ 0, the output power of fan and PV equals the load power, and there is
no power exchange between the energy storage system and the micro-grid, but
at this time energy storage devices can exchange energy.

① When Usc > Usc_max and SOCb < SOCb_max, SCs are charged to Li-bs in
order to adjust the charging state of SCs within the normal range because
of the high power of SCs. The power superposition value of SC is Psc,
where Psc = Pdisc = Psc_high > 0, and Pdisc is the discharge power of SC.

② When Usc < Usc_min and SOCb > SOCb_min, Li-bs are charged to the SCs
in order to adjust the voltage the SC to return to the normal range. The
power superposition value of SC in energy storage control system is Psc,
that is Psc = Pc = Psc_high < 0, where Pc is the charging power of SC.

③ If the charging state of the energy storage device does not satisfy the
above conditions, the energy storage device will neither charge nor
discharge.

3 Control Design of Energy Storage Converter

The structure of the micro-grid system with hybrid energy storage devices is shown
in Fig. 2. The hybrid energy storage device adopts two-element and two-stage
structure, that is, the energy storage medium is Li-b and SC, and the energy storage
converter is composed of DC/DC converter and DC/AC inverter. By adding the
intermediate DC/DC converter link, the end voltage of the energy storage medium
is reduced, and the circulation between the energy storage medium is avoided.
Besides, the charge and discharge control among the energy storage medium units
is realized independently.

The DC/DC converter used in this paper is a Buck/Boost bidirectional converter.
The controller adopts a double loop structure of voltage outer loop and current inner
loop. The DC/AC inverter used is a three-phase half-bridge structure, and the
controller adopts a power outer loop and a current double closed loop structure. The
difference is that the SC energy storage module controller introduces charge and
discharge power limit values Psc and Qsc_high in the power outer loop, which takes
into account the source-to-charge power difference and the super capacitor SOC
state. The above two-stage DC/DC converter and DC/AC inverter can realize
independent control of energy and power between different energy storage media
and different energy storage modules. Figure 3 shows the structure of the SC
energy storage module controller.
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3.1 Tracking the Control of Grid Voltage and Frequency

The amplitude of voltage and frequency of bidirectional DC/AC converter 2 is
detected by phase-locked loop, which is then inferior to the voltage Unom and
frequency fnom of the power grid. After PI controller, the power reference values Pm

and Qm of SC energy storage module before calibration are obtained.

3.2 Current Inner Loop 2 Control

Psc_ref is obtained by adding Psc and Pm generated by power allocation strategy;
similarly, Qsc_high and Qm are added to get Qsc_ref. The active power Psc_ref and
reactive power Qsc_ref are decoupled, and the reference values Idsc_ref and Iqsc_ref of
current inner loop 2 are obtained. Compared with the actual measured inductance
current Idsc and Iqsc, the error signal obtained passes through the PI controller
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Lithium battery energy storage module
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Fig. 2 Structural of micro-grid with hybrid energy storage system
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of instantaneous current loop as the modulation voltage signal of bidirectional
DC/AC converter 2. Figure 6 shows the control principle of bidirectional DC/AC
converter 2.

4 Simulation Verification

According to the structure diagram of micro-grid with hybrid energy storage device
shown in Fig. 2, a simulation model is built under the environment of MATLAB/
Simulink. The basic components of the micro-grid model include: wind power
generation system, photovoltaic power generation system, hybrid energy storage
device (Li-b energy storage module and SC energy storage module) and micro-grid
load. Due to the limitation of simulation time, the wind speed and illumination
transformation set in this paper is expressed as a certain period of a day. The fan
output fluctuates up and down in the basic wind speed, and the PV output fluctuates
up and down in the basic illumination. In the simulation, the daily actual output
changes of fan and PV are represented by the 35 s simulated fan and PV output
curve. The installed capacity of wind power is 30 MW and that of PV is 20 MW.

By analyzing the typical wind output fluctuations over a period of time, the
fluctuation extremes and fluctuation times of high frequency power and low fre-
quency power are calculated according to the two-stage filtering proposed in this
paper. At the same time, consider the sudden change in load at the ultra-short-term
time scale (several seconds). On this basis, considering the constraints of minimum
system power fluctuation, minimum energy demand, and minimum ratio of Li-b to
SC capacity, the power and energy quotas of different energy storage media in
hybrid energy storage system are calculated according to the multi-objective opti-
mization method [14]. The energy ratio of Li-b energy storage and SC energy
storage obtained in this paper is 10:1, and the Li-b power capacity configuration
meeting the performance requirement and lower cost is 160 kW, and the energy
configuration is 60 MW h. The SC power configuration is 0.6 Mw and the energy
configuration is 6 MW h (Table 1).

Figure 4 shows the wind-solar complementary output power curve, which has
both ultra-short-term high-frequency fluctuation components and low-frequency
large-value power fluctuation components, which is consistent with the typical wind
and light output models. Figure 5 is the load fluctuation curve. The load is
increased by 30 MW at 15 s and removed at 20 s. At 25 s, 20 MW load is reduced,

Table 1 Parameters of
hybrid energy storage device

Parameter SC Li-B

Rated capacity/MWh 0.6 60

SOC limit/% 2–90 30–80

Initial state of charge/% 50 50

Charging and discharging efficiency/% 95 80
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and at 30 s, the removed load is re-supplied. A set of curves is used to simulate the
load forecasting curve.

Figure 6 shows the total output power of the hybrid energy storage. It can be
seen from the figure that the power required by the load is supplied by the hybrid
energy storage device, except the wind-solar complementary output power.

The output power of the SC module and the li-b energy storage module is
obtained after two-stage first-order low-pass filter and second-order high-pass filter.
The output power values of the SC module and the lithium battery energy storage
module are shown in Figs. 7 and 8, respectively.

In Fig. 7, the Li-b energy storage can compensate for the low-frequency
large-value power fluctuation, and mainly responds after the wind power output and
the load mutation for several seconds. In Fig. 8, the SC energy storage can com-
pensate for high frequency and small amplitude power fluctuations, and mainly
responds quickly when the wind output and load are sudden, to meet the
ultra-short-term demand of the system. Long time scale and high power amplitude
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of low frequency power fluctuations are compensated by lithium batteries, while
short time scale and low power amplitude of high frequency power fluctuations are
compensated by SC, and ultimately the power balance in micro-grid is achieved. It
has been proved that in peak load period, hybrid energy storage devices supply
power to AC buses of micro-grid to offset peak load, and when load decreases,
wind-solar complementary superfluous power is injected into hybrid energy storage
devices through AC buses.

5 Conclusion

This paper analyses the fluctuation, intermittence and randomness of wind and solar
output under islanded operation of micro-grid, and the inherent limitations of the
performance of a single energy storage medium. Aiming at the characteristics of
power and energy storage elements, a coordinated control strategy of hybrid energy
storage system in islanded micro-grid mode is proposed: two-stage first-order
low-pass filter and second-order high-pass filter are used to distribute the power of
hybrid energy storage system. Then, according to the power gap of the load, and
under the premise of introducing the charging state of lithium battery and the
voltage of SC terminal, the coordinated control strategy of lithium battery energy
storage module and SC energy storage module is designed.

According to the coordinated control strategy of the hybrid energy storage
system, the control structure of two-stage energy storage converter (including DC/
DC converter and DC/AC converter) is designed, in which the DC/AC converter of
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lithium battery energy storage module and SC energy storage module are designed
with different structures. Finally, a simulation model is built in MATLAB/Simulink
to verify the effectiveness of the control strategy of the hybrid energy storage
system designed in this paper. Finally, the stability of the micro-grid and the safe
and continuous power supply to the load are realized, and the interference of the
fluctuation of new energy power to the micro-grid is avoided. Finally, the power
quality and power supply reliability of the important loads in the micro-grid are
realized, and the safe and stable operation of the micro-grid is realized.
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Multi-objective Optimization
Configuration of Multi-energy
Complementary Park Integrated Energy
Supply Center Considering Electric Gas
Conversion Planning

Ming Chen, Huixiang Chen, Yajing Gao, Shun Ma, Chao Han,
Xiuna Wang and Mingrui Zhao

Abstract This paper comprehensively considers the economic, environmental and
reliability impacts of energy supply systems and establishes a two-level
multi-objective optimization configuration model for multi-energy complementary
park integrated energy systems with multiple energy supply equipment. The upper
layer has the minimum annual cost as the objective function; the lower layer has the
lowest annual operating cost, the highest annual energy supply reliability and the
best DG output characteristics as the objective function. The improved immune
genetic algorithm based on fuzzy membership and variance weighting is used to
solve the model nested. The conclusion shows that the correctness and validity of
the model and algorithm.

Keywords Multi-energy complementary park distributed energy �
Electricity-to-gas two-level optimization improved immune genetic algorithm

1 Introduction

With the expansion of the global industrial scale, problems such as environmental
degradation, global warming, and excessive energy consumption have become
increasingly prominent [1, 2]. Many countries have mentioned energy conservation
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and energy efficiency as their primary strategic position. The massive access of
distributed generation (DG), multi-energy interconnection and energy marketization
are effective ways to promote energy efficient and clean utilization [3, 4]. The
diversity of load and energy types makes energy interconnection an inevitable
trend, and multi-energy complementary parks become one of the typical forms of
comprehensive energy utilization. Park is a gathering place for urban energy con-
sumption. It is composed of multiple individuals with similar energy characteristics,
and has the characteristics of energy concentration, large energy demand, and
collection of electric/heat/cold loads [5–10].

In this paper, a multi-energy complementary park integrated energy supply
center optimization considering P2G planning is proposed, the electric/heat/cold
energy flow difference and the energy conversion, space-time translation charac-
teristics of power to gas (P2G) equipment in multi-energy complementary parks are
combined. Based on the annual planning cycle, the economic, environmental and
reliability impacts of the integrated multi-energy complementary park energy
supply system are based on the minimum objective function, with the lowest annual
operating cost, the highest annual energy supply reliability and the most DG output
characteristics. Excellent for the lower objective function, a two-layer
multi-objective optimization configuration model including multiple energy sup-
ply devices is established.

2 Construction of Two-Level Multi-objective
Optimization Configuration Model for Multi-energy
Complementary Park Integrated Energy Supply Center

As a complex energy system, the multi-energy complementary park involves the
production, transfer, storage and utilization of electric/heat/cold multiple energy
sources, with complex load characteristics, large load demand and high energy
supply reliability requirements. In the park, the energy production unit usually
includes wind turbine (WT), photovoltaic (PV), micro-turbines (MT), gas-fired
boiler (GB), etc. The energy conversion unit includes heat pump. (heat pump, HP),
air conditioner (AIR), heat-exchanger (HE), electric chiller (EC), absorption chiller
(AC), and electric ventilating Power to gas (P2G), etc. The energy storage unit
includes electric energy storage device (ES), thermal energy storage device (HS),
cold energy storage device (CS) And the gas energy storage device (GS); The
energy utilization unit includes electric load (Eload), heat load (Hload), and cold
load (Cload).
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2.1 Objective Function

(1) Upper objective function: The upper layer has the minimum annual cost as the
objective function, including equipment installation fee, fuel cost, operation
and maintenance fee, interaction with the grid cost and environmental cost.

MinCyear ¼ Min Cinves þCfuel þCgrid þCopera þCenvir
� � ð1Þ

Cinves ¼
XNI

i¼1

bequi Cinves
i wequ

i

� �
cequi ð2Þ

Cfuel ¼ NJ

XNT

t¼1

PGas
t Dt

gGasvLHV
Cgas þ nP2GCP2GP

P2G out
t Dt

� �
ð3Þ

Cgrid ¼ NJ

XNT

t¼1

Ct;sale þCt;buy

2

� �
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t Dtþ Ct;buy � Ct;sale

2

� �
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t

�� ��Dt� �
ð4Þ

Copera ¼ NJ

XNT

t¼1

XNI

i¼1

Cmain
i Pequ

t;i Dt ð5Þ

Cenvir ¼ NJ

XNT

t¼1

XNU
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u

PMT
t

gMT
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þ kGBu
QGB

t

gGB

��
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Pgrid
t

ggrid
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t

!
Dt � RCO2kCO2P

P2G out
t Dt

# ð6Þ

where: Cyear, Cinves, Cfuel, Cgrid, Copera, Cenvir are the multi-energy comple-
mentary park annual cost, equipment investment cost, fuel cost, and grid
Interaction cost, operation and maintenance cost, and environmental cost; Ni is
the type of investment equipment; Cinves

i , wequ
i , cequi are the unit cost investment

cost, installation capacity and installation factor of equipment i, respectively. If
the device is installed, cequi ¼ 1, otherwise 0; bequi is the present value
coefficient of device i, as in Eq. (7):

bequi ¼ requi 1þ requið ÞLf
equ
i

1þ requið ÞLf
equ
i �1

ð7Þ

where: requi , Lf equi are the discount rate of equipment i (generally taken as 7%)
and the whole life cycle; Nj is the total number of days in the planning period;
Nt is the total number of periods of a typical day; PGas

t , PP2G out
t , Pgrid

t , Pequ
t , i,

PMT
t , QGB

t , gMT
t , gGB,Wgrid

t are the power of the daily interaction with the natural
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gas network, the natural gas power value of the P2G output, and the interaction
with the grid. Electric power, output power of device i, electric/thermal power
value of MT, GB and its efficiency and interaction power factor with the grid, if
Pgrid
t [ 0, thenWgrid

t ¼ 1, and vice versa 0; Dt is the time interval, taken here as
1 h; ηGas is the power transmission efficiency of the natural gas network; Cgas,
vLHV is the natural gas purchase price and the low calorific value of natural gas
combustion; nP2G, CP2G are the CO2 coefficient and CO2 price required for the
production of unit natural gas in the P2G process, respectively; Ct,sale, Ct,buy are
the time-division power distribution and time respectively. Purchase electricity
price; Cmain

i is the unit capacity operation and maintenance cost of equipment i;
Nu is the number of pollutant types, including CO2, SO2, NOx, etc.; Ru is the
environmental value of pollutant u; ηgrid, kMT

u , kGBu , kgridu respectively the
emission intensity of pollutants u for MT, GB and interaction with the grid;
ηgrid is the transmission efficiency of the grid; RCO2 is the environmental value
of the pollutant CO2; kP2GCO2 is the CO2 during the process of P2G
consumption intensity.

(2) Lower objective function: The lower layer has the lowest annual operating cost,
the highest annual energy supply reliability, and the optimal DG output char-
acteristic as the objective function.

MinCyear opera ¼ Min Cfuel þCgrid þCopera þCenvir
� � ð8Þ
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where: Cyear_opera, fREL, fDG_uti are the annual operating costs, annual energy
supply reliability and wind output characteristics of the multi-energy comple-
mentary park, respectively. If the energy supply value is greater than the load
value at a certain time, the power supply reliability at this time is taken as 1; P
PWT
t , PPV

t , PEC in
t , PHP H

t , PHP C
t , PAIR H

t , PAIR C
t , PP2G in

t are the output
power of WT and PV for typical intraday time t, the input electric power value
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of EC refrigeration, HP, AIR heating and cooling, and P2G equipment,
respectively. The electric power value consumed; QMT HE

t , QAC in
t , QHP H

t ,
QAIR H

t are the MT output thermal power of the MT at a typical intraday time t,
respectively. AC input thermal power and HP and AIR heating output thermal
power values; QEC out

t , QAC out
t , QHP C

t , QAIR C
t are Output cold power values

for EC, AC, HP, and AIR cooling at typical intraday time t; PES
t , HHS

t , CCS
t are

the net energy value, as follows:
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t ¼ pdist =gpdis
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8><
>: ð11Þ

where: pdist , hdist , cdist and pcht , h
ch
t , c

ch
t . The charge and discharge rate values of

ES, HS, and CS for a typical intraday time t; zp,dist, zh,dist, zc,dist and zp,cht, zh,cht,
zc,cht respectively For the typical day-to-day time t, the charge and discharge
energy flag of ES, HS, CS, if put, zp,dist, zh,dist, zc,dist is 1, and vice versa, if
charged, zp,cht, zh,cht, zc,cht is 1, and vice versa 0; ηpch, ηhch, ηcch, ηpdis, ηhdis,
ηcdis are respectively ES, HS, CS charge and discharge efficiency; PWT_pret,
PPV_pret are the typical intraday time t WT and PV predicted output value.

2.2 Constraints
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PGas
min �PGas
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�endis;max
t �Ent � ench;max

t ð19Þ

SOCEn
minCEn �EEn

t
� SOCEn

maxCEn ð20Þ
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where: Eq. (12) is the electrical/heat/cold/gas power balance constraint at each
time; Eq. (13) is the equipment capacity configuration constraint; Eq. (14) is the
energy unit’s output constraint; Eq. (15) is the MT climb Slope rate constraint;
Eq. (16) is the grid interaction power constraint; Eqs. (17) and (18) are the P2G
equipment output at each time and the gas source point supply flow upper and
lower limits respectively; Eqs. (19) and (20) are respectively stored It can set the
maximum storage energy rate and energy storage capacity constraint; formula (21)
is (0,1) variable constraint, ensuring that the energy storage device can not store
energy (gas) and energy (gas) at the same time. Among them, Pload

t , Hload
t , Cload

t are
the electric/thermal/cold load values in the multi-energy complementary park in the
typical intraday time t; gdist , gcht , z

g;dis
t , zg;cht are the GS charge and discharge rate

value and the charge and discharge gas mark at a typical intraday time t. If deflated,
zg;dist ¼ 1, otherwise it is 0. If inflated, zg;cht ¼ 1, otherwise 0; GMT

t , GGB
t are the

natural gas consumption of MT and GB for a typical intraday time t; wequ
i;min, w

equ
i;max

are the upper and lower limits of the installation capacity of equipment i, respec-
tively; Sit; l

i
t is the output value and scheduling factor of the energy unit i in the

typical intraday time t, respectively, if the energy unit is scheduled, the value is 1
and vice versa 0; PMT

tþ 1, P
MT
t , PMT

t�1 is the MT output value of typical intraday time

t + 1, t, t − 1; Si;min
t , Si;max

t , RMT
up , RMT

down, P
grid
min , P

grid
max, P

P2G
min , P

P2G
max , P

Gas
min , P

Gas
max are the

output of each energy unit, MT climbing rate, grid transmission power, P2G
generation natural gas power and upper and lower limits of interaction power with
natural gas network at each moment; En is the type of energy storage and gas
storage device, including ES, HS, CS and GS; Ent, EEn

t , endis;max
t , ench;max

t , SOCEn
min,

SOCEn
max, CEn, zx Ent , zEn;cht are the energy storage device change rate, the energy

storage device capacity, the maximum charge and discharge energy (gas) rate, the
charge energy upper and lower limits, and the energy storage (gas) capacity values
of a typical intraday time t, respectively. And the storage and release energy
(gas) flag; ηgch, ηgdis are the charge and discharge efficiency of GS, respectively.
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2.3 Model Solution

For the multi-objective two-layer optimal configuration model of the multi-energy
complementary park integrated energy supply center established in this paper, the
improved immune genetic algorithm [9] based on fuzzy membership and variance
weighting is used for nesting solution.

3 Case Analysis

3.1 Overview of the Case

The planned area of the park is about 230,000 m2, which is composed of industrial,
commercial, municipal, and residential areas. Electrical/heat/cold load demand
requirements in all areas, the park has a large demand for electric/heat load, and the
demand for cold load is relatively small. Moreover, due to the integrated pipe
gallery inside the park, the electric/heat/cold load is mostly concentrated. The
maximum installed capacity of wind power and photovoltaic in the park are 780
and 600 MW respectively, and the maximum electric/heat/cold annual loads are
1260, 1140 and 680 MW respectively. The maximum power for interaction with
the grid and natural gas network is 400 and 120 MW respectively. The energy
time-sharing price is shown in Table 1. The relevant parameters of pollutants in
each equipment are shown in Table 2. The upper and lower limits of the climbing
rate of the micro gas turbine are taken as 30 MW/h, the heat loss coefficient is taken
as 0.15, the minimum load rate is taken as 0.3, the minimum load rate of other
equipment is taken as 0, and the maximum load rate is taken as 1; The CO2

Table 1 Energy time-sharing price

Time/h Ct,buy/[$/
MW h]

Ct,sale/[$/
MW h]

Cgas/[$/
m3]

(10:00, 15:00], (18:00, 21:00] 1.217 0.608 3.45

(7:00, 10:00], (15:00, 18:00], (21:00, 23:00] 0.875 0.437

(0:00, 7:00], (23:00, 24:00] 0.524 0.267

Table 2 Related parameters of pollutants in each equipment operation

Types of device NOx CO2

KNOx /(kg/MW h) RNOx /($/kg) KCO2=ðkg/MW hÞ RCO2 /($/kg)

Micro gas turbine 0.20e−3 8 0.2019 0.044

Gas boiler 0.2556e−3 0.7426

Power grid 0.015 0.9970
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coefficient and CO2 price required to produce a unit of natural gas are taken as 0.2
and 0.36$/MW h respectively. A typical daily wind/photovoltaic output curve and
electricity/heat/cold load curve in the park as shown in Fig. 1:

3.2 Optimized Configuration Results and Analysis
of Multi-energy Complementary Park Integrated Energy
Supply Center

(1) Comparison of optimized configuration results under different energy supply
strategies
Based on a typical daily wind power/photovoltaic output and electric/heat/cold
load curve, the proposed two models and the algorithm are used to optimize the
following two multi-energy complementary park energy supply strategies.
Energy supply strategy 1: traditional energy supply mode, i.e. distribution
network supply power, GB supply heating, EC supply cooling; Energy supply
strategy 2: Combined Cooling Heating and Power (CCHP), consider the
addition of DG and P2G equipment; The optimal configuration results and
objective function pairs under two different energy supply strategies are shown
in Tables 3 and 4.
Comparing the two energy supply strategies, it can be seen that the addition of
the cold joint supply system can realize the coordinated and complementary
utilization of the electric/heat/cold multi-energy flow in the multi-energy
complementary park, reduce the system energy supply cost, and improve the

(a) Wind power / PV output curve (b) Electric / hot / cold load output curve

Fig. 1 Typical daily wind power/photovoltaic and electric/hot/cold load output
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system power supply reliability; The DG satisfies part of the system’s electrical
load demand, and the energy supply cost is further reduced. However, con-
sidering the DG output has a certain degree of confidence, its energy supply
reliability is slightly reduced. In addition, the coordinated use of P2G equip-
ment and MT has played the role of “shaving peaks and filling valleys”. To
some extent, it has suppressed the uncertainty of DG output, and the charac-
teristics of various objective functions have been improved to varying degrees.

(2) Typical day optimization scheduling results analysis
Based on the typical daily optimization configuration results of the
multi-energy complementary park, the optimal scheduling of electric/heat/cold/
gas power at each time is shown in Fig. 2:

Table 4 Comparison of objective functions under different energy supply strategies

Energy supply
strategy

Energy
supply
strategy 1

Energy
supply
strategy 4

Energy supply
strategy

Energy
supply
strategy 1

Energy
supply
strategy 4

Equipment
investment fee/
e4$

11.12 281.08 Environmental
cost/e4$

241.74 28.17

Fuel cost/e4$ 273.69 21.56 Total energy
cost/e4$

1213.37 416.31

Grid interaction
fee/e4$

678.80 45.11 Annual energy
supply
reliability

– 0.8800

Operation and
maintenance fee/
e4$

8.02 40.39 DG output
characteristics

– 0.9574

Table 3 Optimized configuration results under different energy supply strategies

Energy
supply
strategy

Energy
supply
strategy 1

Energy
supply
strategy 2

Energy
supply
strategy

Energy
supply
strategy 1

Energy
supply
strategy 2

WT – 700 EC 700 80

PV – 540 AC – 280

MT – 600 P2G – 320

GB 1200 520 ES – 390

HE – 680 HS – 680

HP – 160 CS – 300

AIR – 120 GS – 560
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4 Conclusion

For the optimal configuration of multi-energy complementary park integrated
energy supply center, this paper combines the electric/heat/cold multi-energy flow
difference and the energy conversion and spatio-temporal shift characteristics of
P2G equipment, proposes a two-layer multi-objective optimization configuration
model with multiple energy-providing devices affected by system economy, envi-
ronmental protection and reliability. Combined with the relevant examples, the
correctness and feasibility of the proposed optimal configuration model are verified.
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Adverse Control Effects on Steady-State
Voltage Stability in Wind Power
Systems Based on Sensitivities
of B and L Indices

Shenghu Li, Jing Xue, Bijun Li, Yunsong Yan and Ning Sun

Abstract The proximity of B and L indices to 1 indicates the level of voltage
instability of power system and load points, which varies with changing system
conditions. To quantify the effect of control measures, the sensitivities of B and L
indices to the control measures are newly proposed, based on which the adverse
control effects with different sites of load shedding, the non-optimality of local load
shedding, the opposite effects of tap adjustment, and the inconsistency of L and B
indices with the same control measures, are quantified. The numerical results val-
idate the accuracy of the sensitivity model by comparing with the continual
calculation.

Keywords Voltage stability � L index � B index � Sensitivity � Control effect �
Load shedding � Tap setting � Wind power system

1 Introduction

Voltage instability is caused by load increase, loss of generators or transmission
lines, violation to the excitation limiters, violation to the limit of shunt/series
compensators [1, 2]. It may occur independently, or simultaneously with the rotor
angle swing, followed by loss of load, undesirable tripping [3], or cascading
events [4].

The increasing wind power may cause imbalance of active and reactive powers,
and fluctuation or depression of bus voltage [5]. Although the wind turbine gen-
erators (WTGs) are required to have low-voltage ride-through capability against
short faults, their reactive power capability is limited by the capacity constraints of
the relative converters [6]. Even the capacities of the converters are large enough,
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dispatch to the reactive power of the WTGs is difficult due to the number of the
WTGs.

The voltage instability may be defined by short or long-term [7]. The former is
solved by the step-by-step simulation [8]. Steady-state voltage instability is caused
by deficiency or imbalance of reactive power, and solved with power flow
equations.

There are several models to quantify the steady-state voltage stability. The
optimal power flow quantifies load shedding to maintain the performance index [9,
10]. The continual power flow yields PV or QV curve and decide the load margin
[11, 12]. Cao and Hill show that zero eigenvalue yields singularity of the Jacobian
matrix [13–15]. Li decomposes outputs of rotating machines to the steady-state and
dynamic components to avoid the optimistic or pessimistic judgment to stability
margin [16].

Divergence of power flow equations, or singularity of the Jacobian matrix,
overestimates voltage stability, since the generators or lines may trip earlier than the
divergence. The control measures are critical to describe voltage depression. The L
index is defined by Kessel, Löf, et al. [17, 18] for the load buses. By ignoring the
real part of the admittance matrix, L is reduced to B index by Tuan to save the
calculation effort [19]. However, the increment of L index defined by Tuan is
wrongly.

The control measures, e.g. the on-load tap changers, improve L index of some
load buses but decrease that of others; some measures deteriorate instead of
improve stability under certain scenarios. The undesirable, adverse, or dangerous
effects may be found if we can quantify the control effects and define the adverse
effects.

To reduce the risk of voltage instability in power systems with time-varying and
complex conditions and multiple choices of the countermeasures, the adverse
effects of the control measures on the steady-state voltage stability are studied with
the sensitivity models. At first, the sensitivity models for B and L indices are
derived. Then, the sensitivity models to load shedding and tap setting are proposed.
Finally, the adverse cases are defined by the signs of the sensitivities.

2 Sensitivities of B and L Indices

2.1 Sensitivity of B Index

The system buses are classified by sets D and G. The former have constant outputs.
The latter are generators with voltage control capability. The bus currents are,

�ID
�IG

� �
¼ YDD YDG

YGD YGG

� �
�VD
�VG

� �
ð1Þ
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The real part of Y is ignored to yield the B index,

�Bi ¼ 1þ Imag YDDð Þ�1Imag YDGð Þ�VG

�VD

" #
i

¼ BRi þ jBIi ð2Þ

The erroneous definition to incremental B index (3) in [19] is newly defined as
(4),

DBi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DB2

Ri þDB2
Ii

q
ð3Þ

DBi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BRi þDBRið Þ2 þ BIi þDBIið Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
Ri þB2

Ii

q
ð4Þ

With the help of the Jacobian matrix of load flow equations, the sensitivity of the
B index to the bus power is derived,

DBR

DBI

� �
¼ �

@BR
@h

@BR
@V

@BI
@h

@BI
@V

" #
J�1 DP

DQ

� �
¼

@BR
@P

@BR
@Q

@BI
@P

@BI
@Q

" #
DP
DQ

� �
ð5Þ

2.2 Sensitivity of L Index

The L index is defined by (6), decided by the local voltage, and the voltages of all
the buses in set G. Low load voltage yields large Li, thus close to the instability.

�Li ¼ 1þ Y�1
DDYDG �VG

� �
i

�Vi
¼ LRi þ jLIi; i 2 D ð6Þ

The linear model of LR and LI to bus powers is similar to (5). The sensitivities of
L to bus powers are newly defined by the partial derivatives,

sLiPj ¼
@Li
@Pj

¼ LRi
Li

@LRi
@Pj

þ LIi
Li

@LIi
@Pj

sLiQj ¼
@Li
@Qj

¼ LRi
Li

@LRi
@Qj

þ LIi
Li

@LIi
@Qj

8>><
>>:

ð7Þ

When the power angle of WTGs is fixed, the sensitivity to the active power with
simultaneous changes of reactive power is defined as,

sLiPQj ¼
@Li
@Pj

þ @Li
@Qj

tanuj ð8Þ

Adverse Control Effects on Steady-State Voltage Stability … 355



The on-load tap-changers are used to redistribute reactive power and maintain
the bus voltages. For them, the linear power flow model is extended with the tap k,

DP
DQ

� �
þ JPh JPV JPk

JQh JQV JQk

� � Dh
DV
Dk

2
4

3
5 ¼ 0

0

� �
ð9Þ

Since L is defined by Y matrix, which is related to the tap changers, the partial
derivative of Y matrix to k, the linear expression of LR and LI is extended to include
the tap changer, the derivative of �Li to the tap changer is given by,

@L
@k

¼ @ Y�1
DDYDG _VG

� �
@k

¼ @Y�1
DD

@k
YDG þY�1

DD
@YDG

@k

� �
_VG ð10Þ

Then the sensitivities of LR and LI to the tap changer are quantified by,

DLR

DLI

� �
¼

@LR
@h

@h
@k þ @LR

@V
@V
@k þ @LR

@k
@LI
@h

@h
@k þ @LI

@V
@V
@k þ @LI

@k

" #
Dk ¼ sLRk

sLIk

� �
Dk ð11Þ

Finally, sensitivity of Li to the tap changer k is defined as,

@Li
@k

¼ @
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2Ri þ L2Ii

p
@k

¼ LRisLRik þ LIisLIik
Li

ð12Þ

3 Adverse Effects of Control Measures

3.1 Adverse Effects of Load Shedding

Case (a). As shown in Fig. 1a, if sensitivities of L to active and reactive powers
have different signs,

i jL Ps

i jL Qs

i jL Ps

i jL Qs
i jL Ps

( , )
i j i jL Q L PQs s

( , )
i i i iL Q L PQs s

i iL Ps

Coherent
Area

Case (a)   Case (b) Case (c)

Fig. 1 Adverse cases (a)–(c) illustrated in complex plane
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sLiPj sLiQj\0 ð13Þ

i.e. shedding of active and reactive loads yields opposite effects on voltage stability,
which is possible to wind farms with the positive/negative active/reactive outputs
[20].

Case (b). With the load shedding, Li is expected to decrease, thus a positive
sensitivity to bus power means adverse effect,

sLiPj [ 0; or sLiQj [ 0 ð14Þ

As shown in Fig. 1b, the cases (a) and (b) overlap, with the non-adverse zone of
the 3rd quadrant, i.e. sLiPj\0; and sLiQj\0.

Case (c). The local load shedding is usually assumed most effective to improve
the voltage stability. Thus the exception is seen as adverse effect, as shown in
Fig. 1c.

sLiPi [ sLiPj ; sLiQi [ sLiQj ; or sLiPQi [ sLiPQj ð15Þ

The cases (a) to (c) contribute to the desirable non-adverse area within the 3rd
quadrant, with the angle between p and 5p/4.

Case (d). If LRi and sLRi,PQj have the same signs, i.e. LRi > 0 and sLRi,PQj > 0, or
LRi < 0 and sLRi,PQj < 0, simultaneous shedding to the active and reactive loads
increases the magnitude of LRi, which is not necessarily adverse, but possibly
doubtful. Similar concern exists if LIi and sLIi,PQj have the same signs.

3.2 Adverse Effects of Tap Setting

Case (e). If the sensitivity of Li to tap setting k is positive, i.e. sLik [ 0, while Lj to
k is negative, i.e. sLjk\0, the tap changer k yields the opposite effects on Li and Lj.

3.3 Inconsistency of L and B

Due to ignorance of the conductance matrix, B is different from L. Their sensi-
tivities are also different. For Case (f), signs of the sensitivities of B and L are
different,

sBi�sLi�\0 ð16Þ

where the subscript * denotes load shedding or the tap setting.
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Cases (b) and (a) are unexpected and should be avoided. Case (c) is undesirable
due to the non-optimal load shedding. Case (d) not necessarily affects voltage
stability. Case (e) is inevitable, since the tap changer is not reactive source. Case
(f) is caused by the solution methods; if it exists, B index may be wrong.

4 Numerical Analysis

The IEEE 14-bus system is applied. With the loads and generators connected via
the transformers, 16 additional buses are introduced. Buses 16, 18, 22, and 24 are
seen as the constant PV type. Buses 15, 16, 18, 22, and 24 are classified to the set
G, while others buses classified to the set D.

4.1 L and B Indices

The L/B indices are drawn in Fig. 2a. The difference is obvious, especially for
buses with large L/B indices. With the branch resistance r doubled, the indices
increase. The relative error of B index compared with L index is shown in Fig. 2b.
For most buses (except for bus 8), the error is positive, i.e. B is larger than L,
yielding pessimistic judgment to voltage stability. With r doubled, the error is more
prominent.

The buses vulnerable to voltage instability are shown in Table 1. With r dou-
bled, there are more vulnerable buses, and B yields the false sequence of buses 14
and 25.

(a) L/B indices in complex plane
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4.2 Sensitivities of L and B

For bus 30 with the largest L/B, the sensitivities to bus powers are shown in Fig. 3.
The sensitivities of B have smaller magnitude compared with those of L; B
underestimates the impact of load shedding on voltage stability. Table 2 gives some
relative errors between |sL30,PQj| and |sB30,PQj|, which is more notable with larger
resistance.

Table 1 Load buses with
large L/B indices

Original parameters r * 2

Bus L B Bus L B

30 0.1149 0.1162 30 0.1340 0.1365

25 0.1113 0.1133 14 0.1257 0.1280

14 0.1071 0.1084 25 0.1252 0.1291

19 0.0989 0.1008 26 0.1102 0.1136

9 0.1074 0.1112

19 0.1052 0.1102

10 0.1046 0.1080

20 0.0910 0.1026

(a) Sensitivity to active power
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Fig. 3 Sensitivities of L/B indices at bus 30 to bus powers

Table 2 Relative error of
sensitivity of B index using
Tuan’s model

Original r r * 2

Bus j Error of sen. (%) Bus j Error of sen. (%)

20 7.22 23 10.29

28 4.82 28 7.06

21 3.09 20 3.64

23 1.91 21 2.21

27 1.07

19 1.01
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The sensitivities of L/B to the tap changers are shown in Fig. 4, which show
different control effects of the tap changers on different load buses. Notable dif-
ference exists between the sensitivities of L/B to the tap changers.

4.3 Validation to Sensitivity of L Index

The sensitivities of L index to load change or tap changer are validated by com-
paring with continuous calculation, as shown in Fig. 5. The former is consistent
with the exact results, thus can quantify the risk of the voltage instability and decide
the control measures to maintain voltage stability.

4.4 Adverse Effect Analysis Based on L Index

No case (a) exists in the system. But as shown in Table 3, with r doubled, sL20,
P8 = −0.014124, while sL20,Q8 = 0.000454, thus the active and reactive load

(a) Sensitivity of L index to tap changer

0 5 10 15 20 25 30

-0.01
-0.005

0
0.005

0.01
0.015

0.02
0.025

Bus

Se
n.

 L
 to

 k
k4-7

k4-9
k5-6

0 5 10 15 20 25 30

-0.01

0

0.01

0.02

0.03

Bus

Se
n.

 B
 to

 k

k4-7

k4-9
k5-6

(b) Sensitivity of B index to tap changer

Fig. 4 Sensitivities of L/B indices to tap changers
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shedding at bus 8 yields opposite effects on L20. To validate the adverse effect, the
reactive load at bus 8 is changed, as shown in Fig. 6a, showing that case (a) exists.

No case (b) exists in the original system. However, with r doubled, adverse
effect appears at several buses. With active load at bus 22 changed the sensitivity
model is validated in Fig. 6b. The tangent line is consistent with sL30,P22.

Under system stress, the cases (a) and (b) are sensitive to the bus powers. With
r doubled, if QD8 decreases from 0 to −0.1 p.u., cases (a) and (b) increase to 3 and
10 respectively. If decreased to −0.2 p.u., the numbers are 18 and 28. If decreased
to −0.3 p.u., the numbers increase to 33 and 43.

Based on the sensitivity of L, cases (c) are shown in Table 4. The step-down
transformers are the contributing factor to case (c). As shown in Fig. 3, to reduce Li,
load shedding at bus j reduces the branch loss, better than that at bus i. There are
more adverse effects with the reactive powers than those with the active powers.

Case (d) is shown in Fig. 7a, where the real/imaginary parts of L are shown in
the vertical axis, active/reactive bus powers are shown in the horizontal axis, and *
shows adverse effects. The upper right has most cases of adverse effects, followed
by the bottom left, then the bottom right. Identification of case (d) helps to exactly
relocate the real and the imaginary parts of the L index.

Case (e). The negative sensitivities between L and the tap changers are given in
Table 5. For buses 3, 19, and 20, L decreases with increase of either tap changer.

Table 3 Adverse effect with
positive sensitivity to bus
powers

Bus i Bus j sLiPj sLiQj Case

20 8 −0.014124 0.000454 a, b

9 22 0.000276 0 b

10 22 0.000357 0 b

13 22 0.000031 0 b

14 22 0.000564 0 b

25 22 0.000466 0 b

26 22 0.000414 0 b

30 22 0.000531 0 b

(a) Case (a) (b) Case (b)
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For other buses, three tap settings have the opposite effect on L. The buses not listed
have positive sensitivities, i.e. L decreases with lower setting of any tap changer.

Case (f). sLi,PQj and sBi,PQj with different signs are shown in Fig. 7b. The bottom
left has the most adverse cases, followed by the bottom right, then the upper-right.
With different signs, sensitivities of B index to bus powers yields the expected
control effect opposite to that of L index, thus is not trustworthy.

Table 4 Adverse effect of case (c)

Sen. to active power Sen. to reactive power

i sLPii j sLPij i sLQii j sLQij
2 −0.0244 17 −0.0247 2 −0.0090 17 −0.0092

3 −0.0376 19 −0.0390 3 −0.0108 19 −0.0112

4 −0.0556 20 −0.0566 5 −0.0169 21 −0.0169

5 −0.0554 21 −0.0556 6 −0.0138 13 −0.0138

6 −0.0350 23 −0.0352 23 −0.0139

9 −0.1140 25 −0.1160 29 −0.0139

10 −0.1536 26 −0.1544 9 −0.0641 25 −0.0654

11 −0.1565 27 −0.1567 10 −0.0718 26 −0.0723

12 −0.1934 28 −0.1937 11 −0.0497 27 −0.0498

13 −0.1261 29 −0.1267 12 −0.0248 13 −0.0338

14 −0.2474 30 −0.2491 14 −0.0256

28 −0.0249

29 −0.0340

30 −0.0257

13 −0.0383 12 −0.0391

28 −0.0392

29 −0.0386

14 −0.0925 30 −0.0931

(a) Case (d) (b) Case (f) 
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5 Conclusions

This paper proposes the sensitivity models of B and L indices for steady-state
voltage stability, and defines the cases of the adverse effects of the control mea-
sures, which are valuable for wind power system with time-varying and complex
system conditions and multiple choices of the countermeasures. Some conclusions
are found,

(i) The adverse cases are related to the system stress, and sensitive to the bus
powers, which are differentiated by the sensitivities with little calculation
effort.

(ii) Some adverse cases show increase of L, similar to that for the reliability
analysis. Some show different effects, similar to that for the transient stability
analysis.

(iii) Among the adverse cases, the adverse control effect of load shedding is rare,
but the most undesirable to the voltage stability of the load buses.
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Application of New Energy Microgrid
System in Industrial Park

Nan Cui and Jun Mu

Abstract The continuous growth of electrical load, a high cost of electricity,
environmental protection, renewable energy utilization, and power quality problems
have become severe challenges facing the power industry. As an important part of
the future energy internet, the development of micro-grid has been widely con-
cerned by all sectors of society. Based on specific engineering projects, this paper
discusses the feasibility of the application of integrated micro grid system in
industrial parks from the perspectives of load characteristics, solutions, control
methods and investment returns.

Keywords Industrial park � New microgrid system � Energy management �
Benefit

1 Introduction

Global energy crisis and environmental pollution promote the development of
microgrid technology and electric vehicle industry [1]. The construction of the new
energy microgrid fully responds to the policy guidance of the “Internet + intelligent
energy” and the energy Internet, which is conducive to promoting the realization of
the energy supply side reform and promoting the establishment of the regional
energy management ecosystem [2–7].

In the traditional micro grid, most of the electricity generated by photovoltaic,
wind turbine and battery energy storage unit which are dc or non-power frequency
alternating current, and the power battery of electric vehicle is also dc energy. At
present, the large power grid is dominated by ac transmission and distribution.
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Therefore, the study of micro grid in the early stage is more about ac micro grid.
Although ac micro grid is the main form of micro grid, its shortcomings gradually
become prominent, such as multiple power conversion links, large network loss,
and complex power grid operation control, which are inconsistent with the eco-
nomic, efficient, reliable and high-quality power supply service we expect [8–11].

In this paper studies the new form of micro grid in the industrial park. To realize
the economic power in user side, increase locally cost of distributed clean energy,
smooth the difference between peak and valley in power requirement, improve
energy efficiency in grid side and demand side response of the power grid dispatch
system, AC/DC hybrid micro grid was used as technical options to integrate all
kinds of subsystems that include power transform, power distribution, photovoltaic,
energy storage, charging & discharging equipment and so on. In this way, we can
give full play to the role of power electronics technology in power conversion, to
achieve efficient conversion, precise control, flexible regulation, improve energy
efficiency and power supply quality. The practice of intelligent operation and
management of micro grid, combined with energy management system to achieve
steady state economic operation and dynamic stability control, provide the basic
conditions of business operation for the consumption and utilization of distributed
new energy, large-scale electric vehicles orderly charge and discharge management.

2 Overview of the New Microgrid System

Traditional micro-grid is a micro-power system that can supply power to a region
independently. It has the functions of power generation, transmission, substation,
distribution and power consumption. It consists of a distributed power supply,
energy storage device, energy conversion device, electric vehicle, load, monitoring,
and protection device, etc. It can operate independently as well as in grid con-
nection [12]. This paper introduces the application of a new micro-grid (hereinafter
referred to as the new micro-grid). The biggest difference between the traditional
micro-grid and the new micro-grid is that the electric vehicle elements are inte-
grated into the micro-grid, and the orderly charging and discharging function of the
electric vehicle are realized. The V2G technology of the electric vehicle into the
grid participates in the frequency regulation of the micro-grid, which brings certain
economic benefits to the electric vehicle users and the micro-grid and promotes the
absorption of renewable. It improves the frequency stability of microgrid and
reduces the cost of construction and operation of controllable power supply in the
microgrid [1].

The necessity of photovoltaic introduction

The installation of photovoltaic is flexible which can make full use of idle roof,
building surface in the industrial park. The construction of distributed photovoltaic
power generation systems can realize nearby directly incorporated into the user side
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power supply load, avoid the loss of power transmitted over a long distance,
improve the user’s profits, lowering the operating costs for the park [13].

In order to realize the efficient utilization of photovoltaic power generation, this
scheme chooses to directly connect the photovoltaic power generation to the dc bus
to reduce the energy loss caused by multi-level transformation. To ensure 100% PV
absorption index, the proportion of PV system installed capacity should be deter-
mined by comprehensive analysis of factors such as installation area, load size of
the park, power consumption period of load, hours of photovoltaic power gener-
ation, etc.

The necessity of energy storage introduction

Through energy storage equipment (including mobile energy storage of electric
vehicles), the electricity of photovoltaic residual power and off-peak electricity
price can be stored and used in peak or high electricity price period, so as to select
the energy consumption strategy with the lowest cost for users. At the same time, it
can also participate in the collaborative dispatching of the power grid, provide a
demand-side response, and provide peak load regulation service for the power grid.
Moreover, it can also increase the capacity of the temporary load. When the power
supply condition is insufficient, energy storage battery and electric vehicle are used
to provide the load demand for a temporary capacity increase [14, 15].

The necessity of management on charging and discharging of electric vehicles

The charging of electric vehicles can be regarded as an energy load. In the process
of charging demand, there are various uncertainties in charging time, charging area,
charging demand load, etc., which mainly manifests in disordered charging. The
load of disordered charging will be superimposed on the peak of power con-
sumption in the park, resulting in a higher peak value, which will inevitably cause
serious impact on the power grid. For the unit of power consumption, a large
amount of disorder or peak power will increase the power consumption. Since there
is no intelligent power distribution system, distributed power cannot be fully
absorbed, and resources are wasted and increase investment risks [16].

New micro-grid system can be clean energy such as electric vehicle charging and
optical storage in the park, the integration of the given distributed energy, reduce
the impact on power network, the use of electric discharge function at the same
time, as a storage object, achieve peak power cut and cooperate in intelligent
management of large power unit, further reduce the energy cost.

3 Application Case Analysis

In this case, a high-tech industrial park in Qingdao is taken as an example. The park
is a large industrial electricity property, and the Peak-Valley Price Strategy is
implemented. It is hoped to introduce clean energy and reduce energy costs.

Application of New Energy Microgrid System in Industrial Park 367



3.1 Power Environment and Load Characteristics

The power environment and load characteristics have the following characteristics.

(1) The photovoltaic roof installations such as roofs, glass facades and outdoor
carports in the industrial park are abundant and can be used to develop building
photovoltaics. This time, the roof of the workshop is used as a photovoltaic
carrier, with an installation area of nearly 15,000 m2 and a 1 m high parapet
wall and fan on the roof.

(2) The scale of electric vehicles is gathered: the park has nearly 100 electric car
charging spaces. The charging demand is large, and the electric vehicle can be
charged and discharged in an orderly manner.

(3) Typical peak-to-valley difference energy: large industrial electricity character-
istics, large peak-to-valley difference, high electricity cost, electricity price and
segment as shown as below (see Fig. 1), according to the monthly electricity
bill of the park and the large industrial electricity price in Qingdao area.

(4) There are a large number of DC loads: EV DC fast chargers, LED displays, etc.,
DC power demand is high, the LED screen power demand which provided by
the owners shows that is 225 kW.

(5) The owner provides a distribution load of 800 kW, of which the important load
need to be guaranteed are the exhibition hall and office building. The conditions for
uninterrupted power supply are required, and the load is considered at 160 kW.

3.2 System Scale Approval

After combining the above park load characteristics and energy demand require-
ments, and conducting site surveys, the project is more suitable for AC/DC hybrid
networking. The planning of each component is as follows:

Fig. 1 Typical peak-to-valley energy gap curve
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Power distribution system. According to the distribution load provided by the
owner, consider using 10 kV voltage level access. The power supply is taken from
a 10 kV switching station of the park. The distribution transformer uses a
1.25 MVA double-split dry-type transformer.

Photovoltaic system. The project is roofing photovoltaic, the roof installation
area is 15,000 m2, and the planned installed capacity is 1 MWp, all of which are
fixed installation.

Energy storage system. According to the power supply demand of 320 kW
important load, the time is considered in 1 h (combined with historical power
outage time), 320 kWh energy storage battery is configured, and PCS power is
configured according to 320 kW; in order to ensure the economic efficiency of
energy storage, the peak load shifting strategy is picked. When the valley strategy is
running, the power supply company has a line maintenance plan, and then consider
switching to an operational strategy that guarantees important loads.

Electric vehicle charging and discharging system. The electric vehicle in the
park serves the charging of employee’s EVs and commute buses. Through the
division of the area and the parking space, 32 passenger cars and 2 buses can be
connected to the system. The charging and discharging power of the passenger car
is 10 kW. The bus has a charging power of 40 kW. The total charging load is
400 kW.

Finally, The following Table 1 gives a total system scale of the AC/DC
microgrid as follows:

3.3 System Networking Scheme

In view of the above analysis, a four-quadrant power converter and a bidirectional
DC/DC converter are taken as the core components, and the subsystems of the
industrial park are highly integrated, transformed, lighted, stored, charged, and

Table 1 The scale of the distribution system in the park is optimized

Microgrid element Numerical
value

Microgrid element Numerical
value

Access voltage grade 10 kV Distribution load 800 kW

Photovoltaic system 1 MWp Important load 320 kW

Energy storage system 320 kWh DC load 225 kW

EV charging power 400 kW Off-grid switching No perception

Electric vehicle 10 kW 32 vehicles Double split transformer
capacity

1250 kVA

Electric bus 40 kW 2 vehicles Structure and type High
protection

Energy management
system

Matching Local management system Matching
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placed in an outdoor box. In the power equipment, monitoring and control are
realized through automated devices.

The AC/DC dual bus system effectively combines different source and load of
the park, the high voltage side is connected to the 10 kV AC distribution network,
and the low voltage side is divided into two sets of fully symmetrical low voltage
busbars through the double split transformer. 400 V AC busbar is connected to the
traditional AC load, and make distinction between important load and normal load;
distributed photovoltaic (2 * 500 kWp), battery energy storage (2 * 160 kWh) and
electric vehicle charge and discharge (200 kW) are connected to two sections of
765 V respectively. DC bus system, AC and DC bus are coupled by four-quadrant
converter, the whole system constitutes AC-DC hybrid micro-grid system, the
system composition is shown as follows (see Fig. 2).

In the system, the AC bus can also be connected to other AC power sources,
such as wind turbines, which can complement the advantages of photovoltaic
resources; can be connected to diesel generators, gas generators, etc., as a secondary
backup when the system is running alone. power supply.

The four-quadrant inverter in the system integrates the functions of photovoltaic
inverter and energy storage converter and has integrated functions such as rectifi-
cation, inverter, reactive power compensation and harmonic control. The charging
and discharging module of an electric vehicle is simplified from the traditional AC/
DC design to DC/DC.

In the system, the electric vehicle is taken as a controllable element, which can
directly absorb the fluctuating photovoltaic power generation and enhance the
stability of the micro-grid system. Meanwhile, electric vehicle discharge and fixed
energy storage are coordinated to ensure reliable power consumption of important
loads and realize orderly charging and discharging management of electric vehicles.

Fig. 2 Network diagram of the new microgrid system
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3.4 System Technology Advantage

Combine with Substation-Distribution-PV-Energy storage to realize compre-
hensive investment cost reduction by 20–30%

Compared with the traditional micro-grid networking mode, the new micro-network
innovative structure and product form, cleverly carried out the system 4 in 1 to
improve the system integration and energy conversion efficiency, reduce the
equipment footprint and achieve factory pre-installation (see Fig. 3).

The value brought to the customer is to achieve a comprehensive investment
decline of up to 20–30%, the specific analysis results are shown in Table 2.

Energy costs cut down by 25–30% due to AC/DC hybrid network

The system connects the photovoltaic power generation, energy storage battery,
electric vehicle and other DC loads to the DC bus through the AC/DC dual bus
system. The DC source and the load are directly supplied to each other through the
DC bus, eliminating the redundant conversion of the inverter-rectification power.
Through the scheduling strategy of the energy management platform, it is possible
to realize peak-peak power consumption, energy storage system peak-filling and
valley filling, electric vehicle economical charging, and realizing the release of
surplus power during the peak power consumption period, thereby achieving the
goal of reducing the energy cost.

The following model is the energy efficiency model of the actual operation of the
park on a certain day. The original electricity cost of pure load + charging load is
¥13,998. After the introduction of photovoltaic power generation in the park, the
cost of electricity is reduced to ¥8730, and the value of the microgrid is continuing.
After photovoltaic, through the various energy management and control strategies
such as electric vehicle economic charging, intelligent discharge and energy storage

Fig. 3 Comparison of traditional microgrid and new microgrid
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discharge, the energy cost can be reduced from ¥8730 to ¥6200 yuan, which can be
further realized on the base of photovoltaic power saving cost. The cost of energy
can be reduced by 25–30% (see Fig. 4).

Electric vehicles are charged and discharged in an orderly manner to achieve
new energy consumption and peak shifting

With the organic combination of the distribution network, photovoltaic power
generation, fixed energy storage, there are many ways to develop advantages of
electric vehicles, strengthen cooperation with periodic PV generation to improve
accommodation of solar power in the daytime, achieve flexible power supply to the
conventional load. Energy is absorbed in the trough of electricity consumption, and
released in the peak of electricity consumption, showing the tidal characteristics of
orderly and controllable electric energy. This mode forms friendly interaction and
deep integration of vehicles, loads and power grid.

Table 2 Comparison of initial investment between the new micro-grid system and traditional
micro-grid system

Name System structure Equipment
investment of
traditional
micro-grid

Equipment
investment of
new
micro-grid

Investment
savings

Micro-grid
system (without
PV and charging
device)

Distribution
system

5.85 million 4.38 million 1.47
million

PV system

Energy storage
system

Charge-discharge
system

Energy
management
system

Fig. 4 Typical energy efficiency model of weekday
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The adjustable characteristics of electric vehicles are fully utilized in the system.
As a load, electric vehicles can optimize the intermittent power generation of
renewable energy, consume new energy power generation locally, and reduce the
occurrence of solar power abandon. As a power source, EV is a zero-cost dis-
tributed and mobile energy storage, which can help the grid to cut peak load and fill
valley to improve the economic efficiency of the Park.

No sense of safety self-healing, realize the important load uninterrupted power
supply

According to the control of operation strategy, the new energy micro-grid system
can realize quick perception of on-grid or off-grid, automatic rapid switch, and
flexible adjustment. When the power is cut off, the system will automatically
change to the isolated island operation state from the normal state of connecting
with the grid and use new energy power generation, energy storage, and electric
vehicles discharge to ensure the continuous power supply of important loads within
a certain period. When the main power grid is restored, the system will automati-
cally switch back to the grid-connected operation state to ensure quick response in
millisecond-level time, realize the entire off-grid switching process without sense
perception, which can provide high quality and reliable power supply for the
sensitive load in the park.

3.5 The Profits of the Project

Economic benefit analysis

After implementation of this system, the revenue can be divided into following
parts: revenue of new energy power generation system, revenue of smart energy
storage system, revenue of charging and discharging system of electric vehicles.
Among them, the benefits of the new energy power generation system are reflected
in the use of clean energy power generation to reduce purchase cost from power
grid and the subsidiary fee from project construction site for clean energy power
generation; The benefits of the smart energy storage system are reflected in the fact
that under the condition of constant electricity consumption, the power consump-
tion between peak electricity price can be reasonably reduced, and the power
consumption between valley electricity price can be correspondingly increased,
which can effectively reduce the payment of electricity purchase fee and basic
electricity charges from the grid. This system is applicable to regions with a large
difference between peak and valley electricity prices. The benefits of an EV
charging system are reflected in the charging service fee income from self-operating
charging terminals and the subsidiary fee from the project construction site for the
construction and operation of charging piles. The income of electric vehicle dis-
charge is the same as the fixed energy storage system income. Shows in Table 3.
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Social benefit analysis

The investment of this project entirely conforms to the requirements of relevant
national industrial policies. It will contribute to the realization of the 13th five-year
plan on energy conservation and emission reduction and increase social benefits.
Considering the installed capacity of PV on the rooftop of the workshop in the park,
the average annual power generation of PV system can reach 1.23 million kW/h,
saves 369 tons of coal and realize 9.4787 million tons of carbon dioxide emission
reduction.

Considering 7L (92#) of fuel consumption for a gasoline car for every 100 km
and each car travels 20,000 km a year, 30,000 gasoline vehicles can consume
gasoline annually: 30,000 * 1400 L * 0.75 kg/L = 31,500 tons; Discount standard
coal: 31,500 * 14,714 = 46,300 tons. Replacing gasoline vehicles with the same
number of electric vehicles will reduce carbon dioxide emissions by 115,400 tons,
sulfur dioxide emissions by 3400 tons and nitrogen oxide emissions by 1600 tons
per year.

4 Conclusion

The system scheme can solve several pain points of industrial park fundamentally
by AC/DC hybrid networking, applying electric vehicle group control ordered
charging and discharging technology, bidirectional power conversion technology,
electric vehicle discharge monitoring technology, and off-grid switching technol-
ogy. The customer’s multiple pain points, including the problem of multi-energy
integration of wind and light storage, the problem of low energy efficiency uti-
lization, the problem of high energy cost, DC load access problem, electric vehicle
V2G participation in peak shaving, etc. The extensive type can be converted to finer
energy, and the project is highly reproducible. In addition to the application in the

Table 3 Project income of new energy micro-grid system

Name Components of
income

Annual
revenue

Total
system
investment

Payback
period

Note

New
energy
micro-grid
system

PV generation for
self-use and surplus
electricity selling
income

1.48
million

11.38
million

7.6 years The total
investment
includes PV and
charging
peripheralsEnergy storage and

EV for peak-shaving
and valley-filling
revenue

Income of EV
charging service fee
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industrial park, the micro-network system introduced in this paper has seen
applications in islands, characteristic towns, schools, hospitals, household villas,
data centers, highways, ports, etc. In the next 5–10 years, the market size, regional
distribution and application site distribution of micro-grid will change significantly
and the future is bright.
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A Local Quadratic Wavelet Neural
Network Method for Predicting
Dispersed Wind Power Generation

Yiqing Lian, Changcheng Zhou, Zhiyong Yuan,
Jinyong Lei and Si-yu Tao

Abstract In this paper, a new local quadratic wavelet neural network (LQWNN)
method is proposed for short-term wind power generation prediction in power
system. Due to the nonlinear structure of its local quadratic model (LQM), this
method can effectively simulate the nonlinear behavior of wind power generation.
In the time domain and frequency domain, wavelet function sets the effective region
of LQMs in LQWNN, thus improving the learning efficiency and structural
transparency of the overall model. The proposed LQWNN method employs a
simple and effective particle swarm optimization (PSO) algorithm and optimizes its
parameters. Through two real cases studies, namely the wind power forecast of the
Irish power grid and the Jiuquan wind power plant in Gansu province, the per-
formance of the proposed wind power forecasting method is evaluated and com-
pared with other methods. The results show that the LQWNN method proposed in
this paper is very effective in predicting wind power generation and has a good
application prospect.

Keywords Neural networks � Local quadratic wavelets � Particle swarm
optimization � Power systems � Wind power forecasting

1 Introduction

With the large-scale development and utilization of fossil energy worldwide,
environmental pollution, climate change and other issues have become increasingly
prominent. The development and utilization of clean energy has become a common
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choice to cope with climate change worldwide. Therefore, dispersed wind power
generation is developing rapidly in the world, and the installed capacity of wind
turbines is increasing rapidly. By the end of 2008, the nameplate capacity of wind
turbines around the world has reached 1.212 million kilowatts, accounting for about
1.5% of the global electricity consumption [1]. According to the current outlook,
more than 12% of the world’s energy consumption by 2020 will be generated by
wind power [2]. Due to the intermittent nature of dispersed wind power generation,
its integration with traditional power system brings many operational and economic
challenges to the system operators, which hinders the integration between wind
power generation and power system operators [3]. Wind power generation in wind
farms is influenced by many meteorological factors, so accurately predicting wind
energy, even in the short term, is a challenging task. For example, in August 2010,
the series of wind power generation generated by wind farms in Ireland is shown in
Fig. 1, and its nonlinear behavior and high frequency variation are obvious.

In the past decade, scholars have proposed various methods for short—and
long-term dispersed wind power generation prediction. Generally speaking, these
methods can be divided into two categories, namely, physical methods and time series
methods [4]. Physical methods use physical and meteorological information, including
descriptions of topography, roughness, obstacles, pressure and temperature, to simulate
wind power generation and predict its future value. These methods have a satisfactory
effect on the long-term prediction of wind power generation [5]. On the other hand, the
time series method requires less data and information than the physical method. It
requires some key meteorological variables, such as wind speed and direction, to
establish wind prediction model with time series method. Sometimes, only historical
wind energy data are used by time series models to predict dispersed wind power
generation [6]. Forwind speed and power prediction, researchers put forward traditional
statistical models such as automatic regression (AR) model and automatic regression
integrated moving average (ARIMA) model [7].

Fig. 1 Irish grid wind power
in August 2010

378 Y. Lian et al.



Computational intelligence (CI) methods are also used to predict wind power
generation. Computational intelligence (CI) methods are also used to predict wind
power generation. It has been reported that a CI based approach can outperform
both physical and conventional time series models in short-term wind prediction.
For example, Amjady et al. proposed a hybrid neural network model for short-term
wind power generation prediction. In another study, Amjady et al. developed a
spinal wave neural network to predict the wind speed in the day ahead [8].
The ANFIS model has also been used by many scholars to predict future wind
power generation projects.

This paper presents a local quadratic wavelet neural network (LQWNN) method
for short-term wind prediction. In neural network, the connection weight between
hidden layer nodes and output nodes is replaced by local quadratic model. In
addition, an efficient particle swarm optimization (PSO) algorithm is used to train
LQWNN network. In this paper, two real cases of wind power generation prediction
are presented, and the performance of the proposed prediction method is evaluated
and compared with other methods. The results show that the LQWNN method is
very effective for dispersed wind power generation prediction.

2 Local Quadratic Wavelet Neural Network

The standard form of wavelet neural network (WNN) is:

f ðxÞ ¼
XM
i¼1

xiwiðxÞ ¼
XM
i¼1

xi aij j�1
2wi

x� bi
ai

� �
ð1Þ

where, wi is the wavelet activation function of the i-th node of the hidden layer,
x = [x1, x2, … xn] is the n-dimensional input vector, xi is the connection weight
between the i-th node of the hidden layer and the output layer, and M is the number
of nodes in the hidden layer. The parameters ai and bi are scale and translation
parameters respectively. In fact, these parameters determine that the wavelet
function is located in the i-th node of the hidden layer.

In wavelet theory, the function wi called a generating function is local in both
time and frequency domains. The position of the wavelet function leads to a
characteristic of WNN network, and the wavelet function sets the effective region of
its relative connection weight as a local constant model. This local feature brings
learning efficiency and structural transparency to the WNN network.

Despite the advantages of WNN networks, many hidden nodes are required for
high dimensional problems. This is due to the fixed structure of the constant local
model, which lacks the flexibility of different input values. In this paper, we con-
sider a local quadratic model (LQM) rather than a constant local model to avoid a
large number of hidden nodes. In fact, for a process that requires many constant
models, a quadratic model is sufficient.
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The structure of local quadratic wavelet neural network is:

f ðxÞ ¼
XM
i¼1

xi0 þxi0x1 þ � � �xinxn þxiðnþ 1Þx21

þxiðnþ 2Þx1x2 þ � � � þxint x
2
n

 !
wiðxÞ

¼
XM
i¼1

xi0 þxi0x1 þ � � �xinxn þxiðnþ 1Þx21

þxiðnþ 2Þx1x2 þ � � � þxint x
2
n

 !
� aij j�1

2wi
x� bi
ai

� � ð2Þ

where, xi = [xi0, …, xint ] is the weight of the i-th LQM, and nt is the total
weighted parameter of each LQM. Note that since the quadratic terms are combined
in Eq. (2), the nonlinear behavior of the process can be easily and accurately
modeled. Figure 2 is the structure of the proposed LQWNN model.

The model given in formula (2) has two sets of parameters, namely the weighted
parameters of the local quadratic model and the parameters of the wavelet function.
These two sets of parameters are determined by a simple but effective particle
swarm optimization (PSO) algorithm in the training process. The algorithm is
described in the next section.

3 PSO Algorithm Training of LQWNN Model

As mentioned at the end of the previous section, PSO algorithm is used to train
LQWNN model. On this basis, the global optimal (gbest) particle swarm opti-
mization (PSO) algorithm is adopted to optimize the weighted parameters of LQM
and the proportion and shift parameters of the wavelet function.

Fig. 2 LQWNN structure
with n inputs and M hidden
nodes
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PSO algorithm is fast and computationally efficient, and it is an easy-to-code
search technology based on the cooperation of particle architecture. Particles flow
in a multi-dimensional search space, and each particle’s position is adjusted
according to its own experience and that of other particles. In the gbest algorithm,
the new position of particle i on time t + 1 can be found by adding velocity
separation to the previous position.

xiðtþ 1Þ ¼ xiðtÞþ viðtþ 1Þ ð3Þ

vijðtþ 1Þ ¼ vijðtÞþ c1r1jðtÞ pijðtÞ � xijðtÞ
� �þ c2r2jðtÞ p̂ðtÞ � xijðtÞ

� � ð4Þ

where xij(t) is the position of particle i in j dimension space and time t. Vij(t) is the
velocity of particle i in j dimension space and time t, c1 and c2 are acceleration
constants, r1 and r2 are constants uniformly distributed in [0,1]. In most applica-
tions, the constants c1 and c2 are set to 2, and c1 = c2 = 2 is also chosen for this
article.

In the training process of LQWNN algorithm, all LQM and wavelet function
parameters are updated synchronously in each iteration. The process is shown in
Fig. 3. In the training process of PSO, if there are M hidden nodes and n input
variables, M � [2n + n(n − 1)/2 + 1] parameters must be optimized by PSO
algorithm. In the training process, the number of hidden nodes M is first set, and the

Set the maximum hidden node

M=1

Initialize the w, a, b

Run the PSO algorithm

Training until a significant 
reduction in error

Verification of the error

Whether it meets the 
verification standard

Whether the number of 
hidden nodes is maximum

Export parameters

M=M+1

Y

Y

N

N

Fig. 3 PSO algorithm for
LQWNN training process
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parameters of the model are optimized from the LQWNN of a hidden node (M = 1),
and then the number of hidden nodes is increased one by one. This process con-
tinues until either the stop criterion is met or the maximum number of hidden nodes
(Mmax) is reached.

4 Dispersed Wind Prediction of LQWNN

In this section, the proposed LQWNN model is used for wind prediction of two
different wind fields in Ireland (case 1) and Jiuquan (case 2) in Gansu province. In
the two case studies, available wind power generation data for the first 48 days
were used as training data to predict hourly wind power generation during the test
week. Table 1 lists the training data of these two case cycles. Note that 24-h
predictions are made during each test week. In other words, during the 24 h of the
test week, the prediction window will move 24 h in advance, and then the model
parameters will be updated through the training algorithm, and the future wind
power generation will be predicted. This process continued until it was possible to
predict the amount of wind power generated per hour for seven days of the test
week.

In addition, univariate time series prediction was conducted for both cases.
Where, only the previous wind power generation is used to predict its current value,
and appropriate input lag is selected for the LQWNN model through autocorrelation
analysis. In this analysis, the autocorrelation coefficient (ACF) of the dispersed
wind generation time series is calculated, and different hysteresis is calculated. The
highest ACF hysteresis is considered as the possible input of the prediction model.

As mentioned in the previous section, the training process of PSO algorithm
needs a stopping criterion. For wind prediction, we use the validation data set as a
stop criterion. Therefore, the number of hidden nodes in LQWNN will continue to
increase until the verification data error decreases. In this article, the verification
data for each day of the test week is the previous day’s wind power generation.

For wind power generation prediction, Mexican hat wavelet function is applied
in the structure of LQWNN and WNN models:

w
x� bi
ai

� �
¼ 1� x� bi

ai

� �� �
e
�1

2
x�bi
ai

� 	2

ð5Þ

Table 1 Data cycles for both cases

Case Training data cycle Test data cycle

1 August 5–September 23, 2010 September 24–September 30, 2010

2 November 5–December 22, 2015 November 23–November 29, 2015
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In order to evaluate the accuracy of wind power generation prediction, this paper
adopts two error measurement methods, namely root mean square error (RMSE)
and mean absolute percentage error (MAPE). They are:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
t¼1

ðPt � P̂tÞ2
vuut ð6Þ

MAPE ¼ 1
N

XN
t¼1

Pt � P̂t

�� ��
�Pt

� 100 ð7Þ

�Pt ¼ 1
N

XN
t¼1

Pt ð8Þ

where, at time t, Pt and P̂t are the actual and predicted wind power respectively,
while N is the predicted quantity.

In formula (7) of calculating MAPE, the average Pt value is used in the
denominator instead of the hourly value of the actual wind force. This is because
the force of the wind might be close to zero in an hour, and if you use the actual
force of the wind in the denominator in an hour, MAPE might be close to infinity.
In addition, the wavelet neural network of Eq. (1) will also be trained by the PSO
algorithm, and its predicted value will be compared with the proposed LQWNN
model.

(1) Dispersed wind power generation prediction of wind farms in Ireland

As case 1, this paper will forecast the dispersed wind power generation in the Irish
power grid in the last week of September 2010. Ireland’s electricity grid and wind
farms are run by EirGrid. Since 2006 EirGrid has operated high-voltage power grids
and directed the flow of electricity in Ireland and Northern Ireland, where the local
electricity supply authority (ESB) maintains and repairs them. Under the renewable
energy plan, Ireland and Northern Ireland have pledged to increase their con-
sumption of renewable energy to 40% by 2020.

In this paper, the training and test data set of the total wind power generation of
the Irish power grid was collected from the website of EirGrid. EirGrid also pub-
lished its 24-h wind power generation forecast, and these data will be used for
comparison with the model in this paper.

First, in order to train LQWNN and WNN models, 100 particles were used in the
PSO algorithm. Figure 4 shows the relationship between RMSE data and the
number of hidden nodes. Obviously, LQWNN and WNN have the smallest error
when the number of hidden nodes is 4 and 9. It should be noted that the minimum
RMSE of LQWNN is lower than that of WNN, and each model is constructed with
four inputs selected from the previous time series of dispersed wind power
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generation. Table 2 shows the number of hidden nodes, number of parameters and
training errors of each model, among which the number of parameters of LQWNN
is much smaller than that of WNN.

Figure 5 compares predictions for the last week of September 2010 with actual
wind and EirGrid forecasts. It is clear that LQWNN models have been successful in
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Fig. 4 RMSE for different number of hidden nodes in WNN and LQWNN (case 1)

Table 2 WNN and LQWNN model parameters in case 1

Model Number of
hidden nodes

The number of
arguments

Mean square error
training

Verification of mean
square error

1 9 85 77.89 82.50

2 4 58 45.25 66.46

Actual wind power
LQWNN
EirGrid

Fig. 5 Actual and predicted wind power generation (case 1)
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tracking changes in wind power, whereas EirGrid’s predictions have not been fully
tracked. Figure 6 shows the absolute prediction error of LQWNN model and
EirGrid Company. The predicted value of LQWNN is in good agreement with the
actual wind force, which shows the superior performance of the model.

Table 3 shows RMSE and MAPE of test weeks obtained by WNN model,
EirGrid company and LQWNN model in this paper. As can be seen from the table,
the results of the method in this paper are better than those of the other two
methods.

(2) Wind power generation prediction of Jiuquan wind farm in Gansu
province

Case 2 is the wind farm in Jiuquan, Gansu province. Jiuquan is China’s first 10
million kilowatt wind power base, but also the world’s largest wind power base.
Jiuquan wind power plant is another landmark project of the western development
after the west-to-east gas transmission, west-to-east oil transmission, west-to-east
power transmission and Qinghai-Tibet railway. By the end of 2015, the planned
total installed capacity of Gansu Jiuquan ten million kilowatt wind power base
reached 12,710 MW, accounting for 71.6% of the total installed capacity of wind
power in the province and 6.2% of the total installed capacity of the whole country.

Fig. 6 Comparison of absolute error between LQWNN model and EirGrid hourly prediction
(case 1)

Table 3 Comparison of
RMSE and MAPE in case 1

Case RMSE MAPE (%)

WNN 132.66 51.22

EirGrid 89.68 30.65

LQWNN 62.26 18.45
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Similar to the Irish case, all models are first trained, and the optimal number of
hidden nodes is selected by validation data set error. The results show that WNN
and LQWNN models have 3 and 10 hidden nodes respectively. In addition, each
model selected five inputs from the previous wind power series. LQWNN has
approximately half as many parameters as WNN. This makes the LQWNN model
simpler and easier to train. Table 4 shows the number of hidden nodes, number of
parameters and training errors of each model in the case study. Figure 7 shows the
comparison between the predicted and actual wind energy values of the two
models. Compared with WNN model, LQWNN model with fewer hidden nodes has
better prediction performance.

LQWNN models can accurately track even sudden changes in wind power.
Figure 8 compares the hourly absolute prediction error of WNN and LQWNN
models. Table 5 shows RMSE and MAPE values of this case. It can be seen that the
LQWNN model proposed in this paper has better performance.

Table 4 WNN and LQWNN model parameters in case 2

Model Number of
hidden nodes

The number of
arguments

Mean square
error training

Verification of mean
square error

WNN 10 105 21.65 30.36

LQWNN 3 60 17.60 22.51

Actual wind power
LQWNN
EirGrid

Fig. 7 Actual and predicted wind power generation (case 2)
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5 Conclusion

Wind energy has significant intermittency and volatility, so accurately and reliably
predicting its future value is the key to integrate wind farm with traditional power
grid. In this paper, a local quadratic wavelet neural network model is proposed, and
a highly efficient particle swarm optimization algorithm is used to predict
short-term wind power generation. The model constructs nonlinear local quadratic
sub-model and localizes the corresponding wavelet function, which has the ability
to simulate wind power generation accurately. The study on two wind farms in
Ireland and Jiuquan in Gansu province proves the effectiveness of this method.
Compared with the predicted values provided by WNN model and power system of
Ireland, this model has better prediction accuracy and engineering application
prospect.

Acknowledgements Work in this paper is supported by “Science and Technology Project of
China Southern Power Grid (ZBKJXM20180015)”.

Fig. 8 Comparison of absolute error between LQWNN model and EirGrid hourly prediction
(case 2)

Table 5 Comparison of RMSE and MAPE in case 2

Case RMSE MAPE (%)

WNN 46.47 22.34

LQWNN 20.24 13.80
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Multi-point Access Decentralized Wind
Power Time Series Model Based
on MCMC Algorithm and Hierarchical
Clustering Algorithm

Zhiyong Yuan, Changcheng Zhou, Yiqing Lian,
Qingshan Xu and Siyu Tao

Abstract In this paper, a medium and long term output analysis model of multi-
point access decentralized wind power based on Markov chain Monte Carlo method
is proposed. The model considers the correlation among multi-point access
decentralized wind farms and the multivariate first order Markov process is
obtained by analogy with univariate higher order Markov process. Based on this,
the state transition matrix of multi-point access decentralized wind power output is
established, and the output distribution of four decentralized wind farms in Shantou
is simulated according to the model. The statistical parameters such as mean,
standard deviation, probability density function (PDF) and autocorrelation coeffi-
cient (ACF) of the generated wind power time series and historical series are
compared. The results show that the statistical parameters of the simulated series are
very close to those of the historical series. The model presented in this paper is very
effective. Then this paper proposes a method for selecting typical daily output of
decentralized wind power based on hierarchical clustering algorithm, and simulates
the typical daily output of summer and winter of four decentralized wind farms in
Shantou based on the model.

Keywords Decentralized wind power � Output analysis � Markov chain monte
carlo � Hierarchical clustering � Typical daily output
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1 Introduction

Decentralized wind power output has obvious volatility characteristics, and its grid
connection will affect the system’s voltage distribution, power flow, relay protec-
tion, short-circuit current and power quality. Especially for decentralized wind
power projects connected to the distribution network, due to the relatively small
number of wind turbines, the smoothing effect between the wind turbines is small,
which will have a greater impact on the voltage regulation of the distribution
network.

Studying the output characteristics of decentralized wind power and using
simulation technology to simulate time series with similar characteristics has the
following advantages: (1) It can generate time series of arbitrary length and has
similar random fluctuation characteristics with historical sequences, which can
solve the problem that the current wind power prediction cannot predict the
long-term time series. (2) The simulation method can make up for defects such as
historical data loss or recording errors. (3) It can provide basic data for reliability
calculation [1–3], peaking margin estimation [4], stochastic production simulation
[5], wind power confidence capacity calculation [6], power balance analysis and
probabilistic load calculation [7] for power systems with wind farms.

The current time series modeling methods of wind power output are mainly
divided into two categories: indirect method (that is, wind speed-based modeling
method) and direct method (that is, power-based modeling method) [8]. This paper
only discusses the power-based modeling methods.

In order to accurately grasp the fluctuation law of wind farm output, domestic
and foreign research scholars have done a lot of research on the fluctuation char-
acteristics of wind farm output, and have also achieved fruitful results. In [9],
combined with actual wind power data, the fluctuation and smoothing effect of
wind power output under different weather types are analyzed, and the intrinsic
relationship between weather type and overall output characteristics is revealed. In
[10], the historical output sequence of the wind farm is divided into multiple
fluctuation processes, and the wind power fluctuation category and the fluctuation
statistical parameters are sampled monthly to simulate the wind farm output
sequence. When several adjacent wind farms are connected to the power system at
the same time, there is spatial correlation between the output of each wind farm
[11]. In [12], in order to simulate the spatio-temporal series of multi-wind farm
output, the measured power data of wind farm are analyzed from the perspective of
spatio-temporal series. In [13], the joint distribution of output power among
multi-wind farms is constructed by introducing Copula theory.

Although a lot of research has been done on the model of wind power output
characteristics at home and abroad, the current research is limited to large-scale
centralized wind power, and there is very little research on the decentralized wind
power output characteristic model. In this paper, based on the Markov chain-Monte
Carlo method, a multi-point access decentralized wind power medium- and
long-term output time series model is established, and the statistical parameters of
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the simulated sequence and the historical sequence are compared. The results show
that the model proposed in this paper is very effective. Then, based on the hier-
archical clustering algorithm, a daily output time series model of decentralized wind
power is established.

2 Medium and Long Term Output Analysis Model

2.1 Markov Process for Multipoint Access

State Transition Matrix. The Markov chain corresponds to a series of discretized
states, and each of the power generation values of the intermittent power source will
belong to a specific state. Assuming that the output range of a decentralized wind
farm is (Pmin, Pmax) in a certain period of time and the number of discrete states is
N, the power interval covered by each state is (Pmax − Pmin)/N.

According to the definition of wind power state, the concept of state transition
matrix is introduced here. The state transition matrix Pr is an N � N matrix, where
N is the number of states divided by the wind power output range. The value of pij
for each element in Pr represents the probability that the wind power at the current
moment is state i and will be transferred to state j at the next moment. As shown in
the following formula:

pij ¼ PrðXt ¼ jjXt�1 ¼ iÞ ¼ nij=
XN
k¼1

nik ð1Þ

where Xt and Xt−1 represent the states of time t and t−1, respectively. pij represents
the probability of transition from state i to state j. nij is the number of transitions of
successive processes i ! j; Pr represents the probability function.

Affected by geographical regions, illumination, climate and other factors,
multiple wind farms often show a certain correlation. Assuming that the output of
k decentralized wind farms is correlated, and the discrete state is expressed by the
k-dimensional variable X, where X = (X1,…, Xi,…, Xk) and Xi 2 (1, …, N). By
analogy with the high order Markov process of a single variable, the state transition
probability is defined as:

pik ���iiþ 1ii�1���i1ii j ¼ PrðXðnÞ
i ¼ jjXðn�1Þ

i ¼ ii;X
ðn�1Þ
1 ¼ i1; . . .;X

ðn�1Þ
i�1 ¼ ii�1;X

ðn�1Þ
iþ 1

¼ iiþ 1; . . .;X
ðn�1Þ
k ¼ ikÞ ð2Þ

Formula (2) constitutes the state transition matrix Pri of Xi, whose dimension is
Nk � N. Taking k = 2, N = 3 as an example, the matrix Pr1 corresponding to X1 can
be expressed as:
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Pr1 ¼

xðn�1Þ
1
1
1
1
2
2
2
3
3
3

xðn�1Þ
2
1
2
3
1
2
3
1
2
3

1
xðnÞ1
2 3

p111
p121
p131
p211
p221
p231
p311
p321
p331

2
66666666664

p112
p122
p132
p212
p222
p232
p312
p322
p332

p113
p123
p133
p213
p223
p233
p313
p323
p333

3
77777777775

ð3Þ

Cumulative Probability Transfer Matrix. On the basis of the state transition
matrix, the generating method of the cumulative probability transition matrix Pcum

is shown in formula (4):

pcum;mn ¼
0 n ¼ 1P

j\n
pmj 1\n�Nþ 1

(
ð4Þ

If the dimension of Pr is N � N, then the dimension of Pcum is N � (N + 1).
MCMC Method Modeling Steps. Using MCMC method to generate

multi-access decentralized wind power time series includes the following steps:

(1) Define the state of random variables and convert the original wind power data
into discrete state points.

(2) Generate a state transition matrix Pr based on original wind power data.
(3) Generate cumulative probability transfer matrix Pcum.
(4) Generate a random number u with uniform distribution [0,1] and the current

wind power is in state m. Compare u with the m-line element of Pcum. If the
relationship pcum,mn< u < pcum,m(n+1) is satisfied, then the next state is taken as
n.

(5) If the generated time series of wind power has met the length requirement, it
stops. Otherwise, the current state becomes n and return to step (4) to continue.

(6) Convert the series of discrete state numbers generated above to wind power
using a method of superimposing noise on discrete state points.

Cross-correlation analysis. In order to analyze the temporal-spatial coupling
correlation of wind power time series more intuitively, the cross-correlation func-
tion of multi-dimensional series is used for analysis. The cross-correlation function
of time series is:

RxyðkÞ ¼ EððxðtÞ � �xðtÞÞðyðtþ kÞ � �yðtÞÞÞ
rxðtÞryðtÞ

ð5Þ
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where x(t) and y(t) are two sets of time series; �xðtÞ and �yðtÞ are the average values of
x(t) and y(t), respectively; rxðtÞ and ryðtÞ are the variances of x(t) and y(t), respec-
tively; E is the expectation of the sequence; k is the number of time delays.

3 Time Series Model of Typical Daily Output

3.1 Clustering Process of Hierarchical Clustering
Algorithm

In this section, a hierarchical clustering algorithm is used to select typical daily
output scenarios for decentralized wind power generation.

Taking the number of objects to be clustered as 5 and the ordinal numbers of
data objects as a, b, c, d and e respectively as examples.

The distance relationship between five data objects can be expressed by the
distance matrix Dn�n = [d(i,j)]. L(k) denotes the hierarchy of category k, and the
category composed of object m is denoted as (m). The distance between category
(r) and category (s) is denoted as d[(r), (s)].

Assuming that after the first and second clustering operations, the clustering
results are category (a, b), category (c, d) and category (e). For convenience of
remembering, they are named category (x), category (y) and category (z). The
distance matrix formed in the third clustering operation is a third order matrix [14]:

D3�3 ¼
0 d½ðxÞ; ðyÞ� d½ðxÞ; ðzÞ�

d½ðxÞ; ðyÞ� 0 d½ðyÞ; ðzÞ�
d½ðxÞ; ðzÞ� d½ðyÞ; ðzÞ� 0

2
4

3
5 ð6Þ

Since category (x) = category (a, b), category (y) = category (c, d), according to
the definition of selecting the shortest distance between categories as the distance
between categories in the Single-Linkage method, there are the following relations:

d½ðxÞ; ðyÞ� ¼ minfd½ða; bÞ; ðc; dÞ�g ¼ minfdða; cÞ; dða; dÞ; dðb; cÞ; dðb; dÞg ð7Þ

d½ðxÞ; ðzÞ� ¼ minfd½ða; bÞ; ðeÞ�g ¼ minfdða; eÞ; dðb; eÞg ð8Þ

Then in the third clustering operation, find out min{d(x,y),d(x,z),d(y,z)}
according to the third-order distance matrix D3�3 and divide the two categories of
the shortest distance into the same category.

Each iteration of clustering operation cycle can divide two categories into the
same category. By analogy, all data objects can be divided into one big class by
constantly finding the shortest distance between the initial M categories.
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3.2 Method of Generating Typical Daily Output

The data of L distributed wind power output collected for n consecutive days and
m equal intervals every day can be expressed as:

XW ¼ ½xa;b� ¼
x1;1 x1;2 � � � x1;mL
x2;1 x2;2 � � � x2;mL
..
. ..

. ..
. ..

.

xn;1 xn;2 � � � xn;mL

2
6664

3
7775 ð9Þ

Wherein, the sampling days a = 1, 2,…, n and sampling time b = 1, 2,…, m.
The wind power data of L decentralized wind power on day i are as follows:

xi;1 xi;2 � � � xi;m½ �; � � � ; xi;mðL�1Þþ 1 xi;2 � � � xi;mL
� � ð10Þ

Based on hierarchical clustering algorithm, the typical daily output generation
steps of decentralized wind power with multi-access are as follows:

(1) n data objects of decentralized wind power output data are divided into n cat-
egories, that is, each category consists of one object.

(2) Calculate the initial distance matrix Dn�n and draw an initial tree diagram. Set
the sequence number m = 0, L(m) = 0.

(3) Find the minimum distance d[(r), (s)] = min{d[(i), (j)]} in distance matrix
D. Merge the two categories (r) and (s) that obtain the minimum distance into a
new category (r, s). Let m = m1, L(m) = d[(r), (s)] and update the tree diagram.

(4) Update distance matrix D. Delete corresponding rows and columns represent-
ing the category (r) and category (s) in the distance matrix, and adding rows
and columns corresponding to the new category (r, s) in the matrix D. The
distance between the new category (r, s) and the old category (k) is defined as d
[(k), (r,s)] = min{d[(k), (r)],d[(k), (s)]}.

(5) Repeat steps (3) and (4) until all objects are finally merged into a large
category.

(6) According to the final tree diagram, continuously adjust the Height value from
large to small and intercept the tree diagram. The number of clusters and the
corresponding clustering results are selected according to the actual engineering
needs and objective conditions.

(7) The data of all objects in each category at each time are averaged separately,
and all the averages obtained are linked into a line and recorded as the clus-
tering center of the current category.

(8) The cluster center corresponding to the clusters with the largest number of data
objects in the clustering results is selected as the typical daily output of
decentralized wind power with multi-point access.
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4 Evaluation of the Model

In order to evaluate the validity of the modeling method in this paper, the following
error evaluation indexes are given:

e ¼ Sp � �Sp
�� ��

Sp
� 100% ð11Þ

where Sp is the statistical parameter of historical sequence and �Sp is the statistical
parameter of simulation sequence.

5 Case Studies

5.1 MCMC Algorithm Simulation

In order to verify the effectiveness of the multivariable MCMC method, the wind
power time series of four decentralized wind farms in Shantou in 2014 is taken as an
example. The simulation length is set to one year and the number of discrete states
is 50. After verifying that the number of convergences required to calculate the limit
transition matrix is 500, the number of iterations required is 35,540. The statistical
parameters such as the mean, standard deviation, probability density function
(PDF) and autocorrelation coefficient (ACF) of the simulated wind power power
time series and the original wind power data are compared. Figure 1 is the
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Fig. 1 Comparison of historical sequence and simulation sequence of Southern wind energy wind
farm in December
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comparison of historical sequence and simulation sequence of Southern Wind
Energy wind farm in December. Table 1 compares the general statistical parameters
of the historical sequence and simulation sequence of four decentralized wind
farms.

As can be seen from Table 1, the mean and standard deviation of each simu-
lation sequence are not identical, but they are all around the corresponding statis-
tical parameters of the historical sequence. The maximum error of the mean values
of the four wind farm simulation sequences is 9.87%, and the maximum error of
standard deviation of four wind farm simulation sequences is 5.91%.

Figure 2 is the probability density comparison of historical sequence and sim-
ulation sequence of Southern Wind Energy wind farm. Here the statistical proba-
bility density is approximated by the frequency distribution.

As can be seen from Fig. 2, when the number of states is 50, the probability
density of the simulated wind power time series is very close to that of the historical

Table 1 Comparison of general statistical parameters

Southern wind
energy

Dan Nan
wind power

Fuao wind
power

Niutouling
wind energy

Mean value Historical
sequence

0.5897 5.2446 0.5497 3.0542

Simulation
sequence

0.6188 5.2197 0.5172 3.3038

0.5879 5.3271 0.5891 3.0347

0.5886 5.0564 0.5449 2.7526

Standard
deviation

Historical
sequence

0.8532 5.7882 0.8189 3.1148

Simulation
sequence

0.8458 5.7399 0.7824 3.1757

0.8028 5.8175 0.8190 3.0995

0.8678 5.5646 0.8070 3.0315
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Fig. 2 Probability density comparison of historical sequence and simulation sequence of
Southern wind energy wind farm
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wind power time series, which shows the validity of the multi-variable MCMC
method in fitting the probability density of the multi-point access decentralized
wind farms.

Figure 3 is the autocorrelation coefficient comparison of historical sequence and
simulation sequence of Southern Wind Energy wind farm. ACF describes the
degree of correlation between the values of power generated by a single intermittent
power source at different times, that is, the time-varying characteristics of the
variable itself. As can be seen from Fig. 3, when the number of states is 50, the
autocorrelation coefficient of the simulated wind power time series is very close to
that of the historical wind power time series.

In summary, using the multivariate MCMC method proposed in this paper to
simulate the time series of multi-point access decentralized wind farm power can
maintain the statistical characteristics of historical sequences. At the same time, this
method has the randomness of Markov process and is suitable for the simulation
analysis and calculation of power system.

5.2 Selection of Typical Daily Output

According to the wind power output data of four decentralized wind farms in
Shantou in winter, the tree diagram of the clustering results is shown in Fig. 4.

Adjust the Height value from large to small and intercept the tree diagram. It can
be seen that when the Height value is 60, the number of categories is 4. At this
point, the large category is divided into two larger subcategories and two separate
categories. And the height value of the four subcategories is about 60–65. The large
value of Height indicates that the relationship between the four sub-categories is
alienated, so the classification result is considered to be unsatisfactory.
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Fig. 3 Autocorrelation coefficient comparison of historical sequence and simulation sequence of
Southern wind energy wind farm
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When the Height value is reduced to 39, the classification number of the results
intercepted on the tree is 37. The Height value is low and the relationship between
branches in the tree is distant, so it is considered that there are obvious differences
among different categories. At this time, the clustering results are reasonable.

The cluster with the largest number of data objects contains the ordinal number:
19, 23, 28, 29, 30, 34, 35, 36, 37, 38, 45, 47, 49, 51, 52, 53, 54, 55, 56, 57, 60, 64,
65, 66, 67, 68, 69, 72, 73, 75, 76, 77, 78, 79, 82, 83, 84, 85, 86, 87, 88, 90.

The data of all objects in this category are averaged at each time, and all the
averages obtained are linked into a line and recorded as the cluster center of this
category. The cluster center is the typical daily output of four decentralized wind
farms in Shantou. The typical daily output is shown in Fig. 5.
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Fig. 4 The clustering results of four decentralized wind farms in Shantou in winter
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Fig. 5 The typical daily output of four decentralized wind farms in Shantou
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6 Conclusion

In this paper, the medium and long-term output analysis model and typical daily
output analysis model of multi-access decentralized wind power are established
respectively. Firstly, a medium and long term output analysis model of multi-access
decentralized wind power based on Markov-Monte Carlo method is proposed. The
model takes into account the correlation of output among several decentralized
wind farms, and establishes the state transition matrix of multi-point access
decentralized wind power output. The results show that the statistical parameters of
the simulated sequence are very close to those of the historical sequence, which
proves that the model presented in this paper is very effective. This paper also
proposes a method of selecting typical daily output of decentralized wind power
based on hierarchical clustering algorithm, and simulates the typical daily output of
four decentralized wind farms in Shantou in winter according to the model. In the
future work, the combination of wind power generation time series model and
optimization dispatch can be considered.
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New Technologies for Substation
Automation



Fault Diagnosis Method of Intelligent
Substation Based on Improved
Association Rule Mining Algorithms

Li Chen, Liangyi Wang, Qian He and Hui Liu

Abstract With the digitalization and intellectualization of substations, the amount
of state data collected by intelligent components is becoming larger and larger.
Traditional data mining technology cannot meet the requirements of real-time data
processing and application speed. For a typical smart substation, a fault diagnosis
method based on improved association rule mining algorithm is proposed for
transformer near-zone fault analysis. Firstly, an improved association rule data
mining algorithm based on rough set is designed to extract information from
massive data and diagnose faults. Then genetic algorithm is applied to improve
association rule data mining algorithm to speed up data processing. Finally, sim-
ulation analysis is carried out to demonstrate the effectiveness and rapidity of the
proposed method. The results show that the intelligent substation fault diagnosis
method based on improved association rule mining algorithm has fast and powerful
reduction ability in data processing. It can extract useful data from intelligent
substation components to accurately judge fault information, reduce data scale and
improve fault processing speed.

Keywords Intelligent substation � Improved association rules � Rough set �
Genetic algorithms � Intelligent electronic device

1 Introduction

For a typical large-scale power system, with the wide application of data acquisition
and monitoring system, geographic information system, management information
system and real-time information system of power grid operation, all kinds of
real-time data are explosively growing. Traditional statistical methods have grad-
ually been difficult to meet the processing requirements, which is the premise of
ensuring the reliability, economy and security of the system operation. Next, we
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need to find new methods to dig deeper rules in order to provide faster and more
effective decision support [1]. The emergence and development of data mining
technology has attracted extensive attention of power workers.

Nowadays, the technology of data mining has been successfully applied in many
fields of power system, showing broad application prospects [2]. Intelligent
Electronic Device (IED) of intelligent substation stores two kinds of information:
real-time operation data; state and control data. The continuous information is
transmitted from the process layer of the intelligent substation to the condition
monitoring system of the station control layer. With the accumulation of a large
number of data in transformer operation and maintenance, problems such as
excessive information, difficult to digest, difficult to unify the form of information,
too large information noise and difficult to identify have arisen [3].

With the development of computer technology, there are many ways to study
how to deal with the state data of intelligent substation quickly. For example, expert
system, fuzzy theory, neural network, etc. [4] However, there are some problems in
expert system, such as monotony of reasoning, fragility of knowledge and bottle-
neck of knowledge acquisition, shortcomings in fuzzy theory that need to rely on
experience or expert theory to determine the fuzzy membership function and obtain
fuzzy rules [5], and problems in neural network, such as easy to fall into local
extremum, slow convergence speed, poor judgment ability to singular samples, etc.

Based on the improved association rule data analysis method of rough set, this
paper designs an IED data information reduction algorithm for intelligent substa-
tion. The whole algorithm makes full use of genetic algorithm to search adaptively
in complex and huge search space and find the optimal or quasi-optimal solution.
The powerful reduction ability of rough set makes the whole reduction result more
accurate and diagnosis faster.

2 Improved Association Rule Data Mining Algorithms
Based on Rough Sets

Rough set can pre-process data in data mining, and the improved association rule
data mining algorithm based on rough set proposed in this paper can process data
more efficiently, so that to discover the relationship between data and carry out fault
diagnosis.

As shown in Fig. 1, the algorithm of association rule mining based on Rough Set
includes 4 steps, which start with data initial and end up with rule extraction. In step
2, the data preprocessing includes 4 tasks, which are data cleaning, data integration,
data conversion and data subtraction. Data cleaning will eliminate bad data, but the
system will record the number of bad data for system evaluation.
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2.1 Rough Set Technology

Rough set is a data mining method. A significant advantage of rough set is that it
can perform both information reduction and rule generation. It can not only reduce
redundancy and provide decision support for irrelevant data, but also analyze data
in substation historical database [6].

When various IEDs are used in smart substations, the amount of information
collected from the power system is huge. Rough set theory can find the smallest
valuable information theory from massive data. With this representation system, we
call these attribute sets “simplicity”. The common point of all reductions is that they
have “core” attributes. The process of discovering the most important data from
IED data is the process of discovering its simplicity and core attributes from
information/decision system.

(1) Basic concepts: A knowledge system is expressed by S ¼ ðU;A;V ; f Þ. U,
which called universe, is a non-empty finite set of objects; A ¼ C [D,
C \D ¼ ;, C is a conditional attribute set, D is a decision attribute set;
V ¼ Y

a2A
Va, Va is the value range; f represents an information function.

(2) Support degree of conditional attributes to decision attributes [7]: If
U=C ¼ X1;X2; . . .;Xnf g, U=D ¼ Y1; Y2; . . .; Ymf g, then the support of desicion
attribute D to conditional attribute C as follows:

Initial data

Rule extraction 
improved association rule mining algorithms

Data reduction
Rough Set

Data 
preprocessing 

data 
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data 
integration

data 
conversion

data 
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Fig. 1 The algorithm of association rule mining based on rough set
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KCðDÞ ¼ 1
Uj j

Xm
i¼1

CYij j ¼ 1
Uj j

Xm
i¼1

poscðYiÞj j; Yi 2 U=D ð1Þ

where poscðYiÞ is the lower approximation set of C for Yi; �j j is the number of
elements contained in the set; KCðDÞ represents the support degree of condi-
tional attribute C for overall decision U=D, usually 0�KCðDÞ� 1.

2.2 Association Rules

I ¼ I1; I2; I3; . . .; Inf g is called the set of items, abbreviated as the itemset, and
n ¼ k is the set of K items, such as I1; I2; I3; . . .; Ikf g. Transaction database
T ¼ t1; t2; t3; . . .; tnf g, where each ti in the transaction database contains one or
more items in item set I.

(1) Support degree: There exists a support degree for itemset X, which is expressed
by supðXÞ and its formula is:

supðXÞ ¼ CountðXÞ
Tk k � 100% ð2Þ

where, CountðXÞ is the number of transactions in the X itemset; Tk k represents
the total transactions number in the transaction database.

(2) Confidence level: If events X and Y occur simultaneously as C, the confidence
of association rule X ! Y is the value of support for event C divided by the
value of support for event X and expressed in conf [8]. Then:

conf ðX ! YÞ ¼ supðCÞ
supðXÞ ¼

supðX [YÞ
supðXÞ ð3Þ

Strong association rules: If support threshold min supp and confidence threshold
min conf are set in advance, then in transaction database T, if supðX ! YÞ
�min supp and conf ðX ! YÞ�min conf , X ! Y is a strong association rule.

2.3 An Improved Association Rule Mining Algorithm
Based on Rough Set

Data reduction rules use fuzzy sets for data processing. For an information system,
there are at most Cn=2

n reductions in attribute reduction.
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Suppose R ¼ a; b; c; df g, C ¼ a; bf g and D ¼ c; df g, that is, the information
system is composed of four attributes a, b, C and D. Using this property, in the first
step of mining association rules, we only need to scan the transaction database once
and calculate the frequent 1-itemsets first.

3 Application of Genetic Algorithms in Improving
Association Rule Based Data Mining

The proposed data mining algorithm includes two steps. Firstly, the frequent sets
should be obtained according to transaction records of the database, in which the
support threshold should be satisfied. The second step is to construct association
rules according to frequent sets, which need to satisfy the confidence threshold. The
core of the algorithm is the first step, which requires global optimization to find the
item set that meets the minimum support, while genetic algorithm has strong global
optimization ability.

3.1 Implementation of Genetic Algorithms

Coding method: In order to solve the problem of reduction, the first step is to solve
the problem of data encoding. Because of the practical characteristics of knowledge
reduction, we adopt binary one-dimensional coding based on {0,1} symbol set.
Using the following encoding method [9]: Let the set of conditional attributes be
C ¼ c1; c2; . . .; cnf g, conditional attribute set XC can be easily mapped to chro-
mosomes of Genetic Algorithm. Chromosomes are binary bit sets of length n, and
each element corresponds to a conditional attribute [10].

Fitness function selection: Fitness function is the only deterministic index to
evaluate the adaptability of individual elements, so the selection of fitness function
directly determines the evolutionary direction of population. According to the
requirements of practical problems, an improved fitness function is proposed to
optimize the algorithm [11].

fitnessðRÞ ¼ CountðRÞ
m

� 1
min supp

� �
� PðRÞ � 1 ð4Þ

where, m is the size of the population; CountðRÞ represents the total number

occurrences of the rule in the population; the value of CountðRÞ
m � 1

minsupp is greater

than or equal to 1, which means that the rule can be retained to the next generation,
otherwise it should be eliminated; PðRÞ ¼ b

1þ eaðk0�kðRÞÞ a� 0ð Þ is the penalty function,
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a is the penalty factor, where kðRÞ is the support degree of the conditional attribute
C contained in R to the decision attribute D. The penalty function image is shown in
Fig. 2.

Operational process of Genetic Algorithm: To change the default, adjust the
template as follows.

• Choice: The selection operation is to replicate individuals with high fitness to
the next generation, thus ensuring that individuals are gradually optimized.
Individuals with fitness greater than or equal to 0 can enter the next generation,
while those with fitness less than 0 will be eliminated. In order to keep the
individual m unchanged, some individuals with fitness values should be copied
to the next generation [12, 13].

• Crossover operation: In order to ensure that the corresponding loci of the
attributes in the nucleus do not change, we adopt the uniform crossover
operation, that is, each bit in the chromosome bit string crosses randomly and
evenly according to the same probability. Assuming new individuals s1 ¼
a

0
11; a

0
12; . . .; a

0
1n and s2 ¼ a

0
21; a

0
22; . . .; a

0
2n generated by uniform crossover

operators, the operation is described as follows:

OðPc; xÞ : a0
1i ¼

a1i; x[ 1=2

a2i; x� 1=2

(
; a

0
2i ¼

a2i; x[ 1=2

a1i; x� 1=2

(
ð5Þ

where, x is a random variable with uniform distribution on [0,1], and Pc is a
crossover probability.

• Variation: In this paper, the uniform mutation strategy is used, that is, under the
control of mutation probability, random selection of a position for mutation
operation [14], and the number on the mutation bit is replaced by uniform
random number.

0.2

0.4

0.6

0.8

1.0

k0 kx

Fig. 2 The curve of penalty
function
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3.2 Algorithm Design

This algorithm needs genetic algorithm to mine frequent item sets, and then gen-
erates association rules by setting minimum confidence and minimum support, so
that to judge the operation status of intelligent substation [15, 16]. The specific steps
of the algorithm are shown in Fig. 3.

4 Simulation Analysis

An intelligent substation secondary system state perception method based on innate
convolutional neural network is proposed. The experimental results show that it
effectively solves the problem of the lack of state detection and evaluation methods
of ancillary equipment in intelligent substation. The future direction of the research

Random generation of m 
initial binary populations 

with length n

Rough 
Set

IED data of 
intelligent 
substation

Initialize mating pool

Crossing operation: Crossing 
individuals randomly selected from 

mating pools with crossover 
probability Pc 

Mutation operation: 
Mutation with mutation 

probability Pm

Output results

Conf(Ri) minconf?

NO

YES

Maximum number 
of iterations? YES NO

Selection operation: 
Computing fitness

R

Fig. 3 Algorithm flow chart
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is that how to comprehensive consider secondary equipment status evaluation
results, the whole life cycle cost and risk of equipment operation, the relationship
between the three to develop reasonable maintenance strategy, thus improve the
intelligent substation secondary system operation maintenance of safety and
economy, is a work of great research significance.

The typical 110 kV intelligent substation is simulated, as shown in Fig. 4. In this
intelligent substation, 110/35 kV intelligent substation powered by the same power
supply consists of two transformers, each transformer operates at 50–60% power.

When the simulation time t = 1 s, there will be a fault between A and B posi-
tions of transformer T2. IED5 and IED7 will act to trip circuit breaker 5 and 7.
When transformer T2 exits, the branch power of transformer T1 will be loaded to
100–110%. Because of the quick interruption of the protection action, the simu-
lation ends at t = 3 s.

In this paper, four states of IED are defined, and the meanings of each state are
shown in Table 1.

The unprocessed data in IEDs are shown in Table 2. Where, the value of L is
lower than that of normal, the value of H is higher than that of normal, the unit of
voltage V is kV, and the unit of current I is A.

IED1 IED2 IED3

IED4 IED5

IED6

IED8 IED9

IED7

IED
11

IED
10

1 2 3

4 5

6 7

A

B

T2T1

110kV

Fig. 4 IED distribution of 110 kV substation protection
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The algorithm is implemented in Table 2. The parameters in the simulation are:
population size m = 11, cross probability Pc = 0.8, penalty factor a = 15. The
reduction process is shown in Fig. 5. Redundant information is removed in a short
time, and the minimum relative reduction is IED5 and IED7.

The simplified results of genetic algorithm are listed in Table 2. In the simula-
tion, IED5 and IED7 are the important objects of fault analysis, as fault areas.
Because IED5 has the function of directional relay, it helps to determine the fault

Table 1 Status description

Status description

Status Description

N Parameter and load stability

A One or more of the voltages are raised but the current is normal or one or more of the
current increases but the voltage is normal

E Abnormal current and voltage of two or more items

S As the circuit breaker moves, the voltage and current are normal

Table 2 List of the IED data which combine the operation data

Time/s IED5 action IED7 action IED5 IED7

Relay
action

Directional
overcurrent
protection

Relay
action

Quick
break
protection

Ic Ia Ib Ic Ia Ib Ic Ia

0.98 1 1 1 1 N N N N N N N N

1 0 1 0 0 – – – – – – – –

1.06271 0 0 1 0 L L L – – H H H

1.14478 0 1 1 1 – – – L – – – –

1.16655 0 0 0 0 – H H – L – – –

1.17478 1 1 1 1 – – – – – H H H

1.0

t/s

Reduced curve

Fig. 5 Genetic algorithm
reduction procedure
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location. What we are most concerned about is the amount of change when the fault
occurs, but the unchanged quantity and attributes are not needed. In Table 2, we
use “–” instead.

Because IED5 and IED7 are minimal, they contain information about the
operation of circuit breakers and relays. The redundancy analysis of operation
information and voltage and current in IED5 and IED7 is carried out to remove
redundancy information and reduce the amount of information. The simplified
results are shown in Table 2. Among them, 0 represents no action and 1 represents
action. Table 2 contains the necessary information for fault analysis in simulation.
From Table 2, it can be seen that the data size has been significantly reduced.

5 Conclusion

The method proposed in this paper is applied to the reduction of fault diagnosis
decision tables in intelligent substations. It can quickly get the best combination of
reduction, integrate the reduction results, establish an analysis decision table
reflecting the true state of the fault, and apply it to the fault diagnosis. It is helpful
for the attendants to analyze the fault situation timely and accurately, judge the fault
location, weaken the impact of the fault on the system, and improve the reason of
the operators. Barrier handling speed ensures the safe operation of the system. But
the proposed method does not analysis the influence of the CT saturation and inrush
current, which is what needs to be improved in the later stage of work.
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Protection Scheme for Kilometer-Level
High Temperature Superconducting
Line

Chen Liang, Hong Yu, Tonghua Wu,
Yuping Zheng, Yanxin Li and Wei Xie

Abstract This paper introduces the system structure of the kilometer-level
superconducting cable demonstration project of Shanghai and presents an overall
scheme of relay protection configuration for superconducting lines. The scheme
takes differential protection and quench protection as the primary protection for
quick isolation of the internal faults, and takes over-current protection as the
back-up protection for timely removal of superconducting cables when there are
line faults or external faults after the differential protection is out of service,
ensuring the safety of the superconducting cable equipment. Also, the feasibility of
application of reclosure and inverse time over-current is discussed. Aiming at the
wiring method of the kilometer-level superconducting cable demonstration project
of Shanghai, this paper introduces the tripping and closing logic and matching
mode of breakers on both sides of the superconducting line, so as to realize a
consistent supply of electricity when the superconducting cable is in fault.
Non-electric quantity information such as temperature, pressure, flow rate, etc. is an
important monitoring indicator for the state of the superconducting cable. The
application of non-electric quantity status information on both ends of the
kilometer-level superconducting cable line in relay protection device is introduced.
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1 Introduction

HTS (High temperature superconducting) cable has the characteristics of high
power transmission, low line loss, less environmental pollution, compact structure,
etc. Under transmission of the same electric energy, HTS cable can reduce the
voltage level by 1–2, which is suitable for use in rapidly developing big cities and
high-density urban areas [1]. The world’s first set of grid-connected high temper-
ature superconducting cables are 30 m/three-phase/30 kV/1250A high-temperature
superconducting cables developed by Southwire Company of U.S.A., which were
connected to the grid at the end of 1999 [2]; on July 10, 2004, the first set of high
temperature superconducting cable system of China was put into operation in
Phuket Substation in Kunming of Yunnan Province. The length of the supercon-
ducting cable body is 33.5 m, and the protection is equipped with a three-layer
over-current protection scheme based on different current levels [3]. With the
development of the manufacturing technology of high temperature superconducting
cables in China, now the construction of kilometer-level high temperature super-
conducting cable demonstration project has been started. In the future, the long
distance transmission of electricity may be realized through superconducting cables.
Therefore, it is necessary to study the relay protection configuration scheme for
long distance superconducting lines.

In electrical characteristics, the superconducting cables differ greatly from the
conventional cable lines. The resistance of the superconducting cable is related to
the current density. When the current density is less than the critical current density,
the resistance of the superconducting cable is almost zero. When the current density
is larger than the critical current density, the resistance of the superconducting cable
will increase. Meanwhile, the resistance of the superconducting cable is also related
to temperature. If the temperature is lower than the critical temperature, it is in the
superconducting state; if the temperature is greater than the critical temperature, it is
in the quench state. In addition, as the distributed capacitance of the supercon-
ducting cable is larger, there are some challenges along the way of application of
the existing low-voltage line protection principle in the superconducting line.

For differential protection, as the distributed capacitance of the superconducting
cable is larger than that of the conventional cable, it is necessary to consider
whether the distributed capacitance of the kilometer-level superconducting cable
will affect the differential protection functions.

For distance protection, as the transmission capacity increases, the short-circuit
impedance becomes smaller and smaller. In case of short circuits, the short circuit
fault current will be generally larger than the critical current transmitted by the
superconducting cable, and the resistance of the superconducting cable will
increases rapidly with the increase of the fault current. Moreover, the impedance of
the kilometer-level superconducting cable is smaller, so the distance protection is
no longer applicable.

416 C. Liang et al.



For conventional cables and superconducting cables, the setting idea of
over-current backup protection is not completely consistent. The cooperation
between upper and lower levels is considered in over-current protection setting of
conventional cables, without failure to operation or incorrect operation. While for
superconducting cables, in case of over current, the faults are removed before the
temperature reaches the upper temperature limit allowed by the superconducting
cable, so as to ensure there will be no irreparable damage to the performance of the
superconducting cable. There are some troubles in the setting.

For quench protection, it is mainly to install a sensor on the superconducting
cable body to monitor the non-electric quantity information of the conductor such
as temperature and pressure, etc. For the kilometer-level superconducting line, only
the terminals on both sides are convenient for installation and information collec-
tion, which has some limitations on the fast reflection of quench of the supercon-
ducting cable on the whole.

In view of the characteristics of the superconducting line, this paper puts forward
a practical protection configuration scheme, and combined with the actual situation
of the kilometer-level superconducting line of Shanghai, presents a scheme for
tripping and closing of the superconducting line.

2 Analysis of Characteristics of the Superconducting
Cable

The electrical parameters of HTS cables depend on the materials and geometric
sizes used in the superconducting cable. Figure 1 shows the typical structure
drawing of the three-phase belted-type superconducting cable, respectively copper
support, HTS conductor layer, insulation layer, superconducting shielding layer,
copper shielding layer, liquid nitrogen layer and armor layer from inside to outside.
Compared with conventional power cables of the same voltage level, the electrical
parameters of HTS cables have the following characteristics: the resistance of HTS
cables is basically zero when it is in the superconducting state, and the reactance of
HTS cables is larger than that of the conventional cables. This is because the
inductive impedance approximation is proportional to the logarithm of the distance
between three phases. However, the phase-to-phase spacing of high-temperature
cables is larger than that of the conventional cables, and the capacitance of HTS
cables is larger than that of the conventional cables. This is because the thicknesses
of insulation layers of both are basically the same, and the cooling channel in the
superconducting cable leads to the increase of the equivalent radius of the con-
ductor wire core, so the capacitance increases.
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3 Introduction of the Kilometer-Level Superconducting
Cable Demonstration Project

3.1 Brief Introduction of the Demonstration Project

The line from Changchun Station to Caoxi Station is selected as the demonstration
application scene for the kilometer-level superconducting line in Shanghai. The
primary system chart is shown in Fig. 2. Based on the advantages of small size,
light weight, low loss and large transmission capacity of the superconducting cable,
this paper attempts to substitute the superconducting cable for transmission of
power distribution network lines. One circuit of 35 kV superconducting cables is
newly built from 220 kV Changchun Station to 220 kV Caoxi Station. 30 chambers
are stored in 35 kV bus section IV in Changchun Station for use by Caoxi Station.
30 chambers are reserved in 35 kV bus section V and 37 chambers are reserved in
35 kV bus section VI. The original two circuits of Changchun-Caoxi 833 Line A
and Changchun-Caoxi 833 Line B from Changchun Station to Caoxi Station are
changed to backup lines. This method is similar to the current grid structure in
Shanghai without major changes. Meanwhile, on the premise of ensuring the
reliability of power supply, it is convenient for long-term operation, maintenance
and dispatching.

Copper support

HTS conductor layer

Insulation layer
Superconducting 
shielding layer

Copper
shielding layer
Liquid nitrogen

Armor layer

Fig. 1 Typical structure diagram of three-phase superconducting cable
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3.2 System Structure of the Superconducting Cable
in the Demonstration Project

The kilometer-level superconducting cable system mainly consists of the super-
conducting cable body, intermediate joint, terminal and cooling system, with the
structure shown in Fig. 3.

The superconducting cable adopts the three-phase belted-type cold insulation
method. With compact structure, small transmission loss and low stray magnetic
field, its superconducting current-carrying layer, high-voltage insulation layer and
superconducting shielding layer are all in the liquid nitrogen temperature region.
The superconducting wires are wound in layers around the supporting framework.
The distribution of conductors and the winding pitch will directly affect the current

Fig. 2 Wiring diagram of kilometer-level superconducting cable demonstration project

External electrical 
equipment

Terminal A Terminal B

Intermediate joint

Cooling system A

External electrical 
equipment

Fiber channel

Superconducting
cable

Superconducting
cable

Fig. 3 Diagram of system structure of kilometer-level superconducting cable
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division between layers and the size of AC (alternating current) loss; the coaxial
double-layer bellows forms a forced flow cooling channel, and the inside of the
bellows should keep high vacuum and be embedded with the multiple-layer radi-
ation protection screen, so as to enable the cable core to be thermally insulated from
the external environment and ensure a low temperature environment required for
cable operation.

As the head end of the cable, the cable terminal is the connection channel
between the superconducting cable and the external electrical equipment as well as
between the cooling medium and the refrigeration equipment. It is responsible for
the transition between temperature and potential. In order to ensure the connection
between cable core and conventional conductor at low resistance, maintain good
electrical insulation between phases and ground, and bear the temperature gradient
of the system and the surrounding environment to achieve vacuum isolation, in
addition to the electrical connection and insulation performance, the inhibition of
heat leakage should be considered in the design and manufacturing of terminals.

The intermediate joints are used to connect cables of the kilometer-level
superconducting line so as to achieve long-distance power transmission. As the
connecting channel between the superconducting cable cooling medium and the
refrigeration equipment, the joint is also responsible for the transition between
temperature and potential. It is required to not only ensure the connection between
cable cores at low resistance and maintain good electrical insulation between phases
and ground, but also bear the temperature gradient of the system and the sur-
rounding environment so as to achieve vacuum isolation.

The cooling system is consisted of the refrigerator, liquid nitrogen pump,
super-cooled box, storage tank, circulation circuit, standby set, etc. The basic
cooling principle of the cable is to use the sensible heat of the super-cooled liquid
nitrogen to bring the thermal load produced in the operation process to the cooling
device, and then send the super-cooled liquid nitrogen to the cooling channel of the
cable after being cooled by the refrigerator, forming a closed circuit, so as to keep
the superconducting transmission line an appropriate operation temperature, liquid
nitrogen coolant pressure and flow rate.

4 Protection Scheme for Kilometer-Level
Superconducting Lines

The HTS cable usually has a high power transmission. In the event of power system
faults, late removal of the fault will cause serious damage to the superconducting
cable body and may endanger the stability of the entire power system. Therefore,
the kilometer-level superconducting line is necessary to be equipped with the
whole-line quick-action protection of differential protection and quench protection
as the main protection. The over-current protection should be equipped as the
backup protection.

420 C. Liang et al.



For the cable transmission line, the fault is usually permanent, and there are
backup lines for the superconducting cables in this demonstration project. Section 5
describes the auto-switching logic of backup lines in case that the superconducting
line malfunctions. The continuity and reliability of power supply can be ensured, so
the reclosure is not necessary. The breaker failure protection can be equipped to
ensure the reliable isolation of faults in case that the superconducting cable mal-
functions and the breaker fails.

4.1 Differential Protection

Thedifferential protectionhas natural selectivity towards internal and external faults and
can remove the internal faults quickly, the advantage of the differential protection as the
main protection of the superconducting cable is obvious. The factors affecting the
performance of the differential protection actionmainly include the following 5 aspects
[4]. The first is the error and unbalanced current of the current transformer; the second is
the capacitance current of the transmission line; the third is the saturation of the current
transformer; the fourth is the disconnection of the secondary circuit of the current
transformer; the fifth is the reliability of the fiber channel. Except for the second one,
there is no difference for other factors between the superconducting line and the con-
ventional cable line. And all can be solved by the differential protection through fixed
value setting and algorithm. Therefore, it is only necessary to consider whether the
kilometer-level superconducting line is affected by the capacitance current.

The neutral ungrounded operation mode is mostly adopted in China’s
medium-voltage distribution network.With the expansion of the urban power grid and
the increase of cable lines, the grounding current of the distribution network increases
day by day. The regulations stipulate that when the 10 and 35 kV grid capacitive
current is greater than 20 and 10 A respectively, the arcing coil should be installed to
compensate the capacitive current [5]. The ability to accurately measure the capaci-
tance current of distribution network determines whether arc suppression coil is
needed and the ability to accurately compensate arc suppression coil. It is an important
subject to study themeasurementmethod of capacitive current in distribution network
for small current grounding system [6–8]. When a superconducting line is used in a
low-current grounding system, if the capacitance current is large, it will be com-
pensated by the arc suppression coil. After compensation, the grounding arc should be
automatically extinguished. When superconducting cables are used in grounding
systems, The method of capacitance current compensation should be studied.

The capacitance current compensation method based on time domain can
compensate the capacitance current at various frequencies and has good compen-
sation effect for both steady and transient capacitance current.

For the capacitance current compensation method based on time domain, the
relation between capacitance current and voltage is:
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ic ¼ C
du
dt

ð1Þ

Figure 4 is a three-phase cable line
Q
-type equivalent circuit.

The current of phase A on both sides of the cable can be obtained according to
Eq. (1):

icam ¼ Cpg

2 � duamdt þ Cpp

2 � duabmdt þ Cpg

2 � duacmdt
ican ¼ Cpg

2 � duandt þ Cpp

2 � duabndt þ Cpg

2 � duacndt

(
ð2Þ

where, Cpg is the phase to ground capacitance of the superconducting cable, Cpp is
the phase to phase capacitance, which is related to the positive sequence and zero
sequence capacitance of the line as follows:

Cpg ¼ C0

Cpp ¼ C1 � C0

3

8<
: ð3Þ

The phase voltage is collected by the protection device, the equation can be
known by the approximate derivation of discrete sampling points:

du tð Þ
dt

¼ u tþDtð Þ � u t � Dtð Þ
2Dt

ð4Þ

Using formula (4), icam tð Þ, ican tð Þ can be obtained by formula (2), and then phase
A compensation currents of both sides are:

iam tð Þ ¼ i tð Þ � icam tð Þ
ian tð Þ ¼ i tð Þ � ican tð Þ

�
ð5Þ

LZ

Cpp

Cpg

icpp

i cpg

2

2

Cpp
2

Cpg
2

Fig. 4 Superconducting cable line
Q
-type equivalent circuit
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Based on the calculation of parameters of the cold insulation three-phase
belted-type superconducting cable in this demonstration project, the comparison
with the parameters of the conventional cable is shown in the Table 1.

The superconducting cable line model was established to verify the compen-
sation effect of capacitance current only, and the temperature rise caused by the
increase of superconducting cable current was not considered in the modeling.

Because of the space limitation, only the switching on simulation results are
listed.

In the Fig. 5, the blue waveform is the differential current before compensation
and the green one is after compensation. It can be seen from the figure that the
capacitance current compensation method based on time domain has a certain
compensation effect on the capacitance current of the superconducting cable.

Therefore, if the voltage level of the superconducting cable is high and the cable
length is long, the capacitance current should still be considered. The capacitance
current compensation mechanism should be adopted for differential protection to
improve the sensitivity of differential protection.

Table 1 Comparison of the parameters between superconducting cable and conventional cable

35 kV Resistance (X/km) Reactance (X/km) Capacitance (lF/km)

Conventional cable 0.0626 0.14 0.141

Superconducting cable 0.000053 0.033 0.27
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Fig. 5 The waveforms of before and after compensation when switching on
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For the demonstration project of km-class superconducting cable, although the
capacitance per kilometer of the superconducting cable is higher than that of the
conventional cable, due to low voltage level and short line, the calculated capaci-
tance current is still low The primary value of the steady-state capacitive current is
about 1.7 A, the CT variable-ratio is 1250/5, and the secondary value is about
0.0068 A. Although the transient capacitive current of the line generated by
out-of-area faults and empty charging of the line may reach several times of the
steady-state current [9], the value is still very small. The line differential protection
used in this demonstration project does not need to consider capacitor current
compensation. The differential threshold value is set according to the unbalance
current (CT measuring error, capacitance current) of the dodging system, and the
sensitivity is � 2.

4.2 Quench Protection

When the superconductor runs into the superconducting state, there are three critical
values: critical temperature Tc, critical field Hc and critical current Ic. The research
shows that when any of the above three basic parameters of the superconductor
exceeds its critical value in the process of operation, the superconductivity of the
superconductor will disappear and part of it will enter the “normal state”. At present,
the quench detection of the superconductor at home and abroad is all based on these
three basic parameters. The main factors affecting these three parameters are faults of
the cooling system, internal faults of the superconducting cable, short circuit faults,
etc. As the temperature, liquid nitrogen pressure and liquid nitrogen flow of the
superconducting cable can directly reflect the state of the superconducting cable, the
conventional quench protection generally consists of the monitoring and judgment of
the above non-electric quantity. An independent fault identification unit is set up to
receive the non-electric quantity information collected by the sensor of the super-
conducting cable in real time, analyze the dynamic characteristics in real time, identify
the fault and send the fault signal to the relay system through the preset program. The
fault identification unit can be thought of as an independent IED, plugged into a
process-layer GOOSE network, and implemented as an information interaction with
line protection via GOOSE, or passed directly to the protection via cable wiring. The
quench protection system diagram is shown in Fig. 6.

The general quench detection methods include temperature rise detection,
pressure measurement, flow rate detection, ultrasonic detection, voltage detection,
etc. [10]. Considering the sensor installation technology and the requirements on
heat leakage of cable system, the sensor is actually suitable to be installed only at
the port of the superconducting line to monitor the temperature, pressure and flow
rate, etc. at the port. When the port data such as temperature, pressure, flow rate, etc.
is found to be abnormal, the quench alarm will be raised by fault identification unit,
if serious, the quench tripping signal may be sent for tripping both this side and the
other side by the protective device (Fig. 7).
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5 Discussion on New-Type Protection Function

5.1 Information Collection Method Based on Wireless
Communication Technology

Based on the current manufacturing technology of the superconducting cable, the
installation environment on the site as well as the installation technology, the
long-distance superconducting cable can be constructed in sections (the length of
each section should not be too long) by the method of tap connection. This method
provides a condition for tapped installation of the sensor. All the sensors on the
superconducting cable serve as collection terminals to monitor the temperature,
pressure, liquid nitrogen flow rate, etc. of the superconducting cable in real time and

Fig. 6 Quench protection system diagram

Fig. 7 Diagram of transmission circuit of non-electric quantity signals
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upload the information to the protection device or monitoring system so as to
realize the overall information collection of the superconducting cable, condition
monitoring and protection of feedback control system. In the traditional method, the
sensor needs to send the data to the monitoring device, which uploads the data by
means of communication. This kind of method can be easily realized in the sub-
station, but is difficult to be implemented at the tapping point. The development of
5G wireless communication technology provides a technical basis for the con-
struction of ubiquitous Internet of things, enabling the power equipment and
information collection platform to be connected to all terminals to collect infor-
mation in an all-around, multi-dimensional and faster manner [11], and achieving a
more perfect protection and control scheme. As the super-high frequency band is
applied in 5G technology, the data transmission speed can reach 1 Gbp per second,
the transmission distance can also reach 2 km, and the data transmission delay can
reach below 1 ms [12]. These key indicators make the application of 5G technology
in short line protection possible. As important power equipment for power trans-
mission and distribution network of the power system, the superconducting cable
may, based on 5G wireless communication technology, realize the data interaction
between the line protection devices on both sides as well as the information
interaction between the device and the sensor. Within the kilometer-level scope, it
can be exempted from the limitation of tap installation locations. The protection
device will build a new-type quench protection based on all data collected from the
sensors of the whole line (Fig. 8).

Sensors 1

Line protection

5G communication environment

Line protection

Sensors 2 Sensors n

Fig. 8 Diagram of information collection of wireless communication technology
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6 Tripping and Closing Logic of the Superconducting
Cable

There are two backup lines (old lines) for the superconducting cables in this
demonstration project. The backup lines are put into service before the supercon-
ducting cable is out of service due to internal fault, cooling system fault, cable body
fault, etc. to ensure uninterrupted power supply. This section discusses the
auto-switching function of incoming line and the tripping logic in case of breaker
failure.

6.1 Configuration of Protection Device

As shown in Fig. 2, the 35 kV bus section IV of Changchun Station passes through
the superconducting cable zone to be connected with two buses of Caoxi Station,
respectively 35 kV bus section V and VI. As the power restoration time for faults of
the superconducting cable is longer than that of the conventional cable,
Changchun-Caoxi Line A and Changchun-Caoxi Line B are set for the purpose of
ensuring the reliability of power supply. In the event of a failure of the super-
conducting cable, the power can be supplied from these two conventional cable
lines to ensure the continuity of power supply. Changchun-Caoxi Line A,
Changchun-Caoxi Line B and the superconducting cable are respectively equipped
with a set of optical fiber longitudinal differential protection, with the configuration
shown in Fig. 9. The line protection of the three lines forms an overall protection
through the GOOSE networks and direct-connected channels on both stations.
Logically, the cooperation between each other can be easily realized.

Protection 
1

Superconducting Line

Changchun-Caoxi Line A

Changchun-Caoxi Line B

Switcher Switcher

Protection 
2

Protection 
3

Protection 
4

Protection 
5

Protection 
6

GOOSE networking

Direct-connected fiber

Changchun Station Caoxi Station

Fig. 9 Diagram of protection configuration for superconducting and backup lines
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6.2 Tripping and Closing and Failure Logics
of the Superconducting Cable

Under normal conditions, the bus section V and bus section VI of Caoxi Station are
powered by the superconducting line, Switch 3551 and Switch 3521 are in the closed
position, and Changchun-Caoxi 833 Line A and Changchun-Caoxi 833 Line B are in
the hot-standby state. In general, there are two types of faults in the superconductor:
one is internal fault, which is removed by differential protection action trip; the other is
quench of superconductor, which is removed by quench protection trip. The tripping
logic of the line protection for the superconducting cable is: switches 3562 and 3552
are closed and switches 3541, 3553 and 3563 are tripped; the specific process is that
after fault trip inside the superconducting line area or receipt of the quench signal, the
protection 4 sends the GOOSE closing signal, and protection 2 and 6 subscribe to the
GOOSE closing signal of protection 4; the switches are closed respectively after each
has judged that there is voltage on the line, thus the input of the backup line of the
superconducting cable can be completed. Protection 4 subscribes to the position
signals of protection 2 and protection 6. After the two lines are confirmed to have been
put in, tripping of the breakers and remote tripping of protection 3 are started to
complete the tripping logic. The tripping logic of the superconducting line is shown in
Fig. 10. If protection 2 or protection 6 judges that there is voltage on the line, but it is
not satisfied, or protection 4 fails to receive the closing position signals from the two
lines after the closing commander has been sent, it means that the closing is not
successful and the closing failure should be reported after short-time delay. The failure
of the closing will not affect the tripping logics of protection 3 and protection 4.
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Quench trip signal
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Closing of backup line

There is voltage on the line
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Fig. 10 Tripping logic of superconducting cable
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If there are faults inside the superconducting line area, the late removal of the
faults may cause the superconductor to be damaged, resulting in larger loss and
failing to be reactivated within a short time. Therefore, the breaker failure protection
of the superconducting line should be considered. The interval protection between
adjacent breakers (line protection or bus section protection) should subscribe to the
tripping signal of the superconducting line, judge the breaker failure based on its
own current and trip off the adjacent superconducting breakers through short time
delay, so as to realize the failure isolation.

The closing logic of the superconducting cable is: switches 3541, 3553 and 3563
are closed and switches 3521, 3562, 3551 and 3552 are tripped.

The tripping and closing exit of the superconducting line is realized by the line
protection through the GOOSE network of the process level in the station and the
remote tripping of differential protection at the opposite side. The tripping and
closing time of GOOSE is less than 10 ms. The pilot channel delay is less than
5 ms, the opening time of 35 kV breaker takes 30 ms, and as shown in Fig. 11, the
overall tripping time of the superconducting line is less than 80 ms.

7 Conclusion

This paper introduces the wiring forms of the kilometer-level superconducting cable
demonstration project, puts forward a whole set of protection configuration scheme
taking differential and quench protection as the main protection, presents an
auto-switching scheme for introduction of the superconducting line which is not
based on the backup auto-switching, and considers the breaker failure of the
superconducting line. It provides useful reference value for the protection device
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80ms of tripping of switches on the other side of superconducting line

Switch tripping 
on the other 
side of line

0ms 5ms 15ms

10ms

 closing of 
backup line

45ms

Closing of 
backup line is 

successful

30ms

75ms

Switch
tripping on the 

side of line

30ms

5ms

80ms

30ms
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Fig. 11 Tripping time of superconducting cable
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configuration of the kilometer-level superconducting cable demonstration project.
The practicability of it remains to be further verified in actual projects. As for the
superconducting cable, the primary equipment of power system which requires high
protection reliability, this paper puts forwards an information collection method
based on 5G communication, which needs to be improved and studied in the future.
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State Perception Method of Intelligent
Substation Secondary System Based
on FCE and DCNN

Hongbing Li, Junyong Zhu and Ling Luo

Abstract Aiming at second equipment lacks comprehensive and effective state
detection and simple and reliable evaluation method, a state perception method of
intelligent substation secondary system based on fuzzy comprehensive evaluation
(FCE) and deep convolutional neural network (DCNN) is proposed. Firstly, com-
bining with the factors of auxiliary equipment state evaluation, the FCE method is
adopted to evaluate the influence degree of each secondary equipment. Secondly,
DCNN was used to learn the regional and edge features respectively, and the
significance and non-significance confidence of the detected region was obtained.
Finally, combined with the influence degree of each secondary equipment and the
significant and non-significant confidence level, the state of the secondary equip-
ment in intelligent substation is evaluated. The experiment results indicate that the
proposed method can effectively solve the deficiency of the corresponding equip-
ment status detection and evaluation method of intelligent substation.

Keywords Deep convolutional neural network � Intelligent substation � Secondary
system � Method of state perception � State detection � Fuzzy comprehensive
evaluation

1 Introduction

Smart substation is one of the key technology of the smart grid which plays an
irreplaceable role in the operation of the power grid [1]. Compared with traditional
substation, intelligent substation secondary equipment has greatly improved in
performance, but its cannot working stably without so many links in the whole grid
system which is related with the effective connection [2]. The intelligent substation
secondary system is different from the traditional application of substation, which is
much more complicated. The equipment in the operation of the secondary system
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function often appear problem, but it difficult to detect the specific failure accu-
rately, which affects the stable operation of the entire system [3]. Therefore, it is
significant and practical value to study the state perception method of the secondary
system of intelligent substation [4].

Many experts and scholars have conducted in-depth research on the state per-
ception method of intelligent substation secondary system. Literature [5] proposed a
hidden fault diagnosis method based on the static characteristics monitoring of the
relay protection device by making use of the difference between the measurement
and calculation results of the wide area measurement system and the relay protection
device. Literature [6] proposes carrying out hidden fault diagnosis of relay protection
measurement circuit based on relay protection information management system.
Literature [7] carries out hidden fault diagnosis of protection measurement circuit by
comparing the same electrical quantity of different devices. Literature [8] expands
the starting node of the existing fault recording device and realizes online fault
detection of transmission line protection device based on the recorded dynamic
information. Literature [9] constructed the current observer model of the line and
transformer, compared the output of the observer and the electronic transformer, and
the residual fault information formed is used to diagnose the transformer’s gradual
fault. The performance of state detection and evaluation methods for secondary
equipment in the above methods still need to be improved better.

A state perception method for the secondary system of an intelligent substation
based on deep convolutional neural network is proposed. Its main innovations are:

(1) In most existing methods, due to the defects of the secondary system itself and
the lack of state detection of the ancillary equipment, there is the possibility of
failure and instability in the smart grid. The goal of the proposed method is
making a correct evaluation of the state of secondary equipment through the
equipment status monitoring technology and self-diagnosis technology.
Combine with the off-line inspection data and online operation information of
secondary equipment, and the maintenance time and maintenance items are
scientifically arranged according to the state evaluation results.

(2) In most existing methods, the subordinate system of intelligent substation lacks
scientific and effective evaluation methods, so that the probability of the sec-
ondary system’s hidden fault outbreak increases greatly. The proposed method
establishes a systematic and reasonable state evaluation method, integrates the
deep convolutional neural network to learn the region and edge features
respectively, and obtains the significance and non-significance confidence of
the detection region.

(3) Most existing methods lack practical operational experience, and the opera-
tional state of secondary equipment is uncertain and fuzzy. The proposed
method compares the important characteristics of the conventional evaluation
methods, which proves that the fuzzy comprehensive evaluation (FCE) method
is more accurate for the state evaluation of intelligent substation secondary
equipment.
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Experimental results indicate that the proposed method can effectively solve the
problem of the lack of state detection and evaluation methods of consequential
equipment in smart grid.

2 The Proposed Method

In the proposed method, deep convolutional neural network (DCNN) was used to
learn about the region and edge features respectively, and the significance and
non-significance confidence of the detection region was obtained. The FCE method
is implement for the state evaluation of intelligent substation secondary equipment.
The flow chart of the proposed method is shown in Fig. 1.

2.1 The Secondary Equipment

In the intelligent substation, all the secondary equipment is based on the IEC61850
protocol standard. Comprehensive understanding of the overall situation of the

State evaluation

Fuzzy comprehensive evaluation (FCE) 

The influence degree of each secondary equipment.

Deep convolutional neural network (DCNN)

Regional features Edge features 

The significance and non-significance confidence

The state of the secondary equipment in intelligent substation

Fig. 1 Flow chart of the state perception method for intelligent substation secondary system
based on FCE and DCNN
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secondary equipment are obtained after comprehensively analyze the status moni-
toring and corresponding information of the equipment. And a scientific and eco-
nomical maintenance mechanism and cycle is planned. Adjust the time limit
according to the specific situation, reduce the maintenance cost, reduce the
occurrence of maintenance accidents, shorten the duration of equipment outage and
improve the power supply efficiency, which is the main purpose of the
condition-based maintenance of secondary equipment. The secondary circuit and
the secondary equipment are the main objects of the state monitoring of the sec-
ondary system. The latter includes the relay protection device, the intelligent ter-
minal and the merging unit, the safety automatic device. The monitoring objects of
secondary equipment statue in substation include AC, DC measurement, logic
evaluation, communication and shielding grounding. The integrity of the secondary
circuit of the current and voltage transformer, the normal insulation of the circuit
and the integrity of the measuring elements are all included in the AC measurement
system.

2.2 Evaluation Method Analyses

Intelligent substation secondary equipment is complex and powerful. In the process
of operation, the equipment state is restricted and affected by numerous factors.
Accurate evaluation method is very complex, but necessary to analyze the various
current evaluation methods. Therefore, it’s important to choose the optimal eval-
uation method of intelligent substation secondary equipment state.

Now commonly used evaluation methods include analytic hierarchy process,
comprehensive scoring method and FCE method, which are implemented in many
different fields. Comprehensive scoring method is based on a certain standard for
the impact of various factors on the state of the equipment scoring, and by adding
up weighted finally get the actual total score. The advantage of this method is that
the calculation is straightforward, but the disadvantage is that there are many
subjective factors in the evaluation process, and the risk of error is large.

The principle of FCE method is to adopt the method of comprehensive evalu-
ation for functional problems with the help of fuzzy mathematics theory. Compared
with the traditional evaluation method, the clear consequences and strong sys-
tematicness is the advantages, which is suitable for the evaluation of complex
problems involving a large number of factors. Therefore, it can deal the unclear
boundary and unidentifiable situation of intelligent substation secondary equipment
operation better than the traditional methods, and the problem can be solved more
reasonably. Therefore, the state of the secondary equipment of the intelligent
substation is evaluated through the proposed method.
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2.3 State Characteristic Quantity of Intelligent Substation
Secondary Equipment

The characteristic quantity of the inferior equipment of the intelligent substation is
the characteristic parameter which can represent the health condition of the
equipment. Mainly including time, steady state, electrical and maintenance per-
formance. Time performance characteristics include absolute delay, action time,
message sending time and response message delay. Steady-state performance
characteristics include sampling amplitude error, sampling phase error, message
consistency and familial defects. Characteristic parameters of electrical performance
include insulation resistance, dielectric strength and impulse voltage; The mainte-
nance performance characteristic quantity includes the periodic maintenance and
the functional inspection two items.

2.4 Models Based on FCE

Establishment of FCE model. The steps of establishing the evaluation model
through fuzzy comprehensive evaluation method are as follows:

Find out the factor set, U represents the set of all factors that affect the evaluation
object.

U ¼ ðl1; l2; l3. . .; lmÞ ð1Þ

Establish comment set, V represents the set of status of each evaluation index in
factor set U.

V ¼ ðt1; t2; t3. . .; tmÞ ð2Þ

Determine the evaluation matrix, R is the fuzzy relation from U to V.

R ¼

r11 r12 � � � r1n
r21 r22 � � � r2n

..

. ..
. . .

. ..
.

rm1 rm2 � � � rmn

2
666664

3
777775

ð3Þ

where rij is the membership degree of UI in U to vi in V.
Calculate the weight vector W according to the follow formulation:

W ¼ ðw1;w2;w3. . .;wmÞ ð4Þ
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The methods to calculate the weighted value include analytic hierarchy process
(ahem), factor analysis, Delphi method, expert scoring method and method of
marital value. Each weight value calculation method has its own characteristics to
meet diverse evaluation objects, so that the weight value distribution can get better
results [10].

In the theory of fuzzy assessment, fuzzy synthesis operator is used to calculate
generally includes: the main factors to highlight type M (�,_), main factors deter-
mine type M (^,_), the weighted average model M (� �,⊕) and uneven average
model M (^,⊕).

The weighted average operator is generally accepted as the most reasonable,
which can comprehensively consider as the indicators and make better use of the
data information of these indicators. Therefore, the weighted average operator is
used according to the final calculation.

Mathematical model:

B ¼ W :R ¼ ðb1; b2; . . .; bmÞ ð5Þ

where, “.” is the symbol of generalized fuzzy calculation; the results of FCE rep-
resent the degree of subjection of evaluation objects to each comment.

The evaluation index is divided according to the level, the mathematical model
of FCE is extended, and the multilevel FCE model is obtained [11]. The calculation
formula of the corresponding second-level mathematical model is as follows:

B ¼ W :R ¼ W :

B1

B2

..

.

Bn

2
666664

3
777775

ð6Þ

where, B1, B2, …, Bn are the results of second-level FCE.
Calculate the evaluation results. The results obtained are of comprehensive

results are divide into Ordinary, good and best three grades.

2.5 Selection of Membership Functions

The selection of membership function is very important, and the fuzzy relation
matrix R can be calculated after the membership function is determined. The fuzzy
relation matrix R can be calculated more scientific and reasonable only by selecting
a membership function that conforms to the actual situation. When selecting the
membership function, we should try to overcome the subjective factors and ensure
the objectivity of the membership function.
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The selection of membership function includes exemplification, fuzzy statistics
and assignment. The example method calculates the membership function based on
the obtained data. The fuzzy statistical method deduces the whole part according to
the statistical law and then obtains the membership function according to the
objectivity of membership degree. The assignment method is more subjective and
empirical. Normal distribution function as a fuzzy distribution, when the expected
value 3 range covers 99.73% area, so it can cover more obvious advantages of
information, so this paper uses the normal distribution model membership function
to calculate the membership degree. The specific formula is as follows:

r1 uð Þ ¼
1; u� lmin

e
u� lminð Þ2

2d2
; lmin\u� l0; d1 ¼

l0 � lmin

3

8><
>:

r2 uð Þ ¼
e
u� l0ð Þ2
2d221

; lmin\u� l0; d21 ¼ l0 � lmin

3

e
u� l0ð Þ2
2d222

; l0\u� lmax; d22 ¼ lmax � l0
3

8>>>><
>>>>:

r3 uð Þ ¼ e
umax � lð Þ2

2d2
; lmin\u� lmax; d3 ¼

lmax � l0
3

1; u� lmax

8><
>:

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð7Þ

The formula includes three levels: ordinary, better, and excellent. If the smaller
the better state indicator, lmin, l0, lMax are the expected value when the indicator is
“excellent”, “better”, “ordinary”; On the contrary, lmin, l0 and lMax are the
expected values when the indicators are “normal”, “better” and “excellent”
respectively. The relevant standards and regulations on the status of secondary
equipment of smart substation are applied in this paper.

2.6 Deep Convolutional Neural Network

Firstly, the algorithm performances of the proposed method and the traditional
Monte Carlo-based method in the case with the same iterations are studied. To
evaluate the algorithm performance, the error between the assessment results and
the practical value is adopted as the index [12].

DCNN is a kind of deep neural network structure with recognition. Feature
mapping layer, also known as sample, which belongs to calculate layer. DCNN is
also a multilayer structure. The wiring way of neural network, a mapping layer
mapped to a plane, which sharing network weights by constraining neurons. The
image translation, scaling, rotation and deformation makes the network structure
has a high degree of invariance, which is approved by AMO [13]. Firstly, the
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learning structure of training multi-layer neural network model is implemented.
Then, the multi-level convolution layer and the down-sampling layer are connected
to one or more connection layers, and the output of the connection layer is finally
output.

Figure 2 is the general structure diagram of the DCNN. Convolutional neural
network consists of several convolution layers and lower sampling layers, and its
operation has certain particularity. The former focuses on feature extraction, while
the latter focuses on feature computation. Subjective understanding is the detection
of areas of interest to the human eye, which is closely related to the human visual
system [14]. Objectively speaking, there is a sub-region with the most obvious
features in the image. Therefore, the key to saliency detection lies in feature
learning and extraction [15]. Aiming at the power function of deep learning in this
respect, this method solves the saliency detection problem of deep convolution
neural network items. The specific model is shown in Fig. 3
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3 Experimental Results and Analysis

Taking an intelligent terminal of a common specification as an example, the pro-
posed method is used to evaluate its state to verify the practicability of the method.
The detailed steps are as follows:

(1) Establish factor set W

Factor set W is determined by referring to the peculiar state of the intelligent
terminal. Six performance factors, such as time performance, are set as first-level
evaluation indexes. Then, the first-level evaluation indexes are divided in detail to
generate the corresponding second-level indexes. The evaluation factor set U is as
follows:

U ¼ ðu1; u2; u3; u4; u5; u6Þc ð8Þ

(2) Establish comment set V

Ordinary, good, excellent 3 grades, comments set as follows:

V ¼ ðt1; t2; t3Þ ð9Þ

(3) Establish fuzzy relation matrix

The precise parameters of the membership function used for calculation and the
measured values given are shown in Table 1. The data in the table are used to
calculate the fuzzy relation matrix.

Table 1 Membership function parameters and measured values of intelligent terminal

Evaluation indicators lmin l0 lmax li
Equipment aging failure l31 0 year 4 year 8 year 0.5 year

Power aging l32 0 year 3 year 3 year 0.6 year

Family defects l33 2 3 5 0

Insulation resistance l41 58 63 99 75

Dielectric strength l42 58 63 99 7

Impulse voltage l43 58 63 99 85

High temperature influence l51 55 60 95 75

Low temperature impact l52 55 60 95 75

The temperature influence l53 55 60 95 75

Harmonic effects l61 65 70 100 75

Switch action l62 65 70 100 80

Lightning strikes l63 65 70 100 80

Its influence l64 65 70 100 80
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The above data obtain the membership degree of each performance index with
the help of the membership function (7), and further obtain the fuzzy relation
matrix.

The evaluation indicators of time consumption are shown in Fig. 4.
As shown in Fig. 4, the proposed method is more comprehensive for the eval-

uation of secondary equipment in intelligent substations.

(4) Determine the evaluation results

The final comprehensive evaluation of cerebral terminal equipment is shown in
Table 2.

Combined with Table 2 and the judgment basis of referring to the maximum
membership degree, the final result of the intelligent terminal state assessment in the
example is mutual. The evaluation results are consistent with those obtained by the
analytic hierarchy process and the comprehensive scoring method, which are more
accurate.

4 Conclusion

An intelligent substation secondary system state perception method based on innate
convolutional neural network is proposed. The experimental results show that it
could solves the problem of the lack of state detection and evaluation methods for
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secondary equipment in intelligent substation effectively. The future direction of the
research is how to comprehensive consider secondary equipment status evaluation
results with the whole life cycle cost and risk of equipment operation. The rela-
tionship between the three factors are complex and reasonable maintenance strategy
needed to be developed to improve the intelligent substation secondary system
operation. The intelligent substation works safely and economically is a work of
great research significance.
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Risk Assessment Method for Smart
Substation Secondary System Based
on Deep Neural Network

Zhian Zeng, Shuyou Yao and Tingbai Zhang

Abstract In the risk assessment for the smart substations, the traditional Monte
Carlo-based methods rely on prior distribution knowledge and cannot cover all the
potential failure scenarios. In this paper, a risk assessment method based on the
deep neural network for the smart substation secondary system is proposed. Firstly,
a deep neural network established by the deep auto-encoders is proposed to
quantitatively evaluate the operational risk of the smart substation. Secondly, the
key indicators that affect the substation operations are hierarchically combed and
refined, and are used as the inputs of the deep neural network. Finally, numerical
simulation results from an actual smart substation show that compared with the
traditional Monte Carlo-based assessment methods, the accuracy of the proposed
method for assessing the operation states of the smart substation can be improved
by 48.03% under the same iterations. In addition, the running time of the proposed
method is less by 12.3% than the time of traditional method in the case with the
same iterations. Hence, effectiveness and feasibility of the proposed method can be
verified.

Keywords Smart substations � Secondary systems � Risk assessment � Deep
neural network � Deep auto-encoders

1 Introduction

The secondary system in a smart substation provides services such as protection,
control, monitoring and so on for the primary system. It plays a vital role in the safe
and reliable operation of the smart substations [1]. However, the secondary system
also brings the primary system a lot of uncertainties. In recent years, the accidents
in power systems caused by the secondary system failures have been frequently
reported [2]. Therefore, ensuring the safe operation of the secondary system in the
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smart substation has attracted considerable attention from both the academic and the
industry [3, 4]. Hence, developing the risk assessment method for the secondary
system in the smart substations can improve operation safety effectively.

Recently, a lot of the risk assessment methods have been developed for the smart
substation secondary system. For example, a risk assessment method for evaluating
the cyber security of power systems with the protection systems is presented in
literature [5]. A method of power system network security assessment considering
the protection system is proposed. The expected load curtailment index and the
Monte Carlo method are used to quantify the potential system losses. In literature
[6], vulnerability models for a single component and the whole power system are
established firstly. Then a probabilistic multi-time and multi-region elasticity
assessment method based on optimal power flow and sequential Monte Carlo
simulation have been introduced. However, the drawback of Monte method is that
the prior knowledge of failure distributions must be required. In addition, a rep-
resentative probability is used to calculate the influences of the substation
automation system failures on the distribution network branch net failure rate in
literature [7]. However, this method relies on the precise knowledge of the sec-
ondary system framework and hence is unsuitable for evaluating the operational
risk in the substation with more coupling secondary equipment.

Given the characteristics such as a large amount of secondary equipment,
complex coupling relationships and so on in the smart substations, in this paper, the
risk assessment method based on the deep neural network modeled by the deep
auto-encoders for evaluating the secondary system safe operation is proposed. The
main indexes of the secondary system which affect the smart substation safety and
reliability are adopted as the input data of the proposed deep neural network while
the corresponding output is the quantitative risk assessment results. Compared with
the traditional Monte Carlo-based risk assessment methods, our proposed method
does not require the relevant prior knowledge of the failure distribution and the
accurate framework of the smart substation secondary system.

2 Risk Assessment Model Based on Deep Neural Network

2.1 Secondary System in a Smart Substation

A modern smart substation includes the intelligent primary devices (e.g., electronic
transformers and intelligent switches) and the networked secondary system. The
secondary system can be further divided into three layers called the process layer,
bay layer, and substation layer. All the state variables and the instructions are
communicated following the IEC 61850 standard. Hence, the information sharing
and inter-operating among the intelligent electrical devices in the substation can be
realized. Figure 1 illustrates a typical framework of the secondary system in a smart
substation. The monitoring equipment for the primary devices (e.g., the
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transformers, capacitors and circuit breakers) locate in the process layer. The
sensing data sampled and collected by the sensors are transmitted to the substation
layer over the communication network in the bay layer. Then the operation risk
assessment is evaluated in the substation layer.

2.2 Deep Neural Network Risk Assessment Model

The tradition back propagation (BP) neural network is easy to trap in the local
optimum with the number of hidden layers increasing. The reason is that the
increasing hidden layer enhances the gradient disappearance, affects the back
propagation process and reduces the training performance. Deep neural networks
(DNN), also known as the neural network-based deep learning algorithm, is one of
those modified methods to overcome the gradient descent in traditional BP network
algorithm. It has stronger feature discriminating and learning ability and is more
suitable for the complex pattern recognition problems [8].
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(1) Basic Principles of Deep Neural Networks

Similar to the traditional BP network, the DNN alogrithm conatins the following
three processes: pre-training, weighting coefficient initializing and updating.
Moreover, the DNN can be established by adapting the deep auto-encoders method
(DAE) [9]. Figure 2 illsutrates the stcutre of the DAE based DNN where the
number of the neurons in the input layer is equal to the number of the devices of the
seconary system. In Fig. 2, {x1, x2,…, xn} represents the neurons in input layer; {l1,
l2, …, ls} represents the neurons in hidden layer; {y1, y2, …, yn} represents the
neurons in output layer.

In this paper, the sigmoid function is used as the activation function. Generally,
if the output of a neurons is equal to 1, this neuron is viewed as to be “active”.
Conversely, if the output of a neurons is unequal to 1, this neuron is viewed as to be
“inactive”. The goal of the DAE-DNN is to let the neurons be inactive most of the
time. Hence, let aj(x) denote the jth neuron in the hidden layer. Then the active
neuron in hidden layer can be expressed as

a ¼ sigmoidðWXþ bÞ ð1Þ

where X = [x1, x2, …, xn] is the input data vector, W is the weighting matrix
connecting the input layer and hidden layer, b is the deviation matrix between the
two layers. Hence, the average of the active function of the jth neuron in hidden
layer can be calculated by

qj ¼
1
n

Xn
i¼1

ajðxðiÞÞ
� � ð2Þ

In the DAE-DNN, most of the neurons are required to be inactive, i.e., the
average of the active function is required to close to a constant q which is
approximate to zero. Hence, a punishment term is introduced to make qj stay
around the constant q. In this paper, the Kullback-Leibler (KL) divergence is used
to meet the above requirement.

Fig. 2 The structure of
DAE-DNN
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PN ¼
XS2
j¼1

KLðqjjqjÞ ð3Þ

where S2 is the number of the neurons in hidden layer, KL(q||qj) is the KL
divergence as follow

KLðqjjqjÞ¼q ln
q
qj

þð1� qÞ ln 1� q
1� qj

ð4Þ

Moreover, the cost function can be given by

CðW ; bÞ ¼ 1
n

Xn
i¼1

1
2

hw;bðxðiÞ � yðiÞÞ�� ��2" #
þ c

2

Xml

l¼1

XSl
i¼1

XSl
j¼1

ðWijðlÞÞ

þ b
XS2
j¼1

KLðqjjqjÞ
ð5Þ

The goal of DAE-DNN is to obtain the optimal matrixes W and b. The opti-
mization process can be relized by using the back propagation algorithm. The
update equations are given by

WijðlÞ ¼ WijðlÞ � e
@

@WijðlÞCðW ; bÞ ð6Þ

biðlÞ ¼ biðlÞ � e
@

@biðlÞCðW ; bÞ ð7Þ

where e is the learning rate

(2) Indicator Selection

Given the complex coupling in the secondary system in the smart substation, the
indicator system for risk assessment is proposed as shown in Table 1.

Table 1 Indicator system for risk assessment

Primary indicator Secondary indicators

Subject level risk indicator Basic subject risk

System body level risk

Equipment level risk indicator Protection equipment risk

Measurement and control equipment risk

Switch equipment risk

System level risk indicator Network level risk

Station level risk

Interval risk
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In the power system, the secondary device has a functional subject. The smallest
unit of the functional subject is the basic subject set, and one basic subject set
corresponds to the unique primary device. Therefore, the risk index of the sec-
ondary system is divided into the subject-level, device-level and system-level,
subject level failure affects its own secondary device and the primary device cor-
responding to it. The device level failure affects the functional subject set con-
taining the failed basic subject and the corresponding content contained in the
subject set. System-level failure refers to the impact of secondary failure on the
overall system.

(a) Subject-level risk indicators

The main cause of the risk at the base subject level is that the failures of one or more
subjects within the subject will directly affect their corresponding one or more
primary devices. Hence, RI is used to indicate the risk of the basic subject set. RI

contains two items: basic subject risk (denoted as RI1) and system body level risk
(denoted as RI2). The following relationship exists:

RI ¼ RI1 þRI2 ð8Þ

RI1¼PICI1 ð9Þ

RI2¼
Xn
i¼1

PMCMi ð10Þ

where PI is the probability that the primary device D cannot work normally due to
the failure, CI1 the corresponding loss cost caused by the primary device failure, n is
the number of subjects, PMi is the failure probability, and CMi is the self-loss after
the failure.

(b) Equipment-level risk indicators

Equipment-level risk mainly considers the secondary equipment functional risk and
the primary equipment risk corresponding to the related subject set. RII is used to
indicate the risk of the secondary devices which contains two parts: the risk cor-
responding to the primary device (denoted as RII1) and the risk caused by the
secondary system (denoted as RII2). The following relationship exists:

RII ¼ RII1 þRII2 ð11Þ

RII2 ¼
XNa

p¼1

PMapCMap ð12Þ

where Na is the node degree of the secondary device a, PMap is the failure proba-
bility of device a, CMap is the corresponding loss cost.

448 Z. Zeng et al.



(c) System-level risk indicators

System-level indicators are used to assess the risk of the whole system, and the risks
of all subject sets in the system are integrated according to the probability and
statistics. It can usually be obtained from equipment-level risk and subject-set risk
indicators.

Analogously, RIII is used to indicate the risk of the system main set also con-
taining two parts: the risk in the presence of primary system (denoted as RIII1) and
risk in the presence of secondary system (denoted as RIII2). The following rela-
tionship exists:

RIII ¼ RIII1 þRIII2 ð13Þ

RIII1 ¼
Xl

g¼1

maxðRDg

I1 ;R
Dg

I2 ; . . .;R
Dg

IkgÞ ð14Þ

RIII2 ¼
Xm
k¼1

RIk �
Xm
k¼1

Xn
i¼1

½ðNki � 1ÞPMkigCMki� ð15Þ

where g is the number of primary devices served by the subject set, kg is the number
of base subjects servicing the gth primary device, PMki and CMki are the failure
probability and corresponding loss cost, respectively, RIk is the risk of the kth basic
subject set, Nki is the degree of the ith subject in the kth basic subject set.

3 Numerical Results and Discussions

3.1 Test Bed

To verify the effeteness and feasibility of the proposed method, the traditional
Monte Carlo-based method [10] is adopted in this paper as the comparison. Let us
take a given 220 kV substation in Chongqing Province as an example. The cor-
responding primary and secondary systems are demonstrated in Figs. 3 and 4,
respectively.

The relevant data set containing 10,000 samples is first established. The data
sources come from the maintenance log and substation automation management
system database in the past five years. According to the samples, the failure
probabilities of the secondary devices in the substation can be calculated, as shown
in Table 2.

The proposed deep auto encoders-based deep neural network is implemented in
the Tensorflow environment. Concrete configurations are as follows: Windows 10
Ultimate, Intel i5-3230M CPU and 10 GB RAM. The training set containing 7000

Risk Assessment Method for Smart Substation Secondary System … 449



samples are stochastically generated from the above-mentioned data set while the
rest 3000 samples are used as the test set.

For the secondary system in Fig. 4, each secondary device is viewed as a node.
More precisely, nodes a–f represent the devices in the process layer; node h rep-
resents the network analyzer; nodes i–n represent the devices in the bay layer, nodes
g and o represent the networks of process layer and substation layer, respectively;
node p represents the local monitor, and the telecontrol workstation not considered
here within the scope of risk assessment.

3.2 Numerical Studies

Firstly, the algorithm performances of the proposed method and the traditional
Monte Carlo-based method in the case with the same iterations are studied. To
evaluate the algorithm performance, the error between the assessment results and
the practical value is adopted as the index.

Let both of the two algorithms be executed 1000 times independently. Table 3
and Fig. 5 illustrate the assessment results of all the secondary devices and the
absolute value of relative errors, respectively. For all the nodes, the error between
the assessment results calculated by the proposed method and the practical results

Fig. 3 Substation wiring diagram of primary devices
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Fig. 4 Wiring diagram of primary and secondary system of substation

Table 2 The failure probabilities of the secondary devices

Device Failure rate Device Failure rate

Merging terminal 1 0.0018 Protection 1 0.0014

Intelligent terminal 1 0.0025 Measurement and control 1 0.0012

Merging terminal 2 0.0017 Protection 2 0.0024

Intelligent terminal 2 0.0015 Measurement and control 2 0.0013

Merging terminal 3 0.0024 Protection 3 0.0017

Intelligent terminal 3 0.0013 Measurement and control 3 0.0015

Network analyzer 0.0031 Monitoring background 0.0024

Process layer network 0.0024 Intelligent remote motive 0.0014

Station control layer network 0.0016 Scheduling master station 0.0003
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Table 3 Monte Carlo and
DNN algorithm performance

Node Monte Carlo DNN Real value

a 150.66 158.95 165.42

b 149.37 166.13 159.81

c 142.27 126.26 131.90

d 141.05 148.59 153.68

e 36.82 35.95 34.52

f 35.69 31.97 33.34

g 243.14 255.08 267.45

h 38.16 37.55 39.73

i 98.53 111.69 107.50

j 47.48 48.90 51.75

k 92.17 86.71 90.63

l 42.96 45.36 47.69

m 21.36 24.36 23.26

n 14.07 14.70 15.48

o 147.26 130.55 135.53

p 36.79 41.30 40.16

Fig. 5 Relative error of
DNN/Monte Carlo for
different nodes

Fig. 6 Running time and
relative error of DNN/Monte
Carlo
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are −5.5, −4.73% while the error between the assessment results calculated by the
traditional Monte Carlo-based method with the practical results are −9.92, −8.65%.
The average error between the real value and the assessment results with the Monte
Carlo method and our proposed method are −3.56 and −1.85%, respectively.
Hence, the assessment accuracy of our proposed method can be improved by
48.03% compared with the Monte Carlo-based method. Moreover, it can be seen
that the risk assessment results of most the nodes are closer to the practical values
compared with the traditional Monte Carlo-based method, i.e., the proposed method
can reflect the real operation state of the secondary system in smart substation
better. This is because that the weighting coefficients of all the layers in the deep
neural network are continuously optimized by the back propagation mechanism.
Hence, the final accuracy of the risk assessment can be improved.

Moreover, the running time when the above two methods reach the same
assessment accuracy is discussed. Let the iteration of the algorithms be terminated
when the error converges to less than 5%. Figure 6 illustrates the running times of
the above two algorithms. It can be seen that the running time of the traditional
Monte Carlo-based method are 12.3% longer than the proposed method.

4 Conclusions

In this paper, a risk assessment method based on the deep neural network for
evaluating the safe operation of the secondary system in the smart substation is
proposed. Key indexes which may affect the safety and reality of the secondary
system are firstly determined and then used as the input data of the deep neural
network.

Hence, the operation state of the smart substation secondary system can be
quantitatively assessed by utilizing the advantage of nonlinear fitting of the deep
neural network. Numerical results show that the proposed method has a better
performance of the running time and the assessment accuracy. In the future, we will
focus on improving the assessment accuracy of the deep neural network.
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Research of Scheme for Mapping
Between Virtual and Real Link
and Fault Diagnosis in Smart
Substation Based on SPCD

Geng Li, Dan Rao, Jia Li and Rui Fan

Abstract Aiming at the problem that description of physical link information in
SCD file is blank and physical link cannot be quickly located by alarm information
of virtual link failure in operation and maintenance of substation, this paper pro-
poses to extract physical link information from SPCD file, extend physical link
model in SCD model, and construct mapping between virtual-real link in smart
substation. This paper provides technical support for the visualization of physical
circuit of substation and a feasible scheme for fast fault location.

Keywords Smart substation � SCD � SPCD � Physical link � Mapping between
virtual and real link

1 Introduction

Smart substation, based on IEC61850, is able to transmit signal between secondary
devices using optical cable and can replace electric cable [1]. This transmission
changes from a single signal transmitted by electric cable to a multi-channel signal
transmitted by optical cable [2]. Smart substation uses SCD to describe virtual
secondary circuit [3],currently many tools can provide visual capabilities for virtual
secondary circuit by using SCD. Engineers can view virtual secondary circuit
intuitively [4, 5]. But the mapping between real circuit and virtual circuit cannot be
achieved from SCD, and SCD configure tool lacks the data source which can show
the mapping between virtual and real link. So, engineers cannot achieve virtual link
information from an optical cable, and the physical links one virtual link passes,
which is not favorable to check the errors during maintenance of substation [6–9].
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In recent years, many papers have provided solutions and application which can
realization of virtual-real link mapping in smart substation. Paper [10] provides a
method of mapping virtual and real link, but the real link contains only real link
between Intelligent Electronic Device. Though capacitance is realized easily, the
real link information is only one part of the whole, lacking region, cubicle, Optical
Distribution Frame (ODF) and other physical nodes, when these physical nodes
have errors, it will also lead to virtual link’s error warning. The physical link in
paper [11] contains region, cubicle, ODF, etc, but in order to realizing virtual-real
link mapping, this solution searches a variety of devices including device, ODF,
switch, its link contains fiber connection in the cubicle and fiber connection out the
cubicle. the connections are seriously complex, and includes too many devices, so
it is high computational-complexity, and is not working well in terms of conver-
gence. Papers [12, 13] uses SPCD to construct mapping relations between virtual
and teal link, and based on this it establishes the topological relations between
switch port. It can generate automatically static multicast table or VLAN config-
uration table in switch. But in real project, normal procedures are first letting SCD
contain relation between devices, and based on SCD to extracting switch config-
uration information so as to achieve switch auto configuration. Papers [12, 13]
provides a solution which is only based on SPCD to determine relation between
devices, it does not provide supplementary information about relations between
devices in SCD. When reformatting and extending, if integrator’s configuration
tool only supports regular practices, it will have to reconfigure SCD [14], so adding
the amount of work heavily when reformatting and extending.

Our paper provides a scheme for mapping between virtual and real link in smart
substation based on SPCD, which will first extract the physical link information
from SPCD files, and establish mapping relational table between Cable element in
SCD and physical link. It enables SCD contains the whole physical circuit infor-
mation, and later using “Cable Automatic Search Algorithms” in our paper to shield
new physical nodes and types of link in SPCD and establish mapping between
virtual and real link in smart substation. Our solution not only ensures the integrity
in physical link, containing region, cubicle, skip fiber, ODF, etc; but also when
deducing real link based on virtual link, it can shield part of the physical node
information, ignore type of connection, reduce the complexity of algorithm.

2 Basic Principles and General Ideas

The secondary circuit of the intelligent substation is composed of a real circuit and a
virtual circuit [15–18]. The real loop is the physical medium that implements the
virtual circuit transmission, and the virtual circuit is transmitted on the real circuit.
“Technical Specification for Modeling and Coding Fiber Circuit in Smart
Substation” proposes a fiber optic physical loop model file (SPCD file). The SPCD
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file describes the two parts of the physical link information. The first part describes
the relationship of the physical object and the hierarchical, including the small
room, the screen cabinet, the device, the switch and the optical fiber distribution
frame; the other part describes the relationship of the fiber connection, including the
optical cable, the pigtail, the skip fiber and so on. Through the information of SPCD
file, a complete physical loop (real loop) can be constructed.

The SCD model actually contains the information about the physical
loop. The SCD model describes the physical port information about the device
through the PhysConn. The PhysConn description is as follows:

<PhysConn type="Connection/RedConn">
<P type="Plug">ST</P>
<P type="Port">1-A</P>
<P type="Type">FOC</P>
<P type="Cable">LINE1</P>

</PhysConn>

The child element whose type attribute is “Cable” (hereinafter referred to as the
Cable element) indicates the virtual cable number to which the physical port is
connected. IEC61850-6 states that two PhysConns with the same Cable element
have a physical connection [19]. The Cable element indicates the port-to-port
connection relationship, but the connection relationship is a virtual connection
relationship. because the actual physical link between the port and the port may
pass through physical nodes such as a region, cubicle, and ODF, and they have
directionality. Therefore, the scheme extracts the complete real loop information
from the SPCD file and establishes a mapping table between the Cable element and
the real loop model, so that the Cable element can not only represent the
port-to-port connection relationship between the devices, but also includes the
real-loop information between the ports and the ports.

The bay level network and the process level network of the intelligent substation
usually adopt a star network structure, which determines the uniqueness of the
physical path corresponding to the virtual circuit between the secondary devices.
The SCD file mainly describes the logic loop (virtual loop) between the secondary
devices. By using the Cable automatic search algorithm proposed in this scheme,
the mapping relationship between the Cable element and the virtual link can be
constructed. The virtual and real link mapping relationship can be finally realized
by the established mapping table of Cable element and the real loop. The imple-
mentation process of this solution is shown in Fig. 1.
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3 SCD Physical Link Modeling

3.1 Physical Node Information Encoding

A physical link refers to all physical node information that a signal passes through a
port of one device (IED) to a port of another device (IED or switch). In a substation,
a complete physical link must have many physical nodes, such as: fiber jumper,
optical port, optical cable, device receiving port, and device sending port.
The SPCD file is an XML format file. to conveniently query the location and
connection relationship of the physical node,the physical nodes are encoded by
using the elements in the SPCD. The elements and their attribute in the SPCD file
are shown in Table 1.

The specific encoding methods of each physical node are as follows:

(1) Fiber: IntCore number.
(2) Optical Distribution Frame port: Optical Distribution Frame name. layer

number. port number-direction. Among them, the number of X layers of ports
per layer should be used in the name of optical matching, so that the total
number of ports of optical matching can be queried easily.

(3) CABLE fiber optic: serial number of fiber core@ IN total number of fiber
core@ optical cable number. It is easy to find out which fiber core is in the
cable and how many fibers are in the cable.

(4) Tx port of device/switch: region number. cubicle number, IED name, board
number, port number-Tx.

Fig. 1 The scheme of mapping between virtual and physical link
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Table 1 Definite of element and attribute in SPCD

Element Description Attribute Attribute explanation

Substation Substation name Name

desc Description

gridName Grid

areaName Region name

voltage Voltage level

Region Region name Name

desc Description

area Switch field identification

Cubicle Cubicle name Name

desc Description

Unit Device name Name

desc Description

iedName Device name

manufacturer Manufacturer

type Equipment model

class Including IED\ODF\ switches etc.

Board Board slot Board identifier

desc Board description

type Board type

Port Port no Port group number

desc Port description

direction Port direction (Tx/Rx)

plug Interface Type

usage Port function description

IntCore Fiber connection in the cubicle name Skip fiber/twisted pair identifier

portA Path of the A port to which the skip
fiber/twisted pair is connected

portB Path of the B port connected to
the skip fiber/twisted pair

type Skip fiber type

Cable Fiber connection out the cubicle name Physical cable identifier

desc Describe physical cable information

length Physical cable length

coreNum Number of physical cable cores

cubicleA Path of the A cubiclet connected
to the physical cable

cubicleB Path of the B cubicle connected
to the physical cable

type Physical cable type

Core Core of optical cable out the cubicle no Cable core serial number

reserve Spare core identification

portA Path of the A port connected to the cable core

portB Path of the A port connected to the cable core
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(5) Rx port of device/switch: region number. cubicle number, IED name, board
number, port number-Rx.

3.2 Two-Way Physical Link Information Modeling

The physical link information described in the SCD is not directional, and the
substation physical link is actually composed of two unidirectional links with
opposite directions. When the same port of the same device transmits and receives
signals, the transmitted signals pass through two different unidirectional links.
A port of the device is composed of a transmitting port and a receiving port, and is
respectively used as a transmitting port of one unidirectional link and a receiving
port of another unidirectional link. Therefore, in order to describe the physical link
more accurately, this paper uses a two-way modeling approach to describe the
physical link.

The physical link information is modeled by the physical object information in
the SPCD file, and the physical link information modeling rules includes two cases:

(1) Case of ODF: device/switch Tx port number@ skip fiber number@ ODF port
number: cable number: ODF optical port number@ skip fiber number@ device/
switch Rx port number.

(2) Case of no ODF: device/switch Tx port number@ skip fiber number@ device/
switch Rx port number.

3.3 Establishing a Physical Link Model and Cable Mapping
Table

In many old substations, the value of the Cable element in the SCD model may be
empty, which makes it impossible to obtain the connection relationship between
device ports through the SCD. Therefore, we need to first check if the SCD’s Cable
element is empty. If it is empty, we need to assign a value to the Cable element.
A child element whose type attribute is “Port” (Port element) indicates the physical
port name, which is usually composed of a board number and a port number. The
port name in the SCD is the same as that in the SPCD. Therefore, the mapping
between the Cable element and the physical link information can be established by
using the port name. The specific implementation methods of the physical link
model and the cable mapping table are described as follows.

First, the two-way physical link model is sequentially added with sequence
number according to the extraction order, and the serial number is encoded as:
“cable” + No (No = “1, 2, 3, 4 …”). Then, according to the device port name in the
physical link information, the PhysConn element is retrieved in the SCD model.
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When the Port element of the PhysConn node is consistent with the port infor-
mation in the physical link information, the Cable element of the PhysConn node is
extracted, if the Cable element is Empty, assign the physical link sequence number
to the Cable element. If it is not empty, replace the Cable element value by the
sequence number in the physical link model.

After the above method, a mapping table between the Cable element and the
bidirectional physical link information is established, and expanded into the SCD
model. The physical link model and the cable mapping table are in XML format,
and the specific description is as follows:

<ExtSPCD:PhysLinks> 
<PhysLink No="cable1">

< LinkDesc > R01.C10.PL1101.801S-2.B-Tx@TX015@1-50n(4X8).F.B-
RT:1@IN12@CABLEGL-1B-11:1-50n(12X4).A.A-
RT@Tx019@R01.C17.ML1101.B01.C-Rx

</LinkDesc >
<LinkDesc >

R01.C17.ML1101.B01.C-Tx@Tx018@2-50n(12X4).A.A-RT:2@IN12@CABLE
GL-1B-11:  2-50n(4X8).F.B-RT@TX016@R01.C10.PL1101.801S-2.B-Rx 

</LinkDesc >
</PhysLink>
<PhysLink No="cable2">
<LinkDesc>...............</LineDesc>
<LinkDesc>...............</LineDesc>
</PhysLink>

</ExtSPCD:PhysLinks >

The “PhysLink” element in the mapping table represents a two-way physical
link information, and the two sub-elements “LinkDesc”respectively describes the
physical link with one direction, and the No attribute of the PhysLink element is
consistent with the Cable element of the SCD model. By extending this table in the
SCD file, the mapping relationship between the Cable element and the physical link
information is established.

4 Cable Automatic Search Algorithm

Through ExtRef elements, SCD file describes the virtual ends connection rela-
tionship between units. In《Q/GDW 1396-2012 Data Model of Protection Relay in
Project Based on IEC61850》 ruled to increase the description of physical port in
receiving end at “intAddr” attribute of “ExtRef” elements. As follows:
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<ExtRef iedName=''CB5012A'' lnInst=''1'' ldInst=''CTRL'' lnClass=''GGIO''
doName=''Ind'' daName=''stVal'' prefix='' '' intAddr=''1-A:CTRL/gseGGIO0.
SPCSO.stVal''/>

“1-A” means receiving end number, increasing physical port in virtual end
defination, use this physical port as the link to connect virtual link and physical link
build the scheme of mapping between virtual and physical link.

There are two ways to connect devices in a substation. First one is a point to
point. It’s an easier method to use. It means between each device use the straight
communication way to connect each other. The second way is network mode. This
method means the communication between devices were transmit through switch.
Under this method, virtual circuit paired multiple Cable elements (As shown in
Fig. 2). Cable1-Cable2-Cable3-Cable4 is the only physical way from virtual end
PE2201.PIGO01/LinPTRC1.StrBF.general to PM22066.

The Cable auto search arithmetic that was presented in this paper use receiving
end as the start point through the backtracking method to search all Cable elements
virtual end passed from virtual end to sending end. Figure 3 shows how this method
realized.

(1) Build a blank Cable element station.
(2) According to receiving end number and its’ paired Cable element in virtual end

definition to obtain the type of offside equipment and port number. Record this
Cable element in Cable element station. Follow step 3.

(3) Judge the type of offside equipment. If it is IED unit follow step 4. If it is
switch, follow step 5.

Fig. 2 The mapping between cable and virtual link
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(4) Judge offside unit name and port number are the same as sending unit and port
number in a virtual link or not. If the information is consistent then searching
finished. If the information is not consistent, delete the last record information

Fig. 3 Flow chart of cable automatic search
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in Cable element station then back to superior equipment. If the type of superior
equipment is switch then follow step 5. If the type of superior equipment is IED
equipment then mapping was failed and finish searching.

(5) Judge is there still have the not found port.

If not, delete the last record information in Cable element station then back to
superior equipment. If the type of superior equipment is switch then follow step 5.
If the type of superior equipment is IED equipment then mapping was failed and
finish searching.

If yes, obtain other not found port and Cable element of switch. According Cable
element, obtain offside equipment and port again and record Cable element in Cable
element station then follow step 3.

5 Troubleshooting and Positioning

When a communication failure occurs, the receiving device cannot receive the
GOOSE/SV signal normally, and sends link alarm. The link alarm indicates that
there is a fault point on the process level network. Through the third chapter of this
paper, all the physical nodes that the virtual link passes through have been obtained,
including the above-mentioned nodes that may be faulty. Based on this set, it is
easy to exclude non-fault points and confirm the specific location of the fault point.

First, according to the virtual link interruption alarm signal, query a set of
physical nodes for the virtual link, for example, an alarm link between the pro-
tection device and the intelligent terminal, it’s corresponding physical link set is
{Cable1-Cable2}. And then, find the physical nodes by physical link set.

By comparing the physical nodes passed the normal virtual link with the
physical nodes passed the alarm virtual link, if there is a cross path (the same
physical node), the physical path of the intersection is normal. According to this
way, the non-fault point can be effectively eliminated, the set of fault points can be
minimized.

6 Implementation and Application

In practical application, when communication abnormality occurs in intelligent
substation, if the protection device reports a virtual link interruption, substation
operation and maintenance personnel use the virtual-real link visualization interface
and search function of the system configuration tool to quickly find out all the real
links through which the virtual link passes. Among them, if part of the virtual link
corresponding to a real link has not reported interruption, it means that the real link
has no problem, if all virtual links in a real link are interrupted, it means that the real
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link is the fault point. Through this method, operation and maintenance personnel
can quickly locate the fault point.

At the same time, based on the mapping relationship between virtual and real
links, the developed substation system configuration tool can directly export switch
CSD files without manual configuration, which improves the field work efficiency
and reduces the probability of error. When rebuilding and expanding, engineers
only need to care about the connection relationship of new equipment, which
greatly reduces the workload of rebuilding and expanding.

7 Conclusion

This paper presents a virtual-real link mapping scheme for Smart Substation Based
on SPCD. The complete physical circuit model is extended to SCD, and the
mapping relationship between virtual and real links in intelligent substation is
constructed. In order to study the condition monitoring and fault diagnosis of
secondary equipment in intelligent substation, a feasible scheme is provided. This
scheme models design information, it reduces the dependency on secondary
drawings for intelligent station operators. It helps to improve the efficiency of
operation and maintenance, reduces the cost of operation and maintenance, it
provides data support for advanced applications such as secondary devices opera-
tions and debugging.
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A Chromatographic Recognition
Algorithm Based on Adaptive Threshold
in Substation

Gaoming Wang, Gangqiang Xia and Qingwei Zhang

Abstract According to the requirement of gas chromatography identification in
transformer oil of substation, an adaptive threshold chromatographic identification
algorithm is designed. Traditional first derivative method only uses slope threshold
to recognize chromatographic peaks, so the degree of automation is low and it is
easy to be distorted. In view of these shortcomings, this paper improves the first
derivative method. Based on the data pre-processing and peak identification algo-
rithm, the appropriate threshold is determined, and the peaks are identified by
combining the peak curves and the characteristics of the standard gas. Since the
threshold parameter of the algorithm can be fixed, the overlapping peak detection is
less affected by human influence, and further improves the accuracy of chro-
matographic identification.

Keywords Chromatographic peak identification � Threshold parameter �
Overlapping peak detection

1 Introduction

At present, most of the peak recognition algorithms used in oil chromatography
include time window method [1, 2], curve fitting method [3], pattern matching
method [4], derivative method and so on. Conventional algorithms have the fol-
lowing shortcomings in the peak identification process. The peak shape of the
chromatographic peak changes with time, and it is easy to introduce false peaks.
Based on the text [5–7], combined with the characteristics of dissolved gas chro-
matography in power transformer oil, the maximum half-width is used as the ref-
erence for the sliding window width setting, and the appropriate threshold is added
in the peak identification process, which can better remove the spurious peaks and
greatly improve the detection accuracy of overlapping peaks.
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2 Spectral Peak Identification Algorithm Based
on Adaptive Threshold

2.1 Smoothing

The analog signal output from the chromatograph detector is converted to a digital
signal by an analog-to-digital converter, and the digital signal is input to a computer
through an interface circuit. These signals are often accompanied by high frequency
noise, so the input signal needs to be filtered before the peak detection. In this
paper, the extracted chromatographic data is filtered by depolarization averaging
filtering and point-by-point slope.

First, the original data is filtered by the average value of the moving window,
and then the filtered data is sloped point by point, and then the above steps are
repeated. After two filtering and two slopes, a relatively smooth signal curve is
obtained.

The specific implementation step is that the extremum averaging filtering divides
the consecutive M number of sampling points into N equal parts, and then performs
depolarization averaging filtering on each aliquot, and takes the filtering window
size K*2 each time. Then the data is bubbled and sorted to remove the J number of
extreme values, and finally the average is used to obtain new data.

The method of finding the slope point by point is to divide the continuous
number of M sampling points into a number of N equal parts, and then perform
point-by-point subtraction in each aliquot, that is, subtract the previous point from
the previous point. Finally, the subtracted data is rearranged to obtain new data.

2.2 Find the Peak

The peak is divided into two parts. The first step is to find all the peaks, and the
second step is to remove the peaks that do not meet the conditions specified by the
fixed values.

First, the smoothed data is operated, and the minimum peak slope value
(MinPeakSlope) is set, and divide the smoothed data into a number of m windows,
each window containing the number of n data. When the data in the window
satisfies the condition (0 < MinPeakSlope < h1 < h2 ��� < hn), it is judged that h1 is
the starting point of the peak at this time. Continue to move the window, when the
data in the window meets the condition (h1 < ⋯ < hm−1 < hm > hm+1 > ⋯ > hk,
and hk < hk−1 ⋯ < hm+1 < (−0.1)), it is judged that hm is the apex of the peak.
Continue to move the window, when the data in the window satisfies the condition
(h1 < h2 ��� < hn < (0 − MinPeakSlope) < hn+1), it is judged that hn+1 is the end
point of the peak at this time.

After all the peaks are found, the operation of eliminating clutter peaks is carried
out, and the minimum peak height (MinHeight), minimum peak area (MinArea) and
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minimum half-peak width (fMinHalf Width) are set. Then, the peak identification
parameters of all peaks are calculated and compared with the set values. Only when
these conditions are met at the same time is the required peak.

2.3 Adjust the Start and End Points of the Peak

After finding the desired peak, adjust the starting point and the ending point. The
specific implementation is to compare the starting point and the ending point with
the data in the window, and adjust the position of the starting point and the ending
point appropriately by setting the condition.

2.4 Processing the Peak

For the case where the peak contains a peak, first set the minimum baseline slope
(MinBaseSlop) and the maximum peak interval (MaxPeakInterval), and then cal-
culate the slope of the identified peak and the peak width. When the slope is smaller
than MinBaseSlop or the peak interval is greater than MaxPeakInterval, then
Judging as a continuous peak. At this time, the starting point of the second peak is
corrected to the end point of the previous peak. And then the peak height, retention
time, and peak area of the continuous peak are calculated.

2.5 Qualitative and Quantitative

The calibration gas concentration is used as a reference object for quantitative and
qualitative analysis of the identified peaks. First, all the peaks are arranged from
small to large. Then, the maximum retention time error percentage (MaxTimeDiff)
is set. The retention time of the identified peak is compared with the peak time of
the calibration gas concentration. If the error in the comparison result is less than
the maximum retention time error percentage (MaxTimeDiff), the peak belongs to
this concentration value, so that the seven gases are sequentially identified.

The quantification process is that the identification peak is compared with the
standard gas peak and multiplied by the calibration gas concentration value, and
then the concentration value of each identified peak is obtained.
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3 Implementation of Program

3.1 Determination of Threshold

According to the results of several tests, the required threshold settings are shown in
Table 1.

3.2 Spectral Display and Algorithm Effects

According to the above algorithm and the set threshold, the seven gases dissolved in
the transformer oil can be accurately identified. The spectrum is shown in Fig. 1. It
can be seen that the baseline is very stable in the spectrum, and the curve noise of
the peak is small. The peak height and peak area can be well calculated. In addition,
the overlap peak of CO can be well detected, and the reference value of the starting
point is redefined for overlapping peaks, which ensures the accuracy of recognition.

Table 1 Thresholds required based on multiple test results

MinHeight MinArea MinHalfWidth MinPeakSlope MaxTopWidth

10 100 25 0.01 100

MaxTimeDiff MinBaseSlope MaxPeakInterval FltWinWidth FltWinDead

8 3 25 16 4

Fig. 1 The displayed spectrum according to the algorithm and the set threshold

470 G. Wang et al.



4 Conclusion

In this paper, a threshold-based transformer chromatogram recognition algorithm is
proposed. Based on the traditional slope threshold method, the algorithm adds a
reasonable threshold value in the peak identification process, combined with the
absolute retention time of the chromatographic peak and the peak of the peak to
identify the suspected chromatographic peak. The probability of introducing false
peaks is reduced, and the detection accuracy of overlapping peaks is improved. The
experimental results show that the algorithm has good recognition accuracy and
certain adaptive performance, which can meet the requirements of on-site online
monitoring devices.
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The State Detection Scheme of the
Hard Plate in Substation Based
on Hall Sensing Effect

Hao Xu, Xinjue Xia, Wenwu Liang, Fan Ouyang,
Weijun Zhu, Haifeng Liu and Hui Li

Abstract The hardware platen on relay protective panels is the functional
demarcation point and the blind spot of condition monitoring between protection
device and the control circuit of primary equipments. Realizing the condition
monitoring of the hardware platen is the basic need to promote the application of
the ubiquitous internet of things in the relay protection specialty. In this paper, a
method based on the Hall sensing effect is proposed to detect the state of the
hardware platen in the substation, which can realize the automatic detection of the
state of the hardware platen without disturbing the outlet control circuit. This paper
first proposed the hall element selection scheme for hardware platen state detection,
and then developed the configuration scheme of hardware platen state detection
device for two kinds of the hardware platen, separated type and line spring type,
designed hardware platen state detection integrated circuit, based on that an
experimental platform was constructed and the validity and reliability of the pro-
posed scheme was verified.

Keywords Hardware platen � Condition monitoring � Hall component � Layout
scheme � Integrated circuit

1 Introduction

Since this year, the State Grid Co. Ltd. has begun to vigorously study and deploy
the construction of the ubiquitous power Internet of things (UPIT) in order to make
the operation safer, the management more lean, investment more precise and ser-
vice better of the power grid. The spring breeze of UPIT has injected new vitality
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into the field of power and energy. Academia, business circles and even capital
market are all eager to try. Substation relay protection tripping hardware platen is
the functional dividing point between protection device and primary equipment
control circuit and the blind spot of condition monitoring. The application of the
UPIT in relay protection specialty is inevitable to promote the realization of
real-time automatic monitoring of relay protection tripping hardware platen state.
For newly built substations, intelligent platen or double contact platen can be used.
However, for the alarming number of operation protective panels and their hard-
ware platen in the whole country, the method of realizing condition monitoring by
replacing hardware platen needs the cooperation of protection device and moni-
toring system to upgrade and reform, which has a huge workload, and it is difficult
to obtain the necessary power cut time. Therefore, it is necessary to study the
automatic monitoring technology of the tripping hardware platen condition on the
basis of maintaining the existing structure and circuit of the protective panel and
hardware platen, so as to improve the intelligent level of relay protection specialty
[1–5].

Relay protection tripping hardware platen is located in the circuit breaker trip-
ping circuit. Its operation reliability is very important to prevent the wrong oper-
ation of the circuit breaker and ensure the safe and stable operation of the system
[6–10]. The condition monitoring of relay protection tripping hardware platen must
be completely electrically isolated from the circuit breaker tripping circuit.
Therefore, the non-contact and non-electric technology of hardware platen condi-
tion monitoring scheme is a natural and ideal choice. At present, there are two main
types of the hardware platen condition detection schemes in literature and practice.
One is to collect the image of the protective panel by installing cameras and detect
the state of the hardware platen by gray recognition technology. The other is to
install reflective coating and light source on the hardware platen and the protective
panel respectively, and realize the state detection of the hardware platen by pho-
toelectric detection principle. These two schemes are designed to realize intelligent
monitoring of the hardware platen condition by equipping auxiliary components
and non-electric contact technology under the existing the hardware platen struc-
ture, without introducing any interference into the exit tripping circuit, which has
high safety. However, the reliability of the hardware platen condition monitoring
component used in the scheme has some defects, which will be affected by the
external light source, and in the meanwhile the first scheme will have some diffi-
culties in image acquisition due to the low layout of the hardware platen.

In this paper, a method of the hardware platen state detection based on Hall
sensor effect is proposed. Through the ingenious application of Hall element, the
displacement change signals which occur in the process of the hardware platen
operation are converted into electric signal output, and the hardware platen state
detection is realized without disturbing the control circuit of the hardware platen.
Firstly, Hall element selection scheme for the hardware platen state detection is
proposed. Secondly, the configuration scheme of the hardware platen state detection
device is designed for two types of the hardware platen: discrete type and linear
spring type, and integrated circuits for the two types of hardware platen state
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detection are designed. Based on this, an experimental platform is built, which
verifies the effectiveness and reliability of the scheme.

2 Hall Element Selection and Its Adaptability Analysis

Hall element is a semiconductor sensor based on Hall effect. When the current
passes through the conductor perpendicular to the direction of the external magnetic
field, the potential difference between the two sides of the conductor body will
occur in the direction perpendicular to the current and the magnetic field. This
phenomenon is called the Hall effect. By measuring the Hall potential difference,
and the magnetic field passing through the Hall element can also be detected.

Hall components are divided into two categories: switch-type and linear form.
The output voltage of switch-type Hall element varies step by step with the input
magnetic field density, and the output voltage of linear Hall element varies linearly
with the input magnetic field density. Considering that the platen state itself is a
Boolean logic variable, it is obviously more appropriate to select switch-type Hall
element to detect the pressing state. According to the different induction modes,
switch-type Hall elements can be further divided into four types: monopolar,
bipolar, bipolar latch and omnipolar. This paper chooses a monopole Hall switch to
trigger the Hall element when the magnet is close to it, and restore the Hall element
when the magnet is far away, so as to realize the detection of the state of the
hardware platen. Hall potential difference can be calculated by the following
formula:

UH ¼ RH � I � B=d ð1Þ

In the formula, RH is the Hall coefficient, which is related to the material of the
conductor; d is the thickness of the Hall element; I and B are the current and
magnetic induction intensity passing through the Hall element, respectively. It can
be seen from (1) when other conditions are fixed, different magnetic induction
intensity can make Hall switch output different states. When Hall effect is used to
detect the state of the hardware platen, magnets and Hall elements are respectively
arranged on the back of the platen connector and the corresponding parts of the
protective panel. Among them, the magnet generates magnetic field, and Hall
element acts as a magnetic field detection device to induce the magnetic field
intensity produced by the magnet. The protective hardware platen includes two
types: discrete type and line spring type. They are quite different in structure and
operation mode, and need to be treated differently.
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2.1 State Detection Scheme of the Separate Hardware
Platen

Figure 1 shows the installation diagram of the separate hardware platen state
detection device. In the figure, the magnet is installed on the back of the platen
connector, which is magnetophilic metallic texture. The magnet can be directly
pasted on the back of the platen connector, or can be reinforced by glue. The Hall
element is installed in the middle position of upper and lower pillars of the hard-
ware platen on the protective panel. The distance between the magnet and the Hall
element when the magnet moves vertically from the distance to the Hall element
changing the Hall switch from off state to on state is defined as the trigger distance
of the Hall element, and the distance between the magnet and the Hall element
when the magnet moves vertically away from the Hall element from the near place
changing the Hall switch changes from on state to off state is defined as the release
distance of the Hall element. In order to avoid the state jump of Hall switch caused
by small disturbance, the release distance of Hall switch is generally required to be
greater than the trigger distance. There are many hardware platens on each pro-
tective panel, and magnets and Hall switches are required for each hardware platen.
In order to ensure reliable operation and return of Hall element and avoid
mistriggering of Hall element caused by adjacent magnets, the triggering distance
and release distance of Hall element can be determined by the following formula:

Fig. 1 Discrete strap state detect device installation diagram
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where Dcf is the trigger distance of the Hall element; Dsf is the release distance of
the Hall element; Dh is the distance between the Hall element and the corresponding
magnet when the hardware platen is of on state; Df 1 is the distance between the Hall
element and the corresponding magnet when the hardware platen is of off state;
k1 [ 1, is the trigger coefficient of the Hall element, mainly considering the dis-
tance error caused by incomplete confinement of the lower-end nut of the hardware
platen and the incomplete closure of the hardware platen with the upper-end sup-
port; Dd is the width of the hardware platen; Df 2 is the distance between magnet
and adjacent the hardware platen Hall element when the hardware platen is of off
state; k2 is less than 1, which is the release coefficient of Hall element, mainly
considering the reliable release of Hall element when the hardware platen exits; D0

is the vertical distance between the connecting plate and the protective panel when
the connecting nut is fastened; D1 is the thickness of Hall element; D2 is the
thickness of magnet; hf is the angle at which the joint rotates from on state to full
farthest end.

Because of the narrow platen connector, the cross-section area and size of the
magnet should not be too large, and the diameter should be less than the width and
thickness of the platen, and the smaller the better. But even with the strongest
magnetic material, the magnetic field can not be strong enough to trigger Hall
switch when the hardware platen is in place in such a small size; moreover, from the
point of view of large-scale application, magnets should be more common products
in the market, which is cheap. Table 1 shows the magnetic characteristics of
common Hall switches at two voltage levels. After measurement, the vertical dis-
tance between the platen connector and the protective panel is about 1 cm, that is,
the Hall elements shown in Table 1 can not trigger the Hall switch when the
hardware platen is put into on state. Therefore, in order to ensure the reliable
triggering of Hall element, it is necessary to pad the Hall element to reduce the
vertical distance between magnet and Hall element. The triggering distance and
release distance of Hall element can still be determined by formula (1) with the
increase of the thickness of magnetic field detection device.
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2.2 State Detection Scheme of Line Spring Hardware Platen

Figure 2 shows the installation diagram of the state detection device of the wire
spring hardware platen. The platen connector of the wire spring hardware platen is
connected with the protective panel in the central part. Therefore, the magnet is
considered to be installed at the top of the platen connector. The top of the
spring-type the hardware platen is made of plastic material, which is not magne-
tophilic. The magnet can be embedded in the plastic shell of the platen connector,
and the Hall element is still positioned directly below the magnet when the hard-
ware platen is closed, and its action mechanism is the same as that of the separate
hardware platen. The trigger distance and release distance of Hall element can be
formulated as:

Table 1 Magnetic properties of common hall elements

Hall component model Test voltage (V) Trigger distance (cm) Release distance (cm)

SR13A 12 0.1 0.2

24 0.4 0.6

SR13C 12 0.3 0.3

24 0.7 0.8

SR13D 12 0.4 0.45

24 0.7 0.9

SR13F 12 0 0

24 0.3 0.35

Fig. 2 Wire spring Structure strap state detect device installation diagram
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In the formula, Df 3 is the distance between the Hall element and the corre-
sponding magnet when the hardware platen is of off state; Df 4 is the distance
between the magnet and the Hall element adjacent to the hardware platen when the
hardware platen is of off state; k3 and k4 are the reliability factors, because the
position of the wire spring hardware platen is fixed, and k3 [ 1\ k4\1 can meet
the actual requirements. In order to ensure the reliable triggering of Hall element,
the thickness of magnetic field detection device should be increased when detecting
the state of wire spring hardware platen, just like the separate hardware platens.

3 Integrated Circuit Design for Hall Switch

Hall switch integrated circuit integrates Hall elements, amplification circuit and
trigger circuit, and Hall effect is used to convert the variable magnetic flux density
into electrical signal. After amplification, the trigger circuit is transformed into
digital signal output. The Hall switches shown in Table 1 are all of three leads.
Based on the conventional Hall integrated circuit structure, this paper designs the
Hall switch integrated circuit diagram shown in Fig. 3. The output voltage of DC
accumulator group in substation secondary system provides 24 V voltage power
supply for magnetic field detection device. The positive pole of power supply is
connected to the input end of Hall element through resistance R1 to provide current
I for Hall element. This current exists all the time. Formula (1) shows that once a
magnetic field with a certain magnetic field intensity crosses Hall element in space,
Hall element will output Hall potential Eh. The illustration shows that the Hall
element has only three leads. The power supply voltage and the Hall potential share
a ground potential. The output of the Hall element is connected to the base of the
transistor. Triode can play a dual role of switching and amplifying. When the Hall
element has no Hall potential output, it is equivalent to the Hall element output
terminal open circuit. The power supply voltage is directly added to the base of the
transistor through R1 and R2, so that the transistor works in a saturated state. The
collector and emitter of the transistor are turned on, and the OC gate circuit outputs
a low level of about 0.2 V. When the Hall element has Hall potential output, the
base potential is clamped because of the small Hall potential. The transistor oper-
ates in the cut-off state. The collector and emitter of the transistor are disconnected.
The OC gate circuit outputs a high level, i.e. 24 V power supply voltage. The upper
computer indirectly monitors the switching/withdrawing state of the hardware
platen by detecting the output level of the OC gate circuit.
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Each hardware platen detection device outputs two signals to the upper com-
puter, uploads the output level of OC gate and the KV contact state along the way.
KV is a power supply voltage monitoring relay. Its auxiliary contact is usually
open. Voltage disturbance traversing ability of the hardware platen detection device
is strong, which is mainly manifested in two aspects: firstly, the conduction voltage
of triode (VBE) is low, about 0.75 V, far less than the power supply voltage, and
when the power supply voltage fluctuates, it can also ensure that the triode is in the
conduction state when Hall component does not output Hall potential; secondly, the
output voltage is close to zero when the hardware platen is of on state, and the
output characteristics of the switching withdrawing state are obviously different.
Therefore, in order to ensure that the voltage disturbance does not affect the normal
operation of the hardware platen detection device, the sensitivity of the power
supply voltage monitoring circuit should not be too high, and the accurate response
can be made when the power supply voltage disappears. The upper computer
receives the feedback signal of the power supply monitoring loop and the output
level signal of the OC gate circuit at the same time. When the power supply voltage
disappears, it alarms in time. The detection results of the hardware platen detection
device are not available, and vice versa.

As can be seen from Fig. 3, a set of magnetic field detection devices uses fewer
components, including only one Hall element, one triode and three resistors, and the
hardware cost is low. On the one hand, the protective panel is equipped with
multiple hardware platens. Correspondingly, a number of hardware platen status
detection devices should be equipped. The output of the electric signals of the
hardware platen status detection devices is uploaded to the upper computer in the
form of serial ports. Through the application and development of the upper com-
puter, the functions of online monitoring, recording and remote directional trans-
mission of the hardware platen status can be realized. It should be pointed out that
the infiltration of external magnetic field may cause the output error of the hardware
platen detection device, so in engineering practice, it is necessary to prohibit large

Fig. 3 Circuit design of magnetic field detection device
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magnets from entering the vicinity of the report protective panel; if necessary, a
metal mesh cover is installed at the bottom of the protective panel, and all the
hardware platen detection devices are covered, so as to effectively shield the
influence of external magnetic field on the hardware platen detection device under
the premise of ensuring the visibility of the hardware platen.

4 Experimental Analysis

In order to verify the accuracy and reliability of the hardware platen condition
monitoring device designed in this paper, based on Figs. 1 and 2, experimental
platforms are built on RCS15GA-414 bus protective panel and GXH103B-123 line
protective panel respectively for verification and analysis. The hardware platens of
RCS15GA-414 bus protective panel and GXH103B-123 line protective panel are
separate type and line spring type respectively, the vertical distance between the
hardware platen and protective panel is 0.9 cm and 2 cm respectively. After pad
thickness treatment, the vertical distance between magnet and Hall element is
0.3 cm when the hardware platen closes. In the experiment, the Hall element model
is SR13C, the triode model is 22,222 N, the magnet is 0.6 * 0.6 * 0.2 cm
NdFeB REE solid super-strong magnet, the power supply is 0–24 V adjustable DC
power supply, and the output level of OC gate circuit is captured by digital
oscilloscope. During the experiment, the power supply voltage is 0, 12 and 24 V
respectively. The experimental results are shown in Table 2. Figures 4 and 5 show
the capture results of the digital oscilloscope.

Repeated experimental results show that the hardware platen state detection
device can accurately reflect the on/off status of the hardware platen at the normal
working voltage level, and has high reliability. At the same time, the hardware
platen detection device can accurately reflect the status of the hardware platen at the
power supply voltage of 12 V, which shows that the hardware platen detection
device has strong voltage disturbance crossing ability.

Table 2 Experimental simulation results table

Supply voltage
(V)

0 12 24

Output level Plate on Plate off Plate on Plate off Plate on Plate off

Low
level

Low
level

Low
level

High
level

Low
level

High
level
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Fig. 4 Oscillograph when the state of strap change from in to out

Fig. 5 Oscillograph when the state of strap change from out to in
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5 Conclusion

The condition checking of substation hardware platen is carried out by field per-
sonnel, which restricts the intelligent development process of substation. In this
paper, a kind of the hardware platen state detection scheme based on Hall sensing
effect is proposed, and the corresponding Hall element selection scheme and layout
scheme are proposed, and the hardware platen state detection integrated circuit is
designed. The experimental results show that the scheme has strong sensitivity and
anti-jamming ability, strong operability and wide application prospects.
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Research on New Protection
and Control System Scheme in Smart
Substation Using On-site Module

Xiao Gong, Hang Lv, Dongchao Liu and Gui Yang

Abstract This paper studies a new sampling and control on-site module based on
mature SOC chip technology, which is installed near primary equipment; and
proposes a new protection and control system scheme in smart substation using
on-site module and HSR ring network technology. It analyzes the delay charac-
teristics of the application of HSR technology to implement the data transmission
scheme of the on-site module, which shows that the scheme can meet the fast
tripping requirements of the protection; proposes network flow control solution to
improve network reliability, and proposes data transmission delay measurement
technology to improve the synchronization reliability of network sampling, which
effectively ensures the reliable application of the multi-bay protection that using the
sampling and tripping method by network. The new protection and control system
scheme simplifies the secondary system architecture, meets the technical develop-
ment direction of intelligent primary equipment, and is beneficial to ensure the
reliability and fast tripping of the protection device.

Keywords On-site module � Protection and control system scheme � HSR ring
network

1 Introduction

Since 2009, the construction of smart substation of State Grid Corporation has
experienced two development stages of the first generation and the new generation,
forming a secondary system architecture based on the IEC61850 standardized
network communication platform with features such as measurement and moni-
toring, control and protection, information sharing; and realizing the digitization,
networking and intelligence of substation secondary system [1–3].
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However, the current smart substation has also exposed some problems in its
operation. For example, the secondary system of the smart station adopts a
“three-layer two-net” structure, which increases the process layer network and the
process layer equipment such as the merging unit and the smart terminal compared
with the conventional station, and has a large number of devices with complicated
maintenance; and increased the sampling and tripping intermediate links of the
protection, leads to an increase in the overall tripping delay up to 7–10 ms. The
quickness and reliability of the relay protection is reduced, which affects the safety
of the power grid and the reliability of the power supply.

In order to solve the above problems, firstly, based on the mature SOC chip
technology and FPGA technology, a new sampling and control on-site module
which is installed near primary equipment is studied to replace the merge unit and
the smart terminal. A new protection and control system scheme of smart substation
based on on-site module and HSR ring network technology is proposed, which
simplifies the secondary system architecture, reduces the intermediate links of the
sampling and tripping of the protection, and is beneficial to ensure the quick-acting
and reliability of the protection. The network flow control technology and the data
transmission delay measurable technology are proposed to improve the reliability of
data transmission and the synchronization of network sampling, and ensure the
reliability of the multi-bay protection based on the network.

2 On-site Module

At present, the merging unit and the smart terminal device are adopted in the
secondary system of the smart station for realizing the digitization of the analog
value and the binary value. The merging unit integrates data collection, merging,
and forwarding functions, but it is bulky and complex in structure. Once the
merging unit fails to operate, it may affect the normal operation of several pro-
tection devices. The number of fiber interfaces in the merging unit is large, and the
power consumption and heat generation are large, which affects the long-term
reliability of the device.

Based on the principle of distributed processing, the on-site module with digital
conversion, compact structure and distributed layout can replace the original smart
terminal and merge unit, which can effectively solve the problem of the serious
impact of single equipment failure. The on-site module and the primary device are
installed in the same body, which is in line with the technical development direction
of the intelligent primary device, and the current high-performance integrated chip
technology, communication technology and equipment structure design level can
meet the requirements of miniaturization, high protection level and
configuration-free of the on-site module [4], the application of the on-site module
can effectively simplify the network structure, significantly reducing the number of
cables and fiber used.
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2.1 On-site Module Classification

The main function of the on-site module is to realize the local digitization of the
analog value such as voltage, current, oil temperature, oil level and the binary value
of circuit breaker status, tap position, non-electricity signal, etc., which can replace
the existing merging unit and smart terminal.

For the different primary equipment, following the principle of simplifying the
types of equipment, the on-site modules are divided into four types: analog on-site
module, binary on-site module, transformer on-site module and operating module
according to functions, which can realize the collection, transmission and control of
primary equipment information in the station. Based on these four types of on-site
modules, the module is divided into 14 sub-categories for the versatility and cov-
erage of the primary equipment, as shown in Table 1.

2.2 Typical Application Scenarios

(1) AIS bay

Circuit breaker: The phase-separated circuit breaker is equipped with three binary
on-site modules, and the three-phase circuit breaker is equipped with one binary
on-site module, which is installed in the local circuit breaker control cabinet.

Isolation switch or grounding switch: Configure one binary on-site module to be
installed in the switch mechanism box.

Table 1 Sub-categories of the on-site module

No. Type Classification

1 Analog on-site module Electromagnetic transformer bus voltage on-site module

2 Electromagnetic transformer voltage and current on-site
module

3 Electromagnetic transformer voltage on-site module

4 Electromagnetic transformer current on-site module

5 Electronic transformer bus voltage on-site module

6 Electronic transformer voltage and current on-site module

7 Electronic transformer voltage on-site module

8 Electronic transformer current on-site module

9 Binary on-site module Universal binary on-site module

10 Transformer on-site
module

Transformer analog on-site module

11 Transformer binary on-site module

12 Transformer non-electrical on-site module

13 Operating on-site
module

Three-phase operating module

14 Phase-separated operating module
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(2) GIS bay

It includes the analog on-site module, binary on-site module and operating on-site
module for the entire bay. Considering the convenience of maintenance and
operation, these on-site modules are centralized installation in the GIS control
cabinet.

(3) Transformer bay

The transformer is configured with a binary on-site module, an analog on-site
module and a non-electrical on-site module.

These on-site modules are installed in the local control cabinet of the
transformer.

Multiple on-site modules in each bay are installed in the switch field. The
sampling data of on-site modules needs to be transmitted to the bay layer device,
and the on-site modules need to receive the control signals of the bay layer device.
The switch device is not suitable for local installation. Therefore, the HSR tech-
nology is the most suitable data transmission scheme currently used in this appli-
cation scenario.

3 Scheme of Protection and Control System

3.1 Scheme Introduction

High-reliability Seamless Redundant Ring Network (HSR) is a high-availability
seamless redundancy protocol [5, 6]. With a ring topology, the source node
replicates all information and transmits it through two different paths. Once a
network fails, it ensures that the data is transmitted through another path without
any delay [7]. The network connection device RedBox (redundancy box) is used for
HSR networking.

HSR technical features:

(1) Implement ring network redundancy by sending packet in both directions
simultaneously.

(2) The application layer is simple to process, and only needs to send and receive
packets according to a single network, without concern for the underlying
dual-network backup and fault tolerance mechanism.

(3) Hot backup because of single-loop bidirectional packet, no need to switch data
link when the network is faulty, the recovery time is 0, and the data trans-
mission reliability is high.

Based on the on-site module, HSR ring network technology, the protection and
control system of the existing smart substation is optimized, and the distributed
on-site module is used to realize the digital conversion of analog and binary signals.
And the on-site module ring network is constructed through the HSR ring network
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to realize information exchange with the bay layer device. The protection and
control system scheme is illustrated by the following 220 kV typical smart sub-
station. In Fig. 1 OM means on-site module.

The protection and control system scheme features:

(1) A star redundant dual network is adopted for the station level.
(2) Multiple on-site modules in each bay are connected in hand-in-hand mode to

form an HSR ring network.
(3) A star redundant dual network is adopted for the multi-bay protection, and the

HSR ring network of each bay is connected to the star network.
(4) The protection and BCU respectively form a network, which is convenient for

the maintenance and management according to professional requirements.

3.2 Networking and Configuration of BCU

Each bay is separately configured with an HSR ring network for BCU. The analog
on-site module and binary on-site module are configured in HSR ring network,
which data are sent to the BCU of each bay through the interface module.

The BCU is arranged indoors, installed in the control room panel, and com-
municates with the bay HSR ring network through the interface module.

3.3 Networking and Configuration of Protection

Each bay is separately configured with an HSR ring network. The bay of line is
equipped with line protection of the cable sampling cable tripping, the binary
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on-site module and the analog on-site module, and the on-site module provides
sampling data for the busbar protection and other multi-bay devices. For the bay of
transformer, in the HSR ring, the binary on-site module, the analog on-site module
A1 (sampling data for the transformer protection) and the analog on-site module A2
(sampling data for the busbar protection and other multi-bay device) are provided.
Two independent analog on-site modules A1 and A2 are configured to prevent all
multi-bay protection being affected when a single analog module is malfunctioning
or operating abnormally.

The line protection adopts the local arrangement, and the sampling and the
tripping of protection are based on cable, thereby reducing the intermediate link of
the protection realization, which is beneficial to improving the protection reliability
and the tripping speed [8]. The line protection realizes initializing failure protection,
receiving blocking reclosing and other functions through the protection process
network.

The protection process network is set for the multi-bay protection, the star
connection, and the various voltage levels use the same network to realize data
exchange across voltage levels. For the dual protection, the independent network is
configured. Considering that the protection device of the single configuration may
have data exchange requirements with the protection devices of the dual configu-
ration, the isolation device with the message filtering and flow control functions is
configured between the dual networks. Only the subscription data is allowed to
traverse the isolation device.

4 Time Delay Analysis and Reliability Technology
of Network

4.1 HSR Delay Analysis

One bay may be configured with multiple on-site modules. These on-site modules
are connected in a hand-in-hand mode. The data transmission delay of this scheme
must be evaluated to estimate if it can satisfy the high real-time requirement of
equipment such as protection and so on. The following is a data transmission delay
analysis using the Gigabit HSR interface. As can be seen from Fig. 2, the HSR
networking delay variation is mainly due to introducing a data queue in each
RedBox, resulting in an increase in transmission delay. The GOOSE message sent
by the BCU (Bay Control Unit) may introduce a delay link passing each RedBox,
and the time delay may be increased because of the increase of the number of
RedBox.

(1) Theoretical analysis of communication delay

Network scale: one BCU, the packet size is about 300 Byte; one circuit breaker
on-site module, the packet size is about 1000 Byte; six isolation switch on-site
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modules, the packet size is about 200 Byte of one on-site module; two analog
on-site modules, the packet size is about 300 Byte of one on-site module.

According to the network size analysis, the maximum delay of the data trans-
mission theory of the BCU includes: considering the extreme situation, when the
BCU message passes through each Redbox, the node just starts to send the data of
this node.

Total amount of packets is:

1000þ 200� 6þ 300� 2ð ÞByte� 8 ¼ 22:4KB ð1Þ

Therefore, the congestion delay is :

t1 ¼ 22:4KB� 1 s
1000MB

¼ 22:4 us ð2Þ

The data forwarding delay of each Redbox is 2 us, and the data accumulation
forwarding delay of 9 Redbox is:

t2 ¼ 2� 9 ¼ 18 us ð3Þ

Therefore, the total delay is:

t ¼ t1þ t2 ¼ 22:4 usþ 18 us ¼ 40:4 us ð4Þ

(2) Communication delay test

The delay performance of the HSR communication delay is different between the
complete ring network and the single point broken chain. Therefore, the test needs
to consider two cases.

The test plan is as follows:
RedBox1–RedBox8 forms the HSR ring network. The P1–P8 ports of the network

tester are respectively connected to the corresponding numbered RedBox, P1–P2

Fig. 2 Delay analysis of HSR ring network
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simulate interface module, P3 simulate circuit breaker on-site module, P4–P5 sim-
ulate analog on-site module, P6–P8 simulate isolation switch on-site module.

a. Test the communication delay when the HSR ring connection and the two-way
communication are under normal conditions. The test delay of the farthest node
is between 16.6 and 17.2 us. The more the number of cascades, the greater the
delay.

b. Test the communication delay when RedBox1 and 2 are disconnected from
physical connection. The test delay of the farthest node is between 20.8 and
23.3 us. The more the number of cascades, the greater the delay (Fig. 3).

Conclusion: When the HSR ring network is smaller than the 15-level cascading
scenario, the network load is less than 10%, and the HSR ring network delay is less
than 100 us. The network delay meets the real-time requirements of the protection.

4.2 Reliability Technology of Network

The on-site modules in the bay can use HSR technology to realize data transmission
without switch, and the multi-bay protection needs to receive the data of multiple
bays. If the HSR ring network is used for multi-bay protection’s data transmission,
the large scale of the HSR ring network leads to increasing the transmission delay
and reducing the reliability significantly, and greatly increased the possibility of
ring network redundancy destruction caused by any device quitting from the ring
network. Therefore, it is recommended to configure a homogenous redundant star
network for data transmission requirements of multi-bay devices such as busbar
protection, transformer protection, fault recorder.

The reliability of network transmission and the reliability of sampling syn-
chronization are key indicators for the quality of data transmission of smart sub-
station [9]. We propose using network flow control strategy to ensure the reliability
of network transmission and delay measurable technology to ensure the reliability
of network sampling synchronization.

Fig. 3 Delay test of HSR ring network
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(1) Flow control strategy

The conventional VLAN and multicast management technology can only realize
transmitting packets in the specified area, and cannot effectively isolate the faulty
packets. When there are a large number of storms in some MMS, GOOSE, or SMV
packets, it could affect the IED device to receive the MMS, GOOSE, or SMV
packets of other control blocks at the same time, which ultimately results in per-
formance degradation or packet loss.

The method of accurate flow suppression sets the maximum flow setting for each
GOOSE/SV data stream, and limits the flow when it exceeds the set value. The
method ensures that the network has sufficient bandwidth to transmit normal
GOOSE/SV data streams. The flow control technology completely solves the
problem of mutual interference between various multicast packets on the process
layer network, and minimizes the impact of faulty packets on normal network
packets. The reliability of the process layer network is greatly improved (Fig. 4).

(2) Delay measurable technology

The principle of the network sampling synchronization mode based on the delay
measurable technology is to accurately calculate the forwarding delay of the SV
packet in the switch and write the delay into the SV packet. Packet transmission
delay can be accumulated when multiple switches are cascaded [10, 11], as shown
in Fig. 5.
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Fig. 4 Flow control diagram

Fig. 5 Delay measurable technology diagram
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The device in the bay layer can calculate the sampling time of the analog value
by receiving the SV message:

T ¼ T1� T2� T3 ð5Þ

T: Sampling time on the time base of the device in the bay layer;
T1: Time mark when sampling data arrival;
T2: Rated sampling delay of analog on-site module;
T3: Total delay of data transmission.

In Fig. 6, the value of T3 is:

T3 ¼ DT1þDT2 ¼ t2� t1ð Þþ t4� t3ð Þ ð6Þ

Based on the delay measurable technology, the multi-bay protection can cal-
culate the sampling times of the sampling data of different bays on the same time
reference, thereby ensuring the synchronization reliability of the multi-bay pro-
tection in the network sampling mode. The delay measurable technology funda-
mentally solves the problem of network sampling dependence on external common
clock signals, and significantly improves the reliability of the protection operation
under the network sampling mode.

5 Conclusion

The new secondary system architecture proposed in this paper has the following
advantages and features:

(1) The merging unit and the smart terminal are replaced with the on-site module,
and the on-site module is installed in the same place with the primary device,
which is in line with the technical development direction of the intelligent
primary device.

(2) The HSR technology is adopted for the on-site module networking in each bay,
link redundancy, and data transmission is not affected if “N − 1” fault, so the
data transmission reliability is improved.

(3) The “two-layer-one-net” architecture is adopted for the BCU, which eliminates
the process layer network and reduces the number of switches; The advantage
of the architecture is that it can reduce the cost of networking.

(4) The sampling and the tripping of line protection are based on cable, reducing
the intermediate link of the protection realization. The reliability and tripping
speed performance are better than the line protection of the existing smart
substation.
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(5) The network sampling network tripping mode is adopted for the multi-bay
protection, and the flow control strategy is adopted to ensure the reliability of
the network transmission, and the delay measurable technology is adopted to
ensure the synchronous reliability of the sampling. Compared with the mode of
sampling and tripping directly connected through optical fibers or cables, the
mode of sampling and tripping by network greatly reduces the use of optical
fibers and cables, and is conducive to data sharing, in line with the development
direction of smart substation networking.

From the aspects of network reliability, economic fast-tripping of protection and
data sharing, the secondary system architecture scheme proposed in this paper has
certain advantages over the existing smart substation, and it will have a good
application prospect in the future smart substation construction.

Funded Project Science and Technology Project of State Grid Corporation of China. <Research
on Secondary System Architecture and Key Equipment of the Third Generation Smart
Substation>.
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Insensitivity of Fiber-Optic Current
Transducer to Vibration

Songjie Shi, Zhanyuan Liu, Jibiao Hou, Wuyang Zang, Xiaochen Niu,
Yupeng Cai, Tianfeng Chu and Shuo Chen

Abstract The traditional fiber optical current transformer uses Y-branch waveg-
uide modulator. However, Y-branch waveguide modulator produces abnormal
noise current when it is subjected to vibration stress caused by the double-arm
optical structure between the modulator and the coupler. In this paper, a new optical
structure using reflective waveguide modulator is proposed because it has ability to
eliminate the additional phase difference caused by vibration stress. Both results of
laboratory and substation prove that reflective waveguide modulator can not only
effectively reduce the impact of environmental stress on fiber optical current
transformer, but also can eliminate the abnormal current caused by circuit breaker
switching vibration. This study provides a new way of thinking and direction for the
design and manufacture of high performance current transformer applying to high
voltage and large current measurement field.

Keywords Optical measurement � Electro-optic modulators � Fiber optic current
transducer � Power equipment � Protection

1 Introduction

With the rapid development of power industry, the voltage level and transmission
capacity are continuously improved, and meanwhile a great deal of DC projects are
constructed. The traditional electromagnetic current transformer has a series of
shortcomings, e.g. magnetic saturation, small dynamic range, non-measurement
direct current, flammable and explosive, serious electromagnetic interference and
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heavy weight. Therefore, it is difficult to satisfy the requirements of the current
measurement in the new generation of power system. In recent years, fiber optical
current transformer (FOCT), based on the principle of Faraday magneto-optical
effect, has been widely concerned in the field of special voltage and direct current
transmission because of its advantages of no magnetic saturation, large measuring
range and measurable DC. It also has a broad market prospect [1–3].

However, the FOCT has not been widely used in engineering at present. One of
the important reasons is its sensitivity to the environment vibration. When the
vibration form switch or other factors in the substation are transmitted to the FOCT
equipment, the measured values’ fluctuation will be caused. It therefore will easily
lead to the protection system’s mis-operation. Aimed to solve this problem, many
domestic and foreign researchers have proposed various improvements of FOCT,
e.g. torsional sensing fiber [4–6], elliptical birefringent fiber [7], direct connected
lithium niobate modulator a. However, the schemes above have disadvantages of
complex structure, high half wave voltage, harsh material and process requirements.

In this paper, a new scheme of FOCT is proposed, thatmainly improves the
structure of the signal demodulation part: the reflective lithium niobate modulator is
used instead of the traditional Y branched lithium niobate modulator. This scheme
not only effectively improves the anti-vibration performance of the FOCT, but also
saves the optical devices such as the tapered type polarization coupler sensitive to
the external environment, and simplifies the system structure. The experimental
results show that under the condition of strong external vibration (0–20 g, g is
gravitational acceleration), the noise current of the new fiber optic current trans-
former is less than 1.3 A. The new scheme can reduce the complexity of under-
standing the dimming path, and effectively reduce the manufacturing cost of the
transformer. It will provide a new idea and direction for designing and manufac-
turing safe and reliable FOCT.

2 Structure of FOCT Using Reflective Lithium Niobate
Modulator

2.1 The Structure and Principle of a Reflective Lithium
Niobate Modulator

The reflective lithium niobate modulator is coated with a reflective film on the two
ends of the device, forming a LN electro-optic modulator with two end reflectors.
Figure 1 [8] is a LN electro-optic phase modulator with double end reflection
structure. After input light coupling into the waveguide, one reflection occurs on
each of the two ends, and the output is finally out from the outlet end. This
reflective lithium niobate modulator increases the length of the electro-optic region
without increasing the length of the device, and thus reduces the half wave voltage
of the electro-optic modulator and then reduce the difficulty of the system design.
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2.2 Principle and Structure of FOCT System

The schematic diagram is illustrated in Fig. 2. The primary bus passes through the
sensitive part of the optical fiber, and the acquisition module is placed in the
chassis. The light emitted by the light source passes through the beam splitter to
reach the multifunction modulator, where the light is modulated by the square wave
and converted to two beam polarized light. The light passes through the 1/4 wave
plate spliced with 45°, and then become left-handed and right-handed light waves.
When the two beams pass through the sensitive optical fiber, there is a phase
difference produced between the waves due to the Faraday effect [9], which is

Dui ¼ NVI ð1Þ

where N is the number of turns of sensitive optical fiber; V is the current Verdet
constant; I is the primary current passing through a sensitive fiber coil. After the
light return and passes through the 1/4 wave plate again, the two beams of light are

Fig. 1 Double reflection
ends of LN electro-optic
phase modulator

Fig. 2 a FOCT system structure with Y branched modulator, b FOCT system structure using
reflective modulator

Insensitivity of Fiber-Optic Current Transducer to Vibration 499



converted into linear polarized light and carry the information of Dui, and then the
light return to multifunction modulator through optical fiber delay line, two beams
interference. The intensity expression after interference is expressed.

P ¼ P0 1þ cos ub þDuið Þ½ � ð2Þ

where P is the intensity of output signal, P0 is the peak intensity, and ub is the
modulation amplitude.

After the light wave passes through the coupler, the detector on the CPU board
converts the optical signal into the voltage signal. Using high-speed A/D converter,
the analog signals are converted into digital signals received by the FPGA and DSP
processing units; the digital sampling is completed in FPGA, and the noise
reduction processing is carried out by digital comb filter technology. The measured
results are transmitted through the optical fiber after the demodulation and digital
integral control algorithms are completed within the DSP.

Figure 2a is the system structure diagram of the Y branch structure modulator.
Y-waveguide modulator and Polarization-maintaining (PM) coupler are fused
together by two optical fibers, as shown in Fig. 3. The interference intensity of light
passing through two branches is:

P tð Þ ¼ P0 1þ cos Dui þux1 t � sð Þþux2 tð Þ � uy2 t � sð Þ � uy1 tð Þ� �� � ð3Þ

where ux1 is additional phase of x polarized Light passing through L1 branch; ux2 is
additional phase of x polarized Light passing through L2 branch; uy1 is additional
phase of y polarized Light passing through L1 branch. uy2 is additional phase of y
polarized Light passing through L2 branch. s is the overall transit time of FOCT.

If there is no additional stress due to vibration, then

ux1 t � sð Þ ¼ uy1 tð Þ
uy2 t � sð Þ ¼ ux2 tð Þ ð4Þ

Fig. 3 Double-branch optical structure composed of Y-waveguide and PM coupler
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Formula (3) is changed to

P tð Þ ¼ P0 1þ cos Dui½ � ð5Þ

In the same form as Formula (2), the interference intensity is only related to the
phase difference caused by Faraday effect. In the case of vibration, due to the
existence of elasto-optic effect, Formula (4) no longer holds, Formula (3) becomes:

P tð Þ ¼ P0 1þ cos Dui þDuvð Þ½ � ð6Þ

In this Formula (6), Duv is the additional phase difference caused by vibration,
which is indistinguishable from the phase difference Dui caused by current. It
shows additional abnormal noise current in the sampling value of FOCT.

Compared to the traditional FOCT structure, the optical device of the polar-
ization coupler is removed by using the reflective lithium niobate modulator instead
of the traditional Y branch modulator. The structure of system is simplified, the cost
of the product is reduced, and the anti-vibration performance of the system is
improved. Figure 2b is the system structure diagram of the reflective lithium nio-
bate modulator. In the case of vibration, the following relationship exists approx-
imately when using this optical path structure.

ux1 t � sð Þ ¼ uy2 t � sð Þ
uy1 tð Þ ¼ ux2 tð Þ ð7Þ

Therefore, the Formula (3) can still be changed into Formula (5). The additional
phase difference caused by vibration can cancel each other, and it will not cause
abnormal noise current.

3 Experimental Results and Discussion

3.1 Laboratory Vibration Measurement Results

On the low frequency vibration test platform, the fiber current transformer of the Y
branch modulator is compared with the FOCT of the reflective modulator. The
frequency of the shaking table is 100 Hz, the acceleration is 0–20 g (g is the
acceleration of gravity), and the direction of vibration is perpendicular to the col-
lector. The experimental results are shown in Fig. 4.

The experimental results show that the FOCT using the reflective modulator can
eliminate the sensitivity to the environmental vibration, compared with that using
the Y branch modulator. When the vibration acceleration is increased from 0 to
20 g, the noise current of the transformer using the Y branch modulator is obvi-
ously increased, and the maximum noise current of the transformer using the
reflective modulator is 1.3 A.
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3.2 Test Result of Switch Dynamic Test in Substation

At the substation site, the C phase of a transmission lines is equipped with FOCT
device. Figure 5 is the device structure diagram and the scene installation diagram.

First, the fiber optic current transformer with Y branch structure modulator is put
into the collection box to carry out the experiment. In the process of substation’s
debugging, when relay protection personnel in the closing the circuit breaker is
unloaded, the line protection action trip will start with outburst variables, and then
accelerate after hand operation. The typical failure recorded by field persons is
shown in Fig. 6a. During the operation of the circuit breaker, a significant noise
current appeared in the C phase, with a maximum value of 6.8 A. After harmonic
analysis, it was mainly concentrated in the 7 and 15 harmonics, and the funda-
mental wave approached to 0 (see Fig. 6b).

Fig. 4 Results of vibration
test. The vertical coordinate I
denotes the noise current; the
horizonal coordinate n = a/g,
where a is vibration
acceleration

Fig. 5 Structure picture of GIS type FOCT

502 S. Shi et al.



The noise current should be influenced by the vibration which is produced by the
circuit breaker mechanism, and thus affects the transmission characteristics of the
FOCT.

Then, a fiber optic current transformer with a reflective modulator is put into the
collecting box, and then the operation of the split circuit breaker is carried out. The
maximum value of noise current is 1.01 A, and the recorded wave shape is shown
in Fig. 6b.

Under the same conditions, the above experiments are repeated, and the maxi-
mum noise current results of the two kinds of structural current transformers are
recorded as shown in Fig. 7, which the Imax is the maximum noise current and the
n is the frequency of the operation.

Fig. 6 a The application of Y branch structure modulator transformer on relay protection fault
oscillograph; b the application of reflection type modulator on transformer relay protection fault
oscillograph

Fig. 7 The maximum noise current using different FOCTs under circuit breaker operation
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The experimental results show that the sensitivity to environmental vibration can
be basically eliminated by a fiber optic current transformer using a reflective
modulator.

4 Conclusion

A design of the FOCT with integrated reflective modulator is proposed and verified.
The output signal noise of the original and improved FOCT is compared, and then
tested by using the low frequency vibration test bench. and the substation
on-the-spot open circuit breaker. The experimental results show that (1) the
improved FOCT reduces vibration sensitivity to environmental to achieve a stable
measurement of current; (2) the new FOCT system simplifies the structure of the
transformer, reduces the difficulty of the process, reduces the manufacturing cost of
the transformer. This study provides a new way of thinking and direction for the
design and manufacture of high performance current transformer applying to high
voltage and large current measurement field.
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Research on SSD Based Automatic
Virtual Terminal Connection
of Smart Substation

Jia Li, Zhiyong Qiu, Dan Rao, Geng Li, Rui Fan, Qiang Gui
and Yaoyao Zhang

Abstract In current design and configuration stages of smart substation, manual
configuration of virtual terminal connection relation is needed, while the result
would be generated repeatedly and user needs to select template for automatic
connection based on template, that is likely to make mistake and difficult for check
and management. Hence proceeding from the primary and secondary devices
association in the SSD file, research on the virtual terminal connection relation
template for typical bays of various voltage levels and connection types is made.
A method of smart substation virtual circuit automatic connection is proposed. By
realizing automatic process of bay mapping, device mapping and virtual terminal
mapping from the model in the SCD to the template in system configuration tool of
smart substation, this method could improve automation level and accuracy of
system configuration and be used to check the correctness of the virtual terminal
connection relation in the SCD file.

Keywords Smart substation � Virtual terminal connection � Automatic
connection � Primary and secondary devices association � Typical bay

1 Introduction

Smart substation replaces the secondary circuit with optical cable and software
logic, and describes the secondary system configuration of the whole station with
the Substation Configuration Description (SCD) file, including the complete virtual
terminal connection relationship between the secondary devices, i.e. virtual circuits.
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So the configuration of the virtual circuits becomes the focus of the smart substation
design and configuration phases [1–5]. In the current process of project imple-
mentation, it is generally the design institute to carry out system design, provide
primary diagram and virtual terminal connection tables to the system integrator for
system integration. System integrator engineers manually configure virtual circuits
in the configuration tool according to the virtual terminal connection tables, and
after that make manual verification.

In order to overcome the time-consuming and error-prone problems brought by
the manual configuration of virtual terminal connection, in the design and config-
uration phases, the automatic connection of virtual terminals has been studied to a
certain extent, and some definition methods and construction methods of virtual
circuit template library or knowledge base are proposed [6–8], as well as virtual
terminal description keywords based on virtual circuit template, to complete fuzzy
matching of the virtual terminal, similarity calculation and other processing, and
realize virtual terminal automatic connection [9, 10]. However, due to lots of smart
substation voltage levels, primary connection types, device types, so there is need to
choose the template of usage for secondary devices during automatically connec-
tion. Meanwhile manual selection of templates may also lead to a large number of
virtual circuit connection errors, and this method is not conducive to virtual circuit
verification and project management, because of template selection in this appli-
cation mode has also become a new kind of configuration data. Although some
virtual circuit automatic test methods are also proposed, it is usually not a cor-
rectness check of the virtual circuit from the source of the configuration, but a
validity check of the configured virtual circuit [11–13].

Therefore, it is necessary to study the method of virtual circuit automatic con-
nection based on the files provided by design institute, such as SSD files and ICD
files. This paper presents a method of automatic virtual terminal connection for the
SCD file of smart substation, making automatic map from bay and secondary
devices to virtual circuit template by extracting the association relationships
between primary and secondary devices in SSD file [14].

2 Analysis on the Relationship Between Virtual Circuit
and SSD

At present, some SSD specifications [15, 16] point out that “based on the primary
and secondary devices correlation in system description, combined with the stan-
dardized design specifications of relay protection and the specifications of relay
protection model information, the virtual terminal connection configuration can be
automatically generated by certain rules”. The following Table 1 gives an example
of the primary and secondary devices associations in a typical 220 kV line bay with
double bus connection.
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Virtual terminal connection can be automatically configured according to the
following rules:

(1) The current and the voltage of the line protection devices are taken from the
TCTR and virtual TVTR associated with this bay respectively;

(2) All protection devices trip over the PTRC associated with the circuit breaker
CBR, and the tripping object is the XCBR associated with the CBR;

(3) The reclosing is through the RREC associated with the circuit breaker CBR,
and the closing object is the XCBR associated with the CBR;

(4) All control command are through the CSWI associated with the circuit breaker
CBR or the isolation switch DIS, and the controlled object is the XCBR
associated with the circuit breaker CBR or the XSWI associated with the iso-
lation switch DIS;

(5) The voltage of bus bar protection device is taken from the TVTR associated
with the bay, and the branch current is taken from the TCTR in the same bay
associated with the PTRC of the bus bar protection device.

The above example shows that for typical bay, there is an intrinsic relationship
between virtual terminal connection and SSD file. On the one hand, SSD describes
which voltage levels are included in the substation and which bays are included in
each voltage level, while the virtual terminal connection relation of typical bays is
relatively definite. On the other hand, the sender IED or receiver IED of virtual
circuit is associated with primary device. Therefore, virtual terminal connection
relation templates can be predefined for typical bays of different voltage levels and
different types of connections, and then map the bays configured in SSD to the
typical bays defined in the templates, then the virtual terminal connection relation of
IEDs which are associated with primary devices within bays can be established
automatically according to the virtual terminal connection relation templates.

Table 1 Configuration for association of primary devices and secondary logic nodes

Device
type

Meaning Topological connection
device

Associated logic node

CBR Circuit breaker Intelligent terminal Or Split-phase XCBR

Protection PTRC, RREC

Measurement and control CSWI, MMXU

DIS Isolating switch Intelligent terminal XSWI

Measurement and control CSWI, CILO

CTR Current
transformer

Merging unit Split-phase PTCTR, Split-phase
MTCTR

VTR Voltage
transformer

Merging unit Split-phase PTVTR, Split-phase
MTVTR
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3 Automatic Virtual Terminal Connection Based on SSD

By analyzing the relationship between virtual terminal connection relation and on
the SSD file, and the content of the SSD file, this paper presents a method of
automatic virtual terminal connection of smart substation. The process of realizing
virtual terminal automatic connection is as follows.

Step 1: Smart substation configuration tool software imports virtual terminal con-
nection template file (hereinafter referred to as template).
Step 2: The tool imports the device model ICD file corresponding to the secondary
device, names and creates IED.
Step 3: If there is an SSD file, import it. Otherwise, draw the main electrical wiring
diagram in the tool according to the blueprint provided by design institute,
including drawing voltage levels, bays, and primary devices. Finally, configure the
primary and secondary devices association for the whole substation.
Step 4: The tool maps each bay in the main electrical wiring diagram to a typical
bay in the template.
Step 5: The tool maps the IED associated with the primary device in the bay to the
sender or receiver IED role in the typical bay.
Step 6: The tool maps the sender or the receiver virtual terminal in the IED to the
sender or the receiver virtual terminal of the virtual circuit in the template, and then
establishes the virtual terminal connection relation.

In the following, the template definition method, bay mapping method, IED
mapping method and virtual terminal mapping method (see Fig. 1) are discussed in
detail.

3.1 Template Definition

Typical bay virtual terminal connection relation template file does not vary from the
project. It includes virtual terminal connection relation of typical bays in a variety

Virtual Circuit Template File

Typical Bay

Sender 
IED Role

Sender 
Virtual 

Terminals

Receiver
IED Role

Receiver 
Virtual 

TerminalsVirtual Circuit

SSD

Bay

Sender IED

Sender 
Virtual 

Terminals

Receiver IED

Receiver 
Virtual 

Terminals

Primary 
Devices

SCD Bay Mapping

IED Mapping

Virtual 
Terminals 
Mapping

Fig. 1 Principle diagram of model mapping in automatic connection
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of voltage levels and connection types. For versatility and ease of processing by
smart substation system configuration tool software, XML file could be used to
store template data, an example of segment of the template file (see Fig. 2) is as
follows:

The nodes and their contents of the template file are shown in Table 2.
The Bay node in Table 2 contains a SecondaryDeviceSet node and a

VirtualCircuitSet node, and the properties of the node are shown in Table 3.
The SecondaryDeviceRole node in Table 2 describes the role of the secondary

device associated with the primary device in a typical bay, and the attributes of the
node are shown in Table 4.

The PrimaryDevice node in Table 2 represents the primary device associated
with the LN of the secondary device, and the properties of the node are shown in
Table 5.

Fig. 2 Segment of typical bay virtual terminal connection relation template file

Table 2 Name and content of nodes in the template file

Node name Node content

VirtualCircuitTemplate Template file root node

Bay Typical bay node, including primary devices within bay, associated
secondary devices, and virtual terminal connection relation

SecondaryDeviceSet Secondary device set node, including secondary device roles

SecondaryDeviceRole Secondary device role node, describing the type of secondary device

PrimaryDevice Primary device node, describing primary and secondary device
correlation information

VirtualCircuitSet Virtual circuit set node, containing virtual circuit groups contained
in typical bays

VirtualCircuitGroup Virtual circuit group node, which contains all virtual circuits in one
direction between two secondary device roles

VirtualCircuit Virtual circuit node, describing virtual terminal connection relation
between two virtual terminals
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The VirtualCircuitGroup node in Table 2 contains all one-way virtual terminal
connections between two secondary device roles, and the properties of the node are
shown in Table 6.

The VirtualCircuit node in Table 2 represents the virtual circuit of two virtual
terminals in a typical bay. The properties of the node are shown in Table 7.

Table 3 Name and content of attributes of the Bay node

Attribute name Attribute content

MainDeviceType Main device type of primary device within bay

Desc Description of the typical bay

VoltageLevel Voltage level of bay

ConnectionDesc Connection type of the voltage level

MultiSetProtection Flag of multiple sets of protection device

Table 4 Name and content of attributes of the SecondaryDeviceRole node

Attribute name Attribute content

TypeKey Secondary device role type keyword, which is composed
of IED type and device type

Desc Role description of secondary device

Table 5 Name and content of attributes of the PrimaryDevice node

Attribute name Attribute content

lnClass lnClass of LN associated with primary device

TypeClass Device type of the primary device

Desc Description of the primary device

Virtual Flag of virtual primary device

sourceDeviceKey Secondary device role keyword as actual data source when secondary
device’s LN is associated with virtual primary device

Table 6 Name and content of attributes of the VirtualCircuitGroup node

Attribute name Attribute content

txIEDTypeKey Keywords of the sender IED secondary device role type

rxIEDTypeKey Keywords of the receiver IED secondary device role type

msgType virtual circuit message type: GOOSE or SV
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3.2 Bay Mapping

An example of the segment of the bay definition in the SSD file (see Fig. 3) is
shown as follows.

Because the typical bays in the template file are typical bays with various voltage
levels and connection types, mapping the bays in the SSD file to the typical bays in
the template file needs to get following information.

(1) Connection type: Relevant specification requires that in the primary device bay
model, the bay object contains a Private element to describe the bay type, and
the type of the element is “CIME-btype”. The element contains two properties:
dType and desc, describing the connection type of the voltage level to which
the bay belongs.

(2) Voltage level: According to the SSD file structure, the VoltageLevel node is the
parent of the Bay node, so the voltage level could be obtained by getting the
Voltage node that defines the voltage level in the VoltageLevel node, to which
the Bay node belongs.

(3) Bay type: Because usually only one main primary device is included in a bay,
the type property of the main primary device can be used as the bay type. The
main bay devices include circuit breaker, transformer, bus, line, reactor,
capacitor and so on.

The above connection type, voltage level and bay type can be matched with the
value of attribute connectionDesc, voltageLevel and mainDeviceType of Bay nodes
listed in Table 3 to determine the mapped typical bay.

Table 7 Name and content of attributes of the VirtualCircuit node

Attribute name Attribute content

txLnClass lnClass of the LN where the virtual terminal is sent

txVPortKey Send virtual terminal description keywords

rxVPortKey Receiving description keywords of virtual terminals

Fig. 3 Segment of bay definition in the SSD file
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3.3 IED Mapping

The SSD file needs to contain complete primary and secondary devices association
information [17]. For example, the LNode nodes representing logical nodes asso-
ciated with a circuit breaker are defined in the SSD file as follows (see Fig. 4).

The above LNode nodes describe the information about the LNode nodes
associated with the circuit breaker, including the IED name (iedName), logical
device name (ldInst), logical node type (lnType) and logical node name combined
by prefix, lnClass and lnInst, so the IED name associated with the primary device
can be obtained through the LNode node. Relevant specifications stipulate that the
name of IED should be named with five layers structure as shown in Table 8.

Therefore, IEDs can be mapped to specific secondary device roles in typical bays
according to IED names in the following steps.

(1) IED grouping: According to the eighth character of IED name, i.e. IED set
number, set the grouping number for IED: A, B, C, D or X (representing single
set) to ensure that the virtual terminals of IEDs in different sets are not
connected.

(2) Role mapping: To determine which secondary device role the IED can be
mapped to in a typical bay, match the first 3 characters of the IED name, that is,
the IED type and the device type with the typeKey attribute of the
SecondaryDeviceRole node in Table 4. And at the same time, the type of the
associated primary device and the lnClass of the associated logical node are
matched respectively with the attributes typeClass and lnClass of the
PrimaryDevice node in Table 5.

(3) Redirection of receiving data related to virtual primary device: In addition to
the existing primary device, there are also virtual primary devices in the SSD
file. Therefore, although these virtual primary devices are also associated with
the relevant logical nodes, in fact, the data input of these logical nodes comes

Fig. 4 Segment of LNode nodes associated with a circuit breaker in the SSD file

Table 8 Structure of IED name

1st
character

2nd
character

3rd
character

4th
character

5th
character

6th
character

7th
character

8th
character

IED type Device
type

Voltage level Device sequence
number

IED set
number
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from the IED associated with other real primary devices. To determine the real
data source IEDs, the virtual attribute in Table 5 of virtual primary device node
should be “true” in the template, and the sourceDeviceKey attribute should be
the device type keyword of the real receiving data source.

3.4 Virtual Terminal Mapping

The task of virtual terminal mapping is to find the sending virtual terminals in the
sending IED and receiving virtual terminals in the receiving IED, according to the
keywords of the VirtualCircuit node in the template to establish the virtual circuit.
Although the virtual terminals’ description or reference [18–21] associated with the
protection device has been standardized in the relevant specification, the virtual
terminals of secondary devices with GOOSE or SV communications with the
protection devices are not covered, such as intelligent terminal, merging unit and so
on.

Therefore, in order to increase the flexibility of matching, use $OR in virtual
terminal keywords to connect multiple keywords that may need to be matched, and
use $AND to connect multiple keywords that need to be matched at the same time.
As the virtual terminal connection between bus protection device and other pro-
tection devices in different branches are related to the branch number,
$BranchNumber is used in the template to represent the branch number, and the
virtual terminal keywords to be matched are automatically converted based on the
device sequence number in IED name and the branch numbers defined for bus
protection device.

4 Application Analysis

The above virtual terminal automatic connection method based on SSD can be
applied to the new station or the configuration of the station reconstruction and
expansion.

The application steps in the integrated configuration of the new station are as
follows:

(1) Importing ICD, SSD and virtual terminal connection template files.
(2) Automatically establishing virtual terminal connection relationship.
(3) Automatically generating virtual terminal connection reports R1 during the

establishment process for users to check the automatic configuration results.
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The application steps for substation reconstruction and expansion are as follows:

(1) Importing ICD, SSD and virtual terminal connection template files.
(2) Calculating the difference D1 between existing connection relations and tem-

plates in the station based on automatic connection results.
(3) Automatically establishing virtual terminal connection relations in the recon-

struction and extension parts.
(4) Automatically generating virtual terminal connection report R2.
(5) Recording manual modification in report R3 during debugging.
(6) Calculating the difference D2 between existing connection relations and tem-

plates in the station based on automatic connection results.
(7) Check whether D2 = D1 + R2 + R3, and if not equal, it indicates that the

virtual terminal connection relationship has been modified incorrectly and not
recorded in the manual modification in report R3, which needs manual
correction.

The above examples show that the application of virtual terminal automatic
connection method can improve the efficiency of virtual terminal connection on the
one hand, and is conducive to the configuration time needed for the virtual terminal
connection of new station, on the other hand, it can improve the security of con-
figuration modification during reconstruction and expansion, discover the changes
of the undesirable virtual terminal connection relationship in advance, and shorten
the debugging time.

5 Conclusion

In this paper, a method of automatic virtual terminal connection for smart substation
is proposed. By using the primary devices topology and primary and secondary
devices association contained in the SSD file, the bay mapping, IED mapping and
virtual terminal mapping from SCD model to virtual terminal connection relation
template file are automatically realized, and the automatic virtual terminal con-
nection is completed. In order to apply this method better, it is necessary to improve
configuration of the association for primary and secondary devices in the SSD file
more efficiently and accurately. The deepening research and practical application of
this method will play a positive role in improving the automation level and accuracy
of system integration.
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Communication Technology Between
Substations of Security and Stability
Control System Based on IEC61850

Dongxu Chang, Qi Guo, Yihua Zhu, Zuyi Ren and Yang Bai

Abstract The traditional communication technology between substations of
security and stability control system (SSC) has some inherent shortcomings. It does
not conform to the trend of current technological development, and restricts the
expansion and application of SSC. According to the IEC 61850-90-1 standard,
using intelligent substation process layer GOOSE communication technology,
a new communication technology between substations based on IEC61850 in SSC
is proposed in this paper. The key technology of communication network archi-
tecture, communication capacity control, data flow control and visualization of
decoupling configuration are deeply researched, and the typical project of Brazil
Belo Monte SSC project is introduced. This technology has several advantages,
such as stable and reliable communication, data transmission capacity, reusability
and interoperability. It can meet the demand of information exchange between
substations, and it represents the development direction of the communication
technology of SSC.

Keywords Security and stability control system � Communication between
substations � IEC 61850 � GOOSE

1 Introduction

The power system security and stability control system (SSC) is a system consisting
of two or more substation security and stability control devices connected through
communication equipment. It is an important facility of defense to ensure the
security and stability operation of the power grid [1, 2]. In SSC, the power system
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communication network is used to realize the transmission of the information of the
power flow, the running state and the component fault between the substation
devices. When serious failure occurred, the rapid centralized or decentralized
generations cutting and load shedding measures of SSC are taken to keep the
stability of power grid [3, 4]. The SSC is heavily dependent on the communication
between substations. The real-time and reliability of the communication technology
will directly affect the correctness of the SSC, and then affect the security and
stability operation of the power grid.

The traditional communication scheme of SSC is the point to point mode, and
the application layer data is fully and clearly self-defined. As the self-checking
mechanism of the application layer data frame, the reliability of the data trans-
mission is guaranteed and the basic requirement of the communication between the
substations is satisfied, so it is widely used [5–7]. However, the communication
scheme based on engineering custom and closed communication is very coupled
with the SSC projects, the utilization rate of communication bandwidth is not high
and the real-time performance is poor; the communication of the stability control
devices of each manufacturer is not interoperable, and the reliability check of the
communication is simple, and it does not conform to the trend of the current
technology development.

With the gradual popularization and improvement of the smart substation based
on the IEC61850 protocol, the acquisition, sharing and interoperation of the process
layer messages in the substation become possible [8, 9]. It also provides rich
experience and useful reference for the wide area information exchange between the
substations. The technical report of the communication application between the
substations IEC61850-90-1 [10] has been included in the IEC61850 Ed2.0.
According to the existing application experience and specific requirements, this
paper introduces a new communication technology between substations of SSC to
realize the observability and configurability of communication network. This
communication scheme will improve the effective utilization of the communication
bandwidth, the standardization of the communication protocol and the reliability
verification of the data. The independent text configuration makes the communi-
cation content and the device policy software part decoupled, and can meet the
actual needs of the field, thus further improving and optimizing the performance of
the SSC.

2 Introduction Traditional Communication Technology
Between Substations Overview

With the development of the power system communication network, the power
communication network has formed a special power communication network
architecture based on the main features of optical fiber communication, hierarchical
classification and self-healing ring network, mainly with synchronous digital
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hierarchy/multi-service transport platform (SDH/MSTP) the equipment builds
backbone transmission network [3].

Most of the SSCs adopt a hierarchical and distributed structure [3], which can be
divided into master stations, control stations, and executive stations. The commu-
nication between substations is dominated by 2 Mbps dedicated fiber channels or
2 Mbps fiber multiplexed channels, and it uses a point to point advanced data link
control (HDLC) protocol to translucent transparently. The stability control master
station configuring a multiplex communication interface device, and the data sent to
the control stations and the execution stations can be connected to the SDH device
through the communication interface devices (MUX) conforming to the E1
standard. The typical communication architecture of SSC is shown in Fig. 1.

With the expansion of the SSC and the deepening of its application, the tradi-
tional communication scheme which is customized with the SSC project gradually
shows its drawbacks in the aspects of communication capacity, universality and
interactivity.

First, the communication between two stations is realized through the point to
point communication. The network topology is customized according to the
function of the system. When the system needs to be expanded, it not only needs to
adjust and increase the original communication network, but also needs to upgrade
the stability control device software of the related substation and power plants.

Second, as using the 1B4B coding mode, the amount of information that can be
effectively transmitted under the condition of real-time data is less than 32 bytes.
Also, the method of communication check is simple and the communication is
easily interfered.

Fig. 1 Traditional communication architecture of SSC
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Third, the communication protocol between the substations of the SSC is a
custom protocol by the equipment manufacturer to customize the information
needed for the transmission according to the function of the system. The commu-
nication mode is relatively closed and the communication interoperability between
the various manufacturers is not strong.

At last, as the scale of its supporting SSC scale is becoming more and more
large, the number of the main station access stations in some stable control areas is
up to 50–60. The traditional communication networking mode can achieve [3, 4] by
extending more communication single elements, and increasing the development
and operation of the device. The complexity and reliability of communication are
reduced.

Now the digital process layer communication has been generally used in the
smart substations [12–15]. It has accumulated rich experience in the area of SV
synchronous sampling and GOOSE transmission mechanism. With the rapid
development of power system communication technology, these problems are
urgently needed to extend the existing intelligent technology from the station
domain to the wide area, realize the information sharing between the station and the
whole regional power grid, and use the multi-dimensional information of the power
grid to further improve and optimize the performance of the existing SSC and
improve the power supply of the power grid.

3 Communication Architecture Between Substations
Based on IEC61850

According to the IEC61850-90-1 technology report [10, 11], the communication
between stations in the SSC can adopt the L2 layer tunneling protocol (L2TP)
recommended by IEC61850-90-1, that is, allows the use of “direct access” to
remote station functions to connect to variable power station networks, and two
substations use high-speed channels to exchange information directly. Tunnels are
configured for specific types of protocols, such as VLAN ID or static multicast.
Considering bandwidth utilization, communication reliability and data flow control,
GOOSE message is used as multicast message of SSC Layer 2. Also, the
Manufacturing Information System (MMS) is used in the SSC station devices and
dispatching center monitoring system to send the real-time operation and trip
messages. The ideal communication architecture between substations of SSC based
on IEC61850-90-1 is shown in Fig. 2.

The station control devices are directly connected to the SDH via optical fiber
Ethernet. The SDH devices implement the process layer GOOSE message and the
MMS point to multipoint multicast transmission on the wide area network, and
prevent the unrestricted transmission of multicast packets through the time slot
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allocation and VLAN division, so as to avoid the bandwidth waste and network
storm. It needs to upgrade the existing SDH equipment and have the shortcomings
of the system communication configuration and the close coupling of the com-
munication network topology. It is not suitable for the communication link design
and management of the large area interconnected SSC.

In this paper, the communication scheme of Fig. 2 is partially corrected. For
example, Fig. 3, by adding a new process layer switch to realize multicast traffic
control, the GOOSE message between substations is implemented multicast com-
munication in LAN and point to point communication in WAN, and then through
Fast Ethernet (FE)-E1 protocol converter, the GOOSE message is converted to E1
signal and then access to SDH. The MMS message of the SSC is also connected to
the SDH through the E1 interface.

The communication network topology of the scheme is consistent with the
traditional SSC, and the existing communication network configuration does not
need to make any changes. However, the implementation of multicast communi-
cation technology on the process layer switch based IEC61850 can solve the
common, interactivity and extensibility of the traditional communication of SSC. In
addition, because the process layer switch and FE-E1 protocol converter are both
standard communication products, it can also avoid the common problem of the
communication interface conversion device, thus making the communication
interoperation of the stability control devices of different equipment manufacturers
available.

Fig. 2 Ideal communication architecture between substations of SSC based on IEC 61850
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4 Key Technology

4.1 Traffic Flow Control

In order to realize the security isolation of the data of the stable control system in
the wide area network, it is necessary to divide the VLAN into the process layer
switch and set up the VLAN ID for the corresponding communication ports of each
substation device. The setup of VLANID is similar to the IED device of the smart
substation and is included in the GOOSE message to control the transmission
direction and traffic of the communication data. With the VLAN settings, the master
station can send data to all other stations, but other stations can only send data to the
master station. In this way, a multicast communication between the master station
and the other stations is realized, and the network broadcast storm is effectively
suppressed by the flow control of the process layer switch, and it is converted to the
point to point communication on the wide area network.

At present, each control device of the mainstream manufacturer supports at least
60 or more GOOSE control blocks, meets the ability to communicate at the same
time in 60 stations, and the process layer switches can also be extended through
cascading. Therefore, this communication scheme can fully meet the needs of the
development of the current control system and have good observability and
controllability.

Fig. 3 Typical communication architecture between substations of SSC based on IEC 61850
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4.2 Communication Capacity Control

The regular GOOSE message [12, 13] sends 1 frame heartbeat messages at interval
T0 when no event triggers, when any GOOSE PDU data changes, triggers a
GOOSE event, the device immediately sends out the new data, then the interval T1
sends second frames, third frames, interval T2 sends fourth frames (T2 = 2T1),
interval T3 sends fifth frames (T3 = 2T2). After the 5 frame, the GOOSE message is
sent to the heartbeat message T0. If the heartbeat signal is not received after 2 times
T0 (typical value is 10 s), the GOOSE break chain is reported, as shown in Fig. 4a.

However, the GOOSE PDU data transmitted by the stability control device
contains real-time analog data, which will trigger an event in the minimum sam-
pling interval. The current communication network cannot meet such a large scale
of fast data transmissions and easily cause network congestion. In order to control
data traffic, synchronization of GOOSE messages must be transmitted.

This paper proposes a simple method to solve this problem. A serial number Fn

is added in GOOSE PDU, with a range of 0–255. Fn adds 1 to the interval Ts
(Ts less than T1), and when Fn is greater than 255, it starts again from 0 and adds 1.
At the time of each interval of Ts, the amount of analog or switch in the valid data is
refreshed to the latest value. At the same time, the information number Fn + 1,
based on the transmission mechanism of the GOOSE message, will immediately
trigger the sending of an event. Because Ts is less than T1, GOOSE will again be

Fig. 4 Process of GOOSE sending
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triggered by events that are separated from Ts before retransmitting the message,
sending a new GOOSE message. Therefore, the data received on the receiving side
is the data refreshed according to the equal interval Ts, and the data of each frame
are different. The transmission time sequence is shown in Fig. 4b. When the
transmission side device is repair or other reasons need to exit, the device will not
update the information serial number Fn, the GOOSE message enters the standard
transmission mode. So the bandwidth occupied by GOOSE is much smaller than
the bandwidth occupied by normal transmission when communication is out of
service.

When the communication between stations is normal, Fn adds 1 at equal
intervals of Ts; and when the communication channel between the two stations is
abnormal or one of the transmission side exit, the reception side device has not been
able to receive the new valid frame, which can distinguish the communication
channel from the interrupt or exit state through the Fn no change over 1 s, without
waiting for the 2 times of the T0 extension (generally 10 s). The receiving side can
detect the state of the channel quickly and effectively, enabling or locking the
relevant logic functions of the stability control device.

4.3 Communication Configuration Method

The communication models of all substations in the SSC should be established in
accordance with the IEC 61850-90-1 specification, and should be included in the
system exchange description (SED) file of the device. The debugger can auto-
matically complete the communication configuration of the virtual terminal of the
device through the Smart Substation Configuration Description Language tool
(SCL) according to the SED files of the substations [14, 15].

This paper proposes a virtual terminal design method to improve the efficiency
of communication configuration and maintenance. The virtual terminals are the
sending ends or receiving terminals of data exchanged between substations. Virtual
terminal technology of the communication between substations completely inherits
the virtual terminal scheme of smart substation, and also inherits its graphical and
visual advantages, which simplifies field debugging and maintenance.

The communication configuration is independent of the function of the SSC.
When the function of SSC needs to be upgraded, the new SCD file is constructed
only according to the new SED file of the substation, and the corresponding con-
figuration files are generated to update the communication configuration of the
stable control devices of each station. It is completely decoupled from the control
strategy function of the device, thus reducing the complexity of system upgrade and
maintenance.
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4.4 Technology Comparison

According to the above analysis and research, the comparison of the communica-
tion technology of SSC between the IEC 61850 and the traditional is shown in
Table 1. As the result, the communication technology based on IEC61850 is much
more stable and reliable, has large data transmission, reusability and interoper-
ability. It can realize the decoupling configuration of the control strategy and the
function of the communication.

5 Project Application Overview

The communication technology between substations proposed in this paper has
been applied in the SSC project of Brazil Belo Monte HVDC, which consists of 5
substations. Xingu converter station, as the master station, judges the HVDC
operation status and receives the transmission line fault information sent by three
control stations of Manaus, TUCU and Parauapeba. According to the system
control strategy and the fault information, the Xingu master station will send out the
generations cutting command to the Belo Monte hydropower executive station.
The SSC is divided into A, B system, and the communication A and B systems are
also independent of each other, as shown in Fig. 5. Xingu master station A, B
system each configuration 1 process layer switch, using VLAN technology to
realize communication data distribution and traffic control; and configure 1 com-
mon Ethernet switches to assemble the MMS messages of A and B systems and

Table 1 Comparison of the communication technologies between substations of SSC

Index Traditional technology Technology based IEC61850

Capacity No more than 32 bytes per frame,
only communicate with 16 factory
stations at most

Each frame can reach 512 bytes,
and it can communicate with 60
factory stations at most

Bandwidth
utilization

No more than 25% of the actual
bandwidth

Full use of the actual bandwidth rate
with margin

Real-time Frame multiplexing and multi
frame check are needed, and the
real-time performance is poor

The real-time data can reach the
traditional technology level when
the data transmission volume is the
largest

Reliability Simple custom and calibration
methods

Universal data check and frame
check union mechanism

Configuration Not support Decoupling configuration with SCL
tools

Interoperability Interoperability cannot be achieved
based on specific communication
protocols

Based on IEC 61850 specification,
all manufacturers can interoperate
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access to the FE-E1 protocol converter together with the communication GOOSE
message between the substations. Other control stations and Belo Monte execution
stations only need to configure 1 Ethernet switches and 1 FE-E1 converters because
they only communicate with the Xingu master station.

The communication between substations is designed according to the commu-
nication technology proposed in this paper. According to the calculation, the
GOOSE message frame of Xingu control master station communication is 208
bytes, and the communication bandwidth between each station is designed as 2
Mbps. In order to facilitate the subsequent upgrade and expansion of the system, the
GOOSE message interval Ts is set to 5 ms and T1 is set to 6 ms. The SED model of
each station’s communication forms the virtual terminal table of the whole system
through the SCD tool, thus completing the communication configuration.
The MMS message from each station is connected to the SDH device through the
E1 interface and sent to the local or remote monitoring backstage by 2 M special
tunnel.

Fig. 5 Communication topological diagram of Brazil Belo Monte project
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The GOOSE information transmission between substations in the SSC project of
Brazil Belo Monte HVDC has been put into operation successfully. At the same
time, the communication scheme has also been applied in the more large-scale
stabilization projects such as Ecuador national grid, and has successfully interop-
erable verification with the manufacturers of ABB, SIEMENS and other equipment
manufacturers.

6 Conclusion

This paper designs communication scheme between substations of SSC based on
the IEC 61850 standard, which includes the key technologies such as communi-
cation capacity control, traffic flow control, communication visualization decou-
pling configuration and so on. It realizes the advantages of the traditional inter
station communication protocol and through the sending end. Time sequence
control and wide area network VLAN ID allocation control data flow and data
distribution to adapt to different types of communication network bandwidth and
communication topology, and simplify the workload of communication
configuration.

The communication technology based on IEC61850 has been mature and reli-
able, and it can be applied in some new SSC projects which are qualified. Due to
the limitation on the bandwidth allocation of communication between stations of
SSC, usually for 2 Mbps, only the L2TP direct transmission mode can be used at
current situation, which limits the deep application of GOOSE wide-area multicast
communication in SSC project. At the same time, as the wide-area multicast
communication technology is introduced into power system communication net-
work, it is necessary to further study whether it meets the requirements of current
power system communication security. Based on the research results, the com-
munication technology between substations of SSC is further improved and opti-
mized to lay the foundation for popularization and application.
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Research on the Visualization
Technology of the Secondary Circuit
of Intelligent Substation Based
on CIM/G

Xie Zhang, Haifeng Wang, Jian Zhang and Yulong Pei

Abstract With the wide application of IEC 61850, the actual electrical connection
of the cable in the intelligent substation has been replaced by the other media such
as the optical fiber, which directly causes the invisibility of the secondary circuit
and brings inconvenience to the operation and maintenance. To solve these prob-
lems, the visualization technology of the secondary circuit of intelligent substation
based on CIM/G is proposed in this paper. The automatic parsing technology of the
secondary circuit connection relationship in the SCD file is introduced, together
with the automatic generation technology of the visual interface. The visualization
technology adopted here not only realizes the static layout of the physical circuit
and the logic circuit in the monitoring interface, but also achieves the dynamic
refresh of the graphical objects which reflects the real-time status of the circuit.
Finally, the effectiveness of the proposed methods is successfully demonstrated by
the practical application, and the comprehensive performance of this automatic
visualization technology is evaluated to be superior to the traditional manual mode.

Keywords CIM/G � Secondary circuit � Visualization technology

1 Introduction

With the full application of the IEC 61850 standard in intelligent substations [1, 2],
a large number of cables have been replaced by a small number of optical fibers,
due to the characteristics of multi-channel information multiplexing in digital
network communication. Corresponding to the actual terminal in the traditional
panel, the virtual terminal is used to reflect the opening and closing state of the
protection device. As a description file of the virtual terminal connection
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relationship in the entire intelligent substation, the substation system configuration
description (SCD) file contains the logical connection relationship between the
devices, which plays a very important role in substations [3–5].

With the rapid development of the power grid, the corresponding protection
devices in the intelligent substation are gradually increasing. The number of nodes
and the amount of data that need to be monitored and maintained are greatly
increased, which has led to a larger size of the SCD file. Therefore, it is difficult to
meet the actual needs of engineering configuration, operation and maintenance by
manually viewing the SCD. The manual method is time-consuming and error-
prone. Based on this situation, an intuitive, efficient, and accurate method is
required to obtain the data flow relationships between devices in the intelligent
substations during the configuration, operation and maintenance periods.

At present, there have been several literatures on the visualization technology of
the secondary circuit. The monitoring scheme of the secondary circuit has been
presented to introduce the static layout of the interface, which rarely mentions the
dynamic refresh of the circuit state [6–8]. Different methods were also proposed to
introduce the data mapping algorithm and the dynamic refresh technology, but the
display of the physical circuit was not involved [9, 10]. Instead of the visualization
technology, the fault diagnosis technology based on the logical connection
relationship of the secondary circuit was introduced in [11, 12].

This paper proposes a visualization technology of the secondary circuit in the
intelligent substation based on CIM/G specification [13–16]. The automatic parsing
module of the secondary circuit connection relationship in the SCD file is studied.
And the automatic generation module of the visual interface is designed, together
with the automatic association technology between the SCD model data and the
graphical objects. The visualization technology proposed in this paper not only
realizes the static layout of the physical circuit and the logic circuit in the moni-
toring interface, but also achieves the dynamic refresh of the graphical objects
which reflects the real-time status of the circuit.

The rest of this paper is organized as follows. Section 2 proposes the general
architecture of this visualization technology, including the automatic parsing
module, the automatic generation module and the automatic association module.
Section 3 describes the detailed automatic parsing methods of the secondary circuit
connection relationship based on SCD. And Sect. 4 designs the layout of the
physical circuit and the logic circuit in the monitoring interface based on CIM/G
specifications. The final result of the visualization is illustrated in Sect. 5 via
practical applications. Finally, concluding remarks are presented in Sect. 6.

2 General Architecture

Based on the CIM/G specification, the visual interface of the secondary circuit in
the intelligent substation is realized automatically, as shown in Fig. 1. Firstly, the
SCD file is automatically parsed to obtain data information of each voltage level,

530 X. Zhang et al.



bay, device, control block, and virtual terminal. Secondly, through the topological
analysis of the data information of each level, the coordinates of the graphical
objects are calculated accordingly. Combined with the setting of other attributes of
the graphical objects such as color, font, etc., the static layout of the physical circuit
and the logic circuit is basically determined. Finally, according to the data mapping
relationship between the data reference parsed from the SCD file and the remote
signal value read in the database, such as the control block link state and the
transmission data of the secondary circuit, the graphical objects with the corre-
sponding references can be dynamically refreshed. Because the graphic file is
generated based on the CIM/G specification which is consistent with the control
center, the control center can browse the visualization interface of the secondary
circuit directly, which provides a good technical support for the comprehensive
monitoring of the intelligent substation.

3 Structure Analysis of the Secondary Circuit

There are mainly four parts defined in the SCD file [17, 18], the communication
class (Communication), the primary device class (Substation), the intelligent
electronic device class (IED) and the data type template class (DataTypeTemplate).
The substation model is a hierarchical object based on the functional structure of the
primary equipment of the substation. The main data level of Substation is
substation-voltage-bay-equipment-subdevice. The IED class is the hardware device
that forms the substation automation system. The main data level of IED is
IED-server-logical device-logical node-data.

Based on the substation class, the data structure as voltage-bay-IED is obtained
by the SCD auto-parsing module. The IED data structure includes the IED index
number, the IED name, and the IED description. The switch is also considered as an
IED and is included in the IED structure. Based on this structure, a static layout of
the physical circuit monitoring interface can be obtained. Physical circuit interfaces
of different voltage levels can be switched by thermal points automatically. As for
the layout of the IEDs at the same voltage level, they are laid out in bays.

Fig. 1 Diagram of the general architecture
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The protection device, the measurement and control device, the merging unit, the
intelligent terminal, and the switch in the same bay are arranged according to the
typical template.

Based on the IED class, the data structure of IED is also obtained by the SCD
auto-parsing module, which contains the logical control block, the physical control
block and the connection relationship of the terminals. The logical control block
consists of the output block and the input block. In particular, the structure of the
switch device includes only the physical control block, which describes the con-
nection between its physical port and the physical port of other devices.
The structure of the IED is shown in Fig. 2.

The typical structure of the virtual terminal is shown in Fig. 3a. The attributes of
reference and description indicate the information of the corresponding virtual
circuit, while value_reference represents the reference of the GOOSE/SV channel
data transmitted on the virtual circuit. According to the principle of reference
uniqueness, these two references are respectively mapped to a record in the mon-
itoring system database. The structures of v_link_point and p_link_point respec-
tively indicate the virtual terminal and the physical terminal connected to it, and the
structure uniquely identifies the terminal by the IED index number, the control
block index number, and the virtual terminal index number. Based on v_link_point
and p_link_point in the structure, the virtual circuit connection relationship can be
determined easily.

The typical structure of the physical terminal is shown in Fig. 3b. The attribute
of portIdx is a unique identifier of the physical terminal, indicating the port number,
and the attribute of portType represents the port type. Similarly, p_link_point
represents another physical terminal structure that is directly connected to it.
Combined with the p_link_point in the structure of the virtual terminal, the physical

Fig. 2 Date structure of IED
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connection relationship between the devices can be determined, and the corre-
spondence between the physical circuit and the virtual circuit can also be
determined.

4 Display of the Secondary Circuit

Based on the data structure parsed from the SCD file which is described above, the
display of the physical circuit and the logical circuit can be achieved by combining
with the automatic generation technology of the visual interface, the automatic
association technology between the SCD model data and the graphical objects and
the automatic linking technology between different pictures.

4.1 Display of the Physical Circuit

According to the hierarchical structure of voltage-bay-device-control block-
secondary circuit obtained by SCD, the monitoring interface of the complete
physical circuit in the substation can be realized, which includes the structural
relationships of voltage, bay, devices and the physical connections between the
devices. The physical circuit interfaces of different voltage levels are switched by
thermal points, while the devices in each bay under the same voltage level are
distributed in the same picture. The physical connection between the devices is
described as the connection line and the information of the connection port can also
be identified in the interface.

Based on the static layout of the physical circuit, the dynamic refresh of the
graphical objects in the physical circuit monitoring interface can be realized,
combing with the data mapping relationship with the signals in the database.
Usually, the state of the device is associated with the accident signal in the mon-
itoring system database [19], so the abnormality of the device can be displayed in
real time through different colors. Meanwhile, the state of the physical circuit is

Fig. 3 Date structure of the virtual terminal and the physical terminal
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related to the state of the logical circuit it contains. Once the state of a logical circuit
that it contains is abnormal, the physical circuit displays an abnormal state.

In the monitoring interface of the physical circuit, the virtual circuit connection
inside the device and the physical circuit can be obtained through the automatic
linking of the pictures. The virtual circuit related to the device can be viewed by
clicking the graphical object of the device, while the virtual circuit in the physical
circuit can be viewed by clicking the connection line which represents the physical
connection.

4.2 Display of the Logical Circuit

Virtual Circuit Related to the Physical Circuit. This interface displays the
connections of the logical control blocks involved in the physical circuit, including
the transmitting device, the receiving device, the transceiver port information and
the arrows between the transceiver. The connection line identifies the on-off state in
different colors with the state value of the logical control block in the database.

Furthermore, the detailed virtual circuit can also be viewed by clicking the
connection line between the control blocks, including the terminal names of the
transceiver and the real-time state of the virtual circuit. Similarly, the on/off state of
the virtual circuit is represented by connection lines of different colors.

Virtual Circuit Related to the Device. This interface displays the logical circuit
connection between the device and other devices associated with it. The state of the
virtual circuit, the value and the quality transmitted by GOOSE/SV channels can be
viewed in this interface. Usually, the on-off state of the virtual circuit is identified
by the connection lines of different colors. The transmission value is described by
the dynamic data, and the different qualities are reflected by the different colors of
the transmission value. Combined with the configuration of the plate information in
the monitoring system database, the interface can also display the state of the plates
such as the inspection plate, the outlet plate and the receiving plate.

Based on the correspondence between the graphical objects and the associated
data stored in the CIM/G files, all of the monitoring interfaces described above can
be refreshed dynamically. The graphic browser periodically queries the data values
of the graphical objects in the database, and then displays different states of the
graphical objects such as the connection line of the circuit. The dynamic refresh of
the transmission value is also done in the same way.

As for the dynamic refresh of the physical circuit, it involves the states of
multiple internal logical circuits. An expression is created to obtain the logical
operation result of the multiple logical circuit states. And the relationship between
the graphical object of the physical circuit and the corresponding expression result
is also stored in the CIM/G files. Once one of the logical circuit states has changed,
the result of the expression is updated in time, and the graphical object associated
with the result of the expression is also dynamically refreshed.
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5 Practical Application

Compared with the method of manual drawing, the scheme proposed in this paper
can complete the display of the secondary circuit in a few minutes, which greatly
shortens the engineering configuration cycle and improves the efficiency of the
project implementation. In addition, the visual interface at multi-level can greatly
facilitate the daily monitoring and maintenance, which is of great significance for
ensuring the safe operation of the power grid. The secondary circuit visualization
software developed based on this scheme has been developed and tested. The
following figures show the typical secondary circuit monitoring interfaces imple-
mented by the software. Figure 4 shows the typical physical circuit of the entire
substation. Figure 5a shows the virtual circuit related to the physical circuit, and
Fig. 5b shows the more detailed information. Figure 6 shows the virtual circuit
related to a given device.

Fig. 4 Diagram of the physical circuit

Fig. 5 Diagram of the virtual circuit related to the physical circuit
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6 Conclusion

The visualization technology of the secondary circuit based on CIM/G is proposed
for the intelligent substation in this paper. The automatic parsing technology of
SCD is introduced, which is used to obtain the basic data structure. Moreover, the
design of the interface of the physical circuit and the logical circuit is put forward.
And the practical application of the secondary circuit monitoring interface is
demonstrated. The comprehensive performance of this automatic visualization
technology is evaluated to be superior to the traditional manual mode in the aspects
of visualization and engineering, which greatly improves the efficiency and stan-
dardization of the project implementation. In the future, more abundant graphical
elements will be included for the display needs of interfaces, such as the physical
port status, the port light intensity information and so on.
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Wide-Frequency Synchrophasor
Transfer Method Based on Channel
TDM

Qi Peng, Ming-guo Hou, Jian Shen and Rong Xiang

Abstract Wide-frequency synchrophasor is the general term for synchrophasors of
harmonics and interharmonics from low frequency to high frequency. Limited by
existing transfer standard and transmission channel bandwidth, the current Wide
Area Measurement System (WAMS) cannot transfer wide-frequency synchropha-
sors and can only transfer fundamental synchrophasors. This paper provides a
wide-frequency synchrophasor transfer method from substation to master station,
and focuses on the channel time division multiplexing (TDM) technology. The
compatibility of the transfer method based on this technology with the existing
protocol and the network characteristics are analyzed. At last, the feasibility of
the method is verified by simulation experiments. Within the channel TDM method,
the wide-frequency synchrophasor can be transferred from substation to master
station under the existing WAMS architecture and transfer standard, and the
transfer method satisfies the requirements of the existing physical channel
bandwidth.
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1 Introduction

High-voltage direct current transmission (HVDC), flexible AC transmission
(FACTS), and the grid-connection of wind turbine generators (WTGs) induce wide-
frequency oscillations such as low-frequency, sub/super-synchronous oscillations
[1–5] which seriously threaten the safe and stable operation of the grid [6]. Therefor
the State Grid Corporation of China proposed the real-time monitoring and warning
requirements for wide-frequency oscillation based on the wide-frequency
synchrophasor of PMU substation.

WAMS has been widely used in power grids within the world. Up to October
2017, the PMU has been installed in more than 3900 power plants and substations
in China [7]. It plays an important role in grid operation monitoring, characteristic
analysis, fault analysis, etc. [8–12]. However, it cannot cope with the demand of
wide-frequency oscillation monitoring. First, the transfer standard can only support
fundamental synchrophasor transfer between PMU substation and master substation
[13]. There is no transfer specification for wide-frequency synchrophasors. Second,
due to the limitation of physical channel bandwidth, a large number of wide-
frequency synchrophasors calculated by the PMU substation cannot be transferred
to the master station.

The research work of wide-frequency synchrophasor measurement and wide-
frequency oscillations monitoring based on PMU has been carried out in-depth in
China [14–18]. Literature [19] details a wide area sub-synchronous oscillation
monitoring system based on improved PMU. Wide-frequency PMU has been
developed. The work of wide-frequency synchrophasor calculation can be done in
PMU substation, which can greatly reduce the cost of master station. So it is
necessary to develop a real-time transfer method for wide-frequency synchrophasor
which is compatible with the current WAMS architecture.

This paper proposes a wide-frequency synchrophasor transfer method. At first
the architecture and transfer standard of the existing WAMS/PMU system are
analyzed. Then according to the transfer indicators, introduces the transfer plan
selection and details the channel TDM technology and procedure of the transfer
method. Finally, the correctness and feasibility of the method are verified by
simulation experiments. The method is fully compatible with the existing WAMS
architecture.

2 Overview of Synchrophasor Transfer

2.1 WAMS Architecture and Transfer Standard

The WAMS consists of PMU substation, master station and data communication
network [7]. The architecture is shown in Fig. 1. The PMU is responsible for data
acquisition, and transfer the synchrophasors to master station in real time.
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The current international synchrophasor transfer standard is IEEE std
C37.118.2-2011. In China, GB/T 26865.2-2011 is used as the synchrophasor
transfer standard. The two standards only support fundamental synchrophasor
transfer. For the two standards are similar, all the discussion of transfer standard in
the paper is based on the GB/T 26865.2-2011.

2.2 Analysis of Existing System Network Data Flow

At present, depending on the application of master station, there are mainly three
transfer frequencies of synchrophasor data packets, which are 25, 50 and 100 Hz
respectively. And the transfer frequency is set by the master station via the CFG2
packet.

Table 1 shows the PMU’s synchrophasor data length of each type of bay in the
data frame, where U1 and I1 mean positive sequence voltage and current, ROCOF
means rate of change of frequency. In a synchrophasor data frame, an analog
occupies 2 bytes, and a phasor data occupies 4 bytes.

WAMS 
Master Station

Transmission 
network

PMU
Substation

WAMS
Pre-server

Station B Station N

LAN

Data 
Server

Application 
Server

Dispatch 
Workstation

Station A

LAN

PMU PMU

Data 
Concentrator

Fig. 1 Architecture of WAMS/PMU system

Table 1 Synchrophasor data length of each type of bay in data frame

Measuring
object

Measuring phasor Measuring analog Data length
(Byte)

Busbar Ua, Ub, Uc, U1 f, ROCOF 20

Line Ia, Ib, Ic, I1, Ua, Ub,
Uc, U1

P, Q, f, ROCOF 40

GSU
transformer

Equivalent to 3 lines 120

Generator 1 line, add 2 internal
potentials and 2 power
angles

2 generator speeds, excitation voltage,
excitation current, and steam valve
opening

66
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Consider the typical 500 kV substation with a reasonable margin. The substation
consists of 2 GSU transformers, and high voltage side (500 kV part) is in the form
of 3/2 wiring, which includes 3 complete series for total of 6 lines. The wiring form
of medium voltage side (220 kV part) is dual-busbar & dual-busbar subsection for
total of 12 lines. According to Table 1, the total data frame length is approximately
1040 B. And the data flow rate will be 25.5, 51, and 102 KB/s under 25, 50, and
100 Hz respectively. For a master station with an access capacity of 200 PMU
substations, the real-time data access flow rate will be from 5 to 20 MB/s.

3 Wide-Frequency Synchrophasor Transfer Method

3.1 Design of Channel TDM Transfer

The design of the transfer plan needs to consider wide-frequency synchrophasor
transfer period, data flow rate, protocol and application compatibility. And the
range of the harmonics that can be transferred must also be considered.

The wide-frequency synchrophasor transfer period is inversely proportional to
the data flow rate. At present, a dedicated channel with a bandwidth of 2 Mbps is
used between the PMU substation and the dispatch data network. Therefore transfer
period and data flow rate need to be balanced. According to literature [12], the
length of the time window can be set to second level for FFT analysis. Therefore,
it’s able to be accepted to transfer the wide-frequency synchrophasor once per
second.

For HVDC, according to literature [20, 21], the harmonic detected by the DC
converter station and the new energy generation aggregation station should be
increased to at least 25th harmonic. At present, the sampling rate of bay control unit
and PMU in smart substation is 4 kHz. According to the sampling theorem, the
40th harmonic is the highest harmonic that can be calculated. Therefore, the range
of harmonics which can be transferred is designed from 1st to 100th in the method.

The channel TDM technique multiplexes the data channels in the current data
frame and transfers different phasors at different time. As shown in Fig. 2, at time
T0, a phasor P0 is transferred in a certain fixed channel, but at other times, T1 or
T2, the others phasors P1 and P2 are transferred in that channel. The advantage of
channel TDM is that it can transfer more phasors without increasing data flow, and
it is no need to modify the format of frame.

3.2 Realization of Channel TDM Transfer

It can flexibly configure the harmonics or interharmonics to transfer according to
the actual needs of the site. When the actual need pays more attention on the
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sub-synchronous oscillation, only the interharmonic channel can be configured. The
specific implementation includes communication message extension and data
synchronization.

Interharmonic Transfer

At first, add the interharmonic channels in the CFG1, which including 3 voltage
interharmonic phasor channels, 3 current interharmonic phasor channels, and 6
frequency analog channels. The additional channels are shown in Table 2. All these
additional channels can be configured flexibly according to the actual needs. Then
in addition to the original fundamental phasor channel, data message also contains
interharmonic channels.

For the timestamp of interharmonic data, each PMU data frame has an absolute
timestamp to indicate the time of fundamental phasor data. When interharmonic
channels are added in the data message, the timestamp will be shared both by
fundamental data and interharmonic data. Because PMU calculates the interhar-
monics data once per second, so all timestamps of interharmonics transferred in a
second are the same. We take the number of SecondSinceEpoch of the timestamp
minus the time of calculation time window as the seconds of interharmonic data,
and the part of FractionOfSecond always equals 0.

According to the transfer frequency of the PMU data frame, we can transfer 25,
50, and 100 interharmonics data in 1 s at 25, 50, and 100 Hz respectively. The
interharmonics are transferred in the order of amplitude from highest to lowest.
Figure 3 shows the interharmonic transfer under 25 Hz.

T0 T1 T2

SYNC

PHASORS

FREQ

CRC

PHASOR1
PHASOR2

P0

PHASORn

SYNC

PHASORS

FREQ

CRC

PHASOR1
PHASOR2

P1

PHASORn

SYNC

PHASORS

FREQ

CRC

PHASOR1
PHASOR2

P2

PHASORn

t

Data 
frame

Fig. 2 Time division multiplexing of phasor channel

Table 2 Interharmonic channel addition

Channel type Additional channel Channel name

Phasor Voltage interharmonic UAI, UBI, UCI

Current interharmonic IAI, IBI, ICI

Analog Frequency of voltage interharmonic UAF, UBF, UCF

Frequency of current interharmonic IAF, IBF, ICF
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The frequency in the frequency channel corresponds to the phasor in the phasor
channel, and the interharmonics of one frequency point are uniquely determined.

Harmonic Transfer

Harmonic transfer is similar to interharmonic transfer. At first, the harmonic phasor
channel needs to be added, as shown in Table 3. The timestamp is obtained in the
same way as the interharmonic.

Different from the interharmonic transfer, harmonic transfer does not need to add
frequency channel to indicate the frequency. It can rely on the compatible sequence
to identify the order of harmonic under the multiplexing condition.

Stipulating that the fundamental phasor and 2nd–25th harmonic phasors are
transferred at 25 Hz, the fundamental phasor and 2nd–50th harmonic phasors are
transferred at 50 Hz, and the fundamental phasor and 2nd–100th harmonic phasors
are transferred at 100 Hz.

If the data are transferred in normal order(from low order to high order), the
phasors transferred at the same time are different order harmonics under three
frequencies. As shown in Fig. 4.

To meet the compatibility of harmonic transfer at different frequencies, it is
necessary to adjust the transfer order of harmonics. 100 Hz is the highest transfer
frequency, including data frames of 50 and 25 Hz frequencies, while 50 Hz
includes data frames of 25 Hz. Therefore, the harmonics at 25 Hz can be prefer-
entially arranged, that is, the fundamental wave and the 2nd–25th harmonics are
arranged in order of time under 25 Hz. Then arrange the next 25 harmonics data

Transfer Frequency : 25Hz

t

Phasor 
Channel

Frequency
Channel

t

Interharmonic
1

0ms

Amp.
Ang.

0ms

Freq.

40ms

Amp.
Ang.

40ms

Freq.

Interharmonic
2

80ms

Amp.
Ang.

80ms

Freq.

Interharmonic
3

Fig. 3 Interharmonic channel transmission

Table 3 Harmonic channel addition

Channel type Additional channel Channel name

Phasor Voltage harmonic UAH, UBH, UCH

Current harmonic IAH, IBH, ICH
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(26th–50th harmonics) under 50 Hz, and finally arrange the last 50 harmonics data
(51th–100th harmonics) under 100 Hz, as shown in Fig. 5. Then this sequence is
fully compatible with three frequencies modes.

The time (milliseconds) of the data frame in which the nth harmonic is located
can be uniquely determined by the following formula:

Thn ¼ 10� 4Qþ 2� P%2ð Þþ P
2

� �� �
ð1Þ

0ms t10ms 20ms 30ms 40ms 50ms 60ms 70ms 80ms

Fs=100Hz

0ms t20ms 40ms 60ms 80ms
Fs=50Hz

0ms t40ms 80ms

Fs=25Hz

1st
Har.

2nd
Har.

3rd
Har.

4th
Har.

5th
Har.

6th
Har.

7th
Har.

8th
Har.

9th
Har.

1st
Har.

2nd
Har.

3rd
Har.

4th
Har.

5th
Har.

1st
Har.

2nd
Har.

3rd
Har.

Harmonic data frame

Fig. 4 Comparison of sequential transmission harmonic timings at different frequencies
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Har.
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Har.
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Har.
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Har.
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100th
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Fig. 5 Harmonic compatible sequence
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where

P ¼ n� 1
25

� �

Q ¼ðn� 1Þ%25

8><
>: ; ð1� n� 100Þ

When n = 1, it is the fundamental phasor data, and [X] represents the integer part
of X.

3.3 Comparison of Data Flow

The timing diagrams of the fundamental, harmonic and interharmonic channels in
the complete message are shown in Fig. 6.

Now consider the data flow under the case with maximum configuration which
configures all additional channels of Tables 2 and 3. The comparison of the data
volume of different measurement objects between wide-frequency data and fun-
damental data is shown in Table 4.

Transfer Frequency: 100Hz

Harmonic 
Channel

Interharmonic
Channel

t0ms

Data Frame

Fundamental 
Channel

10ms

Ua
Ub
Uc
...

Uah 1st
Ubh 1st
Uch 1st

...
Ui 1
Fi  1
...

Ua
Ub
Uc
...

Uah 51th
Ubh 51th
Uch 51th

...
Ui 2
Fi  2
...

Ua
Ub
Uc
...

Uah 26th
Ubh 26th
Uch 26th

...
Ui 3
Fi  3
...

Ua
Ub
Uc
...

Uah 76th
Ubh 76th
Uch 76th

...
Ui 4
Fi  4
...

Ua
Ub
Uc
...

Uah 2nd
Ubh 2nd
Uch 2nd

...
Ui 5
Fi  5
...

20ms 30ms 40ms

Fig. 6 Timing diagram of fundamental, harmonic and interharmonic channel

Table 4 Frame length comparison of wide-frequency data and original data

Object Data length (Byte) Remarks of additional channels

Fundamental After adding Harmonic and
Interharmonic

Busbar 20 50 Add 6 phasor channels and 3
analog channels

Line 40 100 Add 12 phasor channels and 6
analog channels

GSU 120 300 Equivalent to 3 lines

Generator 66 126 Equivalent to 1 line
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As can be seen from the above table analysis, the length of wide-frequency data
frame using channel TDM method is increased by about 1.5 times compared with
current fundamental phasors message. Equally adopt the substation scale assumed
in Sect. 2.2, the total data of a PMU substation data frame are about 2600 B, and
the data flow of a PMU substation is about 63.6–253.9 KB/s. This indicator sat-
isfies the bandwidth requirements of the dedicated bandwidth channel of the
existing PMU substation.

4 Verification

The actual PMU system simulation are designed to verify the feasibility of the
method. Test system is shown in Fig. 7. The signal source is simulated by RTDS
(real-time digital simulation device), and the simulated master station communi-
cates with the PMU. Finally, the spectrum diagram displayed by the simulation
software is compared with the simulation result of Matlab. Since the PMU used in
the test cannot calculate 100th harmonic, the highest order harmonic which can be
calculated is 40th harmonic, so the highest order harmonic applied by the test signal
is 40th harmonic.

The test PMU uses a 48 channels sampling configuration, adding 48 corre-
sponding harmonics and interharmonic channels to the CFG2 file, and inputing the
following test signals to the first channel, voltage Ua:

x ¼Un sin ð2pfst � p=3Þþ 0:2Un sin ð2p� 115tþ p=3Þ
þ 0:2Un sin ð2p� 540t � p=3Þþ 0:3Un sin ð2p� 25fst � p=18Þ
þ 0:15Un sin ð2p� 40fst � p=10Þ

ð2Þ

where Un = 57.74 V, Fs = 50 Hz. The signal contains 25th and 40th harmonic
data, as well as interharmonic of 115 and 540 Hz.

The Matlab simulation spectrum of the test signal is shown in Fig. 8.

Test Signal

RTDS Matlab
Simula onPMU

Simulated 
master sta on

Result 
comparison

U I

ClockFig. 7 Test system of PMU
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The simulation software simulates the master station pre-server, which can
receive and display the data sent by PMU in real time, including the phasor
spectrum and the channel value change with time.

The system verifies the data transfer at 25, 50, and 100 Hz respectively. Figure 9
shows the spectrum of the Ua channel under 100 Hz transfer frequency and the
amplitude variation with time of 25th harmonic. The spectrogram of a certain
moment contains the fundamental, 25th and 40th harmonics, and the interharmonics
of 115 and 540 Hz, which is same as the result of Matlab simulation.

The test PMU uses 48 channels, with maximum configuration. The output
channels include 160 phasor channels (64 fundamental phasor channels, 48 har-
monic phasor channels, and 48 interharmonic phasor channels), and 80 analog
channels. The actual message flow rate under 100, 50, and 25 Hz are 80.78, 40.39,

Fig. 8 Matlab simulation spectrogram of test signal

Fig. 9 Spectrogram and data variation with time
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and 20.2 KB/s respectively. Considering the upper limit bandwidth of single PMU
substation, it can support 5 PMUs (40 lines in total) to transfer wide-frequency data
at 50 Hz transfer frequency.

5 Conclusion

With the promotion and application of wide-frequency measurement technology in
substation, the master station will be able to effectively utilize the powerful com-
puting capacity of the substation for more in-depth applications based on
wide-frequency data. The wide-frequency synchrophasor transfer method proposed
in this paper fully considers WAMS architecture and actual physical bandwidth,
and use the channel TDM technology to reduce network bandwidth consumption
caused by a large number of wide-frequency data. The method is fully compatible
with the existing transfer standard, which inherits the procedure of establishment,
connection, transmission, interruption and exception handling. That ensures the
reliability of communication. The advantage in engineering application is also
reflected in the asynchronous step-by-step upgrade mode between master substation
and PMU substation. It can still guarantee the connection and realize the current
WAMS function between two ends, in which one end with the wide-frequency data
transfer and the other end without this capability. However, the current method has
certain limitations in terms of wide-frequency data transfer frequency. The next step
will be further researched in conjunction with the requirements of the master
station.
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Strategy of Avoiding Reclosing in GIS
Permanent Fault Under 3/2 Connection
Mode

Shiyang Ding

Abstract At present, the equipment of substation is becoming more and more
complex and GIS is the main equipment in substation. In this paper, According to
the basic concept of IEC61850 technology system. The interoperability of relay
protection devices for different kinds of different manufacturers is summarized.
Combined with 3/2 wiring mode and protection configuration of a UHV substation.
Analyze UHV substation’s trip accident and expected failure modes. A method of
optimizing the protection of 3/2 wiring is proposed to better deal with the uncertain
events in substations.

Keywords IEC61850 � GIS � Interoperability � Fault diagnosis � Optimal
configuration of relay protection

1 Introduction

Substation is not only the hub of voltage and current conversion in power system,
but also the hub of power system information collection. Through the primary and
secondary equipment of the substation, we can collect and calculate a large number
of information such as current, voltage, phase, frequency, switching position,
on-line monitoring data, device alarm and so on. How to make good use of this
information is very important. In order to construct the seamless communication
system of electric power system [1], China has quoted IEC 61850 ED 61850 as the
domestic electric power industry standard DL/T 860. in order to construct the
seamless communication system of electric power system, China has quoted V1.0
61850 as the domestic electric power industry standard. And has carried on the
large-scale application in the substation automation construction [2]. IEC 61850 is
not only a standard for substation communication, but also its basic ideas such as
“adopting object modeling technology, device modeling and self-description to

S. Ding (&)
State Grid Anhui Electric Power Co., Ltd. Maintenance Branch, Hefei 230000, China
e-mail: shiyang.ding@qq.com

© Springer Nature Singapore Pte Ltd. 2020
Y. Xue et al. (eds.), Proceedings of PURPLE MOUNTAIN FORUM
2019-International Forum on Smart Grid Protection and Control, Lecture Notes
in Electrical Engineering 585, https://doi.org/10.1007/978-981-13-9783-7_45

551

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_45&amp;domain=pdf
mailto:shiyang.ding@qq.com
https://doi.org/10.1007/978-981-13-9783-7_45


meet the requirements and development of application functions, and meeting the
requirements of open interoperability of applications” [3]. It lays a theoretical and
path foundation for the intelligence of substation.

Unpredictable equipment failures often exist in power systems. When the system
is weakened, insufficient information, automatic system failure and human decision
errors may cause new interference [4]. In recent years, many large area power
outages abroad show that the misoperation, rejection and improper action of relay
protection and safety control devices are often the direct cause of the accident or an
important factor leading to the expansion of the accident [5]. The coupling effect of
AC and DC is increasing day by day, which makes the risk of high power loss
increasing, and gradually presents the characteristics of “integration” [6]. The DC
commutation failure induced by AC fault at the end of UHV DC transmission
network will cause a large amount of short-term power shortage of the system,
which poses a great threat to the security and stability of the system [7]. In order to
better deal with the impact of faults on the system, this paper proposes to use
IEC61850 protocol and other technical means to locate and diagnose substation
level faults according to the equipment status and wiring mode. Through these
diagnostic information can better help people to reduce the impact of fault on the
stability of the system. I hope to arouse your discussion by writing this article and
throwing bricks to attract jade.

2 Complexity of Relay Protection Object and Its Related
Influence

In the IEC61850 standard system, the task of relay protection is defined as moni-
toring various physical quantities (voltage, current, temperature, etc.) from the
power network or switchgear. If a value of the monitored amount exceeds the preset
first threshold, the relay protection function enters an alert state; if the monitored
amount exceeds the second threshold (fault threshold), the relay protection device
issues a trip command, To remove the protected object from the system. The
behavior of relay protection, that is, protection algorithm, is controlled by a set of
parameters, which can be changed by protection engineers through man-machine
interface or some automatic equipment [8].

Traditional protected objects, including main transformer, switch, bus, line,
reactor and other equipment. These devices are equipped with special protective
devices and ensure that no dead zone is left. With the development of power grid,
the object of relay protection is becoming more and more complex, and the primary
equipment presents the characteristics of electronic power [9]. These new situations
are worth paying attention to. GIS equipment is the main equipment in UHV AC
substation. GIS has the characteristics of strong systematicness, high integration,
small area, good reliability and so on. It is an important embodiment of the
technical progress of power equipment manufacturing [10–12]. Especially in UHV
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engineering, because of the reliability of external insulation design and the small
area, gas insulated combiner has become the only choice [13–15]. The GIS
equipment is composed of circuit breaker, isolating switch, grounding switch, bus,
current transformer, voltage transformer, lightning arrester, casing and other elec-
trical equipment, and its failure rate is much lower than that of each independent
electrical equipment. However, once the fault location of GIS equipment is a dif-
ficult point, and the replacement period of components is longer, the reliability of
the power grid is also facing a test. GIS equipment fault can be roughly divided into
mechanical fault, insulation fault, secondary circuit fault, body leakage fault and so
on, and the internal insulation fault is the main cause of tripping accident. GIS
equipment failure may be in the installation process, due to the installation
environment is not up to standard, dustproof measures are not in place and other
reasons, resulting in GIS internal discharge caused by insulation flashover caused
by insulation fault and then cause tripping.

Relay protection also needs to adapt to the change of primary equipment. GIS
equipment is involved in the reach of switch protection, bus protection and line
protection. UHV switch, the bus itself is GIS equipment, line protection contains
switches that is GIS equipment. The practical experience shows that the
short-circuit fault nature of the line and GIS equipment is not the same. The
transient fault accounts for the majority of the line short-circuit fault, while the GIS
short-circuit fault is mostly permanent fault. How to adapt the relay protection to
the change of the object, first of all, from the interoperability of the protection
device to do a brief analysis.

3 Interoperability Between Protective Devices

IEC61850 technology system shows that the function of substation automation
system is control and monitoring. That is, the monitoring of the relay protection of
the primary equipment and the power grid, and the monitoring of the system related
to the system itself, such as the monitoring of communication. The function is
divided into three layers: station, bay and process. The system requires that the
functions can be freely assigned to intelligent electronic devices, and that the
functions provided by different suppliers should be maneuverable. the interface
model of the equipment is shown in Fig. 1.

It can be seen that the IEC61850 standard scientifically classifies the data, and
through the definition of interfaces so that all kinds of intelligent devices can freely
exchange information, and has a certain degree of interoperability. Interoperability
refers to the ability of two or more IED provided by one or more manufacturing
plants to exchange information and use that information to perform specific func-
tions correctly.

The connotation of interoperability is rich. In the engineering practice of UHV
substation, there is some kind of data exchange in the protection equipment in the
interval layer and realizes the characteristics that can be operated with each
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other. In the typical protection configuration of UHV station, the failure function of
switch protection device can start the bus protection device and make the bus
differential protection operate. The line protection device can start the reclosing and
failure function of the switch protection device. The protection devices between
different manufacturers can interact with each other to improve the function of
protection. Switch protection is the intermediary connecting each protection device.
Generally speaking, the over-current protection function of switch protection is
usually withdrawn, mainly to realize the function of failure and reclosing (Table 1).

The description of circuit breaker failure protection task in IEC61850 standard is
that if the circuit breaker receives a trip signal of some kind of protection, such as
line protection, the circuit breaker cannot be tripped because of the internal failure
of the circuit breaker, then it must be tripped by the adjacent circuit
breaker. Remove the fault, and the adjacent circuit breaker may include an outgoing

Fig. 1 Levels and logical
interfaces in substation
automation systems [3, 8]

Table 1 Interoperability between partial relay protection

Interactions Circuit breaker protection Busbar
differential
protection

Line protection

Circuit
breaker
protection
action

If it fails, the adjacent switch tripping If it fails, start
busbar
differential
protection

If it fails, use the
remote tripping
function

Busbar
differential
protection
action

If there is a switch failure in the
protection action range, the failure
protects the logic action, the bus
action latch reclosing

None Indirect contact
via circuit
breaker
protection

Line
protection
action

Failure protection and reclosing
function, locking reclosing function

Indirect contact
via circuit
breaker
protection

None
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circuit breaker (line-to-end) of the opposite-side substation. For this reason, the
circuit breaker failure protection is started by the protection trip command to
monitor whether the fault current disappears. If there is a fault current, the trip
signal is sent to all adjacent circuit breakers after a predetermined delay [8]. And
reclosing is line protection. One of the functions of the power system operation
experience shows that the vast majority of overhead line faults are temporary,
permanent faults are generally less than 10%. Therefore, after the relay protection
action removes the short-circuit fault, the arc will automatically extinguish, and in
most cases the insulation at the short-circuit can be automatically
restored. Therefore, the automatic reclosing of circuit breakers not only improves
the reliability of power supply and reduces the loss of power outage, but also
improves the transient stability level of power system and increases the transmis-
sion capacity of high-voltage lines. However, if reclosing occurs in a permanent
failure, there are two main adverse effects. First, the power system will be affected
by another fault, and second, the working conditions of the circuit breaker will
become more serious [15]. Therefore, reclosing is mainly used for lines, while
transformers, buses and other equipment do not use reclosing. Next, through fault
cases and fault prediction [16], the protection action behavior is analyzed, a fault
identification method in 3/2 wiring mode is proposed, and the protection configu-
ration is optimized.

4 Optimal Configuration of Protection
Under 3/2 Wiring Mode

The reach of protection is determined by the secondary wiring of the current
transformer. According to the requirements of the substation acceptance standard:
for 3/2 and other multi-circuit breaker wiring types, both sides of the circuit breaker
should be equipped with current transformers, And its secondary winding should be
arranged reasonably, To eliminate the dead zone between the circuit breaker and the
current transformer. In order to remove the internal fault in time and keep the
system stable [17].

A current transformer is installed on both sides of the circuit breaker of the UHV
substation. The protective device ensures that the secondary windings of the current
transformer are crossed to ensure that there is no dead zone. Bus differential pro-
tection wiring diagram, as shown in Fig. 2, the switch is represented by WXA61
and WXA6. The line is represented by WLA60. WLA60 line protection adopts
WXA61 current transformer T11 side winding current and WXA62 current trans-
former T12 side winding current. It can be seen from the wiring mode that the
protection scope of WLA60 line protection includes WXA61 and WXA62. The
range of II bus differential protection includes WXA62. In the event of a WXA62
failure, action should be taken against both sets of protection. On the contrary, if the
WLA60 line protection and the II bus differential protection operate at the same
time, the fault should exist in the cross range of the two sets of protection, that is,
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WXA62. Because of the characteristics of the secondary wiring, the fault range can
be judged according to the protection action behavior.

Table 2 describes a fault example, and a brief analysis of the relay protection
action shows that: when the fault occurs, the protection action has several

Fig. 2 Wiring diagram of busbar differential protection in a UHV substation

Table 2 A Substation Fault Briefing

Fault Name 1000 kV II busbar differential and WLA60 line tripping

Tripping
process

17:18:38 WLA60 line first and second sets of phase separation current
differential protection operation, jump A phase circuit breaker
WXA61 circuit breaker A phase reclosing operation, reclosing successfully
The first and second sets of bus differential protection of 1000 kV II bus jump
on WXA22, WXA33 and WXA53 circuit breakers (WXA62 circuit breaker is
in the open position and has no reclosing function)
The first set of 3088 ms WLA60 line phase separation current differential
protection jumps ABC three-phase
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characteristics. First, the bus protection and the line protection operate at the same
time, and the bus and the line are removed; Second, Bus protection directly tripped
the bus, WXA62 protection reclosing did not put into operation; Third, the line
protection reclosing operation, but the reclosing is not successful. From the point of
view of protection operation logic, the fault short circuit point is at WXA62: after
the fault, the SF6 gas composition analysis of the field GIS equipment is carried
out. After detection, the WXA62 switch A phase closing resistance component is
abnormal, the SO2 content 163.2 ppm, H2S content 8.7 ppm, CO content 8.2 ppm,
the other gas chamber SF6 component is not abnormal, the WXA62 closing
resistance fault is determined.

By analyzing this fault, the action behavior of relay protection can be
optimized. The reclosing action of line protection reclosing is reclosing to
the internal fault of GIS and tripping again, which has a secondary impact on the
system and affects the stability of the system. AC/DC hybrid UHV large power grid
requires high waveform, and the failure of reclosing is easy to lead to commutation
failure. If this kind of fault is encountered again, the optimal action behavior of the
protection is that the bus differential protection and the line protection action
remove the fault, and lock the reclosing, so as to prevent the reclosing from
affecting the stability of the power grid.

According to the insulation breakdown fault of the switch, the protection action
behavior of other switches in the event of similar failure can be expected. For
example, WAX31 circuit breaker fault: I bus differential protection action to
remove the bus, main transformer protection action to trip the main transformer
three sides, the fault point is isolated, the switch connected to the main transformer
reclosing is not used, reclosing does not operate, the protection behavior is correct
and reliable. WAX32 circuit breaker fault: main transformer protection action,
because the main transformer protection only tripping function has no reclosing
related functions, trip WAX32 circuit breaker, line protection action, because the
reclosing function is configured according to the switch WAX33 reclosing in use,
WAX33 reclosing, The line is electrified, and at this time the internal insulation of
WAX32 is destroyed, there is a grounding point in the system, reclosing fails, and
then jumps again and again. This results in the secondary impact of the system, and
the protection action behavior is not optimal. WAX33 circuit breaker fault: line
protection and II bus differential protection action, bus differential protection
locking WAX33 switch reclosing, bus and line removal, fault point power supply
removal, reclosing does not operate, protection behavior is reliable. On the con-
trary, if two different protection actions can locate the fault point according to the
protection range, and optimize the action behavior of reclosing, avoid the internal
fault of GIS switch.

At present, the protection action is in the order of milliseconds, and the reclosing
action time is above 700 ms, so it is feasible to quickly optimize the reclosing
action behavior. If different types of protection are started at the same time, intel-
ligent substation and control center can use protection action information to
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automatically locate the fault and send fault location information, which is more
conducive to further shorten the maintenance working time. Improving the relia-
bility of power grid and ensuring the safe and stable operation of power grid.

5 Conclusion

According to the object-oriented basic idea of IEC61850 standard system,
combined with the characteristics of 3/2 connection mode and reach of primary
equipment protection in hub substation, this paper puts forward a method to
optimize the protection configuration. Making good use of all kinds of protection
information to form the optimal action strategy of relay protection to avoid coin-
cidence with permanent faults is conducive to the safe and stable operation of
power system.

Through the study and judgment of the protection action behavior, the fault
range can also be located quickly, and the background alarm information can be
comprehensively analyzed to form a preliminary discrimination, which is beneficial
to the dispatching and operation and maintenance personnel to correctly grasp the
equipment situation and improve the efficiency of power grid fault disposal.
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Research and Application of a Visual
Component Aggregation Method

Linfeng Li, Dan Rao, Ling Luo and Heng Zhang

Abstract This paper introduces a visual component aggregation method. This
method aggregates multiple function blocks to generate new function block or
component, and supports aggregation between multiple components. Based on this
method, a unified visual development system is implemented. The visual devel-
opment system supports a device research and development process combining
visual programming and configuration technology, provides the visual reuse
function for the research and development of relay protection device and improves
the efficiency of visual programming and configuration.

Keywords Visual programming � Visual configuration � Relay protection �
Aggregation

1 Introduction

Since the 1990s, visualization technology has been applied to power systems [1],
and visualization technologies based on SVG [2] standards have been used in a
wide range of EMS and SCADA systems.

With the development of microcomputer protection, in order to solve the
problems caused by the increasing complexity of protection logic and the diver-
sification of hardware platform, visual programming technology has been intro-
duced into microcomputer protection. Visualization programming technology
draws on the PLC standard of IEC61131-3 [3], using function block to draw logic
diagram and realize program function. This technology makes the programming
process simpler and more intuitive, improves the degree of transparency of the
program, and blocks the difference of the hardware. Symbol-based code reuse
method improve the programming efficiency. In the relay protection industry, there
are relatively mature products at home and abroad, such as ABB’s “HiDraw”, NR
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Electric’s “ACCEL”, NARI’s “VisualIDE” all have visual programming and
debugging functions, the device program is completely generated by graphics
programming software.

In order to meet the requirement of free configuration of users, visual configu-
ration technology is developing rapidly in the field of relay protection. Visual
configuration technology in the microcomputer protection of power system, the
configuration relationship between the protection components is described graph-
ically, and the functions of parameter modification, LCD configuration, device
diagram generation and so on are provided. Visual configuration software such as
ABB’s PCM600, NR Electric’s “Pcs-explore”, and NARI’s “VICT” have been
applied in the implementation of the project.

Because the visual configuration technology provides the function of
self-configuration to protection products, it conforms to the actual situation of the
modular module design of the protection device [4], and meets the flexible pro-
tection configuration needs of overseas users. At present, the visual programming
tools and visual configuration tools of each manufacturer are basically used inde-
pendently. Visual programming tools are mostly used in DC systems, generating
code after compilation and downloading to the device. The communication
Protection program based on the visual configuration is written manually by the
coder and solidified in the protection device, and the component graphic containing
the input and output parameter information needs to be made according to the
program for configuration use. The component production process takes a long time
and is error-prone. An aggregation method is promoted, which seamlessly com-
bines visual programming and visual configuration technology to aggregate the
functional blocks of visual programming software, extract and automatically gen-
erate the components needed for visual configuration software, and support the
stacking function of function blocks and components.

This paper mainly expounds the principle of this method and the realization of
visual development system based on this method.

2 Visual Development Technique

2.1 “VisualIDE” Visual Programming Tool

“VisualIDE” visual programming software combines modular, visual design con-
cepts, drawing on the concept of FBD in IEC61131-3 (Function Block Diagram)
[5], simplifying programming. Developers are able to build integrated program
logic to protect products, improve development efficiency.

The software integrates engineering writing [6], code generation [7], one-click
download, IEC61850 model generation [8], online debugging and other functions,
supporting the protection of the product’s entire development process work.
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The function block is the smallest functional unit of the “VisualIDE”, range from
one logical operation to a protection algorithm [9], can be encapsulated into a
separate function block for users to use. The function block has a transparent
external interface, including input, output, parameters and function. Input and
output and parameters are visible to the users [10].

Function blocks can be functionally described in the following formula:

o ¼ f ðp; iÞ ð1Þ

i and o represent the input and output collections of functions respectively; f
represents the function of the protection logic algorithm; p corresponds to the
parameters required for the operation of the function.

The visual programming environment will generate the running function of the
configuration page by graph theory [11], get the scheduling order of the configu-
ration from page the scheduling page of the application, generate the running
function of the protection function.

2.2 “VICT” Visual Configuration Tool

Overseas users have the need to configure their own protection logic, so the relay
protection products need to provide visual protection configuration capabilities to
users based on existing visualization technology.

“VICT” provides users with protection function selection, parameter setting,
scheduling order adjustment, in addition to the PLC configuration [12], LCD
configuration, LED configuration, G language [13] diagram configuration and other
functions, to help users achieve the protection device secondary configuration.

The protection component is the smallest unit of the visual configuration tool.
Components are basically divided into the following types of components:

• Basic components: typically used to represent logical operations. In order to
meet the configuration requirements, the whole set of PLC logic component [14]
is implemented in accordance with the requirements of IEC61131-3 protocol.

• Special components: components that usually represent specific functions in the
program, such as the dispatching component [15], which is usually used to set
the priority of the protection component; The feedback component [16], which
is used to crack the ring in the logical diagram and so on.

• Protection components: used to represent a component of a protection function.
Such as overcurrent protection can be represented by a component.

As shown in Fig. 1, the left side of the protection component graphic is the input
collection, and on the right is the output collection. The middle data corresponds to
the parameter collection for the component.
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According to the platform specification, the protection component needs to
implement a uniform format of the running function and the structure.

2.3 The Docking Relation of Visual Development System

Visual programming is mostly used in the development of device programs. After
the development of the device program is completed, the protection device has a
complete protection function. Developers make protection component graphics
symbols based on the basis of the protection program.

The algorithm engineers can focus on the function algorithm of the function
block, and the visual configuration users can complete the construction of the
device protection function without understanding the realization of the algorithm.

2.4 Current Problems in Visualization Technology

In the process of visual programming, there is the need for encapsulation multi-
plexing function blocks to generate new functional blocks, to avoid
time-consuming and laborious duplication of effort of create new function block.

In addition, in the actual power system usage scenario, some of the protection
logic is composed of other logic combinations, such as differential protection [17],
which consists of Steady-State I section protection, steady-State II section protec-
tion and zero-sequence differential protection. In order to change the configuration
granularity [18] and hide the key protection logic, it is necessary to embody this
kind of stacking combination relationship between the protection logic in the visual
configuration [19].

The production of protection components need to manually set the components
of input, output, parameters and other properties. The process was cumbersome.

To sum up, it is important to design and implement an efficient method to
generate new function blocks and protection components for connecting visual
programming and visual configuration.

YXIn0
YXIn1
YXIn2

BI

fDelayTime:100
YxOutput0
YxOutput1
YxOutput2

Fig. 1 Component graphics
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3 Method Principle

In the UML (Unified Modeling Language) [20] specification, A class can exist
separately and can also form part of N class. This “whole-part” relationship
between A and N can be achieved with aggregation.

In order to meet the needs of users and improve the efficiency of programming,
this paper is divided into the following three ways to achieve component aggre-
gation according to the specific application scenario.

3.1 Generate New Function Blocks with Function Blocks

This method can generate new function blocks from the original function block by
aggregation technology, which is realized by the following steps:

Step One: Select the function block and drag it to the visual programming pages.
Step Two: As shown in Fig. 2, use lines to connect multiple base function blocks
on pages.
Step Three: Generate code and symbol for new function block using the aggregate
function integrated by the tool.

The tool uses a traversal algorithm to connect multiple function blocks on a page
to generate a new function block.

Input with no line connected and input connected with external function block
generate input for the new function block. If the Multiple inputs originate from the
same external line, it is considered to be the same variable. The output of the new
function block is equal to the no line connected output set of all child blocks. The
parameters of the new function block are equal to the sum of the parameters of all
child blocks.

The software generates a new function segment and run segment code according
to the traversal algorithm, and replaces the input variable with the output variable
according to the pull line relationship, and optimizes the generation script.

After the user adjusts the appearance of the graphic, it is automatically saved to
the symbol library for programming reuse.

The method generates the “Exclusive or” function block by aggregating several
basic logic function blocks in Fig. 2.

Fig. 2 Draw several function
blocks
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3.2 Generate Protection Component with Function Blocks

This method can use the function block to generate the code and graphics of the
protection component through the aggregation technology, through the following
steps to achieve:

Step One: Draw the base function block and connection to compose the application.

As shown in Fig. 3, dawn the function blocks of the application, the function
blocks of the same page are connected to each other, and the jump symbols across
the page pull-through are associated with each other.

Step Two: Mark the input and output of the function block with special tags.
Step Three: Generate code and graphics of the new component by the automatically
generate component function which is integrated into the tool.

The tool uses a specific traversal algorithm to generate a protection component
with the function block of all pages under Application. The function blocks in
Fig. 3 will be aggregated to generate a protection component as shown in Fig. 4.

The structure of the new component contains all the variables of the function
block, including input and output and parameters. Input that is connected by an
internal cable will generate normal variable for the new component. The input of
the new component consists of input selected by the user with a special symbol tag.

Fig. 3 Draw page to generate new component

Fig. 4 New component
graphics

566 L. Li et al.



The output of the new component consists of output selected by the user with a
special symbol tag. The parameter of the new component is generated by the
parameters of the original component, and the input that is not marked or con-
nected. Variables of functional blocks are automatically modified according to the
serial number of functional blocks.

The function of the protection component is a set of function block functions.
If the same function block is used multiple times in the process, only one of the

functions is retained in the component, saving code snippet space of device.
The program generates a run function based on the topology sort relationship of

the graph. The run function of the function block is called in run segment code of
the protection component in turn.

Step Four: Fill in the component name and save the information of the component.

The new component needs to fill in the component name and save to file. The
tool will automatically generate the code and the graphics symbol of the protection
component. Symbol in the library file does not contain code information, only input
and output parameters information for visual configuration. In this way, the user can
use the aggregation technology to reuse visual programming function block and
directly realize all kinds of protection components. By compiling the code of the
required protection components into the appliance program, users can enable the
visual configuration function of the protection device.

In a visual programming project, multiple pages make up an app, and each app
generates code for the protection component in the appliance program. Therefore, a
visual programming engineering app can be aggregated to produce a protection
component.

With this method, the device developer can not only generate protection com-
ponents based on visual programming tools, but also use aggregation function to
generate protection components independently. The method supports the visual
configuration function, realizes the decoupling and seamless connection between
visual configuration and visual programming technology, improves the flexibility
and efficiency of the system, and meets the requirements of functional reuse.

3.3 Generate New Protection Component with Protection
Components

In this method, a new protection component symbol is generated by aggregating the
existing protection component symbols.

This method can be implemented in the following steps:

Step One: Create multiple pages, select the base component, and set the component
instance name.
Step Two: Use the line to link the components, cross the page using the jump
symbol to connect input and output.
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Step Three: Generate the new component symbol by the automatically generate
component function which is integrated into the visual configuration tool.

The symbol of the new component contains all the information of child com-
ponents. Its input contains all the input of the child components, its output contains
all the output of the child component, and its parameters contain all the parameters
of the child components.

Step Four: Name the new component and save it.

The new component needs to fill in the component name and store it in the
component library for making the project of visual configuration.

The new component exists as the parent of the child component. The input and
output and parameter names of the child components remain the same, except for
the component instance name that increases the parent component’s instance name.

This method does not generate code for new components, but only logically adds
a middle tier. In overseas projects, using this method, without re-modifying the
program, the interface and parameters of the protection component can be opened to
the user for configuration. This method controls the range of configuration and
avoids the exposure of key logic during the visual configuration process.

4 Realize and Engineering Application

This method has been implemented in the way of software. The system is divided
into two parts of the desktop software and the embedded module.

4.1 Desktop Software Design

The software architecture of the host computer of the visual development system is
divided into three layers from top to bottom, as shown in Fig. 5.

The data support layer is responsible for managing the component library data,
engineering data and communication links with the appliance, providing unified
data to the logical layer.

The logical layer is responsible for processing graph logic, implementing opti-
mization logic, generating code, compiling programs, generating configuration
files, generating model files, communicating with appliances, downloading pro-
grams, online debugging and other specific functions.

The user interaction layer provides the user with component aggregation, visual
programming and protection configuration services.

568 L. Li et al.



4.2 Embedded Module Design

In order to realize the visual configuration function, the visual configuration parsing
module is added to the protection device. When the user completes the visual
configuration, the generated configuration file is downloaded to the appliance. In
the process of device initialization, the configuration parsing module reads the file
information, initializes and instantiates each protection component according to the
instance name and component name, and according to the link relationship in the
configuration file, points the pointer entered by each component to the address of
the output of the link, and finally reads the scheduling order and interrupt timeshare
of each component to mount the running function of the component to each
interrupt level.

After initialization, the main program invokes the component’s running function
one by one according to the interrupt time, scheduling order, and time slice order.

4.3 Engineering Application

Overseas project has variable customization needs. Project customers have the need
for independent configuration. Aggregation technology can support the develop-
ment of overseas protection devices.

Take the development process of busbar protection equipment as an example to
illustrate how the aggregation can be used in project. Developers draw visual

Visual system
GUI

Component
Aggregation

Visual
Programming

Visual
Configuration

Logic Layer

Code generation Graphics
generation Code compiler

Config generation CID generation Debug module

Data support Layer
Communication

module
Data manage 

module
Symbol manage

module

Fig. 5 Visual development system Software Structure on Master Computer
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programming logic [21], and use the aggregation method of the function block to
generate the sampling function block from the function blocks of multiple
single-point analog sampling. The sampling function block, Fourier transform
function block and protection algorithm function block are aggregated to generate
the program of busbar differential protection [22], mutation differential protection
and so on. Then developers download the program to the device. Since the busbar
protection logic is basically the same in multiple bays, in order to improve con-
figuration efficiency, multiple protection components are aggregated into a uni-
versal busbar protection component. Finally the protection components graphics
and the device are jointly delivered to user. Users can make secondary configura-
tion to meet the protection requirements of different bays.

The developer uses the function block to generate a new function block, uses the
function block to build the protection component logic, generates the protection
component, encapsulates the multiple components into the high-level component to
hide the internal realization, selectively opens the part signal and generates the
component graphics library, then submits to the field engineer and the user to use.
The field engineers used component graphics and PLC logic symbols to build
Anti-misoperation [23] logic. Overseas user uses component symbols to achieve
independent configuration.

The visual development system has been used in a number of overseas projects,
such as TP project in Brazil, to help projects put into operation on time.

5 Conclusion

Based on the actual demand of protection programming and protection configura-
tion, this paper puts forward a method to quickly generate new function blocks and
components, and provides a more flexible and faster development way for pro-
tection device by aggregating the function block and existing components. By
means of providing graphics symbols of protection components, the flexible con-
figuration requirements of users are satisfied, and the development efficiency of
protection products is improved. It has been proved by practice that this method is
efficient and operable. Previous version management tools are no longer available
in visual projects. How to implement version control in visualization project will
become the future research direction of visualization technology.
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Abstract The power system is becoming larger and larger, and the operation is
more frequent, which puts higher requirements on the real-time performance of
analysis and calculation. The graph database is a new type of database that
originated from the parallel processing of massive data in the Internet. The data
model can visually express the topology of the grid and easily realize parallel
traversal query. Firstly, the characteristics of graph database are introduced from the
aspects of data model and data query, and the potential advantages of applying it to
large-scale power system analysis and calculation are analyzed. Secondly, the
design method of power system modeling is presented for satisfying the guidelines
of integrity, consistency and efficiency conforming with CIM/E standard. Finally,
a parallel power network topology analysis algorithm is implemented based on the
graph database model for a provincial grid. The calculation results of the actual
large-scale provincial power grid show that the proposed method can significantly
improve the topology search efficiency.
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1 Introduction

Electric power system is revolutionizing into a highly interconnected, large and
complex network with the development of technology and the growth of economy.
The power system realizes the high degree of interconnection within thou-sands of
kilometers through the high-voltage, large-capacity and long-distance transmission
networks, and the scope of the interconnected large power grid is continuously
expanded [1, 2]. On the other hand, intermittent renewable energy resources,
adjustable loads and electric vehicles are connected to the grid [3–10], which makes
the quantity of adjustable equipment increase massively and increase the uncer-
tainty of operation mode. Therefore, the scale of the power system is becoming
larger and larger, and the operation adjustment is more frequent. It is needed to
improve the accuracy and real-time performance of the analysis and control for the
grid.

The Energy Management System (EMS) is an important pivot for the operation
of large power grids. The development of physical power grid requires that the
EMS has the characteristics of “full, fast, accurate” [11], which can carry out the
online simulation, calculation and analysis quickly and accurately for the global
grid model of multi dispatching centers [12]. At present, the calculation cycle of
EMS is usually 5 min, but the intermittent characteristic of wind or photovoltaic
power may make the output fluctuate drastically within 1 min. Therefore, it is very
important to improve the real-time performance of power system online analysis
software.

The development of EMS is closely related to the advances in computer
technologies [13–15]. The Database Management System (DBMS) is the core
component of the EMS, which is generally includes the real-time and non-real-time
database. The non-real-time database is used to non-frequently accessed data,
typically using mature relational databases. The real-time database can adopt a
relational, hierarchical or object-oriented data model, which is generally
implemented in an in-memory database [16]. Although a lot of achievements have
been made in computer hardware and software technologies such as massive
memory, multi-core CPU, GPU and parallel computing, the state of art of power
system analysis application dose not effectively harness the parallel capability for
the reason that the traditional database and computation methods applied in EMS
were not designed for parallel computing.

Graph Database (GDB) is a technology developed in recent years for the parallel
analysis and processing of massive data in the Internet. Its original concept is
derived from graph theory [17, 18]. Since the power system network topology can
be described straightforwardly by graphs, it is promising to improve the compu-
tational efficiency of massive data processing by applying the graph database to
large-scale power system analysis [19]. The CIM/E model is an efficient electric
grid model exchange standard format presented by State Grid Corporation of China
(SGCC), which simplifies CIM/XML model by optimizing the information to
process network topology. The power system modeling and network topology are
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the fundamental functions of EMS, and provides the infrastructure information for
online calculation, simulation and analysis. This paper presents a power system
modeling method conforming with CIM/E based on graph database, and a network
topology algorithm to validates the advantages of graph database and graph
computing.

2 Graph Database Rationale

The graph database consists of a graph-based dataset and a graph traversal-based
computation engine. The following will firstly describe its features of the data
model and data query method, and then analyzes its potential advantages for
applying to power systems.

2.1 Data Model

The data model of graph database is described by using nodes (vertices) and edges
based on graph theory, which is different from the traditional database. Data
attributes are stored in nodes and edges, and relationships between data are
described by edges between nodes.

The graph database and the traditional database have common attributes for the
description of the entity. For example, the same set of attributes such as rated
voltage, rated capacity and reactive power can be adopted to describe the shunt
compensator by the relational, hierarchical or object-oriented database.
Nevertheless, the description of the associations are very different from each other
(shown in Table 1).

RDB is the most widely used database in power system applications, with the
advantages of simplicity, easy maintenance, and user-friendly interface. However, it
is difficult to describe the topology of power systems by relational database. HDB is
in accordance with the hierarchical relationship of the actual power system,

Table 1 Description of associations in different databases

Database type The description of relations

Relational database
(RDB)

Foreign key, One-to-many, many-to-many associations can be
described

Hierarchical database
(HDB)

Hierarchical pointer, One-to-many association can be described easily
but not many-to-many association

Object-oriented
database (ODB)

Reference, One-to-many, many-to-many associations can be
described

Graph database (GDB) One-to-many, many-to-many associations can be described and
attributes can be assigned to edges
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by which it is easily to described the topological structure of the power system. At
present, many power system analysis applications are implemented based on HDB.
ODB can be integrated easily with object-oriented software engineering, but the
implementation is more complicated than other databases, and there are no mature
products [16]. The data model of GDB has a natural similarity with the power
system network structure, and can describe the powers system topology
straightforwardly.

2.2 Data Query Access

The data query includes a set of program interfaces for accessing data and related
support services, which is the compute engine of the DBMS. The data model of
GDB consist of vertices and edges, which can have computing functions and are
both data storage units and dynamic computing units. Querying the dataset of a
graph structure is called graph traversal or graph computing. Communication
between vertices in a graph structure is realized by exchanging information through
edges. “Local computation” and “coordinated collaboration” are used in a graph
computing so that large-scale parallel computing can be easily achieved. At present,
the parallel graph computing framework such as Pregel [20] mainly adopts the BSP
[21, 22] (Bulk Synchronous Parallel Computing) model proposed by Valiant et al.,
which is a computation proceeds in a series of global supersteps for the data
synchronization and calculation iteration of multi-computing nodes in complex
network (shown in Fig. 1).

The data query method provided by a database is closely related to its data
model. The data query method of the traditional database and the graph database is
shown in Table 2.

Fig. 1 Bulk synchronous
parallel computing model
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Traditional databases such as relational databases are increasingly unable to
adapt to high concurrency and high speed I/O requirements in data query access for
the massive data of the Internet. The data query of large graph is extremely efficient
due to the feature of easy parallelization of graph database, and it is promising to
achieve good results in massive data analysis and processing for large-scale power
systems.

3 Power Grid Modeling Based on Graph Database

Power grid modeling based on graph database is the fundamental for applying
graph computing technology to power system analysis and calculation. The basic
principle of modeling is ensuring the integrity and consistency of the grid model
confirming with the CIM/E standard, as well as improving the model access
efficiency by adapting the characteristics of graph database.

3.1 Data Description Specification of CIM/E Model

CIM/E is a new and efficient power system model data description specification
based on the common data model of IEC 61970-301, which is developed to solve
the efficiency problem of CIM/XML. It is simple, efficient and suitable for
describing and exchanging of large-scale gird models. CIM/E combines the tradi-
tional relationship-oriented data description of power systems with object-oriented
CIM, which not only preserves the high efficiency of relation-oriented methods, but
also absorbs the characteristics of object-oriented methods [23, 24].

The 26 types of objects such as power system base voltage and plant station are
described by CIM/E in the form similar to relational tables. For instance, the shunt
compensator (including shunt capacitors and reactors) object is described by the
corresponding CIM/E file, which is shown in Fig. 2.

Table 2 Query methods of different database

Database type Data query method

Relational database
(RDB)

Cross-table queries need to join multiple tables to increase query
complexity and reduce query performance

Hierarchical database
(HDB)

Formatted model, high query efficiency, but multi-to-multi
Association queries need to use virtual nodes or redundant data

Object-oriented
database (ODB)

No mature products

Graph database (GDB) Graph traversal, easy to parallelize, high query efficiency for large
graphs

Power Grid Modeling and Topology Analysis Based … 579



For instance, the shunt compensator (including shunt capacitors and reactors)
object is described by the corresponding CIM/E file, which is shown in Fig. 2. The
attributes of shunt compensator include 11 fields as shown in Fig. 2, which include
the fundamental attributes such as mRID and name, as well as the attribute I_node
describing topology and the attributes such as Voltage Level, Substation describing
relationship.

3.2 Data Schema Design

The main task of the graph database schema design is to define the vertices, edges
and related attributes according to the application scenario. The guidelines for
power grid model design should include: (1) Integrity and consistency, which can
fully describe the characteristics of the power system object and be as consistent as
possible with the existing definitions; (2) Efficiency, which can maximize data
access efficiency adapting to the graph database characteristics.

How to satisfy the guideline 1. The CIM/E model is developed on the basis of the
Common Information Model (CIM), in which the data description of the grid
equipment is universal; Therefore, the CIM/E can be utilized as the basic model for
power grid modeling based on the graph databases. On this basis, the method is
presented to satisfy integrity and consistency guideline, by which the power system
objects are modeled as vertices, and the associations between objects are modeled
as edges.

The power system network topology can be described straightforwardly by
graph database model. The design guideline will be further discussed with the
topology of the model system below, which includes 3 substations as shown in
Fig. 3. The substations consist of busbars, breakers, disconnectors, generators and
loads, etc., and are connected by AC lines between each other.

<ShuntCompensator::A Province>

@Num mRID name pathName nomQ V_rate I_node BaseVoltage

VoltageLevel Substa on   Q  region_id

#170 117938015996739703 35kV.1-1#DKQ  AS.CNB/35kV.1-1#DKQ -60.0000 35.0000

44999748349852 112871465677750275 113152941392658656 113997366322790551 0.0000 0 

#171 117938015996739704 35kV.1-2#DKQ  AS.CNB/35kV.1-2#DKQ -60.0000 35.0000

44999748349853 112871465677750275 113152941392658656 113997366322790551 0.0000 0 

#172 117938015996739705 35kV.1-1#DRQ  AS.CNB/35kV.1-1#DRQ 50.0000 36.0000

44999748349884 112871465677750275 113152941392658656 113997366322790551 0.0000 0 

.........

</ShuntCompensator::A Province>

Fig. 2 Shunt compensator object in CIM/E file
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The power system devices such as busbars, breakers, disconnectors, genera-tors,
loads and AC/DC lines are defined as vertices in the graph database, and the
connected circuits between the devices are defined as edges. In addition, for
establishing a topological association between devices, the attributes of physical
nodes describing a device topology relationship in the CIM/E model are defined as
vertices. The graph database model that satisfies guideline 1 is shown in Appendix
Fig. 8.

How to satisfy the guideline 2. The guideline 2 is related to the design concept of
the graph databases with vertex-centric, graph-based traversal access query.
Following the design concept, the characteristics of the data access and query of the
graph database include: (1) Direct access to the vertices but not direct access to the
edges, which means that access to the edges needs to traverse the query from
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the vertices; (2) The time required for the graph traversal is proportional to the
number of hops passed, which means that the more vertices and edges of the graph,
the longer it takes for access and query. Therefore, it is needed to optimize the data
schema of vertices and edges in the graph database to improve the access efficiency
on the basis of satisfying the guideline 1.

As can be seen from Fig. 3, the number of breakers and disconnectors is several
times the number of devices such as transformers, busbars, generators, loads, and
AC/DC lines. If the model of the breakers and disconnectors in the graph database
shown in Appendix Fig. 8 can be modified from vertices to edges, then the number
of vertices and corresponding edges will be significantly reduced, which can also
reduce the hops of the graph traversal and improve the efficiency of graph databases
access and query. The optimized graph database model is shown in Appendix
Fig. 9, which can satisfy both the guideline 1 and the guideline 2.

In addition to the topological association, other associations between the devices
such as the base voltage identification, voltage level identification, and plant station
identification contained in the synchronous generator are also described in the
CIM/E. The description method of the above associations is similar to the topo-
logical association. Firstly, the vertices such as the base voltage, voltage level,
substation are modeled in the graph database, and then the above associations are
described by the edges between the generator objects and the base voltage, etc.

In this paper, the data schema that satisfies both guideline 1 and guideline 2 will
be used. The corresponding graph database model is shown in Appendix Fig. 9.

3.3 Data Model Loading

The data model loading parses the CIM/E file into graph-oriented vertex and edge
datasets and stores them in the graph database.

Following the data schema, the 19 types of vertices such as control area, base
voltage, substation, voltage level, busbars, synchronous generator, AC line, AC line
segment, AC line dot, DC line, DC line dot, rectifier inverter, load, transformer,
transformer winding, tap changer type, shunt compensator, series compensator and
bay can be extracted from the CIM/E file to form datasets. Each dataset is inde-
pendent and form data file corresponding to the type of vertex. Because there is no
corresponding object to the vertex of physical node in the CIM/E exchange file, all
objects in the CIM/E file containing the physical node attributes are scanned, and
the attributes are accessed to form a union of the physical node data.

The edge is formed between the source object and the target object by parsing
the reference attributes of them after forming the dataset of each vertex. For
instance, the edges between the shunt compensators and the physical nodes are
described by the pairs of nodes (mRID, I_node). As shown in Fig. 2, the edges are
respectively (1179380159967703, 449997489852), (117938015996739704,
49997489853) and (117938015996739705, 44999748489884). All pairs of nodes
describing various types of edges can be formed by scanning all objects of the
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CIM/E exchange file in turn according to the reference attribute category, which can
be stored as edge datasets. Both source objects and target objects of the edges of
breakers and disconnectors are physical nodes, so the edge datasets of breakers and
disconnectors are slightly different from the above-mentioned edges.

The load task of the graph database is executed after forming the dataset files of
the vertices and edges. The vertices datasets can be loaded concurrently to improve
the data loading efficiency.

4 The Network Topology Based on Graph Database

The network topology is a process of transforming the grid physical node (NODE)
model into a computed bus (BUS) model based on the switching state [13]. Based
on the constructed grid map database model, a parallel power grid topology analysis
method is implemented by combining graph partitioning and graph computing in
this paper.

4.1 Graph Partitioning and Network Topology

As shown in Fig. 3, the power grid consists of generator, loads, busbars, trans-
formers, AC lines, breakers, disconnectors and physical nodes. The graph database
model of the power system shown in Appendix Fig. 9 can be represented by a
graph G ¼ ðV ;EÞ. Where V is the set of vertices of the graph, E is the set of edges
of the graph, and the vertices and edges are assigned attributes.

The objective of the graph partitioning is to divide the graph G into smaller
components. Given an undirected graph G ¼ ðV ;EÞ and a positive integer p, find p
subsets V1;V2; . . .;Vp of V , such that:

[p

i¼1

Vi ¼ V and
[p

i¼1

Vi ¼ V for
[p

i¼1

Vi ¼ V :

Any set [ p
i¼1Vi ¼ V is called a p-way partition, as shown in Fig. 4. Each Vi is a

part of the partitions and called a subgraph of the original graph G.

Fig. 4 Graph partition
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If any two vertices in a subgraph can be connected to each other by one or more
edges, and any vertices are not connected to other vertices outside the subgraph,
then the subgraph is called a connected component of the original graph G. For the
graph partitions shown in Fig. 4, if the connected edges between the subgraphs are
deleted, then the connected components of the graph G can be formed shown in
Fig. 5.

The process of power system network topology is generally divided into two
phases. The buses are formed in the first phase, and the electrical islands are formed
in the second phase. Furthermore, a bus is a set of physical nodes connected
through closed breakers and disconnectors, and an electrical island is a set of buses
connected by branches components such as transformers and AC/DC lines. The
buses and the electrical islands can be considered as subgraphs formed by different
stages of graph partitions. Therefore, the network topology can be described by the
graph portioning which is divided into two phases and satisfies certain constraints.

4.2 Parallel Network Topology Algorithm

The depth-first [13] or breadth-first search algorithms are used by traditional net-
work topology method [25], which is implemented in serial program or parallel
program of substation or partition level [26, 27]. The basic strategy for applying
graph partitioning techniques to solve network topologies is to automatically form
subgraphs by searching for connected components. The depth-first or breadth-first
algorithms can be used for searching connected components, but which runs with
low efficiency when dealing with large scale connected components. Based on
graph partitioning technology and BSP graph computing parallel framework, this
paper implements a fine-grained parallelized network topology method, which will
be introduced in two stages.

Buses search. The buses are subgraphs of graph G, and the vertices in one sub-
graph can be connected through the edges represented breakers and disconnectors
which are closed, and cannot cross the branch components such as transformers and
AC/DC lines. The bus is formed with connected components search of graph G
based on BSP model. The detailed steps are as follows:

Fig. 5 Connected
components
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(1) Initialization: Assign a unique BID to each vertex represented physical node for
the whole graph.

(2) Sending initial message: Each vertex represented physical node checks its
outgoing edges type and state. If the outgoing edge type is a breaker or dis-
connector which is closed, a message containing the BID value is sent along the
outgoing edge, and each vertex transfers to halt.

(3) Receiving and processing message: Each vertex represented physical node
receive messages from other vertices and parse to get the BIDs. If the BID
received is smaller than the current BID of itself, the current BID is updated by
the BID received, and the vertex transfers to an active state. Subsequently, a
new message containing the current BID is sent along the outgoing edge.

(4) Checking the state of vertices: If all the vertices are transferred to halt, then go
to step (5); otherwise, return to step (3).

(5) Add vertices represented bus to the graph database.
(6) exit.

The above steps are shown in Fig. 6. And each vertex has a compute function of
comparing the BID between itself and the adjacent vertices to update the BID with a
small value. Each vertex is assigned an independent worker process or thread
attached to some processor, and each vertex executes local computation indepen-
dently and sends messages to its adjacent vertices. Synchronization of all vertices is
performed by the master process or thread to check the states of all vertices and
control the iteration, and each iteration is called a superstep.

As shown in Appendix Fig. 9, the breakers CB10, CB11, CB12, CB13 in the
substation 2 are all closed, and the initial BIDs of the vertices CN9, CN10, CN11,

CN9

9 11 10 12

9 9 9 9

9 9 10 9

9 9 9 9

Ini aliza on

Superstep1

Superstep2

Superstep3

9 11 11 10 10 12

9 9

CN11 CN10 CN12

9 12

9
9

9 9

Ac ve Halted

Fig. 6 Bus search based on
BSP model
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and CN12 are 9, 10, 11, and 12, respectively. The BIDs of all vertices are all
updated to the minimum value of 9 using 3 iterations, revealing that these vertices
are connected into the same subgraphs through the closed breakers and discon-
nectors, and meaning that the vertices are classified to the same bus.

The bus search process can be started simultaneously from all vertices in the
graph, which is a node parallel mode of more fine grain. After all buses search
processes are completed, a bus model is formed in the graph database.

Electrical islands search. The buses are connected through branch components
such as transformers and lines after the formation. The detailed steps are as follows:

(1) Start from the vertices represented transformers and lines to search the adjacent
vertices represented physical nodes along the outgoing edge, and then searching
for the buses corresponding to the vertices represented physical nodes.

(2) Add the edge represented branch, the both vertices of which are the bus
obtained in step (1).

As shown in Fig. 7, the computation graph model represented by Gbus is formed
which consists of bus and branch through the above steps. The electrical island is a
set of buses connected by branches and a subgraph of the computation graph.

Based on the bus-branch model graph and the BSP model, a node-level parallel
algorithm similar to buses search is used for connectivity search and formation of
electrical islands.

5 Case Study

A provincial power grid is presented in this paper for actual verification and case
analysis. The provincial power grid consists of 2834 substations, 2851 busbars,
4540 generators, 2204 loads, 1343 lines, 4,456 transformers, 818 shunt

BUS
1

Gen
1

BusB
ar1

BUS
9

BUS
13

Gen
2

Gen
2

BusB
ar3

BusB
ar4

BUS
19

BusB
ar5

Fig. 7 Bus model graph
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capacitors/reactors, 3 series compensators, 11,036 breakers, 21,828 disconnectors
and 47,689 physical nodes.

Firstly, the data schema is defined with beakers and disconnectors described by
edges, and then the CIM/E file is converted into the datasets of vertices and edges
which are loaded into the graph database subsequently to build a physical node
graph model of the power system. The graph model consists of 68,528 vertices and
58,499 edges. If the data schema is defined with all objects described by vertices as
shown in Appendix Fig. 8, the number of vertices of the graph model will increase
to 101,392, and the number of edges will increase to 91,363. Therefore, the number
of vertices and edges in the graph can be significantly reduced by optimizing the
data schema of breakers and disconnectors in graph databases, and the number can
be reduced is the sum of the number of breakers and the number of disconnectors.

A real-time network topology analysis application based on the graph database
for the above-mentioned power system is implemented. The application is run in
the test environment with multi-core and multi-processor computer based on
LINUX operating system. The hardware and software configuration are shown in
Table 3.

The multithread technology is used to optimize running of the application, by
which each vertex performs local computing concurrently, and the coordination and
synchronization of local computing are implemented through message passing. The
initial network topology analysis is performed for the whole power system, and
then a bus-branch graph model consisting of 3293 buses and 3168 branches is built.
Thereafter, the local topology is triggered by the subgraph connectivity analysis
according to the signals of breakers and disconnectors received from the SCADA
system, which is performed for the voltage level and the substation where the
signals generate. The execution time results are shown in the following table
compared with the traditional serial topology analysis method.

As shown in Table 4, the network topology process can be significantly speed
up by the parallel network topology algorithm based on the graph database, and a
millisecond-level fundamental model can be provided for online network analysis
applications such as system topology coloring, state estimation and dispatcher
power flow.

6 Conclusion

The power system network topology can be described straightforwardly and the
parallel data query access can be easily achieved by graph database model, which
has potential advantages for applying it to large-scale power system analysis and
computing. A power grid data model design method based on graph database and
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conforming with CIM/E is presented, and a data model loading application is
developed in this paper. The power grid graph model built by this method has the
advantages of consistency, integrity and high access efficiency. The parallel
topology analysis method for power grid based on the graph database is imple-
mented by combining graph partitioning and graph computing in this paper. The
presented algorithm is a fine-grained node-level parallel algorithm compared with
the traditional network topology algorithm. The actual test and verification of a
provincial large-scale power grid show that the model and algorithm can speed up
the data query access and the network topology analysis to provide a millisecond-
level computation model for pow system online analysis and improve the overall
efficiency of real-time computing for large-scale power grid.

Appendix

See Figs. 8 and 9.

Table 3 Software and hardware test environment

Hardware and software Configuration

CPU Intel Xeon E5-26202 (2.1 GHz, 6 cores, 2 threads/core)

Memory 64 GB

Operation system CentOS 6.8 (Linux)

Graph database platform TigerGraph

Table 4 Software and hardware test environment

Analysis method Execution time (s)

Traditional serial method 3.48

Parallel global network topology 0.0625

Parallel local network topology 0.0165

Traditional serial method 3.48
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Comprehensive Evaluation
of Power Quality via Sequential
Floating Search Method

Dongyin Pan, Weidong Xu, Chi Zhang, Yujun Yin and Yunjun Sun

Abstract Comprehensive assessment of power quality is the basis for measuring
power quality. SFSM (Sequential Floating Search Method) with Bhattacharyya
distance is used to select the most effective power quality evaluation indices, then
use three classical classifiers to verify the validity of the selected indices. Through
analyzing the data collected by the monitoring points, each evaluation indicator is
evaluated and screened. The reserved evaluation indices are searched by SFSM
algorithm with the Bhattacharyya distance. SVM (support vector machine), KNN
(K-nearest neighbor) and RBF (radial basis function) neural network are used to test
the classification accuracies of the selected evaluation indices. The experimental
results show that this method can find the best combination of power quality
indices, which can reasonably evaluate the comprehensive evaluation level of
power quality for a monitoring point.

Keywords Comprehensive assessment of power quality � Power quality
assessment indicator selection � Bhattacharyya distance � Sequential floating
search method

1 Introduction

Recently, electric energy is one of the widely used energy sources and has become
one of the main indicators of a country’s development level [1]. Therefore, the
power quality problem has attracted the attention of the power grid sector, the
power quality monitoring equipment manufacturer and the majority of power users
[2–5]. For the problem with increasing serious power quality, scientists have suc-
cessively formulated a series of national standards for power quality. However, it is
a tedious and problematical task to assess the power quality level by one index, as
there are many parameters in the problem of power quality evaluation [6].
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Therefore, it is necessary to establish a combined power quality criterion which can
thoroughly describe the condition of the power system.

In recent years, domestic and foreign scientists have done a lot of researches on
the comprehensive evaluation of power quality. The references [7–9] use the
analytic hierarchy process, fuzzy mathematics, probability and statistics to evaluate
the power quality. However, the above methods strongly depend on the subjective
analysis of people which affects the objectivity of the evaluation results. This paper
proposes to select the most effective evaluation indices from many candidate power
quality factors based on Sequential Floating Search Method (SFSM) with
Bhattacharyya Distance as its evaluation function. K-nearest neighbor classifier is
used to determine the power quality level. The process of evaluation does not need
to determine the weight manually to avoid the error caused by the subjective
reasons in traditional evaluation methods. This method can provide an effective way
for selecting power quality comprehensive evaluation indices.

2 Sequential Floating Search Method and Its Evaluation
Function

2.1 Sequential Floating Search Method

The task of feature selection is to select a set of optimal features among many
candidate features. Two problems need to be solved in feature selection. One is the
evaluation function; the other is to find the optimal set of features with an algorithm
within the limited time. Selecting d features among DðD[ dÞ features, all possible
combinations are denoted as follows:

q ¼ Cd
D ¼ D!

ðD� dÞ!d! ð1Þ

If all possible feature combinations are calculated and compared, the amount of
calculation is too large to be accepted. The Sequential Floating Search algorithm
can find the optimal feature subset efficiently.

The algorithm is also called the addition l and subtraction r algorithm, which is
proposed by Padil et al. [10].

The process of Sequential Floating Search algorithm is summarized as follows.

Input: According to the evaluation function, calculate the evaluation value of each
indicator, denoted as JkðgÞ, here k ¼ 1; 2; . . .;m, m is the number of indices.
Output: A subset which has the largest evaluation value, denoted as Jðdmax

k Þ, here
k is the total number of selected indices.
Step 1: The two evaluation indices gi, gj with the largest values JkðgiÞ; JkðgjÞ are
retained, and can be grouped as one set, which is denoted as dmax

2 fgi; gjg, here
i\m; j\m, i 6¼ j;
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Step 2: If k ¼ m, then quit;
Otherwise, the remaining evaluation index set, denoted as D ¼ D� dmax

k , are cal-
culated separately according to Jðdmax

k þ gÞ to get the largest value, denoted as
JCðdmax

kþ 1Þ, here g 2 D.
Step 3: Searching for a subset which has the largest evaluation value and the
number of the subset is k from the subset in Step 2, denoted as J 0ðdmax

k Þ. If
Jðdmax

k Þ� J 0ðdmax
k Þ, then k ¼ kþ 1, turn Step 2.

2.2 Evaluation Function

The Bhattacharyya Distance is an evaluation criterion based on probability distance
[11]. In a two-class problem, the minimum classification error of the Bayesian
classifier in the n-dimensional original space can be represented as follows:

eij ¼ PðxiÞ1�sPðxjÞs exp½�JijðsÞ� ð2Þ

Here, the prior probability of class i is denoted as PðxiÞ, and the prior probability
of class j is denoted as PðxjÞ.

The definition of Chernoff Distance can be represented as follows:

Jij ¼ sð1� sÞ
2

ðli � ljÞT ½sri þð1� sÞrj��1ðli � ljÞþ
1
2
ln
jsri þð1� sÞrjj
jrijsjrjjð1�sÞ ð3Þ

here s is a parameter between the inter-zone [0, 1]. If s ¼ 0:5, Chernoff Distance is
called Bhattacharyya Distance, which can be expressed as follows:

Jij ¼ 1
4

ðli � ljÞ2
ðr2i þ r2j Þ

þ 1
2
ln½ri þ rj

2
ffiffiffiffiffiffiffiffi

rirj
p � ð4Þ

here li, lj are the mean values of class i and class j respectively; ri, rj are the
variances of class i and class j respectively.

3 Power Quality Evaluation Indicators and Division

3.1 Pre-selection of Power Quality Evaluation Indices

Since there is not a unified international standard for comprehensive evaluation of
power quality, in this paper, the latest issued Power quality international standards
are considered: Voltage Sag, Voltage Deviation, Voltage Fluctuation, Voltage
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Flicker, Harmonics in public supply network, Admissible Three-phase Voltage
Unbalance Factor, Permissible deviation of frequency of power system, Power
factor, and other seven national standards [12–16]. In addition, the national stan-
dards of economy and environmental protection emissions are also considered.
A total of 17 candidate factors are initially formulated [17]. Figure 1 shows the
candidate power quality evaluation factors.

3.2 Classification of Power Quality Assessment

The comprehensive evaluation level of power quality can be divided into five
grades: high quality, good, medium, qualified, and unqualified, which are repre-
sented by Q1, Q2, Q3, Q4 and Q5 respectively. Among them, the qualified means
that the power quality system is operating normally, and the energy consumption
reaches the national standard; and the good means the power quality system not
only has low energy consumption but also high productivity. The level limits of
each power quality factor are shown in Table 1, and each index is represented by gi.

4 Application of Sequential Floating Search Method
in Power Quality Assessment Index Selection

4.1 Data Generation and Standardization

According to the principle of random distribution, matlab2018 is used to stimulate
250 samples, and 50 samples in each category, which are represented by x�ði; jÞ. In
this paper, minimization method is used to dimension the power quality factors, as
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Fig. 1 The preliminary selected indices
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each factor may have different dimensions, resulting in a lack of comparability
between the factors [18]. For these factors which are the smaller the better, the
following formula is used for normalization.

xði; jÞ ¼ xmaxðjÞ � x�ði; jÞ
xmaxðjÞ � xminðjÞ ð5Þ

For those factors which are the bigger the better, the following formula is used
for normalization

xði; jÞ ¼ x�ði; jÞ � xminðjÞ
xmaxðjÞ � xminðjÞ ð6Þ

here, xði; jÞ represents new samples, xmaxðjÞ is the maximum value of the j indicator,
xminðjÞ is the minimum value of j indicator, xði; jÞ is the standardization value. For
example, the first indicator is divided into the following intervals: x1 � 0:5,
0:5\x1 � 1, 1\x1 � 2, 2\x1 � 3, 3\x1 � 4, 4\x1 � 5, x1 [ 5.

Table 1 Rating of power quality assessment indicators

Evaluation
indicator

Three-phase
voltage unbalance
(%): g1

Voltage
deviation
(%): g2

Frequency
deviation (%):
g3

Current total
harmonic distortion
(%): g4

Harmonic distortion
rate of odd current
(%): g5

Q1 � 0.5 � 1 � 0.01 � 1 � 0.8

Q2 1 3 0.1 2 1.6

Q3 2 5 0.2 3 2.4

Q4 3 7 0.3 4 3.2

Q5 >3 >7 >0.3 >4 >3.2

Evaluation
indicator

Harmonic distortion rate of
even current (%): g6

Voltage
fluctuation (%):
g7

Voltage
flicker: g8

Loss of
energy
(%): g9

Particulate emissions
(10,000 tons): g10

Q1 � 0.4 � 0.5 <0.2 � 0.1 � 10

Q2 0.8 1 0.5 0.2 15

Q3 1.2 1.5 0.8 0.3 25

Q4 1.6 2 1 0.4 50

Q5 >1.6 >2 >1 >0.4 >50

Evaluation
indicator

Electricity
consumption per
10,000 yuan (ton of
standard coal/10,000
yuan): g11

Voltage
sag: g12

Power
factor:
g13

Electricity
reliability
(%): g14

Economic
value
added per
10,000
yuan: g15

Energy
utilization
rate (%):
g16

Energy
conversion
efficiency
(%): g17

Q1 � 1600 � 0.9 � 0.9 � 99.99 � 15 � 95 � 90

Q2 1850 0.8 0.85 99.96 12 90 80

Q3 2000 0.5 0.8 99.7 9 85 70

Q4 2150 0.1 0.75 99.5 6 80 60

Q5 >2150 <0.1 <0.75 <99.5 <6 <80 <60
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4.2 Selection of Feature Subsets of Power Quality
Assessment Indices

Sequential Floating Search Method (SFSM) is used to search the feature subset of
the power quality factors. Here, the Bhattacharyya Distance is used as its evaluation
function. Figure 2 shows the flow chart.

Figure 3 shows that the classification accuracy rate reaches 100% when five
power quality indices are selected. The retained power quality assessment indices
are: Frequency deviation, Current total harmonic distortion, Voltage flicker,
Voltage sag and Electricity reliability.

Subset 
generation

Subset 
Evaluation

Termination 
condition

Result 
verification

Original feature set Subset 

Subset performance

No Yes

Fig. 2 The flow chart of feature selection

Fig. 3 The number of selected evaluation indicators and the corresponding classification accuracy
rate
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5 Classifier Verification

5.1 Verification of k-Nearest Neighbors Algorithm

Leave one cross validation (LOOCV) and independent test (IT) are used to
assessment validation of the selected factors. In the process of leave one cross
evaluation, samples are divided into 250 groups and each group is left as a test
sample in experiment. This allows all the 250 samples to be used as training
samples and test samples to make full use of the limited information. In the process
of independent test, half of the samples is randomly selected as the training set, and
the remaining half is used as the test set which can ensure the independence of the
training set and the test set, avoiding the “over-fitting” phenomenon.

After K-nearest neighbor classifier verification, five power quality indices are
selected, which are Frequency deviation, Current total harmonic distortion, Voltage
flicker, Voltage sag, Electricity reliability are selected. These indices have the main
effect on power quality level.

Figure 4 shows that the classification accuracy can reach up to 100% when the
five evaluation indices are selected. It can conclude that: when the number of
selected evaluation indices is small, the classification accuracy is low due to the
lack of sufficient classification information; and when the number of evaluation
indices is too large, the classification results can be affected by the unrelated
evaluation indicators. In practical applications, the number of evaluation indices
should be controlled.

Fig. 4 Classification results of leaving one method and independent set test
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5.2 Verification and Comparison of Other Classifiers

Support vector machine SVM and radial basis neural network RBFNN are used to
validate the selected five power quality factors. The results are listed in Table 2.

5.3 Application of Sequential Floating Search Method
in Comprehensive Evaluation of Enterprise Power
Quality Data

We select the measured data of an industrial enterprise in Jiangsu, and evaluate the
power quality of the enterprise. The data of each indicator are listed in Table 3.

Using the method proposed in this paper, the power quality level of the enter-
prise is good. The result shows that the company still has a certain energy-saving
transformation space.

6 Conclusions

This paper focuses on selecting the power quality assessment indicators by using
Sequential Floating Search algorithm to find the most effective set of power quality
assessment indices. Bhattacharyya Distance is used as the evaluation function in
Sequential Floating Search algorithm. This method is suitable for evaluation
problem which has a large scale of factors. The sample identification experiment of
the five power quality factors selected by the method in this paper has achieved a

Table 2 Validation of five features

SVM RBFNN KNN

LOOCV IT LOOCV IT LOOCV IT

95.6% 91.25% 89.3% 85.2% 100% 100%

Table 3 Electric power quality monitoring data of one enterprise in Jiangsu province

Evaluation indicator g1 g2 g3 g4 g5 g6 g7 g8 g9
Test data 1.8 1.9 0.1 2.6 1.4 0.88 1.33 0.47 0.23

Evaluation indicator g10 g11 g12 g13 g14 g15 g16 g17
Test data 14 1850 79.7 0.88 99.9 13 75 78
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high classification accuracy rate, indicating that this group of factors contains
complete classification information. The method proposed in this paper provides
reference and guidance for the study of selecting power factors in power quality
assessment.
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Key Constraint Variable Identification,
Transient Stability Assessment
and Feasible Region Generation
of Power Grid Operation Based
on Machine Learning Method

Binjiang Hu, Qi Guo and Yihua Zhu

Abstract The existing machine learning methods for the decision-making of
power grid operation lack sufficient interpretability and focus on transient stability
assessment. In response to this deficiency, this paper analyzed the process of
humankind learning and decision-making in the field of power grid operation. To
further speed up the decision making process, a model which combines correlation
analysis, deep learning and decision tree used for key constraint variable identifi-
cation, transient stability assessment and feasible region generation is proposed.
This model is able to take advantage of feature extraction and fitting effect of deep
learning, good interpretability of correlation analysis and decision tree. Experiment
results on a subsystem in China Southern Power Grid demonstrate the feasibility
and effectiveness of the model.

Keywords Power grid operation � Deep learning � Transient stability assessment

1 Introduction

With the rapid development of China’s economy, the demand for electricity is
increasing rapidly. At the same time, with the deep reform of the powermarket [1], the
fast and accurate change of power grid operation mode becomes more and more
important. For a long time, a lot of time domain simulation is carried out by experts to
find out weak points of the power grid and formulate preventive measures [2]. When
the system is small, the above-mentioned processingmethod that relies on the analysis
and calculation of experts can satisfy the demand to the power system security and
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stability. However, when the power system is large, the above manual method is
difficult to quickly predict whether the power system is stable and make decisions.

Experienced personnel can predict whether a power system is stable, which stem
from their learning and accumulation from past experience. This learning and
decision-making process of humankind can be done in artificial intelligence. In the
past two decades, machine learning method have been used in power system
transient stability assessment, but the algorithms are limited to artificial neural
networks (ANN) [3], bayesian classifier [4], decision tree (DT) [5], support vector
machine (SVM) [6] and other shallow learning methods. Due to the ability of
shallow learning methods for input features, the generalization ability is limited
when solving complex classification problems [7].

In recent years, the leap-forward development of deep learning has provided a
new idea for power system transient stability assessment [8, 9], which builds
multiple hidden layer neural network models for feature extraction and classifica-
tion. Deep learning has achieved very good results in frontier fields such as image
recognition and natural language processing [10]. Some researchers have intro-
duced deep learning into the power system transient stability assessment [11, 12].
Deep learning has high evaluation accuracy and good generalization ability.
However, the results given by deep learning are poorly interpretable and deep
learning cannot reveal the weak points of the power system. This paper presents a
model that combines correlation analysis, deep learning and decision tree used for
power grid operation decision-making process which contains key constraint
variables identification, transient stability assessment and feasible region.

2 Power Grid Operation Learning and Decision Model

2.1 Traditional Power Grid Operation Decision-Making

In traditional power grid operation decision-making process, see Fig. 1. The first
step is to identify the key constraint variables in a specific power grid operation
mode according to the experience of the expert experience, such as the transmis-
sion power limit, and then to adjust the key constraint variables. The second step,
time domain simulation software, such as PSD-BPA, PSSE, etc. is used to perform
the transient stability assessment. Then go back to step 1 until the feasible region of
the power system is formed according to the simulation result, such as the generator
power limit, the transmission power limit, etc.

When there are enough simulation samples to cover various possible modes of
power grid operation, deep neural networks can be used to map the relationship
between input features and transient stability. Many researchers have done a lot of
work on the transient stability assessment using deep or shadow learning method.
This paper presents a combined model for the entire power grid operation
decision-making process.
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2.2 Key Constraint Variable Identification Model

In the transient stability assessment of the power system, there are many factors
affecting the stability of the system. For a long time, combination of expert expe-
rience and a large number of stability calculations is used to find out the weak
points of the power system. When the power system scale is small, this expert
method is very effective, when the power system is large and needs to make quick
decisions, this expert method is difficult to quickly analyze the power system. This
paper will combine the correlation analysis algorithm in big data mining technology
to quickly mine the key constraint variables that affect the stability of the power
system.

Among the input features, the transmission line power, bus voltage and gener-
ator power are continuous variables. In the classification algorithm, the feature of
the sample need to be discretized [13], which can effectively reduce the complexity
of the learning algorithm and accelerate learning speed, and also simplify and
generalize the acquired knowledge and improve the comprehensibility of the
classification results. In this paper, the entropy-based continuous attribute dis-
cretization algorithm introduced in paper [14] is used. The chi-square test is a
widely used hypothesis test method [15], which can be used for the correlation
analysis of two categorical variables. The chi-square test is used to mine the key
constraint variables that affect the stability of the power system.

Fig. 1 Traditional power
grid operation
decision-making process
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2.3 Transient Stability Assessment Deep Neural Networks
Model (DNN)

Feature selection and extraction. In the design of general artificial intelligence
transient stability model, there are generally three ideas for the selection of input
features [16, 17]: (1) Dynamic variables after disturbance, such as the rotor angle of
the generator; (2) Steady-state variables before disturbance, such as generator
power, branch current, load; (3) Steady-state and dynamic information. This model
aims to predict whether the test system is stable without time domain simulation,
the second idea is chosen in this paper.

Sample generation. (1) In order to construct a relatively complete sample space,
different power system operation modes are formed by dynamically adjusting the
load and generator power. (2) For different power system operating mode data,
simulations were done by using the PSD-BPA software considering N-1 fault. if the
relative rotor angles of the generators go out of step after a fault, this test system is
considered unstable. (3) For the time domain simulation of PSD-BPA software,
transmission line power, bus voltage and generator power are used as input features.

Model training. Since the power system is a nonlinear system and the deep neural
network has a good fitting ability to nonlinear systems, this paper uses a deep neural
network to classify samples of different input features. In order to determine the
hyperparameters, this paper trains the DNN model using different number of neural
network layers and different number of neurons in each layer.

Model evaluation. This paper takes 80% of the sample set as the training set, and
the remaining 20% as the test set, and evaluates the generalization performance of
deep learning through the accuracy of the training set and test set (Fig. 2).

2.4 Power System Feasible Region Generation Based
on Decision Tree

Feasible region generation. Decision tree is constructed from a training set of
samples in which each sample in the training set consists of an input vector and its
correct classification. The diagram of a decision tree is an upside-down tree like a
flow chart (Fig. 3). The decision-making process of a decision tree is a series of
tests. The test is whether a particular element of the input vector exceeds a
threshold. After training, the relationship between the input vector of all the stable
samples and their threshold will determine the power system feasible region.
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3 Case Study

3.1 Design of Software and Hardware Framework

In order to improve the speed of sample generation and deep learning model
training speed, this paper designs and builds a big data artificial intelligence soft-
ware and hardware platform. The platform consists of five Dawning
high-performance computing workstations, each with two Intel E5 2643 v4 pro-
cessors, 128 GB RAM and 2T Intel SSD, one of which contains five NVIDIA Tesla
P100 GPUs for model training. Hadoop HDFS and Apache Spark were installed to
connect five workstations as a distributed file system and compute cluster. The
PSD-BPA program is deployed on each workstation. The deep learning model is
built using Keras whose back end is TensofFlow.

Adjusting power grid operation mode to generate
different samples

Transient stability simulation considering several 
contingencies

Feature selection and extraction 

Training a deep neural network model

Transient stability assessment using DNN model

Fig. 2 Design
implementation of
DNN for TSA

Fig. 3 Feasible region
generation process of
decision tree
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3.2 Test System

Figure 4 show the subsystem of the whole test system used for this paper. The
whole system consists of 3,076,220 kV buses. The partial system consists of
9500 kV substations, 15,500 kV AC lines, and 8220 kV substations, 17,220 kV
AC lines. The power plant 2, the power plant 3 and the power plant 4 unit are out of
service. The generator power and the load are changed to generate 16,000 power
grid operation samples. Three-phase grounding short circuit (N-1 or N-2) is said to
occur at the busbar, the simulation time is 20 s. If the relative rotor angles of any
two generators exceeds 360°, the system is considered unstable.

3.3 Result Analysis

Key constraint variables identification. After discretization of plant power, trans-
mission line active power and bus voltage, the chi-square test is used for correlation
analysis. The analysis results show that the stability of the test system is highly
correlated with the red power plant and red transmission line which are shown in
Fig. 5. Since the power plant 2, the power plant 3 and the power plant 4 are out of
service, the transient stability of the test system is mainly affected by the power
transmission channel of the power plant 1. The key constraint variables found by
the correlation analysis are reasonable.

Power Plant 4

Power Plant 3

Power Plant 2

Power Plant 1 Converter Station

Boundary AC System

Fig. 4 One-line diagram of
the partial test system
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The influence of the number of neurons per layer on the DNN. By setting the same
number of neural network layers and training the same model with CPU and GPU,
the simulation results show that: (1) When the number of neurons in each layer
increases, the accuracy of the training set and the test set does not decrease sig-
nificantly; (2) Training the same DNN with CPU or GPU does not affect the
training and test accuracy; (3) When the number of single-layer neurons is small,
the GPU acceleration performance is not obvious, and the time for GPU training is
longer than the CPU training time (Table 1).

Power Plant 4

Power Plant 3

Power Plant 2

Power Plant 1 Converter Station

Boundary AC System

Fig. 5 Key constrained
variables of the test system

Table 1 DNN evaluation performance of different neuron numbers per layer

CPU/GPU DNN configuration Training time Training set
accuracy (%)

Test set
accuracy (%)

CPU 10 layers � 10 neurons 4 s 94.8 98.7

GPU 10 layers � 10 neurons 28 s 96.1 96.9

CPU 10 layers � 100 neurons 7 s 98.4 97.2

GPU 10 layers � 100 neurons 28 s 98.3 98.9

CPU 10 layers � 1000 neurons 3 min 43 s 98.6 96.8

GPU 10 layers � 1000 neurons 28 s 98.5 96.2

CPU 10 layers � 10,000 neurons 4 h 20 min 98.3 98.2

GPU 10 layers � 10,000 neurons 8 min 26 s 98.2 98.8
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DNN error analysis. By analyzing the error of the DNN model, the incorrect
predictions, such as the misclassification samples with sample number 179, 182,
and 184, of the DNN model are mainly distributed in the stable and unstable
transition interval of the test system. As the power of the plant 1 increases, the test
system become unstable, but there is no boundary that divides the test into stability
and instability (Table 2).

Power system feasible region generation analysis. Figure 6 shows the decision-
making process in which X is the input feature vector. X[0], …, X [12] is the active
power of 13,500 kV transmission lines. X[13] is the total power of plant 1. Number
1 and number 2 in formula value = [number 1, number 2] represent the number of
unstable samples and the number of stable samples. The threshold in each decision
node is the per unit value where the base value is 100 MW. When all stable samples
are counted, we can get the power system feasible region. For example, X[3] �
7.249, X[1] � 3.003, X[9] > 7.398, X[6] > 5.332, X[8] � 7.47, this set of con-
straints is part feasible region.

Table 2 DNN error analysis

Sample No. Stable/Unstable Power of plant 1 (MW) DNN prediction results

177 Stable 678 Correct

178 Stable 679 Correct

179 Unstable 680 Incorrect

180 Stable 681 Correct

181 Stable 682 Correct

182 Unstable 684 Incorrect

183 Unstable 685 Correct

184 Stable 686 Incorrect

185 Unstable 690 Correct

186 Unstable 691 Correct

187 Unstable 692 Correct

610 B. Hu et al.



4 Conclusion

Considering the decision-making process of power grid operation, a model that
combines correlation analysis, deep learning and decision tree is presented in this
paper. The proposed model is examined on a subsystem in China Southern Power
Grid. The key constraint variables found by the correlation analysis are reasonable.
The accuracy of the deep neural network is very high in the stable/unstable clas-
sification problem. Power system feasible region generation by decision tree is
practical.

The sample generation algorithm used in this paper is a kind of simple but time
consuming method. This method is not suit for large systems with more variables.
Reinforcement learning algorithm used in Alpha Zero is a promising algorithm
which can be used to solve the curse of dimensionality in large systems. The next
step is to introduce reinforcement learning into the proposed model.
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Spatial-Temporal Distribution
and Impact Factors Analysis
of Cloud-to-Ground Lightning Activity
in Hubei China

Tian Hao, Fan Pen, Feng Wanxing, Wang Haitao and Li Jian

Abstract The cloud-to-ground lightning is a serious weather disaster, which has
great harm to human security and fundamental construction. This paper explores the
spatial-temporal distribution of cloud-to-ground lightning at Hubei Province in
2015. We firstly compute the Moran’s index and the local Moran’s index of the
cloud-to-ground lightning density in each month. The distribution of the occurrence
count, density and Moran’s indexes is a parabola, and the peak locates in April and
May of 2015. Then, we test the Moran’s index results by p-value. The analysis
shows that about 10% cloud-to-ground lightning region is clustered. Finally, we
observed the probability of the lightning density is Quasi-Poisson distribution and
fit the lightning density by General Additive Model (GAM). The experiment
indicates precipitation, terrain roughness, altitude can be used for effectively pre-
dicting the ground lightning density level.

Keywords Cloud-to-ground lightning � Spatial-temporal analysis � Local Moran’s
index � GAM

1 Introduction

Lightning is a severe atmospheric phenomenon. Typically, more than 2000 thun-
derstorms are active throughout the world at given moment, producing one the
order of 100 flashes per second [1]. Deaths and injuries to livestock and other
animals, thousands of forest and brush fires, and millions of dollars in damage to
buildings, communications systems, power lines, and electrical systems are also the
result of lightning [2–4]. Therefore, the knowledge with the distribution
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characteristics and impact factors of cloud-to-ground lightning is the important
information to power lines selection, power lines safety and thunderstorm warning
[5–7] etc.

Thunderstorms as atmospheric phenomena, characterized by both convective
rainfall and lightning activity, result from physically related processes [8]. There are
other researchers have studied the relationships between meteorological factors with
lightning frequency and intensity [9–12]. Furthermore, Sokol et al. [13] indicated
the lightning density with soil type, the positive relationship in all land classes
except unsolidate shore. Royé et al. [1] observed that the probability of lightning
density is Quasi-Poisson, and fitting the lightning density by GAM.

Spatial analysis refers to a series of theories and techniques for analyzing,
simulating, predicting, and regulating spatial processes [14]. The purpose of this
paper is to analyze the spatial and temporal distribution characteristics of the
cloud-to-ground lightning in Hubei Province in 2015 and its relationship with
topographic elements. The research process is as follows: Firstly, we analyzed
characteristics and the spatio-temporal distribution of the cloud-to-ground lightning
data in Hubei Province in 2015. The Moran’s Index and local Moran’s Index is
used to indicated the spatial autocorrelation of the cloud-to-ground lightning data.
Secondly, the corresponding factor indicators were calculated based on the existing
topographic data, such as terrain slope, aspect, altitude, land cover etc. Finally, the
selected factors and the cloud-to-ground lightning density were analyzed by GAM
model, and the correlation between the factor and the cloud-to-ground lightning
density was determined quantitatively.

2 Dataset and Methodology

In this study, the research data has three categories: cloud-to-ground lightning data,
terrain data. The cloud-to-ground lightning data is the annual lightning of Hubei
Province in 2015. The main parameters of the cloud-to-ground lightning data are
position, time, polarity, current intensity and number of hits, etc. The terrain data is
the elevation data of STRM-90m. Derived a series of topographic correlation
factors based on elevation data, including slope, aspect, elevation coefficient of
variation, slope coefficient of variation, section curvature, plane curvature and full
cumulative curvature.

2.1 Datasets

The description of cloud-to-ground lightning data, terrain data is following:
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(1) Cloud-to-ground Lightning Data
The study used the 2015 year-round cloud-to-ground lightning data of Hubei
Province as the experimental object. The properties of the lightning data mainly
include: lightning occurrence position (longitude and latitude), time, polarity
(positive and negative), current intensity and number of hits, etc. This paper
quantitatively analyzes the relevant parameters of the frequency, positive and
negative proportions intensity, cloud-to-ground lightning density and grade
distribution of flashes. The lightning density refers to the number of lightning
per unit area, which can better reflect the strength of lightning activity and
characterize the frequency of flash discharge, as a dependent variable indicator.

(2) Geographic factors
Terrain analysis is an important technique of understanding the terrain envi-
ronment. Its main task is to extract factors represented the topography and find
out the spatial distribution characteristics of the topography. The topographic
factors usually include: slope, aspect, elevation coefficient of variation, slope
coefficient of variation, section curvature, plane curvature and full cumulative
curvature, etc. The description of the various topographic factors is shown in
Table 1.

2.2 Exploratory Spatial Data Analysis Method

Spatial autocorrelation analysis is a spatial analysis method to reveal the spatial
distribution characteristics of variables with their neighborhood effects. Generally,
the closer the distance is the greater the correlation between the attributes. The
spatial autocorrelation is categorized into two classes with global and local spatial
autocorrelation [14].

Table 1 The description of the topographic factors

Factor name Descriptions

Slope Characterize the extent to which surface units are steep

Aspect The angle between the projection of the slope normal at the
horizontal plane and the true north direction

Elevation coefficient of
variation

Ratio of elevation standard deviation to mean within a certain range

Slope coefficient of
variation

Ratio of slope standard deviation to mean within a certain range

Section curvature The second derivative of the surface elevation value

Plane curvature The curvature perpendicular to the direction of the maximum slope

Full cumulative
curvature

Product of plane curvature and slope curvature
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The range of the global Moran’s index is from −1 to 1. A positive value indi-
cates a positive spatial correlation; otherwise a negative correlation. The zero value
indicates that the spatial value of the attribute has no spatial correlation and is the
spatial random distribution. In this study, the global Moran’s index of the
cloud-to-ground lightning density is calculated to estimate whether the spatial
distribution of the ground flash density is randomly distributed or not.

Compared with the global spatial autocorrelation analysis, the local spatial
autocorrelation analysis can detect the local spatial distribution and the correlation
level of the neighborhood more finely. Local spatial autocorrelation analysis
methods usually use local Moran’s index statistics (LISA), G statistics, and Moran
scatter plots to represent it. The formulation of local Moran’s index [14] as fol-
lowing is:

Ii ¼ yi � �yð Þ
Xn
j¼1

wij yj � �y
� �

=S2 ð1Þ

where S2 is the discrete variance of a property and �y is the mean of yi; wij is the
weight matrix. Assuming that the properties of the spatial phenomenon are spatial
random distribution, the expected and variance of the local Moran’s index are:

E Iið Þ ¼ �
Xn
j¼1

wij= n� 1ð Þ ð2Þ

V Iið Þ ¼ n� b2ð Þ
Xn

j¼1;j6¼i

wij= n� 1ð Þ

þ 2b2 � nð Þ
Xn

k¼1;k 6¼i

wik

Xn
h¼1;h 6¼i

wih= n� 1ð Þ n� 2ð Þð Þ � E I0ð Þ½ �2
ð3Þ

b2 ¼
Xn
j¼1

yj � �y
� �4

=
Xn
j¼1

yj � �y
� �2 !2

ð4Þ

From the Local Moran’s Index and z-score can be concluded that the value of
the attribute of the spatial phenomenon plays a role in the aggregated or dispersed
distribution state of the global spatial attribute. That is, whether there is the spatial
distribution of high-high, high-low, low-high and low-low.
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2.3 Generalized Additive Model

The Generalized Additive Model (GAM) is a combination of a generalized linear
model and an additive model. GAM is commonly used to analyze the relationship
between response and explanatory variable on the nonlinear and non-monotonic
condition. Therefore, it has been widely used to deal with complex nonlinear air
pollution problems. GAM is a non-parametric expansion of a generalized linear
model. The smooth spline function is used to analyze the nonlinear relationship
between the explanatory variable and the response variable. When the degree of
freedom of the spline function is one, the nonlinear relationship becomes a linear
relationship. The GAM function is constructed in the mgcv package of the R
language. The GAM equation is:

gðliÞXihþ f1ðx1iÞþ f2ðx2iÞþ � � � þ fjðxjiÞþ ei; i ¼ 1. . .n ð5Þ

where i is the ith day, n is the number of days observed, j is the number of influence
factors; li is the expected value of the corresponding variable, g lið Þ is the con-
nection function; fj is the smooth function of the influence factor, xji representing
the complex relationship between the cloud-to-ground lightning density and the
influence factor; Xih represents the full parameter model component; ei represents
the residual.

3 Experiments and Results

3.1 Study Area

Hubei Province lies in the middle reach of the Yangtze River with an area of
186,000 km2. Situated 108′ 21″–116′ 07″ east longitude and 29′ 05″–33′ 20″ north
latitude, it got its name from being in the north of the Dongting Lake. The terrain of
Hubei Province is high in the west and low in the east and wide open to the south,
the Jianghan Plain. Hubei has a sub-tropical monsoonal climate, with a mean annual
temperature of 15–17 °C—the hottest month, July, averaging 27–30 °C and the
coldest month, January, 1–5 °C—and a mean annual precipitation of 800–
1600 mm [15].

The terrain of Hubei Province is roughly surrounded by mountains on the east,
west and north, with a low level in the middle and a slightly incomplete basin open
to the south. Among the total area of the province, the mountainous area accounts
for 56%, the hills account for 24%, and the plain lake area accounts for 20%,
belonging to the Yangtze River system. Figure 1 is the topographic map of Hubei
Province.
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3.2 Spatial-Temporal Distribution of CG Lightning Activity

In 2015 year, the Moran’s index of cloud-to-ground lightning density is 0.671355.
That indicates that the lightning density is medium autocorrelation, moreover the
most of region is high-high correlation. This shows that the height of the
cloud-to-ground lightning has a certain spatial distribution. Figure 2b is a scatter
plot and importance map of the spatial autocorrelation of the cloud-to-ground
lightning density.

3.3 GAM Results

The histogram of cloud-to-ground lightning density in 2015 year shows Poisson
distribution. And the GAM fitting result shows lightning density is positively
correlated with terrain roughness, altitude. The aspect and slope of terrain is almost
no correlation. The result is in Figs. 3 and 4.

4 Conclusions

We analyzed the spatial-temporal distribution and the relationship between the
cloud-to-ground lightning density and terrain factors in 2015 year, and get the
following conclusions. (1) The occurrence of cloud-to-ground lightning in Hubei
Province showed significant clustering in time. In 2015, about 93% of the

Fig. 1 The topographic map
of Hubei Province, China
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(a) Moran’s index scatter plot 

(b) The distribution of ground lightning density 

Fig. 2 Moran’s index scatter plot and distribution of ground lightning density at Hubei Province
in 2015
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cloud-to-ground density in Hubei Province occurred in spring and summer, which
was significantly related to the climate characteristics of Hubei Province. Hubei
shows the climatic characteristics of the transition from subtropical to warm tem-
perate zone. When spring and summer alternate, it is the active season of plum rain.
The rain is abundant, the air humidity is high, and it is easy to have rainy weather,
which provides natural soil for the occurrence of ground flash. (2) The number of
monthly occurrences of the cloud-to-ground lightning data and the monthly line
density maps are parabolic in shape and peak in April–May, showing a decreasing
trend in the previous and subsequent months. (3) The Moran’s index of the annual
flash density of Hubei Province in 2015 was 0.671355. The overall performance
showed a certain clustering of the occurrence of ground flash, and the area of
P < 0.05 accounted for 10% of the whole area of Hubei. This shows that in Hubei
as a whole. In the region, about 10% of the regions are more likely to concentrate
on the cloud-to-ground lightning. (4) The histogram of the lightning density shows
a Poisson distribution. (5) Using GAM to fit the relationship between topographic
factor and cloud-to-ground lightning density, indicating that the terrain roughness,
attitude and water body distance have a certain degree of correlation. Joint analysis
of the relationship between meteorological, topographic factors and the occurrence
of cloud-to-ground lightning will be the focus of future research.

Fig. 3 The probability distribution of lightning density
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A CNN-Based Fault Section Location
Method in Distribution Network Using
Distribution-Level PMU Data

Weiqiang Yao, Xiaoqing Gao, Shu Liu, Yongjie Zhang
and Xiaojun Wang

Abstract To improve the reliability of power supply, medium and low voltage
distribution network always uses small current neural grounding in China. When
the single phase to ground fault occurs, the fault feature is weak and fault section is
hard to locate by traditional method. The development of distribution level phasor
measurement units (D-PMUs) makes the visual and precise synchronous data
available. In this paper, a new fault section location method based on Convolutional
Neural Network (CNN) is proposed. The data cross-section is the input charac-
teristic matrix of CNN model corresponding to the snapshot of the synchronous
measurements of multi D-PMUs at a specific time, including current and voltage
phasor. And the fault section and confidence of results would be given by the
trained three-layer CNN model. This method only requires the snapshot data of
single moment in the steady fault stage, so it is not affected by the fault initial phase
angle and is robust to the noise and data loss or corruption. The accuracy,
anti-interference capacity, and effectiveness of proposed method had been tested on
a 20-node distribution network with distributed generation in PSCAD.

Keywords Fault section location � D-PMUs � CNN � Data cross-section

1 Introduction

In the medium and low voltage distribution networks, the grounding method in
China mainly adopts small current neural grounding way to improve the reliability
of power supply. But when the single phase to ground fault occurs, the fault current
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only has few amperes and the fault feature is weak and hard to detect and locate.
And with more and more distributed generations (DGs) are introduced to distri-
bution networks, it is more complicated to describe the fault characteristics. So the
common protective devices, like conventional overcurrent relays, fails to act when
the small current fault occurs. Till now, the problem of small current fault section
location has not been well settled.

Nowadays, the research of fault section location methods has a great develop-
ment. The signal injection method [1] is an effective way in particular application,
but is limited by the high investment cost and unclear effect on electric equality.
The methods based on transient traveling wave have successfully application in
transmission lines [2, 3]. However, the complex structure and many branches
reduce its applicability. In [4], a fault section location method based on
Hilbert-Huang Transform (HHT) is proposed, but the effect of the distributed
generation is not considered. Machine learning algorithms based methods have a
great development in these years [5–7]. References [8, 9] made use of artificial
neural networks (ANNs). And in [10], a method based on wavelet analysis and
ANN was proposed. But because of the difference between transmission and dis-
tribution networks, the feasible and workable detection and location methods are
still in the searching stage.

The development of distribution level phasor measurement units (D-PMUs)
brings the high-precision synchronous phasor information [11, 12]. During these
two years, some researchers has made contribution on the application of D-PMUs
in fault detection and location. At Berkeley, an event detection method, namely
hidden structure semi supervised machine (HS3M), was established based on
D-PMUs [13]. In [14], a two-layer architecture high impedance fault detection
method based on SVM was proposed. This method only adopted the single-ended
information of D-PMU to reduce the costs so that the accurate rate was not well
enough.

In this paper, we proposed a new fault section location method in distribution
network based on Convolutional Neural Network (CNN). The input characteristic
matrix of CNN model is data cross-section, which means the snapshot of the
synchronous measurements of multi D-PMUs at a specific time, including current
and voltage phasor. Then, some data of designed scenarios were used to train the
CNN model by Python. Meanwhile, a 20-node 10 kV distribution network was
established in PSCAD/EMTDC for test. The results show that the method has good
performance in veracity and reliability.

2 Fault Section Detection Structure Based on D-PMUs

A D-PMU is a high-precision power disturbance recorder adapted for making
voltage phase angle or synchrophasor measurements, capable of storing and
communicating data live. D-PMUs can provide high sampling data of three-phase
voltage and current phasor with less error. All the measurements are GPS
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time-stamped to provide time-synchronized observability [11]. The type of D-PMU
employed in this paper is developed by the supported project, which can provide
three-phase voltage and current phasor data. The sampling frequency of the phasor
data reaches 100 samples/s. The amplitude error is less than ±0.2% and the error of
phase angle is less than ±0.05°. Besides, this D-PMU can store a period of mea-
surement data at local side.

In reality, uploading all measurements by D-PMUs in real time may be unre-
alistic. In the distribution network, assume that D-PMUs set on the line-end and
load side. And data cross-sections are formed at the master station which represent
the snapshot of the synchronous measurements of multi D-PMUs at a specific time.
The data cross-section can be written as a n � m matrix as shown in Fig. 1. The
rows of the matrix correspond to the D-PMU1 to D-PMUn, and the columns
correspond to the measurement phasor data of each D-PMU.

In this structure, the analysis in master station only needs the cross-section
information. So, the task of all the D-PMUs is uploading the phasor data at a lower
frequency, storing a period of data at local side, and waiting the recall. At master
station, trained CNN model is adopted to detect the status and fault section of the
moment. The method only requires the snapshot data of single moment in the
steady fault stage. If the fault status was diagnosed, the fault section would be
detected immediately. And the stored data of the local D-PMUs (generally the high
sampling level information during the previous 1 s) will be recalled to the master
station for verification and further analysis. All the normal states are tagged as 0.
And the different fault sections are tagged as the corresponding section number.

Fig. 1 The sketch map of data cross-section
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3 CNN Model for Fault Section Location

3.1 Introduction of CNN

CNN is a class of deep neural network in deep learning, which uses a variation of
multilayer perceptrons designed to require minimal preprocessing. Convolutional
networks were inspired by biological processes [15, 16] in that the connectivity
pattern between neurons resembles the organization of the animal visual cortex.
Individual cortical neurons respond to stimuli only in a restricted region of the
visual field known as the receptive field. The receptive fields of different neurons
partially overlap such that they cover the entire visual field. So the architecture of a
CNN can take advantage of the two dimension data, such as an image or a matrix.

There are four main steps in CNN: convolution, subsampling, activation and full
connectedness [17, 18].

Convolution. The first layers that receive an input signal are called convolution
filters. Convolution is a process where the network tries to label the input signal by
referring to what it has learned in the past. The convolution can emulate the
response of an individual neuron to visual stimuli. Convolution has the nice
property of being translational invariant. Intuitively, this means that each convo-
lution filter represents a specific feature, and the CNN algorithm learns which
features comprise the resulting reference. The output signal strength is not
dependent on where the features are located, but simply whether the features are
present.

By using shared weights, the convolutional layer can reduce the number of the
free variables effectively. And the convolutional operation resolves the vanishing or
exploding gradients problem in training traditional multi-layer neural networks with
many layers by using backpropagation. Convolutional layer can be given by the
following equation,

xlj ¼ f
X
i2Mj

xl�1
j � klij þ blj

 !
ð1Þ

where Mj is the collection of input maps, klij is the convolution kernel used for the

connection between the ith input feature map and the jth output feature map, blj is
the bias corresponding to jth feature map, and f is a activation function, which will
be introduced later.

Pooling. Inputs from the convolution layer can be smoothened to reduce the
sensitivity of the filters to noise and variations. The function of this layer is
weakening the influence of data deformation and it is capable to reduce dimensions,
improve the accuracy, and avoid overfitting. The pooling layer is defined as the
following form,
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xlj ¼ f pooling xl�1
j

� �
þ blj

� �
ð2Þ

where pooling(.) represents the pooling function and b is bias. Here, the max
pooling operation is adopt. It simply takes some k � k region and output a single
value, which is the maximum in that region.

Activation. The activation layer controls how the signal flows from one layer to
the next, emulating how neurons are fired in our brain. CNN is compatible with a
wide variety of complex activation functions to model signal propagation, the most
common function being the Rectified Linear Unit (ReLU), which is a non-linear
activation function to deal with the non-linear problems and favored for its faster
training speed.

Full Connected. FCs connect every neuron in one layer to every neuron in
another layer, which take charge of the high-level reasoning. It is in principle the
same as the traditional multi-layer perceptron neural network (MLP), where all
possible pathways from the input to output are considered. Finally, choose the
Softmax loss to determine a single class of mutually exclusive classes. The loss
function specifies how training penalizes the deviation between the predicted and
true labels. Here, the output result is the tag of each cross-section corresponding to
the distribution network state and fault section.

So far, a fundamental CNN is established. And the aim of training a CNN is to
obtain the weight kernels and the biases between layers by two steps: a forward
process and a backward propagation. The task of the forward process is to get the
output of each hidden layer, such as the convolutional feature map, the sampling
feature map, and the activation of the fully connected layer with the current
parameters. And the backward stage is used to learn the gradients of each parameter
based on the loss function.

3.2 The Structure and Parameters of Proposed CNN Model

A CNN is easier to train and has many fewer parameters than a fully connected
network with the same number of hidden units. In this method, the CNN model
includes three convolutional and pooling layers and two full connected layer (FC).
First convolution and pooling layer is a 1 � 1 convolution, which is used to
increase the nonlinear characteristics without loss of resolution. The structure of
proposed CNN model is shown as Fig. 2 and the parameters are shown as Table 1.
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4 Simulation and Results

4.1 Simulation

To validate the proposed method, a 20-node distribution network has been estab-
lished in PSCAD/EMTDC. As shown in Fig. 3, a 10 kV/50 Hz resonant ground
distribution network was simulated. The overcompensation rate is 8%. At node 3
and node 6, two 4 kW photovoltaic power generation devices are connected by
inverter, and the control mode is constant power control. All the D-PMUs are set at
the head and end of the whole network (M01, M02, M03, M3, M6, M11, M14,
M17, M20). All the lines are overhead lines and the parameters is shown as
Tables 2 and 3. Where, ZSA, ZSB, and ZSC are the self impedances and ZAB(BA),
ZAC(CA), and ZBC(CB) are the mutual impedances.

Fig. 2 The structure of CNN model

Table 1 Parameters of CNN model

Layer Filter/
unit

Convolution
kernel size

Pooling
size

Pooling
strides

Output feature
(each filter)

Input layer 1 / / / 9 � 12

Convolution and
pooling layer #1

32 1 � 1 / / 9 � 12

Convolution and
pooling layer #2

64 3 � 3 2 � 2 [1, 2] 8 � 6

Convolution and
pooling layer #3

128 3 � 3 2 � 2 [2] 4 � 3

Full connected layer
#1

/ / / / 1024

Full connected layer
#2

/ / / / 21
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4.2 Test Case

In the simulation, we assumed that all the fault type is A phase single-phase
grounding fault. All the test cases are shown as Table 4. Where, the fault position
“x%L-” means the fault occurred at x% of line L-. For example, “25%L1” means
the fault occurred at 25% of line L1. “N-” means the fault occurred at the corre-
sponding node. The fault occurred at the node is belong to the section which has the

Fig. 3 20-node distribution network and the position of D-PMUs

Table 2 Line length parameters of distribution network

Length (km) Line number

1.5 L3, L6

2 L1, L2, L4, L5, L7, L8, L9, L12, L13, L14, L16, L17, L18, L20

3 L10, L11, L15

4 L19

Table 3 Overhead line
parameter

Parameter (X/km) Value

ZSA 0.1467 + 0.6462i

ZSB 0.1503 + 0.6441i

ZSC 0.1467 + 0.6462i

ZAB, ZBA 0.1143 + 0.3419i

ZAC, ZCA 0.1125 + 0.2995i

ZBC, ZCB 0.1143 + 0.3419i
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same name. That is, each section is combined by the line and the node after the line.
The fault impedances are set as Rlist: 0.01, 0.1, 1, 10, 20, 50, 100 X. Each case
continued for 0.7 s, and the transient data of the first 0.1 s will be dropped. So, for
each case, 60 groups data were saved.

In the list, case 1, case 2, case 3, case 4, and case 5 were used to train the CNN
model. And the rest of the cases were tested.

4.3 Test Results

To quantify the performance of the proposed CNN model, the accuracy is defined in
Eq. (3), with |TP| being the amount of true positive classifications; |TN|, the amount
of true negative classifications; |FP|, the amount of false positive classifications, e.g.
a false alarm, and |FN|, the amount of false negative classifications, like missed
faults.

accuracy ¼ jTPj þ jTNj
jTPj þ jFPj þ jFNj þ jTNj ð3Þ

After training the CNN model by case 1–5, the accuracy score of the same data
is 99.27%.

Different Fault Position. Test the trained CNN model by different fault position
of case 6, the accuracy score is 97.83%. The accuracy of the algorithm is prelim-
inarily verified. In different fault position of the whole distribution system, the CNN
model can identify the fault section effectively.

Table 4 The set of test cases

Case Fault position Fault impedance Fault initial phase
angle

Case
number

1 Normal state \ \ 50

2 5%L1 * 5%L20 Rlist 0° 140

3 50%L1 * 50%L20 Rlist 0° 140

4 85%L1 * 85%L20 Rlist 0° 140

5 N1 * N20 Rlist 0° 140

6 25%L1 * 25%L10 Rlist 0° 70

7 25%L11 * 25%
L20

Rlist 25° 70

8 75%L1 * 75%L10 Rlist 75° 70

9 75%L11 * 75%
L20

Rlist 90° 70

10 60%L1 * 60%L20 0.01, 5, 15, 30, 70,
90 X

30° 120
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Different Fault Initial Phase Angle. Test the CNN model by case 7, 8, and 9.
The accuracy score is shown as Table 5.

From the table, we can see that the proposed CNN model has no effect on fault
initial phase angle. The main reason is this fault section location method adopts the
steady-state after the fault occurred. The fault initial phase angle effects the transient
process a lot but has little effect on steady-state.

The transient process of high fault impedance is longer than low impedance. So
if the fault impedance is high enough, the steady-state of the fault needs to be
collected several data later.

Different Fault Impedance. Test the CNN model by case 10, which includes
the fault occurred at 60%L1 * 60%L20 with impedance 0.01, 5, 15, 30, 70, and
90 X. The accuracy score is shown as Table 6.

The result shows that the proposed method is not effected by the fault impedance
within certain range. The fault impedance range depends on the training data set-
ting. Due to time reasons, here the fault impedance range is below the 100 X. Note
that the high impedance faults (HIF, the impedance is normally beyond 600 X)
always manifest the process of arc, so the applicability for HIF of proposed method
is not clear.

Noise. For evaluating the robustness to noise, Gaussian White Noise with dif-
ferent signal-to-noise ratios (SNRs) was added to the original data in case 10. The
noise is set as 60, 50, 40, and 30 dB. The results are shown in Fig. 4.

As can be seen from the diagram, under the influence of 30 dB noise, the
accuracy of the CNN model has significant reduction, was about 85%. So, the
proposed method has requirements for the precision of data. In practice, considering
the measurement error of D-PMUs and communication, the SNR of noise is
commonly less than 50 dB. The robustness to this level of noise can be guaranteed.

Table 6 Test result for different fault impedance

Case/fault position/fault initial phase angle Fault impedance (X) Accuracy score (%)

Case10/60%L1 * 60%L20/30° 0.01 97.54

5 98.31

15 98.19

30 97.68

70 98.52

90 98.07

Table 5 Test result for different fault initial phase angle

Case/fault position Fault initial phase angle Accuracy score (%)

Case1/25%L11 * 25%L20 25° 98.24

Case2/75%L1 * 75%L10 75° 98.41

Case3/75%L11 * 75%L20 90° 98.15
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Above all, the proposed method has more than 98% accuracy for all the test
cases. And the results show that the fault position, fault initial phase angle, fault
impedance (within certain range), and normal noise has little effect on the proposed
method. Till here, all the accuracy result is for each single moment. By the further
test, if continued 20 groups of data (0.2 s) were provided and choose the section
with highest probability as the result, the accuracy of proposed method can reach
100%.

5 Conclusion

In this paper, a CNN-based fault section location method in distribution network is
proposed. Cause the D-PMUs can provide the synchronous voltage and current
phasor data, the CNN model can take the advantage of D-PMU data by data
cross-section. The proposed method just need the snapshot data at a specific time to
detect the fault and determine the fault section. Simulation results have verified that
the proposed method has 98% accuracy and has little effect the fault position, fault
initial phase angle, fault impedance (within certain range), and normal noise.
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Research on Grid State Portrait
Technology and Its System Realization

Bo Wang, Sheng Huang, Feifei Li, Yiming Zheng, Tingxiang Lu
and Xin Shan

Abstract Based on the traditional user portrait technology and concept, this paper
extracts various indicators that reflect the characteristics of grid operation state from
the main aspects of grid operation to construct the grid state portrait label system
and label generation method, establishes the grid state portrait analysis model, and
evaluates the grid state trend. On this basis, the grid state portrait application system
is designed and implemented, and the in-depth analysis of the grid state portrait and
operation data is realized by means of an intuitive comprehensive display method.
The practical application results show that the system can intuitively reflect the grid
operation situation from multiple dimensions, discover and display data rule related
to equipment or grid, which can provide technical support for power grid operators
to conduct monitoring, take preventive measures and make decision for power grid
operation.

Keywords Portrait technology � Operation state of power grid � Trend analysis �
Big data analysis � Comprehensive display
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1 Introduction

With the increasingly complex operation characteristics of the power grid and the
increasingly large operational information, higher requirements are placed on the
operational decision of the power grid: the grid operators need to grasp the power
grid operation trend more accurately and comprehensively, evaluate the operational
risks of the whole power system and its internal equipment, and improve the
reliability of grid operation [1, 2]. A large amount of operation and analysis data is
accumulated in the power dispatching system, which provides a big data foundation
for the in-depth analysis of the characteristics of the power grid operation trend.
However, in the face of such a large amount of historical operation record infor-
mation, it is worthy of further study on how to better mine its value and clearly
describe the operating situation of the grid in a simple and intuitive way. The
appearance of user portrait technology and concept provides a new way to intu-
itively depict and characterize the operation situation of power grid.

The traditional user portrait refers to the labeled user model abstracted from the
user’s attributes, preferences, habits, behaviors and other information. By labeling,
users can be described by some highly generalized and easy-to-understand features,
which makes it easier for people to understand users and is convenient for computer
processing. User portrait technology has a good application in user behavior pre-
diction, personalized recommendation, and precision marketing [3, 4]. In the field
of power, some related researches and applications of portrait technology have been
carried out in recent years. For example, study the application of portrait technology
in pattern recognition of electricity consumption behavior and user classification to
support customer load prediction and assist the formulation of electricity con-
sumption suggestions and pricing policies [5, 6]; Study the application of power
user portraits in the identification of risk electricity fees and risk customer to
achieve the purpose of controlling the risk of electricity fees recovery and formu-
lating targeted risk prevention measures [7]; Study equipment portrait technology
based on power equipment operation data to enable equipment data to be presented
in a more vivid and tangible form, which is convenient for operators to understand
and use, and improve their work efficiency [8]; Study the application of power
customer portraits in customer grouping, differentiated services, targeted marketing,
etc., to achieve precise marketing and enhance customer satisfaction [9, 10];
Through the construction of the life cycle portrait of power assets, the overall
portrait of power asset characteristics can be realized, and the refined and differ-
entiated management of the asset life cycle can be improved [11]. However, in
general, the current research and applications of portraits technology in power field
are mostly around power users and power equipment. The portrait construction and
application of the grid operation state has not been seen, and the research and
exploration of the grid state portrait technology is lacking.

In this paper, by referring to the traditional user portrait technology and concept,
a method of constructing a grid state portrait is proposed. It extracts various indi-
cators that reflect the characteristics of grid operation state from the main aspects of
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grid operation to form the portrait label system of power grid state and to establish a
grid state portrait analysis model by extracting, sampling, mining and analyzing the
snapshot data of power grid operation. Then, in the big data analysis point of view,
a grid state portrait application system is designed and implemented for displaying
data rule associated with equipment or power grids from time, space, object and
other dimensions, and providing a service support for the better monitoring, pre-
vention and decision-making of power grid for operators and realizing the in-depth
analysis of the grid state portrait and the grid operation data of the whole network.

2 Grid State Portrait Label System

Portrait labels usually refine and describe the characteristics of the subject in the
form of semantic and short text. However, power grid operation state data are
mostly numerical, which cannot directly reflect the semantic characteristics.
Therefore, it is necessary to construct appropriate rules to discretize the numerical
data, transform the quantitative data into qualitative labels, and form semantic
labels that are easy to understand.

The grid state portrait mainly extracts the characteristics that characterize the
grid operation situation from the aspects of grid steady-state operation, grid balance
capability and grid transient security, and constructs grid state label which is used to
describe and evaluate the grid state and health situation. The framework of grid
state portrait label system is shown in Fig. 1.

Fig. 1 The framework of grid state portrait label system
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The grid state portrait label system is mainly composed of two levels: the pri-
mary label reflects the classification of the main operating state indexes of the grid,
and the secondary label reflects the sub-label items that constitute and support the
primary label. Among them, the secondary label is obtained by the feature statistics,
calculation and labeling of the corresponding original operation and analysis data,
while the primary label is obtained by the further aggregation and calculation of the
secondary label. The label system of grid state portrait mainly includes:

Grid steady-state operation label. It mainly describes the important monitoring
indicators of power grid daily operation under the condition of stable operation,
including: section over-limit label, equipment heavy-load label, voltage over-limit
label, static security analysis over-limit label, DC short-circuit ratio label, frequency
deviation label.

Grid balance capability label. It mainly describes the important power balance of
the power generation and consumption in whole grid or local areas, including:
system spinning reserve capacity label, system negative reserve capacity label and
the balance margin of power generation and consumption in subarea.

Grid transient security label. It mainly describes the transient stability margin of
the power grid under the expected fault conditions, including: transient voltage
margin label, transient frequency margin label, transient power angle margin label
and damping ratio label.

3 Generation Method of Grid State Portrait Label

In order to reflect the operation situation of power grid and evaluate the trend of
grid health state, the historical year-on-year value of the original data corresponding
to each label is selected as the label eigenvalue for subsequent label generation, and
conduct statistical calculation on the label eigenvalue in monthly time range.
Through the value comparison of the same historical period, the change trend of
power grid health state can be better reflected. The main steps of label generation
include:

Step 1: Define the original data value that reflect the secondary label.
For voltage over-limit label, section over-limit label, equipment heavy-load label

and static security analysis over-limit label, since they usually have
multi-dimensional features, such as over-limit/heavy-load percentage, over-limit/
heavy-load duration, over-limit/heavy-load times, taking a single feature as the
original data for the label will result in lacking comprehensiveness of the label
description. Therefore, this kind of label should be defined based on the consid-
eration of multiple dimensions. The original data definition of this kind of sec-
ondary labels is shown in formula (1):
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C ¼
PN
s¼1

Bs

PN
s¼1

ns

ð1Þ

Bs ¼
Xns
i¼1

ðyi � tiÞ ð2Þ

where: C is the original data value of the secondary labels of over-limit type, Bs is the
comprehensive over-limit index of the equipment s, ns is the over-limit number of
the equipment s, N is the amount of the over-limit equipment, yi is the i-th over-limit
rate of the equipment s, ti is the i-th over-limit duration of the equipment s;

In addition to the above-mentioned secondary labels of over-limit type, the
original data of the remaining secondary labels in the label system are defined as the
statistical mean value of the corresponding indicator data.

Step 2: Calculate the secondary label eigenvalue. The calculation formula is
shown in formula (3):

Ai2 ¼ Ait � Ail

Ail
� 100% ð3Þ

where: Ai2 is the i-th secondary label eigenvalue, Ait is original data value for one
month of this year of the i-th secondary label, Ail is original data value for the same
month of last year of the i-th secondary label, i ¼ 1; 2; . . .M, M is the number of
secondary labels.

Step 3: Calculate the primary label eigenvalue by aggregating the secondary
label eigenvalues.

According to the definition of the grid state portrait label, different secondary
labels have different polarities. For some secondary labels, the larger the original
data value, the better, and for some, the smaller the better. The original data value of
each secondary label can be divided into two categories: extremely large type and
extremely small type. Where, the labels with extremely large features include:
system spinning reserve capacity, system negative reserve capacity, the balance
margin of power generation and consumption in subarea, DC short-circuit ratio,
transient voltage margin, transient frequency margin, transient power angle margin,
damping ratio; The labels with extremely small features include: voltage over-limit,
section over-limit, equipment heavy-load, static security analysis over-limit, fre-
quency deviation.

Therefore, in the calculation of the primary label eigenvalue, the consistency of
the secondary label eigenvalues should be considered. The definition of the primary
label eigenvalue is shown in formula (4):
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Ak ¼
Xmk

i¼1

ða� wi � Ai2Þ ð4Þ

a ¼ 1
�1

�
Ai2 is the extremely large type
Ai2 is the extremely small type

ð5Þ

where, Ak is the k-th primary label eigenvalue, k ¼ 1; 2; . . .J, J is the number of the
primary label, mk is the number of the secondary label contained in the k-th primary
label, Ai2 is the eigenvalue of the i-th secondary labels contained in the k-th primary

label, wi is the weight coefficient and
Pmk

i¼1
wi ¼ 1. The weight coefficient can be

defined according to the importance degree of the secondary label, and the default
value of wi is 1=mk.

Step 4: Labelling representation of eigenvalues.
After calculating the label eigenvalues of each level, they are labeled according

to the setting threshold, and finally the portrait labels that reflect the state of power
grid are obtained.

In this paper, six types of state labels are designed to reflect the changes in the
health trend of the power grid, which are severely worse, obviously worse, slightly
worse, slight improvement, obvious improvement and significant improvement. They
respectively represent the different health trend states of the grid state portrait labels.

When a label eigenvalue An falls within a given state label threshold range (the
threshold range can be adjusted according to actual conditions, and the default
setting value is given here), the corresponding state label Labeln is given to the
portrait label, as shown in the formula (6).

Labeln ¼

seriously worse

obviously worse

slightly worse

slight improvement

obvious improvement

significant improvement

An ��20%

�20%\An ��10%

�10%\An\0%

0%�An\10%

10%�An\20%

An � 20%

8>>>>>>>><
>>>>>>>>:

ð6Þ

4 System Implementation Architecture

Based on the above definition of the grid state portrait label system and considering
the comprehensive and intuitive display of the portrait, the grid state portrait
application system is designed and implemented with B/S architecture in
non-production control area based on the basic data extraction of production control
area. The system implementation architecture is shown in Fig. 2.
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4.1 Snapshot Generation

Snapshot generation realizes the extraction of the basic data of the grid state por-
trait, mainly including the model, operation data and application analysis results of
the same time section. Where, the model snapshot generation is made by reading
model and parameters from the relational database; The snapshot generation of the
operation data is made by using the big data SQL engine to read the historical
operation data at the specified time to generate the data files; The snapshot gen-
eration of analysis results is made by online periodic real-time sampling to generate
data files. And the snapshot generation supports timing generation mode and trigger
generation mode.

4.2 Snapshot Management

Snapshot management function adopts distributed file system for the storage of
snapshots. According to the business, multiple files are generated from the holo-
graphic data of the power grid. The snapshots of different business data use unified
time mark, and the business snapshot files with the same time mark are stored in the
same directory as a complete snapshot of the whole network business. At the same
time, since the amount of snapshot data is very large, the snapshot files are stored in
compression mode.

Snapshot management also provides functions including snapshot deletion,
snapshot query, etc. The snapshot deletion function automatically removes expired

Fig. 2 Grid state portrait application implementation architecture
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snapshots at a self-defined interval, and manual snapshot deletion is also supported.
The snapshot query function provides efficient and batch queries for specified
historical snapshot files.

4.3 Data Analysis

Data analysis is mainly based on the generated snapshot data to complete the
calculation of the grid state portrait characteristics, the statistical analysis of relevant
data, the trend analysis and big data analysis, etc., mainly including:

Based on the grid state portrait label system and its presentation method, to
realize statistical analysis for the various types of grid state characteristics in
equipment, region, grid and other dimensions, and form multilevel analysis results.

Based on the characteristic statistics of power grid state, to realize the trend
analysis on multiple time scales, including annual/monthly/day/hour/minute.

To realize the year-on-year/month-on-month analysis of the state characteristics
of the power grid to find their important changes.

Based on big data analysis technologies, to adopt clustering algorithm to conduct
clustering analysis from the multiple characteristics dimensions (such as over-limit
time frame, over-limit duration and over-limit rate, etc.) of a single equipment to
reveal the regularities of the over-limit events.

4.4 Comprehensive Display

Comprehensive display function is realized mainly based on the various, vivid and
interactive data visualization diagram provided by ECharts plugin, which can
achieve the display of grid state portrait trend and detailed information, information
level drilling and linkage, the features sorting and multi-dimensional analysis dis-
play, the year-on-year/month-on-month trend display of state characteristics,
multi-dimensional clustering analysis and display and so on. It provides an intuitive
and convenient comprehensive display effect for intelligent query and retrieval, the
mining and analysis of grid operation state and its trend change information.

5 Practical Application Effect

In the power dispatching and control cloud system of Jiangsu Province, according
to the research and design ideas in this paper, the construction and implementation
of the grid state portrait system are carried out. Through the snapshot generation of
application data and stock historical data extraction, the relevant grid operation and
analysis data from 2017 to 2018 are obtained, which are used for the calculation,
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analysis and display of grid state portrait labels and characteristic data. Specific
practical application effects are as follows.

Firstly, on the overall level of grid state portrait, the state and change trend of all
portrait labels are displayed in different levels according to the grid state portrait
label system from the three aspects of grid balance capacity, grid steady-state
operation and grid transient security. Through the historical comparison of each
secondary label, to find the trend changes and characteristic information of the grid
state in various main aspects, so as to intuitively grasp the overall development and
change of the grid state. As shown in Fig. 3a, it can be found from the state of
voltage over-limit label that the current trend change of voltage over-limit is
obviously improved compared with the same period of last year, and the over-limit
duration, over-limit times and over-limit rate are reduced to varying degrees.

Secondly, on the secondary label level, through the further multi-dimensional
trend analysis of each secondary label, deep mining can be made for the label
features to form multi-level analysis in the dimensions of region, subarea, equip-
ment, so as to help the operators find the regularity and features of label data from
multiple perspectives and fast locate the key objects that influence the label trend.
As shown in Fig. 3b, It can fast access to the voltage over-limit trend analysis
interface by the voltage over-limit label, can conduct multi-perspectives and
in-depth analysis about the voltage over-limit trend of the entire grid from the
region, subarea, equipment dimensions, and can quickly locate the most serious
over-limit object in each dimension. For example, the subareas with the maximum
year-on-year changes in the total over-limit times and the total over-limit duration is

Fig. 3 The practical application effects of grid state portrait
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Wujiang; The equipment with the maximum year-on-year change in the total
over-limit times is: Jinfeng.220 kV secondary busbar.

Then, in the equipment level, through the further analysis on the attribute
characteristics of key equipment, detailed analysis and information drilling display
for attribute characteristics of key equipment can be carried out from the aspects of
characteristic statistical trend change and event details of the equipment, so as to
enable operators to comprehensively grasp the operation characteristics of key
equipment from multiple attribute dimensions. As shown in Fig. 3c, For the
equipment—Jinfeng.220 kV secondary busbar found in trend analysis of voltage
over-limit label, It can quickly enter the detailed information interface for analysing
the characteristics of voltage over-limit events of the equipment, and can conduct
statistical analysis and demonstration of the equipment over-limit characteristics
from multi-attribution dimensions such as the statistical trend change of the
over-limit characteristics (the over-limit duration, the over-limit rate, the over-limit
times), the over-limit event details and according curves.

Finally, based on big data analysis technology, a multi-dimensional clustering
analysis is carried out from multiple feature dimensions of a single equipment using
clustering algorithm. Through the distribution of the clustering centers, the main
categories and representative characteristics of equipment over-limit events are
found, which provides intuitive and visual display for revealing the event rule of the
equipment. As shown in Fig. 3d, the interface shows the quarterly clustering
analysis results of the voltage over-limit events of Jinfeng.220 kV secondary
busbar. It can be found from the distribution of the over-limit event clustering
centers: the voltage over-limit events of the equipment in the second quarter is
mainly divided into four categories: it is mainly concentrated at about 01:54, 11:02,
16:59 and 20:51 of each day, the over-limit rate is basically 0.02% and the
over-limit duration is about 20–30 s. These analysis results provide a visual
demonstration for revealing the over-limit rule characteristics of the equipment.

6 Conclusion

Based on the technology and concept of traditional user portrait, this paper con-
structs a grid state portrait label system and label generation method by extracting
various indicators reflecting the characteristics of the grid state from the main
aspects of the grid operation, and designs and realizes the grid state portrait
application system on this basis. This system can display the rule of
multi-dimensional data relating to equipment or grid from time, space, object and
other dimensions, realize deep analysis on the grid state portrait and the grid
operation data, and provide a rich, intuitive comprehensive display effect for
intelligent query and retrieval, the mining and analysis of the grid operation state
and its trend change.

However, the grid state portrait label system constructed at present only pre-
liminarily covers part of the labels of power grid operation state, and the portrait for
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the power grid is incomplete. The extension of the label system can be further
studied on this basis, and the label system and application system functions can be
improved by considering such aspects as fault assessment, weak mode, equipment
maintenance, energy supply and external meteorological risks to more compre-
hensively and deeply depict the operation state and development trend of the power
grid, perceive the operation risk and optimization space of the power grid, improve
the accurate judgment and control level of dispatching operators on the operation
quality and efficiency of power grid, and provide effective guidance for the opti-
mization and adjustment of operation strategy.
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A Line Loss Calculation Method
for Power Grid Partition Based
on Complex Network Community
Discovery Algorithm
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Abstract With the interconnection and inter-supply of power systems in various
regions, the emergence of multi-voltage class electromagnetic ring networks, the
convergence of conventional load flow algorithms is facing severe challenges, and
real-time calculation of theoretical line loss cannot be realized. In this paper, the
community discovery idea of complex network theory is applied, and the parallel
calculation method for line loss of power grid partition based on improved
Fast-Newman algorithm is proposed. The method makes full use of the advantages
of Fast-Newman algorithm to deal with the large-scale complex networks. On the
basis of network Weighted, combined with the characteristics of power grid to
improve the algorithm’s agglomeration process, and the rapid partition of the power
grid is realized. Further, by formulating the equivalence principle of the partition
boundary, the partitions are completely separated. On the basis of partition inde-
pendence, the SPMD parallel architecture in MATLAB is used to complete the
parallel computing of each partition. Finally, the regional power grid is taken as an
example to verify that the method has good accuracy, and its calculation speed and
convergence are in line with the requirements of real-time calculation.
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1 Introduction

Line loss rate is an important evaluation indicator for power supply companies [1].
At present, the line loss statistics of the domestic power grid mainly use the
measurement value of the measurement automation system. In order to avoid the
occurrence of statistical errors, it is necessary to use the theoretical line loss cal-
culation value and the statistical value for comparison and evaluation [2]. However,
with the interconnection and intercommunication of power systems in various
regions, the emergence of multi-voltage class electromagnetic ring networks, the
convergence of conventional load flow algorithms is facing a severe test [3]. In
addition, the measurement data often appears abnormal, and it is very difficult to
calculate the theoretical line loss of the whole network for the above reasons.

The refined line loss calculation mainly uses the load flow algorithm, the dis-
tribution network generally adopts the back/forward sweep method [4], and the
transmission network adopts the Newton method. Most of the existing calculation
methods realize the load flow calculation of the power grid by filling the mea-
surement data [4, 5], and do not consider the real-time and convergence of the
algorithm when applied to large-scale networks.

The community structure is an important component of complex network theory.
It reveals that a complete network consists of many community. In recent years,
community discovery algorithms have many applications in the power grid [6–8].
However, most of the existing researches are aimed at medium-scale networks and
are computationally complex, which is difficult to meet the needs of large-scale grid
fast computing. The improved Fast-Newman algorithm proposed in this paper has a
great improvement in computing time and is suitable for rapid partitioning of
large-scale networks.

After analyzing and comparing the characteristics of each community discovery
algorithm, this paper makes full use of the speed and accuracy of the Fast-Newman
algorithm to calculate large-scale networks, and applies it to the theoretical line loss
calculation of the whole network of power system. On the basis of fast partitioning,
the independence and parallelization of the load flow calculation of each partition is
realized by the replication of the boundary nodes and the equivalent of the exchange
power. The accuracy and convergence of the partition calculation are well, which
satisfies the requirements of large-scale grid fast line loss calculation, and provides
feasible ideas for real-time line loss analysis and refined line loss management.

2 Complex Network Community Structure Theory

2.1 Community Discovery Algorithm

The community structure is ubiquitous in complex networks, and its internal nodes
have strong coupling, and the coupling between the communities is sparse. This

648 R. Bai et al.



feature facilitates computational convergence within the partition. At present, the
main community discovery algorithms include Kenighan-Lin algorithm [9], spec-
tral bisection method [10], GN splitting algorithm [11], Clauset optimization
algorithm [12], Fast-Newman aggregation algorithm [13], Louvain Algorithm [12],
BGLL hierarchical aggregation algorithm [14] and so on. The above algorithm is
originally applicable to a binary network with no weight. The relationship between
each node is only connected or not, and cannot reflect the different connection
tightness between nodes.

There are certain differences in the networks to which different community
discovery algorithms are applied. For example, in the actual network analysis, the
Kenighan-Lin algorithm needs to determine the number of community divisions in
advance; the Louvain algorithm may lose important nodes when dealing with large
networks [14], and randomly merge nodes that increase module degree during
clustering process, which is not suitable for real-time systems; the GN algorithm
based on modularity index optimization proposed by Girvan and Newman has
higher accuracy, but because each split process needs to calculate the edge
betweenness of the whole network, the computational complexity is high, can only
be applied in medium-sized networks [12]. Based on the GN splitting algorithm,
Newman proposed the Fast-Newman algorithm to reduce the complexity of the
algorithm. Compared with the GN algorithm, the Fast-Newman algorithm has been
greatly improved in time, and has been successfully applied to a cooperative net-
work of 50,000 nodes, which has the advantage of dealing with large-scale net-
works. The time complexity of each algorithm is shown in Table 1.

2.2 Network Modularity Index

In order to measure the quality of network division, it is necessary to develop
quantitative evaluation indicators for the community structure. The most widely
used is the network modularity function Q [14] proposed by Newman et al. The
closer the Q value is to 1, the greater the expectation value of the internal tightness
of the community is than the random network, indicating that the quality of the
network partition is higher.

Assume that the network is divided into n communities in some form. Use eij to
indicate the ratio of the number of edges between community i and community j to the
total number of edges of the network. The expression of the modularity function Q is:

Table 1 Time complexity
comparison of each
community discovery
algorithm

Algorithm Time complexity

GN O(n3)

Louvain O(n2T)

Fast-Newman O(n2)
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Q ¼
Xn
i¼1

eii � a2i
� � ð1Þ

where eii is the ratio of the number of inner edges of the community i to the total
number of edges; ai ¼

Pn
j¼1 eij, represents the ratio of the edge connected to the

internal node of the community i to the total number of edges of the network.

2.3 Fast-Newman Algorithm

Fast-Newman algorithm is a fast and agglomerative algorithm based on greedy
thought. It takes the highest module value as the target. Each time, the node with the
largest module increment is agglomerated first, which greatly reduces the com-
plexity of the algorithm and is suitable for large-scale networks [13]. The algorithm
flow is as follows:

1. Consider each node in the complex network as an independent community, and
the number of network nodes n is the number of communities, thereby con-
structing the initial connection matrix:

E ¼
0 e12 � � � e1n
e21 0 � � � e2n
..
. ..

. . .
. ..

.

en1 en2 � � � 0

2
6664

3
7775 ð2Þ

eij ¼
1
2m ; if node i and j are connected
0; others

�

where m is the total number of edges of the complex network.
2. Combine the connected nodes in turn to calculate the increment of the module,

and a pair of nodes with the largest increase or the least decrease in the module
degree are selected for merging. The module degree increment is expressed as:

DQij ¼ 2 eij � aiaj
� � ð3Þ

Treat the merged node as a new community. Update the module degree Q of the
network.

3. Repeat step 2 until all nodes are merged into one community. The partitioning
scheme corresponding to the maximum module degree in the cohesion process
is selected as the optimal solution.
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3 Parallel Line Loss Calculation of Power Grid Partition

3.1 Weighted Reprocessing of the Network

The traditional Fast-Newman algorithm is applicable to binary networks with no
weight. If the unweighted algorithm is used to analyze the weighted network with
actual physical meaning, not only will a large amount of network information be
lost, but also the quality of the network partition will be reduced, which will further
affect the rationality of the result.

The power grid acts as a weighted network with practical physical meaning. Its
edge weight needs to be able to reflect its own structural characteristics and has
practical significance. According to the physical characteristics of the power line, the
line admittance is selected as the edge weight of the power grid, and the sum of all
line admittances is taken as the total weight of the network. The higher the admit-
tance value of the communication line between the two nodes, the higher the con-
nection tightness and the more likely they are condensed into a community. The
initial connection matrix of the power network with admittance as the edge weight is:

W ¼
0 w12 � � � w1n

w21 0 � � � w2n

..

. ..
. . .

. ..
.

wn1 wn2 � � � 0

2
6664

3
7775 ð4Þ

where wij represents the sum of the power line admittances connecting node i and
node j.

Define the total network weight as:

S ¼
Xn
i¼1

Xn
j¼1

wij ð5Þ

Combined with the research ideas of the community detection theory and the
structural characteristics of the power network, the modularity index applicable to
the weighted power network are:

Q
0 ¼ 1

2S

Xn
i¼1

Xn
j¼1

wij � kikj
2S

� �
d ci; cj
� � ð6Þ

If node i and node j belong to the same community, d ci; cj
� �

is equal to 1,
otherwise equal to 0; ki ¼

Pn
j¼1 wij, represents the weight of node i in the weighted

network, that is, the sum of the admittances of the lines communicating with the
remaining nodes.
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The network modularity increment corresponding to the weighted modularity
index can be expressed as:

DQ
0
ij ¼

1
2S

2wij � kikj
S

� �
ð7Þ

where wij is the connection tightness between the communities i and j, and ki is the
weight of the community i in the network.

3.2 Power Grid Partition

3.2.1 Simplification of the Network Topology

Using the community discovery algorithm to process the power grid requires some
network simplification. The specific simplification rules are as follows:

1. The grid selects the typical wiring method, and the switching of the power
equipment is no longer considered in the partitioning process.

2. The station wiring of power plants and substations is not considered in the
partition process, and the charging capacitance of the transmission line is not
considered.

3. All power devices in the network are abstracted into indiscriminate computing
nodes, ignoring the existence of grounding points.

4. Ignore the directionality of the network, all power lines and transformer bran-
ches are regarded as the network edge with weight, and the edge weight is line
admittance.

3.2.2 Algorithm Improvement Based on the Characteristic
of Power Grid

Targeted improvement and optimization of the Fast-Newman algorithm to further
improve the accuracy and speed of the algorithm when applied to the power grid.

In the actual calculation process, the impedance of the transformer branch is
much larger than that of the transmission line, which easily causes the transformer
nodes to be divided into different partitions, resulting in a partition error. For
distribution transformers, once the impedance branch is split, isolated transformer
nodes appear, causing significant interference to subsequent calculations.

Before the network partition, the same transformed busbars are condensed into a
community, which reduces the initial number of communities and increases the
calculation speed.
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3.2.3 The Flow of Partition Algorithm

The partition process of the grid is as follows.

1. Simplify the network, each node in the power grid is regarded as an independent
community, calculate the total weight S of the network, and generate an initial
connection matrix G;

2. The busbars on each side of the transformer are first agglomerated;
3. Calculate the modularity increment DQ′ of the connected community in turn,

and select the two communities corresponding to the maximum increment
DQ′max to merge;

4. The merged two communities are treated as a new community, and obtain the
merged new network. Calculate the module degree Q′t of the new network;

5. Repeat steps 3–4 until all nodes are merged into one community;
6. The scheme corresponding to the maximum module degree in the merge process

is selected, and after being corrected by the boundary node, it is used as the final
partition result.

3.3 Parallel Calculation of Line Loss

The boundary equivalence principle formulated in this paper achieves the decou-
pling of adjacent partitions by copying boundary nodes and establishing boundary
equality constraints. On the basis of complete separation of the partitions, further
select the appropriate reference nodes to complete the parallel line loss calculation
in the area.

3.3.1 Partition Decoupling

Figure 1a shows the boundary node i at the same time in three partitions. The node
is copied according to the number of partitions in which it is located, and a separate
subnet is obtained, as shown in Fig. 1b. The voltages u of the respective replica
nodes is equal. The inter-partition exchange powers is obtained by the measurement
data collected by the metering device, and is recorded as Pb and Qb.

Promote to n partitions of shared boundary nodes. A receiving grid that derives
energy from a neighboring area is defined as a powered partition. Similarly, an area
that transfers energy to other areas is defined as a transmission partition. Assuming
that there are l powered partition and k transmission partitions, there are boundary
equality constraints as follows:

ui1 ¼ ui2 ¼ � � � ¼ uin
Pb;1 þPb;2 þ � � �Pb;l ¼ Pb;lþ 1 þPb;lþ 2 þ � � �Pb;lþ k

Qb;1 þQb;2 þ � � �Qb;l ¼ Qb;lþ 1 þQb;lþ 2 þ � � �Qb;lþ k

8><
>: ð8Þ
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The boundary node of the powered partition obtains energy from the neigh-
boring area, which is equivalent to the power node, and its power generation power
is PG. Similarly, the boundary node of the transmission partition transmits energy to
the adjacent area, which is equivalent to the load node, and the load power is PL.
The relationship between the equivalent power or equivalent load of each partition
and the partition exchange power is:

PG;i ¼ Pl
b;i

QG;i ¼ Ql
b;i i ¼ 1; 2 ; . . .; l

PL;j ¼ Pk
b;j j ¼ 1; 2; . . .; k

QL;j ¼ Qk
b;j

8>>>>><
>>>>>:

ð9Þ

After the boundary equivalence, each partition becomes a completely indepen-
dent network. The Central hub substation in the region is selected as the reference
node, and the Newton-Raphson method is used to calculate the load flow to obtain
the voltage U and the phase angle d of each node. The power loss D~Sij of each line
can be obtained from the basic theorem, see Eq. (10), and then the theoretical
network loss value of each partition is obtained.

D~Sij ¼ ~Sij þ ~Sji

~Sij ¼
_Ui

2
_Uiyij0 þ _Ui � _Uj

� �
yij

� ��

~Sji ¼
_Uj

2
_Ujyji0 þ _Uj � _Ui

� �
yij

� ��

8>>>>><
>>>>>:

ð10Þ

where _Ui and _Uj are the node voltages at both ends of the line, and yij and yij0 are
the series admittance and ground admittance of the line, respectively.

3.3.2 Partitioned Parallel Computing

For parallel computing, MATLAB introduces a parallel computing toolbox that is
widely used in numerical analysis and engineering computing to solve numerical
computation-intensive problems.

A

B Ci Pb1,Qb1

Pb2,Qb2 Pb3,Qb3

A

B C

i1

i2 i3

(a) (b)Fig. 1 The separation of
subnets
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The line loss calculation for each partition runs the same load flow program, but
due to the difference of partition topology and measurement information, there are
different input parameters for the corresponding program. This feature is in line
with the SPMD application scenario, and can be parallelized using the SPMD
parallel structure. The flow of parallel computing is shown in Fig. 2.

Using client and worker mode, client is the MATLAB side of writing and
starting parallel code, responsible for assigning tasks and summarizing results.
Worker is the multiple execution end of parallel code. In the figure, n represents the
number of manageable worker in the parallel pool. One work unit worker is
responsible for the load flow calculation of one partition, and the parameters of each
partition are passed to the corresponding worker. After executing the load flow
calculation program in parallel, each worker stores the calculation result in a cell
array and returns it to the client in a unified manner.

4 Case Analysis

Taking a power grid in a certain area of Gansu as an example, the typical operation
mode of full-wiring and full-boot in the summer of 2018 is selected. The method of
this paper is used to calculate the partition line loss. The area contains 330, 110,
35 kV and other voltage levels, including 183 computing nodes, 274 transmission
lines and 50 substations. Containing a wealth of measurement information, a total
of 472,340 data were collected.

In the process of grid division, the curve of the network modularity index Q is
shown in Fig. 3, and the abscissa indicates the number of times of node aggrega-
tion. The curve with “+” in the figure represents the modularity index change of the

Start

Output result

worker 1 worker 2 worker n

...

Get the power flow calculation 
parameters of each partition

Open the parallel pool and confirm that 
each worker is connected to the CPU core.

Power flow 
calculation of 

partition 1

Power flow 
calculation of 

partition 2

Power flow 
calculation of 

partition n

Client receives the calculation 
results of each partition

Fig. 2 The flow chart of
parallel computing
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improved algorithm; the unmarked curve represents the module degree change
before the improvement. After 41 times of aggregation, the weighted modularity
index Q of the improved algorithm reaches a maximum value of 0.713, while the
modularity of the unmodified algorithm still does not reach the extreme value.

The power grid is divided by the GN splitting algorithm, the Louvain clustering
algorithm, the unmodified Fast-Newman algorithm (F-N) and the improved algo-
rithm (Improved F-N), and the partition result are shown in Table 2.

It can be seen from the data in the table that although the optimal module degree
of the improved algorithm is slightly lower than the other algorithms, the existence
of isolated nodes is successfully eliminated. Compared with the other community
discovery algorithms, the improved Fast-Newman algorithm has faster calculation
speed while satisfying the quality of network partitioning, and does not lose
important nodes like the Louvain hierarchical clustering algorithm. It is more able
to meet the actual computing needs of large-scale networks.

The power grid partition result of the improved algorithm is shown in Fig. 4.
The original multi-voltage level ring network in the network is effectively
decomposed.
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Fig. 3 The curve of modularity index Q

Table 2 Comparison of partition results of different algorithms

Algorithm Number of
partitions

Optimal
modularity

Number of isolated
nodes

Condensation
time (s)

GN 8 0.738 0 20.2

Louvain 9 0.741 3 10.6

F-N 19 0.735 8 1.924

Improved
F-N

10 0.713 0 0.201
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The typical daily data is selected for load flow calculation. The calculation
results of line loss for the whole network and each partition are shown in Table 3.

The calculation result of the all partitions has only a small difference compared
with the total network loss. The active loss differs by 0.016 MW and the deviation
rate is 0.33%. The reactive power loss is 0.31 MVar, and the deviation rate is
0.72%.

 Substation: 110kV 
110kV 35kV Partition number

35kV 330kV 
 Line:

Fig. 4 The result of power
grid partition

Table 3 The statistics of line
loss calculation results

Partition
number

Activ loss
(MW)

Reactive loss
(MVar)

1 0.275 3.14

2 0.475 1.53

3 0.152 4.75

4 1.613 5.55

5 0.253 2.69

6 0.442 6.32

7 0.387 7.28

8 0.084 0.51

9 0.263 1.72

10 0.921 9.88

Total partition 4.865 43.37

Whole network 4.849 43.06
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Compared with the time of convergence of load flow iteration, the parallel
computing time is 0.017S, and the whole network calculation time is 0.126S. It is
visible that parallel computing of partitions greatly saves computation time. On the
other hand, as the scale of the power grid expands, this time savings will be more
significant, meeting the needs of real-time line loss calculations for large-scale
power networks.

The calculation results of the actual case show that:

1. The weighted Fast-Newman algorithm can effectively discover the community
structure of the power grid and achieve efficient regional division.

2. The improved Fast-Newman algorithm effectively avoids the occurrence of
isolated nodes in the partitioning process and greatly saves partition time.

3. Partition line loss calculation results are highly accurate, and can significantly
reduce time cost in a distributed computing environment.

5 Conclusion

Fine line loss management is the basis for the development of scientific
decision-making for loss reduction, and is also an inevitable requirement for the
development of power grids. This paper proposes a partition line loss parallel
calculation method based on complex network theory. The calculation results are
highly accurate and can be calculated in real time, providing strong data support for
line loss management.

After verification by actual examples, compared with other community dis-
covery algorithms, the improved Fast-Newman algorithm can effectively discover
the community structure of large-scale power grids, and has excellent calculation
speed, which meets the requirements of real-time line loss calculation. The parallel
computing of each partition is realized on the basis of network division, which
overcomes the problem that the calculation of the theoretical line loss of large-scale
network is difficult. How to further improve the accuracy of line loss calculation is
the focus of the next research work.
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Daily Power Load Curves Analysis
Based on Grey Wolf Optimization
Clustering Algorithm

Chong Gao, Yaxiong Wu, Junxi Tang, Huazhen Cao
and Lvpeng Chen

Abstract When the fuzzy C-means clustering algorithm (FCM) is applied to solve
the problem of daily load curve clustering analysis, its performance is usually
affected by selection of the initial clustering center and the sample similarity is often
characterized directly by distance of each samples, which causes clustering easy to
fall into local optimum. In this paper, the daily load characteristic value index is
used to deal with the data dimension reduction of the daily load curve and a fuzzy
C-means clustering algorithm optimized by grey wolf optimizer (GWO-FCM) is
proposed. GWO-FCM uses GWO to optimize the initial clustering center for FCM,
which combines the global search capability of GWO and the local search capa-
bility of FCM The results shows that the proposed method can perform daily load
curve clustering analysis effectively and obtain good robustness.

Keywords Clustering analysis of daily load curves � Data dimension reduction �
GWO-FCM
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1 Introduction

With the acceleration of social and economic growth and the vigorous development
of emerging industries, there will emerge more and more types of power users. At
the same time, the differences of typical daily load curve characteristics of different
power consumers in the same industry are also increasing. Taking traditionally
simple and crude analysis methods based on user-reported categories as load
classifications are no longer suitable for the development of next-generation power
systems and energy Internet. The refined daily load curve characteristic analysis can
help the grid to perform real-time optimization scheduling, formulate reasonable
demand response management measures, the expansion planning and distribution
network planning [1].

At present, many clustering analysis methods have been used to extract typical
daily load characteristics of power users [2, 3], such as Fuzzy C-Means Algorithm
(FCM) [4], K-MEANS algorithm [5], DBSCAN algorithm [6] and self-organizing
map neural network(SOM) [7], etc. Among them, FCM algorithm performs
excellent in operational efficiency, clustering effect and robustness of the algorithm.
However, there are two disadvantages to performing daily load curve clustering
directly using the traditional FCM algorithm:

(1) Clustering analysis was performed directly using the distance between the
original daily load curve data as a similarity criterion. This will lead to a poorer
clustering performance and ignore the intrinsic characteristics of the load curve.

(2) The clustering effect of FCM algorithm is susceptible to the initial point
position.

To solve the above problems, this paper firstly selects the load characteristic
index to reduce the dimension of the original daily load curve data, and proposes a
fuzzy mean clustering algorithm based on GWO to perform the clustering analysis
of daily load curve. The proposed algorithm combines the advantages of the GWO
algorithm and the FCM algorithm. It can use GWO’s global search capability to
search the optimal initial clustering center for FCM algorithm quickly, reduce the
sensitivity of FCM algorithm to the initial clustering point, obtain the approximate
global optimal clustering and improve the clustering effect of daily load curve. In a
word, the proposed method can solve two shortcomings of traditional cluster
analysis mentioned above.

2 Dimensionality Reduction of Daily Load Curve Data

In a traditional clustering method, the similarity of data samples is usually judged
by the distance between the original sample data. However, as a kind of time series
data, the daily load curve data is greatly affected by factors, such as user type,
weather and time-sharing price policy. As a result, the power consumption
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characteristics of user data cannot be directly reflected by the distance. Under
high-dimensional raw samples, data may exhibit undesirable equidistance. The
daily load clustering analysis not only needs to pay attention to the equidistance of
the daily load curve data, but also analyzes the similarity of its shape and contour to
understand the user’s electricity habits and characteristics.

The load characteristic index can comprehensively reflect the user’s power
consumption characteristics [8]. Five characteristic indexes are selected according
to the division plan of the peak and valley period of Guangdong Power Grid for
data dimensionality reduction. The definitions and calculation methods of indexes
are shown in Table 1.

In Table 1, P represents the power load; the subscripts av, max and min rep-
resent the mean, the maximum and the minimum respectively; the subscripts peak,
val and sh represent the peak period, the valley period and the shoulder period,
respectively.

The daily load characteristics of the load users can be described from the time
scales of the whole day, the peak period, the shoulder period and the valley period
using the indexes I1 − I5. The physical meanings of each indexes are different,
which can describe the internal characteristics of the daily load curve more
comprehensively.

3 Fuzzy C-Means Clustering Algorithm Based on GWO

3.1 Fuzzy C-Means Clustering Algorithm

FCM is a clustering classification algorithm that ultimately makes the similarity
between the samples classified into the same class as high as possible, while making
the difference between the samples classified into the different class as high as
possible. FCM is improved on the basis of ordinary C-means clustering, and the
concept of fuzzy set is introduced to realize flexible fuzzy clustering [9].

Table 1 Daily load characteristic indexes

Time slot Indicator name Calculation method

Full day 00:00–24:00 Load ratio I1 = Pav/Pmax

Peak-to-valley rate of full-day I2 = (Pmax − Pmin)/Pmax

Peak period 14:00–17:00
19:00–22:00

Load ratio of peak period I3 = Pav.peak/Pmax

Regular period 08:00–14:00
17:00–19:00
22:00–24:00

Load ratio of regular period I4 = Pav.sh/Pmax

Valley period 00:00–8:00 Load ratio of valley period I5 = Pav.val/Pmax
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3.2 GWO

The GWO is a group search intelligent algorithm proposed by Mirjalili S et al. The
algorithm treats each feasible solution as a wolf and treats the optimal solution as a
prey. By referring to the wolf group level and hunting habit, each solution is graded
and searched to find the optimal solution [10].

3.3 GWO-FCM Clustering Algorithm

As a gradient-based search algorithm, FCM clustering algorithm has the advantages
of rapid convergence and excellent local search ability. The traditional FCM
algorithm starts from the initial cluster center matrix or the fuzzy partition matrix.
Since the initial matrix is randomly generated, if the initial values are different, the
clustering results may be different. Therefore, if the initial value is not properly
selected, the clustering result may fall into local optimum. This problem is par-
ticularly prominent when the number of samples is large. The GWO has excellent
global search ability, rapid convergence speed, and is not easy to fall into local
optimum. Therefore, considering the combination of GWO and FCM algorithm to
fully utilize the advantages of global optimization of GWO and strong local con-
vergence of FCM algorithm, reduce the dependence of FCM algorithm on initial
value selection, and obtain better clustering effect.

Coding of Grey Wolf Particle. It can be seen from the above analysis that the
FCM algorithm can select the fuzzy partition matrix U or the cluster center matrix
P for initialization. For the clustering analysis problem in daily load curve of power
users, it is usually necessary to process and analyze the load curve data of a large
number of users, which will result in that the data number n of the data sample set is
too large. If the elements in the fuzzy partition matrix U are used to form the code
of the grey wolf, the coding dimension reaches the c � n dimension, and the high
dimension will affect the efficiency of the GWO. After the data reduction operation
on the original data, the feature quantity m of a single piece of data is often much
smaller than the number of its data pieces n. Therefore, the element structure of the
cluster center matrix P is selected as the encoding of the grey wolf particles, and the
particle dimension can be reduced to c � m dimension. Then the particle code can
be expressed as:

pi ¼ ðp11; . . .; p1m; . . .; pc1; . . .; pcmÞ ð1Þ

Fitness Function. The FCM algorithm needs to construct a suitable fitness function
to evaluate the quality of each grey wolf particle. The fitness function defined in this
paper is as follows:
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minJðU;PÞ ¼
Xn
j¼1

Xc

i¼1

ugijd
2
ij ð2Þ

f ðpiÞ ¼
1

JðU;PÞ ð3Þ

For an individual grey wolf, the smaller the corresponding target value J(U,P),
the higher the fitness value f(pi), indicating that the clustering effect is better.

The position of each grey wolf in the wolves represents a feasible solution in the
problem space, indicating a method for selecting the initial cluster center.
Therefore, the position of wolves a, b and d in each iteration of the GWO. The
update of information only needs to correspond to each initial clustering center
according to the fitness value.

Conversion conditions between GWO and FCM algorithm. The GWO-FCM
algorithm is mainly divided into two parts: the first part uses the GWO to search for
a better initial clustering center in the feasible domain, and the second stage uses the
local search ability of the FCM algorithm. Based on the optimal initial clustering
center, the iterative calculation performs local optimization and completes cluster
analysis.

The variance of the wolf population fitness is defined as follows:

r2 ¼ 1
z

Xz

i¼1

f ðpiÞ � favg
� �2 ð4Þ

where z is the wolf number; favg is the average of all grey wolf individuals. The
magnitude of fitness variance r2 characterizes the degree of convergence of grey
wolf individuals. When the value of r2 is small, the degree of dispersion of the wolf
group’s fitness value is not high, the GWO tends to converge, and its global search
ability begins to decline. Therefore, when the value of r2 is less than the set
threshold n, the GWO-FCM algorithm is switched from the first stage to the second
stage, that is, the clustering analysis is performed by using the FCM, so that the
later convergence is faster.

The algorithm flow of GWO-FCM. The flow chart of GWO-FCM algorithm are
shown in Fig. 1.

The GWO-FCM algorithm is described as follows:

Step(1): Initialize the wolves. Set the required clustering number c, randomly
generate c clustering centers to encode the grey wolf position, and then initialize the
position of a grey wolf; repeat S times to obtain the initial wolf composed of
S initial grey wolf group. Then calculate the fitness degree of each wolf in the
wolves, and select the top three grey wolf individuals, which are recorded as wolf a,
b and d in order;
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Start

Set GWO-FCM algorithm parameters

Construct a data set of samples to be clustered

Randomly generate cluster centers, initialize wolves,
and determine initial Wolf α β and δ

Update the positions of the wolves

Calculate the fitness f(pi) of each grey wolf

Update wolf α β and δ

Whether the 
algorithm conversion condition 

be satisfied?

Use the position information of wolf  α as the initial 
cluster center to execute the FCM algorithm

Output final clustering results

End

Y

N

Fig. 1 Flow chart of
GWO-FCM algorithm

Step(2): Update the wolf position. Updating the positions of the wolves in the
wolves;

Step(3): Calculate the fitness value of each grey wolf f(pi);
Step(4): Update the wolf rank. Select three grey wolves with the best fitness

value, and update the positions of wolf a, b and d in order;
Step(5): Determine the conversion conditions. If the wolf group fitness variance

r2 is less than the threshold n or the number of algorithm loop iterations reaches the
maximum number of iterations, the GWO iterative global search phase is stopped,
and the wolf a position is set as the initial cluster center of the FCM algorithm;
otherwise, go to Step(2);

Step(6): Use the result of step(5) as the initial clustering center and execute FCM
algorithm. The final clustering center P and the fuzzy partition matrix U are output
according to the principle of maximum membership.

4 Implementation Method

4.1 Dataset Preprocessing

Data Cleaning. First, remove the load curve data with abnormal or missing data.
Then use the smoothing formula or other interpolation algorithm to change or fill
the daily load curve data with a small amount of abnormal or missing data.
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Input sample set construction. The daily load curve data of the completed data
cleaning is subjected to data dimensionality reduction using the daily load char-
acteristic indicators listed in Table 1. The load data in the existing metrology
automation system is usually 96 sampling points per day, and the sampling interval
is 15 min. After data cleaning has been completed, the number of remaining daily
load data is N, the dimension of the original data sample set is reduced from the
original N � 96 dimension to N � 5 dimension by data dimension reduction.

4.2 Evaluation Index of Clustering Effectiveness

The silhouette coefficient can be used to reflect the tightness and separability of the
class. This index can determine the optimal cluster number and evaluate the clus-
tering effect when the number of clusters is unknown. For the profile x, the profile
coefficient characteristic index is defined as shown in Eqs. (5)–(7):

SILðxÞ ¼ DaðxÞ � DbðxÞ
maxðDaðxÞ;DbðxÞÞ ð5Þ

DaðxÞ ¼
P

s2Ck ;s 6¼x dðx; sÞ
Ckj j � 1

ð6Þ

DbðxÞ ¼ minCj:1� j� c;j6¼k

P
s2Ck ;

dðx; sÞ
Cj

�� ��
( )

ð7Þ

where SIL(x) represents the silhouette coefficient of the sample x; x represents the
sample belonging to the class Ck; Da(x) and Db(x) represent the average distance
between the x and Ck internal residual objects, and the minimum average distance
of x and non-Ck class objects, respectively.

The silhouette coefficient varies between [−1, 1]. When the silhouette coefficient
is closer to 1, indicating that the tightness of Ck class and class separability to which
x belongs are better, and so is the clustering effect. If the silhouette factor is less
than 0, the clustering fails.

The average of the overall clustering was evaluated using the mean of the
silhouette coefficients of all data samples. It is expressed as Eq. (8):

SLIMEAN ¼ 1
N

XN
i¼1

SILðxiÞ ð8Þ

The larger the SLIMEAN, the better the overall clustering effect. The maximum
number of clusters c that make SLIMEAN is the optimal number of clusters.
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5 Experimental Results and Analysis

5.1 Input Dataset Construction

The clustering study selected the actual daily load curve data of 1536 users in a
normal working day in May 2017 in a city of Guangdong. The data collection
upload interval is 15 min, and the amount of single-day load data per user is 96
points. The original daily load curve data is preprocessed using the construction
method of the input data set described in Sect. 4. After processing, the final
example contains 1498 data strips, and the matrix to be clustered falls from
1498 � 96 dimensions to 1498 � 5 dimensions. Compare the clustering analysis
of the processed matrix to be clustered by the algorithm proposed in this paper with
the clustering results of the FCM algorithm after normalizing the data with 96
sampling points as the input.

The specific parameters are set as follows: the maximum cluster number
cmax = 8; the minimum clustering number cmin = 2; the fuzzy degree coefficient g =
2; the wolf group size is 25; the maximum iteration number takes lmax = 300. The
parameters of the traditional FCM algorithm are as follows: the degree of fuzzifi-
cation is g = 2; the maximum number of iterations is tmax = 100, and the threshold
of the objective function is 10−7.

5.2 Results of Clustering

Table 2 shows the clustering effectiveness index calculation results of the two
methods in the case of setting different cluster numbers. Figure 2 shows the trend of
the mean value of the contour coefficients of the two methods under different
clustering numbers. Combined with Table 2 and Fig. 2, the SLIMEAN mean value
of both algorithms is maximized when the number of clusters is 4. Therefore, the
optimal number of clusters for both algorithms is 4. At the same time, the
SLIMEAN mean value index using the clustering result of this method is larger
than the SLIMEAN mean value obtained by the traditional FCM method when the
clustering number takes any other value, and the clustering effect is better. This also
shows that the proposed method combines the global search ability of GWO with
the local search ability of FCM algorithm, and reduces the possibility that the
clustering result converges to local optimum.

Figure 3 shows the clustering results of the daily load curve of the clustering
algorithm, where the red curve is the average of the overall load of the class. Since
the algorithm has the process of data dimensionality reduction, the clustering center
of each dimensionality reduction index can be obtained, and various typical load
curves cannot be directly obtained. This paper considers that the daily load curve
averaged as the same type of load is the typical daily load curve for this type of
load. In the clustering results obtained by the algorithm of this paper, the number of
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curves belonging to each category are 384, 354, 362 and 398, respectively. The
traditional clustering algorithm is used to obtain the clustering results, and the
number of curves belonging to each category are 375, 365, 372 and 386, respec-
tively the number of classifications and classification results are basically the same.

5.3 Robustness Test of Algorithm

Select the 6 types of daily load curves known in [11]. Based on the known correct
clustering results, random noise with a ratio r is added to each data point of each
typical curve to obtain The daily load curves of 6 categories and 200 strips of each
class are used as cluster samples to verify the robustness of the clustering algorithm.

The robustness of the algorithm is analyzed by using the optimal clustering
number, clustering validity index and accuracy. In this paper, the ratio of the total
number of correctly classified load curve data to the number of all load curves is
taken as the accuracy rate. The results of the comparison of the robustness test
results are shown in Table 3.

Table 2 Calculation results
of clustering effectiveness
index

GWO-FCM FCM

Cluster
number

SLIMEAN Cluster
number

SLIMEAN

2 0.6801 2 0.6801

3 0.6887 3 0.6638

4 0.7018 4 0.6975
5 0.6053 5 0.5931

6 0.4778 6 0.4722

7 0.4655 7 0.3563

8 0.4665 8 0.4613

2 3 4 5 6 7 8
clustering number

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

SL
IM

EA
N

GWO-FCM

FCM

Fig. 2 Variation trend of
clustering effectiveness index
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It can be seen from Table 3 that when the noise ratio r is increased, the optimal
clustering numbers of the two clustering algorithms are changed, and the clustering
effectiveness index and the accuracy rate are both decreased. When the noise ratio
r is less than 25%, the optimal clustering number is always 6 and the accuracy is
close to 100%. For the traditional FCM algorithm, when the noise ratio r increases
to 10%, the optimal clustering number changes, the classification accuracy begins
to decrease, and the robustness is poor. Although the noise ratio r is greater than
25%, the optimal clustering number of the two algorithms is not 6, the clustering
effectiveness index and accuracy of the proposed method are slightly higher than

Fig. 3 Daily load curve clustering result based on the proposed algorithm

Table 3 Comparison of algorithm robustness

Noise
ratio/%

GWO-FCM FCM

Optimal
cluster
number

Cluster
validity
index

Accuracy
(%)

Optimal
cluster
number

Cluster
validity
index

Accuracy
(%)

5 6 0.8121 100.0 6 0.8121 100.0

10 6 0.6921 100.0 5 0.6616 83.3

15 6 0.6029 100.0 5 0.3962 83.4

20 6 0.5172 99.9 5 0.3376 83.4

25 6 0.4257 99.8 5 0.3337 82.9

30 5 0.3552 83.4 4 0.2766 66.7

35 3 0.2417 50.0 3 0.2152 49.8

40 3 0.1983 50.0 3 0.1819 49.8
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the traditional FCM algorithm. Therefore, the robustness of the proposed method is
better than the traditional FCM algorithm.

6 Conclusion

In this paper, a daily load curve reduction dimension clustering method based on
grey wolf optimization and fuzzy mean clustering algorithm is proposed. Firstly,
the load characteristic index is used to reduce the data of the original daily load
curve data, and the proposed algorithm is used to perform the daily load curve
reduction dimension clustering analysis. The example shows that this method can
improve the global search ability of traditional FCM clustering algorithm and
reduce the possibility that the clustering result falls into local optimum. It has
engineering feasibility and good robustness.

With the continuous development of smart grids, the requirements for refined
power grid planning and grid operation management are constantly improving.
How to combine multi-source data fusion, select typical load characteristic index
system, and establish a more refined clustering method is the future research
direction.
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GPU-Accelerated Batch
Electromechanical Transient Simulation
of Power System
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Abstract State-of-the-art Graphics Processing Unit (GPU) has superior perfor-
mances on float-pointing calculation and memory bandwidth, and therefore has
great potential in many computationally intensive power system applications, one
of which is batch-Electromechanical transient time simulation (ETTS) of power
system. The computation speeds of the traditional method is slow. When dealing
with batch simulation in multiple scenarios, the power consumption of
multi-machine cluster system is large and the acceleration effect is limited by the
number of processors. This paper proposes a superior GPU-Accelerated algorithm
for batch-ETTS based on the implicit integration alternating solution method
(IIASM), which extracts data-level fine-grained parallelism and increases the effi-
ciency of memory access by combed design in solving batch dynamic element
injection current and batch sparse linear systems (SLS). By offloading the
tremendous computational burden to GPU, the algorithm of this paper can limit the
time in one alternate iteration of single ETTS within 0.5 ms for one system with
over 10,000 nodes.
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1 Introduction

Electromechanical transient simulation of power system, an effective approach to
analyze the stability of power system, is one of the significant simulation tools to
the power system planning, dispatching and scientific research [1, 2]. Nowadays,
there are two main methods towards electromechanical transient simulation, namely
time simulation [3] and direct method [4]. Time simulation is the most common
approach to the execution of electromechanical transient simulation of power
system, but serial electromechanical transient simulation algorithm often consumes
a lot of time and fails real-time requirements. The analysis of the transient process
of power grid depends on detailed modeling and simulation. Fine-grained parallel
computing devices such as Graphics Processing Unit (GPU) can significantly
improve the transient simulation efficiency of power grid [5–7].

State-of-the-art GPU, with Single Instruction Multiple Threads (SIMT) archi-
tecture, has superior performances on float-pointing calculation and memory
bandwidth. Therefore, GPU offers an alternative and potentially superior solution
for batch-ETTS problem.

When referring to existing researches to accelerate ETTS, two different technical
frameworks can be proposed: Space Paralleled Algorithm and Time Paralleled
Algorithm [8]. The principle of space paralleled algorithm is to divide large power
systems into several subsystems and calculate [9, 10]. Bordered block diagonal
form (BBDF) [11, 12], which is implemented on the cluster processing LU fac-
torization. Time paralleled algorithm was first introduced into power system tran-
sient simulation by Alvarado [13]. Its principle is to solve the difference equations
of differential equations on multiple integral time steps simultaneously with the
network equations. Two kinds of iterative methods, namely Gauss-Jacobi-Newtown
(G-J) [14] and Gauss-Seidel-Newtown (G-S) [15, 16], are commonly used today.
But they are both hard to be implemented as program. In this regard, we proposed a
novel parallel algorithm for batch-ETTS on GPUs.

The paper is organized as follows. Section 2 presents the principles and process
of implicit integration alternating solution method [17]. In Sect. 3, the proposed
GPU-accelerated batch up-looking LU factorization and batch dynamic element
injection current solver are presented. Section 4 proposes a novel GPU-accelerated
batch-ETTS algorithm. Three cases are tested and compared in Sect. 5. Finally,
Sect. 6 makes the conclusion of this paper.

2 Algorithm Principles

2.1 The Principles of IIASM

Implicit integration alternative solution has both the good numerical stability of
implicit integral and the flexibility of explicit integral. Figure 1 shows the workflow
of this algorithm.
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The mathematical model of dynamic elements are expressed as

_Xd ¼ fdðXd ;VdÞ ð1Þ

Id ¼ gdðXd;VdÞ ð2Þ

where Xd is the state vector of dynamic elements, Id is the injection current of
dynamic element, Vd is the node voltage of dynamic component.

Differential-algebraic equation are expressed as

_X ¼ f ðX;VÞ ð3Þ

IðX;VÞ ¼ YNV ð4Þ

where X is system state vector, V is the node voltage vector, I is the node injection
current vector, YN is the node admittance matrix.

Start

Initialize

Start Integration t=0

Solve  differential-network equations k=0

 Solve differential equations

Solve injection current

Solve network equations

Converge?

 Fault or system operation? 

Modify and solve network equation

 Modify the initial value of diffential equations on t+

t > end time?

End

t=t+ t

Continue?

Max  iterations?

k=k+1

N

Y
N

Y

N N
Y

Y

N

Y

Fig. 1 The basic workflow of implicit alternative solution

GPU-Accelerated Batch Electromechanical Transient … 675



Using the state vector Xn and the node voltage Vn of time tn, the detailed
principle of solving Xn+1 and Vn+1 of time tn+1 = tn + Δt is

From (3) and (4) we can get the following non-linear equations.

Xnþ 1 ¼ Xn þ Dt
2

f ðXn;VnÞþ f ðXnþ 1;VnÞ½ � ð5Þ

IðXnþ 1;Vnþ 1Þ ¼ YNVnþ 1 ð6Þ

Then the iterative solution is used to solve non-linear equations. LU factorization
is executed on the coefficient matrix before iteration begins. We can simply use
factorized table to do backward or forward substitution.

2.2 The Principles of Dynamic Elements Solver

The dynamic component on the power system network only affects the injection
current of the node where it is located. Moreover, this current is only related to the
state variables of the dynamic element and the node voltage, which does not depend
on other dynamic elements. This is the key to decoupling implicit integration
alternative solution and it is the main reason why we can use GPU to parallelize and
boost this problem.

The classical second-order model of the synchronous generator is expressed as

TJ
dx
dt

¼ Tm � Reð _E0 I
�Þ � Dðx� 1Þ

dd0

dt
¼ x� 1

8>><
>>:

ð7Þ

_U ¼ _E0 � ðra þ jX 0
dÞ_I ð8Þ

where Re is real part calculation, and * means conjugation, _E0¼E0\d0.
In the above classical second-order model, there are two state variables, namely

x and d0. For the sake of simplicity, the first formula in Eq. 7 is abbreviated as
x ¼ fdðx; _IÞ. Knowing the kth iteration result of the n + 1 time step: state vector
xk

nþ 1, d
0k
nþ 1 and voltage _Uk

nþ 1, the detailed process of solving the k+1th iteration
of current is shown below:

Step 1, solving the current _Iknþ 1: _I
k
nþ 1 ¼ ðE0\d0knþ 1 � _Uk

nþ 1Þ
.
ðra þ jX 0

dÞ
Step 2, solving the state vector:
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xkþ 1
nþ 1 ¼ xn þ Dt

2
fdðxn; _InÞþ fdðxk

nþ 1; _I
k
nþ 1Þ

� � ð9Þ

d0kþ 1
nþ 1 ¼ d0n þ Dt

2
ðxn � 1Þþ ðxkþ 1

nþ 1 � 1Þ� � ð10Þ

Step 3, solving the current _Ikþ 1
nþ 1: _I

kþ 1
nþ 1 ¼ ðE0\d0kþ 1

nþ 1 � _Uk
nþ 1Þ

.
ðra þ jX 0

dÞ
Step 4, replacing _Iknþ 1 and xk

nþ 1 with _Ikþ 1
nþ 1 and xkþ 1

nþ 1, continue step 2 and step 3
Step 5, comparing whether the _Ikþ 1

nþ 1 error obtained by the previous two calculations
is less than the converged allowance. And if it is less than, the end will occur;
otherwise, continue the iteration of Step 4.

3 GPU-Based Parallel Algorithms of IIASM

In compliance with SIMT architecture, four general design criteria for GPU-based
algorithms should be followed. Criterion 1: exploring parallelism fully to saturate
the numerous computing cores on GPU. Criterion 2: fulfilling coalesced memory
access to improve memory efficiency. Criterion 3: avoiding thread divergence of
thread warp. Criterion 4: reducing data communication between CPU and GPU. In
the workflow of IIASM, solving SLS and dynamic element injection current are the
two most time-consuming parts, so the GPU-accelerated algorithms are elaborated
according to the four design criteria below.

3.1 GPU-Accelerated Single SLS LU Factorization

As shown in Table 1, in order to accelerate the up-looking LU factorization,
multiple GPU threads are used to solve the executable rows concurrently. This kind
of parallelism is determined by the sparse structure of L. As is shown in Fig. 2, the
number of rows which can be parallelized in each layer declines dramatically as the
number of layers increases. This phenomenon will be more notable in matrices with
higher order (Tables 1, 2 and Fig. 2).

In view of this phenomenon, Domino Algorithm in Table 2 is proposed. With
Domino Algorithm, we can do part of the factorization operation ahead of time,
other than waiting for all the dependencies to finish, thus increased the efficiency.
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Table 1 Hierarchical paralleled sparse up-looking LU factorization

Table 2 Domino optimization based paralleled up-looking LU factorization

1 2 5

4 3

67

9

8

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Row number

Completed rows

Rows being executed

Unactivated rows

Fig. 2 The dependence graph of a 9-order matrix
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3.2 GPU-Accelerated Batch SLS LU Factorization

Considering that batch electromechanical transient simulation contains a large
number of sparse structures, a batch up-looking LU factorization algorithm is
designed to realize a bunch of sparse matrices LU factorization. To be concrete, the
principle is shown in Fig. 3. The principle of batch sparse matrices up-looking LU
factorization mainly consists of the following points: (1) Unified sparse structure;
(2) Task-level parallelism; (3) Memory merge access principle. And Batch LU
factorization algorithm is given in Table 3.

The principle of GPU-accelerated batch triangular equations solution is similar
to the batch up-looking LU factorization Algorithm. A thread block is used to
update the right vector of the same row of all trigonometric equations. The right
vector is also stored in memory continuously.

1 2 5

4 3

67

8

9

1 2 5

4 3

67

8

9

1 2 5

4 3

67

8

9

Bath LU-factorization algorithm

for j = 1 : i-1 where L1(i, j) ≠ 0 do
A1(i, j)=A1(i, j)/ A1(j, j);

A1(i, j+1:n)-= A1(i, j)*A1(j, j+1:n); 

for j = 1 : i-1 where L2(i, j) ≠ 0 do
A2(i, j)=A2(i, j)/ A2(j, j);

A2(i, j+1:n)-=A2(i, j)*A2(j, j+1:n); 

for j = 1 : i-1 where Ln(i, j) ≠ 0 do
An(i, j)=An(i, j)/ An(j, j);

An(i, j+1:n)-=An(i, j)*An(j, j+1:n); 

L86 L86 L86

L87 L87 L87

L83 L83 L83

Task nTask 1 Task 2

A87 A87 A87

A88 A88 A88

A83 A83 A83

A89 A89 A89

L1 L2 Ln

A1 A2 An

Store the same elements of Matrix A and L 
continuously

The eighth block computes line 8 of the entire task

Fig. 3 Batch LU factorization algorithm schematic diagram
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3.3 GPU-Accelerated Batch Dynamic Element Solver

The injection current calculation process of each motor is the same, but the number
of iterations is different. According to the principle above, tasks of solving injection
current for dynamic elements in electromechanical transient simulation is packaged
and solved in batch. The details are shown in Fig. 4.

Table 3 GPU-based batch LU factorization algorithm
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4 Batch-ETTS Algorithm Based on IIASM

Based on the batch LU factorization and dynamic element injection current solver
algorithm, a novel GPU-accelerated batch-ETTS algorithm for multiple scenarios is
proposed in this section.

The framework of the proposed GPU-accelerated batch-ETTS algorithm is given
in Fig. 5.

5 Case Study and Performance Comparison

5.1 Case Study

The test platform is the server equipped with a NVIDIA Tesla K40 GPU and two
6-core Intel Xeon E5-2620 CPU. The operating system is CentOS 6.7 and the
CUDA version is 8.0. The three cases are IEEE-118 bus test case, European
1354-bus system case and 9241-bus system case extracted from MATPOWER [18].

(1) Batch dynamic element injection current solver

The detail test information of case 3 with 1445 generators is presented in below.
Table 4 illustrates that the time of single simulation quickly tends to saturation with
the increase of batch number, and finally gradually tends to 0.014 ms.

(2) Batch SLS solver

According to Table 5, when the batch number is under 256, time increases rather
slowly with that becoming larger. When the batch scale is under 256, the band

Start

Prepare ground state data

Preprocess: Resort, Symbol factorization

LU numerical factorization

Start integration t=0

Alternating iterative solution of 
differential network equations

Modify the initial value of diffential 
equations on t+

t > endtime

End

t=t+ t Y
N

CPU

GPU

Fig. 5 GPU-accelerated
batch-ETTS algorithm for
multiple scenarios
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width only reach 39% of the theoretical peak. When that increases to over 512, the
actual band width can keep stable at 190 GB/s, which reached a peak of 66%
theory.

The overall performance of GPU accelerated batch sparse triangular equations
with forward and backward substitution is similar to LU factorization in that with
the increase of batch number.

5.2 Performance Comparison

Compared with KLU solution, batch LU factorization achieved very high speedup
effect. As is shown in Table 6, average single solution of LU factorization is 200
times faster than the KLU serial solution. When the order of matrix is smaller, the
GPU speedup is relatively better.

Table 4 Injection current of dynamic elements calculation in case 3

Kernel Kernel time of different batch number (ms)

1 32 128 512 1024 2048 3072

Initialization 0.0140 0.0579 0.2177 0.8373 1.6568 3.1136 4.8421

Iteration 0.0979 0.4054 1.5238 5.8611 11.5975 22.7950 34.9925

Current solution 0.0043 0.0156 0.0446 0.1618 0.3183 0.6265 0.9248

State vector refreshment 0.0045 0.0307 0.1202 0.4635 0.9241 2.4523 2.7023

Total time 0.1206 0.5095 1.9063 7.3236 14.4966 28.9873 43.4616

Single simulation 0.1206 0.0159 0.0149 0.0143 0.0142 0.0142 0.0141

Table 5 Band width of LU factorization and for/backward substitution in case 3 (GB/s)

Batch 1 32 64 128 256 512 1024 2048 3072

LU 1.75 17.05 32.03 56.59 113.54 136.15 162.63 189.76 192.89

Backward 3.45 31.85 57.87 83.33 105.90 131.72 153.07 188.49 191.02

Forward 0.54 5.83 9.92 17.12 22.93 43.14 87.51 134.23 161.73

Table 6 Performance of
GPU-accelerated batch LU
factorization (ms)

Matrix order KLU GPU (batch size = 2048) Speed up

236 0.14 0.0006 233.3

2708 3.41 0.0125 272.8

18482 46.83 0.2924 160.2
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6 Conclusion

In this paper, a batch SLS algorithm with task-level coarse-grained parallel mode
and data-level fine-grained parallel mode is designed for simulation in multiple
scenarios. Then, according to the parallelism of two layers, the algorithm of
dynamic elements injection current is proposed. Finally, a batch transient simula-
tion algorithm based on GPU acceleration is designed according to the principle of
implicit integration alternative solution.

Case studies on Case 3 shows that, when the batch size is equal to 3072, the
proposed batch LU factorization on NVIDIA Tesla K40 reaches its performance
saturation point 0.29 ms per SLS and achieves 160 times speedup compared with
KLU. By means of offloading the massive SLS and batch dynamic element
injection current subtasks to GPU, the proposed batch-ETTS algorithm can limit the
time in one alternate iteration of single ETTS within 0.5 ms for one system with
over 10,000 nodes.
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Modular Operational Reliability
Evaluation of Power Distribution Room
Based on Data Learning

Xiaobo Dou, Haoyi Zhang, Yuchao Luo, Ruoxuan Sun
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Abstract Modular design is a planning mode which improves the rationality and
exactness of power network design. When analyzing operational reliability of
distribution network, current methods are not in real-time and lack accuracy which
means operational reliability analysis based on real-time operation data can better
meet the needs of future modular planning. This article presents a method of
modular power distribution room operational reliability evaluation of based on data
learning. Firstly, take advantage of the ELM neural network to deal with distri-
bution network data and establish the learning model of organ outage factor.
Secondly, compute the outage rate of organs and organ sets according to the result
of the learning model. Build power availability calculation model of load node in
module and form operational reliability evaluation index of modular power distri-
bution room. In the end, use examples to test and verify the effectiveness of the
method proposed. The result shows that the operational reliability evaluation
method based on ELM neural network presented in this article is effective.

Keywords Power distribution room design � Operational reliability � ELM neural
network

X. Dou � H. Zhang (&) � R. Sun
Southeast University, Nanjing, China
e-mail: 458426569@qq.com

Y. Luo � J. Sun
Research Institute of Economics and Technology of State Grid
Jiangsu Power Company, Nanjing, China

© Springer Nature Singapore Pte Ltd. 2020
Y. Xue et al. (eds.), Proceedings of PURPLE MOUNTAIN FORUM
2019-International Forum on Smart Grid Protection and Control, Lecture Notes
in Electrical Engineering 585, https://doi.org/10.1007/978-981-13-9783-7_56

685

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_56&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_56&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9783-7_56&amp;domain=pdf
mailto:458426569@qq.com
https://doi.org/10.1007/978-981-13-9783-7_56


1 Introduction

As the terminal of the whole power grid, distribution network’s design quality and
reliability have a vital impact on people’s production and life.1 In order to improve
the quality of distribution network construction and reduce the cost of construction,
researchers introduced modular distribution room which is usually composed of
transformer modules, bus modules and inbound and outbound modules [1].
Although modular distribution room design is of high design reliability, the relia-
bility evaluation after its completion is also a problem that must be studied and
considered.

Commonly used methods of distribution network reliability evaluation include
simulation methods and analytical methods [2]. The traditional simulation method
includes three analysis steps: state selection, state estimation and index calculation.
The system size has little influence on the calculation complexity of Monte Carlo
method, but it has the disadvantage of long calculation time when dealing with high
reliability requirement system [3, 4]. Analytical method can be divided into three
types when evaluating system reliability: state space methods, network methods and
system state enumeration methods. The state space method [5] obtains the pro-
tection reliability by establishing the state space diagram and solving the Markov
state equation. The network method builds reliability evaluation model based on
distribution network topology [6, 7]. The system state enumeration method [8–10]
directly enumerates the system state and neglect the transition between states.

When traditional simulation methods and analytical methods are used to evaluate
the reliability of distribution net-work, the operation mode is fixed and organ
reliability model as well as parameters are invariable [11–13]. The influence of
real-time operation conditions such as unit operation mode, load real-time change
and network structure change on the consequences of network failure are ignored, it
becomes difficult to characterize the reliability of sys-tem operation accurately.
Especially, the outage probability of organs varies with the operation time, geo-
graphical environment and network structures [14–16]. For organs in a specific
area, the probability of failure also has its particularity. Reference [16] determines
the probability of fault occurrence in one area based on the operation dispatch data
and historical reliability statistics, it randomly generates faults based on Monte
Carlo probabilistic simulation algorithm to evaluate the operational reliability. This
provides a train of thought for introducing data learning method to solve the
problem of operational reliability evaluation.

In recent years, the theory of data learning has been developed and applied
rapidly. The technology of data learning can use self-learning ability, generalization
ability and non-liner processing ability to mine the implicit rules of data, so as to
find the relationship between real-time data and fault output in database [17].
Modular distribution room is consisted of lines, switches and transformers.

1State Grid corporation Science and Technology Project “Modular Design and Empirical
Research on Distribution Network of High Reliability Power Supply Area” (5210K017000B).
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Accordingly, the operational reliability is mainly affected by the reliability of line,
distribution equipment and switches. As one feedforward neural network with
strong learning ability [18], ELM neural network has the advantages of fast speed
and high precision in analyzing this kind of distribution network reliability data.
Therefore, this paper introduces ELM neural network to study the regional rela-
tionship between outage probability of different types of equipment and outage
factors.

On the basic of distribution network operational reliability research, this paper
proposed one algorithm based on data learning to evaluate operational modular
distribution room reliability. This method reflects the difference of outage proba-
bility in different regions. Firstly, construct learning model of outage equipment
based on ELM neural network according to local distribution network data.
Secondly, substitute the revised outage probability of the equipment into the
module to calculate the outage rate of a single organ, then calculate the outage rate
and power supply efficiency of each sub-module. In the end, compare the opera-
tional reliability of different modular distribution room design schemes and get the
optimal design scheme. This method use data prediction and the outage probability
is revised according to massive local history data, the physical concept is clear and
easy to understand and analysis accuracy is high.

2 Operational Reliability of Modular Distribution Room
Based on Data Learning

Modular distribution room design is a new design method which simplifies com-
plex distribution network topology and improves the quality and reliability of
distribution network. The distribution room is usually composed of transformer
modules, bus modules and inbound and outbound modules. In order to obtain the
optimal module design scheme and give specific measures to improve the reliability
index of modular operation of distribution network, this paper proposed a method
of operational reliability analysis of modular distribution room based on data
learning.

The outage probability of organs varies regionally with the change of operation
time and geographical environment. The influence of different factors on the
operational reliability of organs is analyzed by data learning method, and the outage
probability of organs in the region is obtained. The organs are connected in series
and parallel to form a distribution room, the set outage rate can be calculated by
calculating the outage rate of single organ. Finally, the power supply efficiency of
load nodes can be obtained and the optimal module design scheme is evaluated.
The schematic diagram is shown in Fig. 1.

The scheme consists of two parts: the learning model of organ outage factors
based on ELM neural network and the operational reliability evaluation module of
modular distribution room based on data learning results.
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Learning Model of Organ Outage Factors Based on ELM Neural Network.
This module mainly takes load active power, load reactive power, load current,
weather conditions, equipment operating age and maintenance status as input, and
three types of power outage equipment as output. When the activation function,
learning mode and hidden layer number of ELM neural network is decided, the
learning model of power outage equipment could be established and the relation-
ship between different fault factors and different power outage equipment will be
found.

Operational Reliability Evaluation Module of Modular Distribution Room
Based on Data Learning. This part updates the original failure probability to
regional organ outage probability based on the failure probability of different
equipment under different factors obtained from the learning model. Then, calculate
the outage rate of organ sets composed of different organs in series and parallel and
accordingly calculate the power supply efficiency of the load node. Finally, evaluate
the operational reliability of modular design scheme and give suggestions for
improving operational reliability.

3 Learning Model of Power Outage Equipment Based
on ELM Neural Network

3.1 ELM Neural Network Design

Extreme Learning Machine (ELM) is a new hidden layer feedforward neural net-
work [19]. The structure includes the input layer, the hidden layer and the output
layer. The extreme learning machine randomly initializes input weights and biases,
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Fig. 1 Reliability assessment
method for modular design
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then obtains corresponding output weights and biases. With the objective of min-
imizing training errors, the output weights of hidden layer nodes are determined by
the algorithm.

Input Layer and Output Layer. The function of the input layer is to receive
external signals and data, and the output layer realizes the output of the system
processing results.

Hidden Layer. The hidden layer is between the input layer and the output layer. It
consists of a large number of parallel nodes with computational functions. Through
these nodes, the non-linear relationship between the input layer and the output layer
is established. One mathematical model of Extreme Learning Machine with L
hidden nodes and activation function g(x) can be expressed as:

XL
i¼1

big W i � Xj þ bi
� � ¼ oj; j ¼ 1; 2; . . .;N ð1Þ

In the equation, W i ¼ wi1;wi2; . . .;wim½ �T is the weight vector between hidden layer
node i and the input layer node. bi ¼ bi1; bi2; . . .; bim½ �T is the weight vector
between hidden layer node i and the output layer node, m represents the dimen-
sions. bi is the offset for hidden layer node i. oj is the result of the Extreme Learning
Machine.

Activation Function. Activation functions are classified into three categories:
sigmoid function, hard limit function and sinusoidal function. In the learning model
of power outage equipment based on ELM neural network, hard limit function with
speed ad-vantage is adopted because of the low frequency of special data and the
few data types. The mathematic expression of hard limit function is:

gNðx; kÞ ¼ x; xj j � k
0; xj j\k

�
ð2Þ

3.2 Learning Objectives of ELM Neural Network

The learning objective of ELM neural network is to approach the samples with
minimum error, which means bi, Wi and bi should exist and Eq. (1) can be rep-
resented by matrix:

Hb ¼ U ð3Þ

In the equation, H is the output of hidden layer nodes, b is weight vector of output
and U is desired output.
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H w1; . . .;wL; b1; . . .; bL; x1; . . .; xNð Þ

¼
g w1 � x1 þ b1ð Þ . . . g wL � x1 þ bLð Þ

..

. � � � ..
.

g w1 � xN þ b1ð Þ � � � g wL � xN þ bLð Þ

2664
3775
N�L

ð4Þ

b ¼
b1
..
.

bL

264
375
L�1

U ¼
u1
..
.

uN

264
375
T

ð5Þ

In the extreme learning machine algorithm, once the input weight and the offset of
the hidden layer are randomly determined, the output matrix is uniquely deter-
mined. The output weight can be obtained by the least square method and it come
out to be:

b ¼ HþU ð6Þ

H+ is Moore-Penrose generalized inverse of hidden layer output matrix H. In
addition, the number of hidden layers should be taken into account when building
the network model of extreme learning machine, and the parameters should be
optimized. The number of the hidden layer should be considered carefully and be
no more than N.

Cluster learning is applied to the outage equipment. According to the probability
that the test samples conform to the real situation under different hidden layers, the
number of hidden layers with the highest probability is selected. After the learning,
a number of checking data will be introduced and examine the model, if the result is
not misleading, it turns out that the model has certain accuracy.

4 Operational Reliability Evaluation Module of Based
on Data Learning Results

4.1 Organ Outage Rate Calculation

In the ELM neural network based on extreme learning mechanism, six kinds of new
data including load reactive power, load current, weather condition, equipment
operating age and maintenance status are input to predict the fault state under this
condition.

The outage equipment is divided into three categories: line, distribution and
switch. By analyzing the learning results, respectively obtain correlation factors siw,
sie and sia between each type of blackout equipment and weather disasters,
equipment maintenance and equipment aging.
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The annual average outage times and outage duration of three types of com-
ponents are respectively k1; k2; k3 and t1; t2; t3. Thus, the outage rate of components
under weather disasters, equipment maintenance and equipment aging can be
obtained.

piw ¼ kisiwti
8760

; ð7Þ

pie ¼ kisieti
8760

; ð8Þ

pia ¼ kisiati
8760

ð9Þ

Equations (7), (8) and (9) respectively show the probability of organ outage caused
by weather factors, the probability of organ outage caused by equipment overhaul
and the probability of organ outage caused by equipment aging. These outage
probability is related to correlation factors, annual average outage times and outage
duration. Accordingly, the total outage rate of organ i is:

pi ¼ kiti
8760

siw þ sie þ siað Þ ð10Þ

4.2 Theoretical Calculation of Power Supply Efficiency
of Load Bus

If a group of series organs fail and there is no spare, this will lead to overall outage
and the reliability is based on the sum of all the organs’ outage rate. These kind of
organs are classified as A organs, and the series is named UA. The equivalent outage
probability of UA is:

PUA ¼
X
i2UA

pi ð11Þ

If the organs are in parallel with each other, this means once part of one line is
blackout, the other lines can still supply power to load bus. These kind of organs are
defined as UB. They only blackout when the organs fail together. Therefore the total
rate is the quadrature of all the organs’ outage rate. The equivalent outage proba-
bility of UB is:

PUB ¼
Y
i2UB

pi ð12Þ
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The components in the power supply path are divided into three parts: the input
organ set, the feed organ set and the intermediate organ set. The set is composed of
lines, switches and distribution elements in series and parallel.

In order to provide reliable power supply at load point, it is necessary that the
collection of feeder organs, input organs and intermediate organs on the main power
supply path be in normal operation at the same time. Accordingly, the power supply
efficiency gM of load bus can be expressed as:

gM¼ 1� PIð Þ 1� PLð Þ 1� POð Þ½ �8760 ð13Þ

In the equation, PI is equivalent outage probability of input organ set, PL is
equivalent outage probability of feed organ set and PO is equivalent outage prob-
ability of intermediate organ set. The result of the equation provide an expectation
of one system’s outage during one year.

4.3 Operational Reliability Evaluation Model of Modular
Distribution Room

The technological process of modular distribution room operational reliability
evaluation consists four steps. The specific process is shown below:

Step 1. Use ELM neural network to learn the normal operation and outage data.
Then find relevance factors between different outage equipment and different out-
age factors by correlation analyzing.
Step 2. According to the annual average outage status of components in the region,
calculate outage probability caused by different factors. Meanwhile, consider
whether measures to reduce the impact of such factors should be taken in modular
design. In the end obtain the total outage probability of one organ.
Step 3. According to the calculation rules of sub-module outage rate, respectively
calculate the outage probability of input line, output line and intermediate organ set
(PI , PL, PO) for a specific load bus.
Step 4. According to the outage rate of each sub-module, calculate final annual
power efficiency gM of load bus.

5 Example Analysis

5.1 Outage Equipment Learning of Example

In order to cooperate with the work of the fund project, city X inquired data
according to the distribution automation system and offered two documents:
Medium Voltage Blackout in City X, 2014-2018 and Statistical Analysis of
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Equipment History Data in City X. In the table of medium voltage blackout, fault
type, outage time, outage equipment name and number can be collected. In the
statistical analysis table of equipment history data, the operation status including
load active power, load reactive power and load current are obtained according to
the outage time.

In the example, 1000 groups of normal operation and 50 groups of failure data
were selected. The input is load active power, load reactive power, load current,
weather condition, maintenance status and equipment operating age. After random
disruption, 1000 groups were used for learning and 50 groups were used for ver-
ification. The learning accuracy and calibration accuracy are obtained as shown in
Fig. 2.

In the graph, the learning accuracy represents the learning accuracy of 1000 sets
of data, and the checking accuracy represents the accuracy of 50 checking data.
According to the figure, the higher the number of hidden layers is, the higher the
accuracy of the result is. The learning accuracy is high since the very beginning and
the accuracy of checking data grows quickly with the hidden layer number. The
curve nearly saturated at about 24 layers, reaching 100%.

After completing the ELM neural network learning, 300 groups of inputs are
randomly generated to compare the out-put of three types of outage equipment:
line, distribution transformers and switches. The learning results are analyzed and
the correlation factors between each type of outage equipment and weather disas-
ters, equipment maintenance and equipment aging are obtained. The results are
shown in Appendix 1.

High equipment operating age, equipment overhaul and bad weather are the
main causes leading to various types of equipment failure for different reasons. To
Line failure, the most important factor that leads to line outage is the equipment
overhaul, with a correlation probability of 58.3%. Followed by bad weather, 20.8%.

Fig. 2 Learning results of
ELM neural network
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To switch, the problem of equipment operating age contributes to over 80% of the
switch failure. To transformer equipment, operating age is the biggest problem,
42.8% of the outage case is related to it.

In addition, other reasons, including user impact, traffic vehicle damage, animal
factors, are uncontrollable factors, which are not considered in the study of the
optional reliability of distribution room.

5.2 Outage Rate Calculation of Organs and Submodules

According to Sect. 3.1, the outage rate of organs in a particular area is affected by
the correlation factor sij. The correlation factor represents the correlation between
outage probability of various organs and weather problem, equipment maintenance
and equipment aging in the region. Substitute the correlation factors to Eq. (10),
obtain line outage rate of 9:02� 10�5k1t1, transformer outage rate of 6:57�
10�5k2t2 and switch outage rate of 1:14� 10�4k3t3 in this region.

PB-1 scheme shown in Fig. 3 is one kind of indoor distribution module in this
region. It includes transformer module, bus module and in-out module. The main
connection is a single bus, which adopts 2-in and 2-feedback design.

Distribution room module is divided into three parts: input organ set, interme-
diate organ set and feeder organ set. The outage rate of each sub-module is cal-
culated as follows:

T1 T2
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QL3 QL4

F1 F2

QS1 QS2

QF1 QF2

QS3 QS4

B110KV

0.4KVB2
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JX1
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Fig. 3 Modular design
scheme PB-1 of distribution
room
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The two inlet line are spare to each other and belong to class B organ set. The
single inlet line belongs to the class A organ set. Therefore, the PB-1 scheme.

PI1 ¼ PJX þPQL þPXð Þ2 ð14Þ

In the equation, PJX is the outage rate of incoming transformer, referring to
transformer equipment. PQL is the outage rate of breakers, referring to switch
equipment. PX is the outage rate of line, PI1 is incoming organ set outage rate.

The middle organ set can be divided into two sets of class A organs. Therefore,
the PB-1 scheme.

PO1 ¼ PT þ 5PQF þPXð Þ2 þPQS ð15Þ

Among them, QL, QF and F are switch gear, T is distribution equipment and X is
line equipment, PO1 is the outage rate of middle organ set.

Feedback organs are assembled as a single load point, so in PB-1 scheme.

PL1 ¼ PQS þPQF þPX ð16Þ

Among them, QS and QF are switch gear, X is line equipment, PL1 is the outage
rate of feedback organ set.

5.3 Effectiveness Calculation of Power Supply at Load
Points of Different Design Schemes

According to statistical data, the annually average outage time of line k1 is 0.05, and
the average outage time is 8.8 h. When it comes to transformer equipment, k2
becomes 0.02 and the average outage time is 10.5 h. To switch equipment, k3 is
0.07 and the average outage time is 5.7 h.

Then substitute Eqs. (14), (15), (16) to Eq. (13), it can be calculated that in the
modular design of PB-1 distribution room, the power supply efficiency of each load
point is 0.137.

Appendix 2 shows other four modular design schemes of distribution room in
one pacific city’s distribution network and the computation process of power supply
effectiveness at load points.

Meanwhile, in view of the problems of line equipment caused by bad weather,
modular packaging and replacing overhead lines with cables are adopted to cut
down. After applying this improvement measure to five kinds of modular design
schemes, the efficiency of power supply is optimized as shown in Table 1.

According to the table, using the method proposed in this paper, the power
supply efficiency of the modular design schemes PB-2 and PB-4 in distribution
room are higher than that of the other three schemes. Literature [13] proposes a
method to calculate the probability of failure based on historical data. Five kinds of
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modular design annual average outage times (SAIFI) are calculated by this method.
The SAIFI indexes of PB-1 and PB-3 equal and the SAIFI indexes of PB-2, PB-4
and PB-5 equal and are lower than those of the former two, which indicates that
they are more reliable in operation.

At the same time, the distribution rooms with drawer-type low-voltage cabinets
(PB-2, PB-4) have higher reliability of power supply than those with fixed
low-voltage cabinets (PB-1, PB-3). PB-4 uses two independent single buses and
more series organs, so its reliability is lower than PB-2.

In summary, the theory of this paper and traditional method formed a unified
conclusion. The modular design scheme PB-2 of distribution room has the highest
operational reliability.

6 Conclusion

In this paper, a theoretical calculation and evaluation method of operational relia-
bility based on big data learning is proposed for modular distribution room design.
The ELM neural network is innovatively used to learn the correlation between
outage equipment and fault factors, and the correlation factors are given to calculate
the power supply efficiency of different design schemes of distribution rooms and to
evaluate their operational reliability. At the same time, the learning results of
extreme learning machine have certain guiding significance for improving the
operational reliability of distribution networks. The final conclusions are as follows:

In ELM neural network, when the Hard Limit activation function is used with 24
hidden layers, the learning speed and accuracy of outage equipment is the fastest,
and the requirement of data quantity is small, which is suitable for the present
situation that faults are few and available data size in distribution network is
insufficient.

According to the correlation factors between power outage equipment and fault
factors obtained from the regional historical data, combined with the average
number and time of power outages per year, the outage rate of components more in
line with the characteristics of the region can be calculated, thus the outage rate of
components set can be calculated, the power supply efficiency of the design scheme

Table 1 Annual power availability of five scheme

Scheme Main electrical
wiring

Annual power supply
effectiveness

Annual power supply effectiveness
(modular packaging)

PB-1 Single Bus 0.137 0.142

PB-2 0.218 0.233

PB-3 Two Divided Bus
Single Bus

0.135 0.141

PB-4 0.216 0.232

PB-5 Single Bus
Section
Connection mode

0.143 0.156
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of distribution room can be obtained, and the operational reliability of modular
distribution room can be evaluated.

The calculation and comparison of five modular distribution room design
schemes show that the PB-2 scheme has the best reliability in operation. According
to the learning results of extreme learning machine, the modular encapsulation and
cable substitution for overhead line should be adopted in the design and con-
struction process, which can further improve the reliability of the module distri-
bution network.

Appendix 1

See Fig. 4.

Appendix 2

Figure 5 shows the other four modular design schemes of distribution room in one
pacific city’s distribution network.

Figure 5a is PB-2 modularization scheme for distribution room of the city. Its
main connection is single bus, using 2-in and 2-feedback line. The outage rate of
the input organ set, the intermediate organ set and the feeder organ set are calcu-
lated as follows:

Line

Switch

Transfor
mer

Problem of Equipment Life

Problem of Bad Weather

Problem of Equipment Overhaul 

Other Problem

Fig. 4 Correlation analysis
of power failure equipment
and breakdown factors of the
example
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PI2 ¼ PJX þPQL þPXð Þ2
PO2 ¼ PT þ 4PQF þPXð Þ2 þPQS

PL2 ¼ PQS þPX

8<: ð17Þ

By substituting the annual average outage times and the annual average outage
time, the power supply efficiency of each load point in the modular design of PB-2
distribution room gM2 turned out to be 0.218.

Figure 5b is PB-3 modularization scheme for distribution room of the city. It
adopts two independent single buses, using 2-in and 2-feedback line. The outage
rate of the input organ set and the feeder organ set are calculated as follows:
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Fig. 5 Modular design scheme PB-2-5 of distribution room
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PI3 ¼ 2PT þ 6PQF þ 2PXð Þ2 þPQS

PL3 ¼ PQS þPQF þPX

�
ð18Þ

By substituting the annual average outage times and the annual average outage
time, the power supply efficiency of each load point in the modular design of PB-3
distribution room gM3 turned out to be 0.135.

Figure 5c is PB-4 modularization scheme for distribution room of the city. It
adopts two independent single buses, using 2-in and 2-feedback line. The outage
rate of the input organ set and the feeder organ set are calculated as follows:

PI4 ¼ 2PT þ 4PQF þ 2PXð Þ2 þPQS

PL4 ¼ PQS þPX

�
ð19Þ

By substituting the annual average outage times and the annual average outage
time, the power supply efficiency of each load point in the modular design of PB-4
distribution room gM4 turned out to be 0.216.

Figure 5d is PB-5 modularization scheme for distribution room of the city. Its
main connection is single bus segment, using 2-in and 2-feedback line. The outage
rate of the input organ set, the intermediate organ set and the feeder organ set are
calculated as follows:

PI5 ¼ PJX þPQL þPXð Þ2 þPQS

PO5 ¼ PT þ 2PQF þPXð Þ2 þPQS

PL5 ¼ PQS þPX

8<: ð20Þ

By substituting the annual average outage times and the annual average outage
time, the power supply efficiency of each load point in the modular design of PB-5
distribution room gM5 turned out to be 0.143.
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Target Recognition and Evaluation
of Typical Transmission Line
Equipment Based on Deep Learning

Ziqiang Zhou, Guangyu Yuan, Wanxing Feng,
Shanqiang Gu and Peng Fan

Abstract The traditional method of conducting regular inspections for
high-voltage transmission towers is mainly based on manual inspection. Workers
need to board the tower for visual inspection during operation, which is not only
unsafe, but also inefficient. With the gradual popularization of drones in the use of
power industry, automated inspections based on artificial intelligence and image
processing technology have become possible. In the complex background of aerial
images, doing defect detection for key equipment components of high-voltage
transmission lines is a challenging problem, and achieving the goal of target
recognition of transmission line equipment is the basis of defect detection. Based on
the deep learning technology, this paper researches the target recognition of
transmission line equipment by using aerial image, focusing on insulator and
anti-vibration hammer. The process is as follows: Firstly, the image data should be
preprocessed. Secondly, the data should be marked and the data set should be
divided. Then the two networks of Faster R-CNN and YOLOv3 are used for
training. Finally, the trained model is evaluated.

Keywords Deep learning � Transmission line equipment � Target recognition �
Drone inspection
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1 Introduction

The power system plays an important role in people’s livelihood and the economy.
The power grid is a major component of the power system. Due to the wide
geo-graphical area, large scale of power grids and long transmission lines in China,
it is very difficult to carry out comprehensive operation and maintenance on the
power grid. The traditional method of conducting regular inspections on
high-voltage transmission towers is mainly based on manual inspection. Workers
need to go to the tower for visual inspection during operation, which is not only
difficult to ensure, but also inefficient.

In order to improve the efficiency of operation and maintenance of transmission
lines, State Grid Corporation has now adopted the UAV inspection method [1].
UAV inspection significantly reduced the labor cost and the risk of field operations,
but the image data collected by the drone inspection was massive, and the manual
analysis of the data was huge. Therefore, it is necessary to automatically analyze the
graphic data collected by the drone through automated means [2]. To achieve
automatic analysis of the target state of the transmission line, it is firstly necessary
to identify the position of the target in the image [3]. This paper intends to identify
the insulators and anti-vibration hammers as the typical components in transmission
line.

The image background of the drone inspection is complicated, the contrast
between the parts and the background is relatively low, and there is a lot of
interference. The original image target recognition algorithm is mainly based on the
shape (edge, contour) and texture features of the target, such as using Hough
transform [4–10]. These methods are limited to a specific category, and in practical
applications, affected by imaging conditions, external environment and changes in
illumination, gray-scale distortion and image noise are generated, and the effec-
tiveness and reliability are not ideal and there is no extension. The use of machine
learning methods for target recognition has become a hot topic, such as the use of
Haar-like features and cascaded AdaBoost algorithm for target recognition [11–15].
Compared with the original target recognition algorithm, the machine learn-ing
method improves the reliability, but the accuracy and efficiency of the target
recognition are still insufficient, and the accuracy cannot be improved as the number
of samples increases. In recent years, deep learning has achieved sensational results
in the field of image recognition and target recognition. The typical R-CNN target
recognition scheme was proposed by Girshick et al. [16], but its accuracy and
recognition efficiency are not ideal. The Fast R-CNN [17] scheme and the Faster
R-CNN [18] scheme were subsequently proposed. In 2018, Redmon et al. presented
a model YOLOv3 with a complex backbone network and using feature pyramids
for target recognition [19].

In this paper, two typical components of insulators and anti-vibration hammers
in transmission line components are trained using Faster R-CNN and YOLOv3
target recognition networks, and finally the mAP of the two components in the two
networks are compared.
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2 Target Recognition Preparation

2.1 Data Preprocessing

The inspector controls the drone and collects images of the equipment related to the
transmission line. Image pixels are in the order of a million. Because the envi-
ronment of the high-voltage transmission line is different, the illumination, the
distance of the viewpoint, the posture and the background texture are complex and
changeable. Not only the size and posture of the target are different, but the
background may be woods, farmland, houses, etc. Therefore, the data needs to be
preprocessed.

The data used in this paper exist problems of too high image resolution, etc. In
order to unify the standard and standardize the verification effect of the image
recognition method, the long side of the image is unified to 1000 pixels.

2.2 Data Annotation

After data pre-processing, 45,369 pictures are sorted out. insulators, anti-vibration
hammers need to be marked in these pictures. The marked procedure is imple-
mented by PyQt, as shown in Fig. 1. Each box in the figure is labeled with one part,
and the boxes of different colors represent different parts. Image annotation is an
important foundational work. “insulator” stands for insulator and “hammer” stands
for anti-vibration hammer.

Fig. 1 Picture annotation interface
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2.3 Data Set Partition

In this paper, there are 45,369 images as sample data sets, which are relatively
abundant. There is no need to use data set expansion technology to expand the data
set, but the sample data set is divided into training data set, verification data set and
test data set. By writing the corresponding Python program, the sample data set is
divided, and the proportion of the division is 6:2:2, corresponding to
27,221:9,074:9,074 pictures. The validation data set is used to aid training and the
test data set is used to evaluate the performance of the corresponding model.

2.4 Evaluation Criteria

In this paper, the VOC2007 target recognition task evaluation standard mAP value
[20] is used to evaluate the same data set using Faster R-CNN and YOLOv3 target
recognition networks. mAP is the abbreviation of “mean Average Precision”,
“Precision” is the precision, “Average Precision” is the precision of 11 aliquot
candidates, and “mean Average Precision” is the average of all categories of APs.

“Precision” represents the proportion of true positive samples in a sample that is
predicted to be positive. The positive class prediction is expressed as “TP” for
positive classes, “FP” for positive classes, and “Precision” (abbreviated as “P”) for
the following formula:

P ¼ TP
TPþ FP

When calculating mAP, the recall rate (“Recall”) parameter should be used, and
“Recall” indicates the proportion of positive examples in the sample that are cor-
rectly predicted. The positive class prediction is expressed as “TP” for positive
classes, “FN” for negative class predictions, and “Recall” (abbreviated as “R”) for
the following formula:

R ¼ TP
TPþ FN

By using different confidence thresholds in the target recognition network,
“Recall” can be got at “0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0” The
corresponding “Precision” value at 11 points, and the values are averaged to obtain
the value of AP.
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3 Model Training and Evaluation

3.1 Model Training

The hardware configuration and main parameters of the experimental platform used
for model training and evaluation are shown in Table 1. The experimental platform
software configuration and main parameters are shown in Table 2.

The training data set and the verification data set are trained by two target
recognition networks, Faster R-CNN and YOLOv3 respectively. The used networks
use the source code given in the corresponding paper, and the classification network
used in Faster R-CNN uses. ResNet-50 network, YOLOv3 classification network
uses the Darknet network. Each network was trained for nearly 48 h, and finally the
corresponding trained model was obtained, and then the test data set was evaluated
using the model. Figure 2 is an effect diagram identified by the trained YOLOv3
network model.

3.2 Evaluation Results

The mAPs of the two target recognition network models are calculated separately
(the IOU threshold is taken as 0.5), and the results are shown in Table 3.

Table 1 Hardware configuration and main parameters of the experimental platform

Name Version Parameters

CPU Intel Core i7-8750H 2.20 GHz 6 core

Graphics card Nvidia GeForce GTX1080 with Max-Q Design 8G

RAM Hynix DDR4 24 GB 2667 MHz

Hard disk Samsung NVMe MZVLW1T0 SSD 1T

Table 2 Software configuration and main parameters of experimental platform

Name Version

OS Ubuntu 16.04.5

GCC 5.4.0

GPU development kit CUDA 10.0.0.130

GPU deep learning library libcuDNN 7.4.2.24

Python Python2.7

OpenCV 3.4.4.19

Pytorch 1.0

Caffe 2.0
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As can be seen from the table, for the same network, the mAP for the insulator
identification is higher than the mAP for the anti-vibration hammer identification.
When the identified target is an insulator, the mAP value obtained with Faster
R-CNN is 10% higher than the mAP value obtained with YOLOv3; when the
identified target is an anti-vibration hammer, the mAP value obtained with Faster
R-CNN Compared with the mAP value obtained with YOLOv3, it is 48% higher.

Table 4 shows the average time for the recognition of a single picture by the two
target recognition network models. It can be seen from the table that the processing
speed of the YOLOv3 on the transmission line equipment is much higher than that
of the Faster R-CNN, which achieves real-time video processing speed.

Fig. 2 Recognition effect diagram of YOLOv3 network model after training

Table 3 mAP value of two target recognition network models

Insulator Anti-vibration hammer Average

Faster R-CNN(ResNet-50) [18] 0.8793 0.7547 0.8170

YOLOv3-608 [19] 0.7969 0.5090 0.6530
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3.3 Analysis of Results

In the 45,369 sample samples, there are 89,093 insulator targets and 36,909
anti-vibration hammer targets (see Fig. 3). The number of insulator samples is
relatively more, so the training effect is better. Secondly, the image size of the
insulator target is generally larger than the image size of the anti-vibration hammer
target, and has higher resolution; finally, the geometric characteristics of the
insulator are more significant than the anti-vibration hammer. Therefore, the mAP
of the insulator target recognition is greater than the mAP of the anti-vibration
target recognition. At the same time, these three points have little impact on Faster
R-CNN and have a greater impact on YOLOv3, so Faster R-CNN is more robust
than YOLOv3.

For the target recognition of other equipment on the transmission line, the
number of target samples, the image size and resolution of the target, and the
geometric characteristics of the target are significant, which will have an important
impact on the recognition results.

Table 4 Average recognition time of tow target recognition network models for single picture

Average recognition time (s)

Faster R-CNN(ResNet-50) [18] 0.2391

YOLOv3-608 [19] 0.0251

Fig. 3 Contrast chart of
number of various targets
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4 Conclusion

In this paper, 45,369 pictures are obtained through data preprocessing, and the
pictures are marked with two kinds of typical components such as insulator and
anti-vibration hammer. Then the data set is divided, and the training is performed
by Faster R-CNN and YOLOv3 network respectively, and then the corresponding
trained models are obtained. Finally, the mAP values of each model are calculated
and analyzed. Through the data results, the following selection of the target
transmission network selection for the transmission line equipment has the fol-
lowing guiding functions: If you pursue higher mAP, you can use the Faster
R-CNN network or its related transformation network; if you mainly pursue
recognition speed, you can use the YOLOv3 network or its related transformation
network.

The target recognition of transmission line equipment is the basis of equipment
defect analysis. Through the target identification, the corresponding parts are found,
and the defects of the transmission line equipment can be effectively found through
the target identification of the secondary defect parts or the defect and defect-free
classification. Thereby realizing the automatic analysis of pictures and improving
the efficiency of maintenance and repair of transmission lines.

Image recognition based on deep learning requires sufficient sample images and
accurate annotation. This is difficult to achieve in cases where the sample is difficult
to collect effectively, but the sample can be expanded using a variety of sample
expansion techniques in a limited sample case.
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Short-Term Bus Load Forecasting
Method Based on CNN-GRU Neural
Network

Maoya Shen, Qifeng Xu, Kaijie Wang, Mengfu Tu and Bingxiang Wu

Abstract In recent years, with the rapid development of the power market and
smart grid, higher and higher requirements are put forward for load forecasting
technology, and deep learning is also widely used in the filed. Aiming at the small
load base of bus load, strong time series and large influence by relevant factors, this
paper proposes a short-term bus load forecasting method based on CNN-GRU
neural network. The method processes the input historical load, date type, weather
data, renewable energy generation, time-of-use electricity price and other related
factors through the CNN network, intelligently extracts the dominant factors and
compresses the generated timing feature vectors, and then performs bus load
forecasting through the multi-layer GRU network. Taking several bus load data
from a certain city in the east from 2012 to 2018 as samples/tests, CNN-GRU and
traditional BPNN forecasting methods were used for prediction. The experimental
results show that CNN-GRU deep neural network has higher precision and better
prediction effect when dealing with bus load forecasting.
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1 Introduction

Power load forecasting is not only the basis for reliable and stable operation of
modern power systems but also an important part of EMS energy management
system. Simultaneously, it is also the premise of real-time trading in the power
market, smart grid dispatching, and power system decision making. Power load
forecasting is divided into system load forecasting and bus load forecasting [1]. The
bus load not only has a smaller base, larger fluctuations, stronger timing, more
burrs, but also affected by date type, weather and equipment maintenance etc. In
addition, related factors such as equipment maintenance/load transfer, renewable
energy generation, and time-of-use electricity price will also affect bus load fore-
casting results. The short-term bus load forecasting is more difficult than the system
load forecasting [2].

Traditional load forecasting studies fall into two categories. One is a predictive
model based on time series analysis, such as moving average, Kalman filtering, and
multiple linear regression [3–5]. This type of model analyzes the historical change
Rules and trends of composite sequences and based on these characteristics to
forecast future load. However, the model cannot accurately reflect nonlinear rela-
tionships and complex features; The other type is based on machine learning
methods and predictive models of feed-forward neural networks, such as Support
Vector Machine (SVM), Random Forest (RF), Gradient Boosting Decision Tree
(GBDT), etc. [6–10]. Since this type of model does not include memory cells, it is
not possible to consider the timing characteristics in the load data.

In recent years, some deep neural networks have gradually been applied to load
forecasting [11], Long Short Term Memory (LSTM) is a variant of the Recurrent
Neural Network (RNN), it regulates the information flow through the internal
department mechanism, selectively saves and forgets the information, and solves
the short-term memory problem and the gradient disappearance problem of RNN, it
can effectively deal with sequence problems that are far away and has been applied
to some short-term power load forecasting [12, 13]. On the basis of LSTM, Gated
Recurrent Units (GRU) simplify the gating unit. On the basis of retaining the
original functions, the convergence speed is faster and the effect is better. However,
there are many types of factors affecting the bus load. GRU and LSTM cannot
effectively deal with the related factors such as equipment maintenance, load
transfer, time-of-use electricity price, weather data and date type.

In order to comprehensively consider the influence of various features and the
time series characteristics of bus load changes, this paper proposes a short-term bus
load forecasting method based on CNN-GRU deep neural network, which is
recorded as CNN-GRU forecasting model. The method inputs historical bus load
data, weather data, date type information, equipment maintenance, load transfer,
and time-of-use electricity price into the CNN as multi-dimensional features, using
CNN to learn the intrinsic connection of data and generate time series feature
vectors, and then realize short-term bus load forecasting through GRU. The method
uses CNN to intelligently extract the dominant correlation factors of bus load
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forecasting time series data, and effectively improves the nonlinear analysis ability
of various influencing factors while considering the time-serials property of the bus
load.

2 Principles of CNN and GRU Deep Neural Networks

2.1 Principles of CNN

Convolutional neural network (CNN) simulates biological vision and extracts data
features through local perception and weight sharing. It has been widely used in
image recognition and text categorization [14]. In this paper, CNN is used to
identify the underlying data feature map, and the effective data is extracted from the
original feature map by repeated CONV-POOL operation. Through the full con-
nection flattening operation, a complete feature vector sequence is established as an
effective input of the GRU. The process of eigenvalue extraction and pooling
dimension reduction of four-layer convolution neural network is shown in Fig. 1.

2.2 Principles of GRU

LSTM is a master of recurrent neural networks with many variations, such as GRU.
They all deal with long-term and short-term information through the gating
mechanism to achieve the purpose of maintaining long-term information, and by
controlling the propagation of gradient information, thus alleviating the phe-
nomenon of gradient disappearance.

Fig. 1 Schematic diagram of eigenvalue extraction and pooling dimension reduction of four-layer
CNN
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GRU is a new generation of recurrent neural network, as shown in the GRU unit
model. Compared with LSTM, GRU removes the cell state unit, and uses the
hidden state for information transfer, and integrates LSTM architecture, containing
two gating units, an update door and a reset door [15]. The update gate is a
combination of the forgetting gate and the input gate in the LSTM, which deter-
mines which information to forget and which information needs to be remembered,
and the reset gate is used to control the degree of forgetting of the past information.
This simplified structure reduces the training parameters and speeds up the con-
vergence while ensuring the memory ability of the neurons, thereby improving the
prediction accuracy. The unit model of GRU is shown in Fig. 2.

The internal information flow can be expressed by the following formula:

zt ¼ r Wz � ht�1; xt½ �ð Þ ð1Þ

rt ¼ r Wr � ht�1; xt½ �ð Þ ð2Þ
~ht ¼ tan h W � rt � ht�1; xt½ �ð Þ ð3Þ

ht ¼ 1� ztð Þ � ht�1 þ zt � ht ð4Þ

The input of the GRU is the hidden layer ht�1 at the previous moment and the
current input xt, and the output is the hidden layer information ht at the current
moment. zt and rt are the update and reset gates of the GRU, respectively, and the
candidate hidden layer ~ht is calculated by rt, thereby measuring how much hidden
layer information is retained at the previous moment. The zt is used to calculate how
much candidate hidden layer ~ht needs to be added and finally obtain the output ht at
the current moment.

Xt

ht-1

rt

ht

Zt

Fig. 2 Unit model of GRU
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3 Bus Load Forecasting Method Based on CNN-GRU

3.1 Influencing Factors of Bus Load

The bus load is similar to the system load, with strong periodicity and similar load
fluctuations between weeks. The workload on the working day changed steadily.
On weekends and rest days, due to the decline in the proportion of industrial load,
the proportion of commercial and civilian use increased, and the overall load level
was lower than the working day, and showed regular fluctuations; the decline in
industrial load on statutory holidays is more pronounced, and the difference in load
characteristics from normal days is greater. Overall, the bus load is more affected by
the type of date. When establishing the forecasting model, the influence of the day
type factor should be fully considered [16].

Meteorological factors indirectly affect the changes in bus load by influencing
people’s travel and electricity usage. Among them, temperature, humidity and
rainfall have a greater impact, especially in the winter and summer, meteorological
factors will cause short-term fluctuations in load [2].

When equipment such as unit, line or main transformer is inspected in the busbar
area, or when the system operation mode changes in the busbar area, the load
distribution of the relevant busbar area will change greatly, which seriously inter-
feres with the prediction accuracy. This is also the main reason why the bus load
forecast is different from the system load forecast.

When the lower grid side of the bus load is connected to a small power source
(such as small hydropower, distributed photovoltaic or wind power), the power
generation of the small power supply will offset some of its power consumption and
reduce the power supply requirement of the bus load to the main network. This is
the reason for another major difference between bus load and system load.

From the research on the implementation of peak and valley electricity prices at
home and abroad, it is known that this measure has a significant effect on reducing
the daily load fluctuations and shifting peaks and valleys by increasing price
leverage. In this paper, the influencing factors of the three-step electricity price of
peace time, valley time, and peak time in the day are added to the prediction model.

The pros and cons of the predictive model play a crucial role in the prediction
process, especially in neural networks lacking prior knowledge. Based on the
analysis of the above-mentioned influencing factors, this paper takes the date type,
meteorological factors, load transfer and time-of-use electricity price as the main
relevant factors, and uses the historical bus load data together as the data input of
the prediction model, as shown in Table 1.
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3.2 CNN-GRU Network Model

The CNN-GRU prediction model proposed in this paper consists of two parts.
The CNN module is mainly responsible for receiving input data, extracting dom-
inant features, and compressing feature dimensions for output. The GRU module
receives the CNN compressed feature sequence and completes the load prediction.

There are many different factors affecting the accuracy of bus load prediction,
and they are independent timing sequences. In order to meet the data format
requirements of the predictive model input CNN, historical bus load data, day type,
meteorological factors, load transfer and time-of-use electricity price are connected
in series to form a feature vector, and enter the vector map into the CNN in a time
series manner. There are 16 influencing factors at a single moment. In order to make
full use of various influencing factors, the feature map size after CNN processing is
set to 16 * 16, and the convolution step size is set to 1. The convolution process is
performed according to the same mode, so the corresponding padding size is 1, and
the size of the convolution kernel is calculated as 3 * 3 by the following formula.
The smaller core size can extract the underlying features as much as possible.
Where S is the convolution step size, P is the fill size, and F is the convolution
kernel size.

Houtput ¼ Woutput ¼ Hinput � Fþ 2p
S

þ 1 ð5Þ

Table 1 Summary of influencing factors

Influencing
factor

Feature Description

Historical data Short-term load
Long-term load

Bus load value at time t in the last two weeks
Bus load value at time t in the last three years

Regional load
change

Equipment overhaul
Load transfer
Small power output

Overhaul plan load
Transfer load
Small power output load

Meteorological
factors

Temperature, humidity
Wind speed, cloud
Wind direction,
precipitation

Forecast temperature(humidity, wind speed,
wind direction and precipitation) at time t

Date type Holidays (New Year Day,
Spring Festival, …)
Working day
Weekend

Detailed date type, including working day,
weekend, or various holidays

Time-of-use
electricity price

Peak time
Valley time

Corresponding time price
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According to the technical specifications of the daily load forecast, the load
value of 96 points on the next day is predicted one day in advance, and the time
interval at each time is 15 min. The time-ordered input data chain is shown in
Fig. 3.

The CNN-GRU network model proposed in this paper is shown in Fig. 4. The
model is divided into two parts: feature extraction and load prediction. The feature
extraction part is divided into four layers of CNN, and the convolution and pooling
operations are repeated. The number of filters in each layer is 32, 64, 128, 256, the
pooling receptive field is 2 * 2, and the step size is 2. Set the convolution kernel
step size to 1, and the pooling step size to 2, and the pooling mode to the maximum
pooling. In this way, the down-sampling of the spatial dimension is entirely
responsible for the pooling layer, and the convolutional layer is only responsible for
transforming the depth of the input data.

GRU units can also be superimposed like LSTM, and the layered GRU units will
achieve higher capacity network depth and better processing of complex sequences.

Time T

Time T+15

Sequential t

Eigenvectors consisting of 
all influencing factors at a 

given time

Fig. 3 Input layer data
format of CNN-GRU network

Fig. 4 CNN-GRU network
model
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Through repeated experimental analysis, it is found that the four-layer GRU unit
performs relatively better in bus load forecasting, and the training efficiency and
accuracy are higher. Figure 5 shows the GRU unit being superimposed in time
series. The GRU output of each layer together with the state of the hidden layer at
the previous moment constitutes the input of the next moment, set the first three
layers of return sequences to true, and get the complete sequence as the input to the
next layer, and the last layer’s return sequences is set to false to get the final output,
that is, each timestep has a time prediction value.

4 Experiment and Result Analysis

This paper selects several bus load data from a certain city in the east from 2012 to
2018, as well as related date types, meteorological data, renewable energy gener-
ation plans, and time-of-use electricity price data as experimental data. The data
from 2012 to 2017 is used as sample data, and the data of 2018 is used as test data.
In order to verify the effectiveness of the proposed algorithm, the traditional BP
neural network (BPNN) model is implemented at the same time, and the experi-
mental comparison analysis is carried out. In order to verify the effectiveness of the
proposed algorithm, the bus load selection covers these transformers with various
characteristics, such as renewable energy generation, industrial load, and civil/
commercial load. In addition, in order to highlight the research focus, the experi-
ment excluded equipment maintenance and load transfer.

4.1 Data Preparation and Feature Processing

Bus load data and renewable energy generation are collected at 96 sections
(15 min) per-day, and weather data is collected 24 h per day. In the experimental
analysis, the weather data is interpolated to 96 points, that is, the same as the bus
load. Considering that the actual system failure or abnormal due to channel or other

ht-2

  xt-1

ht-1

  xt

ht

  xt+1

ht+1 ht+2

  xt+2

Fig. 5 GRU unit superimposed in chronological order
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reasons, this paper uses the method of Ref. [17] to correct the bus load data,
renewable energy generation and weather data.

Since each feature of the bus load has different unit and order of magnitude, the
data set is standardized by the min-max method. All feature data is mapped to the
[0, 1] interval, and the unit limit of the data is removed, and converted into a
dimensionless pure number for comparison and weighting.

xnorm ¼ x� xmin
xmax � xmin

ð6Þ

where xnorm is the value after normalization.
Since the date type (such as working days, weekends, and holidays) and

time-of-use electricity price are discrete values. In order to calculate the distance
between features more reasonable, the paper uses the One-Hot method to extend the
value of discrete features to the Euclidean space, effectively avoiding the short-
comings of tag coding.

4.2 Forecast Evaluation Criteria

According to the relevant assessment indicators used by power supply companies,
the relative error indicators can reflect the correctness and accuracy of the prediction
results. It is very sensitive to extreme and minimal error responses, and the smaller
the value, the more accurate the prediction result. For a certain section i, the
calculation formula of the relative error is:

Ei ¼ yi � ŷij j
yb

� 100% ð7Þ

yi is the measured bus load at section i, ŷi is the predicted bus load at section i; yb is
the power reference value for the bus load, and its value is generally 305 MW. The
daily average error and accuracy of the bus load is calculated as follows:

EDay ¼
XN

i¼1

Ei=N ð8Þ

ADay ¼ 1�
PN

i¼1 E
2
i

N

 !
� 100% ð9Þ

N is 96, and Ei is the relative error of the i-th (i = 1, 2, …, 96) section of the day.
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4.3 Analysis of Results

In this paper, several bus loads in the test data set are predicted and compared in
different time intervals of 2018 (covering the Spring Festival holiday, temperature
stability period, high temperature period in summer, transition period from autumn
to winter). Table 2 shows the comparison results of daily average error and daily
accuracy. The CNN-GRU method proposed in this paper has higher accuracy in the
test period, and its average relative error is 4.12%, and the average prediction
accuracy is 96.46%. In four periods, the average prediction error of the CNN-GRU
method was reduced by 0.79, 1.71, 1.75, and 0.33%, respectively, and the pre-
diction accuracy was improved by 1.11, 2.22, 1.65, 1.34, and 0.41%.

Since the time interval of the experiment contains different seasons and typical
holidays, the tested bus load contains multiple types of main transformers, indi-
cating that the forecasting method proposed in this paper has a great improvement
in prediction accuracy.

Figure 6 is a comparison of the predicted results of two methods for the mea-
sured load and experiment of a bus load for three consecutive days from April 17 to
April 23, 2018.

Table 2 Comparison of bus load indicators in different time periods

Period BPNN CNN-GRU

EDay ADay EDay ADay

Jan 16th to Mar 2nd 6.18 93.86 5.39 94.97

Apr 15th to May 17th 4.78 95.67 3.07 97.89

July 27th to Aug 18th 4.89 95.96 3.14 97.61

Oct 26th to Nov 21st 5.20 94.97 4.87 95.38

Average 5.26 95.12 4.12 96.46
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Fig. 6 Comparison chart of April 2018 predicted results
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It can be seen from Fig. 6 that both methods can predict the change trend of bus
load more accurately, but the proposed method has better fitting effect and less
prediction error. When the bus load shape changes greatly, the proposed method
can better predict the changing trend of bus load and improve the prediction
accuracy.

5 Conclusion

This paper proposes a CNN-GRU network prediction model and introduces deep
learning into bus load forecasting. This model fully considers the impact of various
factors such as historical data, date type, weather data, load transfer, time of use
electricity price on bus load forecasting. It relies on the powerful feature mining
ability of CNN to extract and reconstruct the input sequence. Then a GRU deep
neural network with four layers is constructed. Two simplified gating units of the
GRU are used to efficiently process the reconstructed time series data of the CNN
output to be responsible for bus load prediction. Compared with the traditional
prediction method, the CNN-GRU deep neural network proposed in this paper has
higher prediction accuracy and more flexible portability.
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Design and Implementation
of Intelligent Voice Service for New
Generation of Power Grid Dispatch
and Control System

Zhihua Wang, Jixiang Sun, Feng Gao, Kun Zhao, Hui Peng
and Kun Huang

Abstract Aiming at the new requirement of natural language human-computer
interaction in the new generation of power grid dispatch and control system, this
paper designs and implements intelligent voice interaction service based on the
voice engine of companies such as iFLYTEK and SinoVoice, combining the tech-
nology of Microservice, Redis database, Word2Vec, etc. By shielding the interface
differences of commercial voice engines and providing a simple and consistent
service-based interface, it is conducive to the convenient development of
voice-related applications in the power grid dispatch and control system. The
platform can flexibly change and expand the underlying commercial voice engine
according to the actual needs, manage the context in the multi-round dialogue
process. It can also store a large amount of voice information to provide support for
later data mining and user behavior analysis.
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1 Introduction

With the development of artificial intelligence technology, the voice interaction
technology has gradually gained the attention of the IT community. More and more
technology companies have joined in the research of voice interaction. In addition
to Apple, Google, Microsoft, and Amazon [1], there are also many companies in
China that have emerged in the field of voice interaction, such as iFLYTEK,
SinoVoice, Baidu and Sogou [2]. They all have launched their own voice capability
engines, and each engine has its own advantages and disadvantages.

With the gradual application of artificial intelligence technology in the field of
power grid [3], the new generation of power grid dispatch and control system takes
voice interactive service as an important part of the common component module.
But there is no uniform access interface standard between the above engines, which
is not conducive to the development of voice software ecosystem within the power
grid dispatch and control system [4]. In order to solve the above problem, the voice
interactive service intends to provide uniform interface by shielding the differences
of engine interfaces, and provides convenient ASR (automatic speech recognition),
TTS (text to speech), NLU (natural language understanding), multi-round DM
(dialogue management) and knowledge QA (question and answer) services for
other modules in the system, which are Service-based and easy to expand.

This paper mainly introduces the basic architecture of the intelligent voice ser-
vice and the key technologies involved, verifies the effectiveness and timeliness of
the voice interaction service through experimental data, and makes a prospect for its
application in the new generation power grid dispatch and control system.

2 The Overall Architecture of Intelligent Voice Service

See Fig. 1.

2.1 Access Layer

The voice-related functions in the new generation power grid dispatch and control
system will be applied to multiple types of terminals such as PC workstations,
mobile phones and tablets, involving various operating systems such as Linux,
Windows and Android.

Therefore, the access layer provides multiple access methods (TCP/IP, HTTPS,
JSON) for the foreground application. After receiving various types of external
requests, the access layer converts these requests to a unified form and then passes
them to the agent layer.
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2.2 Agent Layer

The main function of the agent layer is to unify the micro-services entrance of the
service layer, aggregate the back-end services, shield the internal structure of the
service layer for the access layer, and make the changes in the service layer (service
offline/online/upgrade) transparent to the access layer, so that the access layer can
focus on the work about network communication.

2.3 Service Layer

Service layer is the core part of voice interaction service, which is divided into ASR
(automatic speech recognition), TTS (text to speech), NLU (natural language
understanding), multi-round DM (dialogue management) and knowledge QA
(question and answer) services according to specific business. It can query business
data and issue operation instructions by interacting with external data. At the same
time, the user’s interactive instructions are stored in the voice instruction database
to facilitate subsequent data mining and user behavior analysis.

1
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Archival 
materials

other

External data

Access Layer

Audio Text Other

Agent Layer

Unified interface    Reduce coupling

1
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Shield interface difference
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Request

Result
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Instruction 
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Data Mining
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Analysis

PC Mobile phone Tablet
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Fig. 1 The overall architecture of intelligent voice service
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2.4 Bridge Layer

The function of bridge layer is to shield the interface differences of various voice
engines, so that the upper voice application is not affected by the changes of the
lower commercial voice engine. The bottom voice capability engine can be selected
flexibly according to the actual conditions and the technical characteristics of each
manufacturer when implementing voice interaction service.

2.5 Voice Engine Layer

The voice capability engines of companies such as iFLYTEK, SinoVoice, Sogou
and Baidu all have high technical level, and each has mature product applications in
ASR, TTS and NLU.

3 Key Technologies in Building Intelligent Voice Service

3.1 Unified Access Interface for Micro-services Based
on API Gateway

Microservice [5] is an emerging software architecture, which is widely used in the
field of electric power [6]. This architecture reduces complexity and can be easily
upgraded and extended by breaking down applications and services into smaller,
loosely coupled components.

The voice interaction service described in this paper refers to the idea of
Microservice Architecture, which is subdivided into a set of interrelated
micro-services such as ASR (automatic speech recognition), TTS (text to speech),
NLU (natural language understanding), multi-round DM (dialogue management)
and knowledge QA (question and answer) according to the actual business module
(Fig. 2). Each service can be deployed independently and expanded on demand and
the communication between micro-services in this system uses REST (represen-
tational state transfer) protocol [7].

Since the micro-services are stateless within the system, an agent (API Gateway)
[8] is designed between each service and the external interface through which the
service can be registered and managed. All clients and consumers access the
micro-services through the agent and handle all non-business functions at the agent
level. From the perspective of object-oriented design, it is similar to the appearance
mode [9]. This API Gateway has the following effects in the voice interaction
service described in this article:
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1. Providing uniform service access to make micro-services transparent to the
access layer;

2. Decoupling access layer and service layer while aggregating back-end services,
saving traffic and improving performance;

3. Unified maintenance and management of user login information and privileges;
4. Provide context management mechanisms for multi-round dialogue.

3.2 Dialogue Management Service Based on Limited-Case
Mechanical Method

The DM is the “brain” in the dialog system, and the dialog manager will update the
dialog state and select one or more selected system actions. Common dialog
management methods include: limited-case mechanical method, framework-based
method, statistical method, and end-to-end neural network learning method [10]. In
this paper, limited-case mechanical method is used for session management. As
shown in Fig. 3, each state is associated with a specific operation performed in that
state. The conditions entered by the user have boundaries, which are paired to the
next state by <status, user input>. This method is easy to achieve high accuracy, but
it is difficult to expand to more complex areas.
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DB
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Service

DB

NLP
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DB

Multi-
Round

Dialogue
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DB

Data 
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DB
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DB

Asyn 
message

REST

broker

Fig. 2 Unified access interface for micro-services based on API Gateway
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3.3 Redis-Based Multi-round Dialogue Context
Management

In the process of man-machine dialogue, multiple rounds of conversation are often
required to fully express the user’s instruction intent, while general micro-services
are stateless within the system, so the context information of the dialogue requires a
unified management mechanism.

This paper adopts the context management technology based on Redis [11].
When the user initiates a new multi-round dialogue, the multi-round dialogue
service will generate a global unique ID, update and store the context information
during the session together with the ID. The context information can be quickly
queried from Redis database by ID and the ID can also be used to clear the context
to end this multi-round dialogue (Fig. 4).

Fig. 3 Dialogue management service based on limited-case mechanical method

Fig. 4 Redis-based multi-round dialogue context management
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3.4 Knowledge QA Based on Word Vector

The knowledge QA (question and answer) service in this paper is mainly used to
query the operation rules in the field of power grid dispatching and control. The
difficulty lies in how to match the user’s spoken query language to a standard
question in the pre-set question base.

In order to solve this problem, the equipment name, bus name, operation ticket
text and telephone recording record of dispatching station are collected as profes-
sional corpus, and the corpus resources shared by Information Retrieval Laboratory
of Harbin University of Technology are used as general corpus. According to the
different weights of the application of professional corpus and general corpus, the
word segmentation method of ‘lexicon + word frequency statistics’ [12] is adopted.
The word vector [13] is learnt from these text data unsupervised, and a set of word
library suitable for the power grid dispatch and control system is established by
using word vector processing framework (such as Word2Vec) [14]. The vector
processing diagram is shown in Fig. 5, and the process is described as follows:

1. word segmentation and vector processing

a. Use the maximum matching method (forward and reverse) to compare with
the thesaurus. When encountering a word that cannot be matched, cut the
whole into a word and update to the basic vocabulary;

b. After entering the next text, continue to use the updated basic vocabulary to
continue the word segmentation;

c. After the word segmentation, the word vector is generated and iteratively
calculated, and the corresponding model is used to optimize the word vector.

2. update the thesaurus [15]

a. After the training is over, update the basic vocabulary and word vector;
b. Finally, remove the word vector and word less than a predetermined

threshold in the thesaurus.

On the basis of the above, the standard question matching process is shown in
Fig. 6:

general 
corpus

professional 
corpus

segmenta on learning word 
vector

basic voca

word vector

thesaurus and word 
frequency sta s cs

Fig. 5 Word vector processing diagram
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3.5 User Behavior Analysis Based on Clustering

The data mining service can cluster and analyze the transcribed results of voice
data, and combine user login information to mine user’s behavior habits, so as to
gradually improve intelligent level of the voice interaction service.

In this paper, the original K-Means [16] algorithm is optimized, and the Bisecting
K-means algorithm [17] is used to process the voice instructions to achieve accurate
division of the user’s voice interaction behavior. The Bisecting K-means algorithm
is a distance-based non-hierarchical clustering algorithm. On the basis of the min-
imum error function, the data is divided into a predetermined number K, and the
distance is used as a similarity evaluation criterion. That is, the closer the distance
between the two objects is, the greater the similarity is. The similarity between
samples is measured by Euclidean distance (Eq. 1), d(i,j) is the Euclidean distance
between the sample vectors, and xi and xj are the elements in the vectors.

dði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi1 � xj1
� �2 þ xi2 � xj2

� �2 þ � � � þ xip � xjp
� �2

q

ð1Þ

Sum of the Squared Error (SSE) is used as the objective function of the cluster
(Eq. 2), Ci is the center of the cluster i, and dist(Ci, x) represents the Euclidean
distance between the samples x and Ci. The K-means are run twice to generate two
different clusters, and the smallest one of SSE is selected.

SSE ¼
X

k

i¼1

X

x2Ci
distðCi; xÞ2 ð2Þ

The specific steps of the Bisecting K-means algorithm are as follows:

1. Treat all data as a cluster and classify the sample data into K classes;
2. When the number of clusters is less than K, calculate the total error for each

cluster;
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Fig. 6 Knowledge QA based on word vector
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3. Perform K-Means clustering on a given cluster with a K value of 2;
4. Calculate the total error after dividing the cluster into two clusters and the total

error of clusters not participating in the partition, and select a cluster with the
smallest total error to divide;

5. When the number of centroids is less than K, go to step 2, otherwise, get the
clustering result.

4 Application Cases

In order to realize the voice interactive service of the new generation power grid
dispatch and control system and verify its effectiveness and real-time performance,
the following development and verification environment was built:

1. Four servers, 32-core CPU, 64G memory, 1T hard disk, and Rocky6.0.80;
2. Extracted data from model libraries of State Grid Shanghai Electric Power

Corporation and State Grid Jiangsu Electric Power Corporation to optimize
models and build verification sets;

3. Purchased AI + Speech Capability Engine of iFLYTEK to provide basic ASR,
TTS and NLU capabilities.

There are many proper nouns in the field of power grid dispatching and control,
so common language models are difficult to achieve satisfactory results in speech
recognition. In order to solve the problem, various types of proper nouns were
extracted from the grid model data, and the training of proprietary language models
was carried out. In order to test the training effect of the model, 100 station names,
500 circuit breaker names and 500 bus names were randomly selected from the
model to form the test set at each time. Five staff members read the contents of the
test set and calculated the average recognition rate. After half a year of language
model optimization, the recognition rate of the station name, circuit breaker name
and bus name has been significantly improved (Fig. 7).
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Fig. 7 Recognition rate of
ASR in voice interactive
service
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In addition to ensuring functional correctness, the voice interactive service
should also ensure real-time performance. The response time of the machine to the
user should be guaranteed within 1 s. It was verified that the voice interactive
service described in this paper has good real-time performance in ASR, NLU, TTS,
Multi-Round Dialogues and Knowledge QA, and the concurrent amount increased
linearly with the expansion of hardware (Table 1).

Based on the above research, the pilot work of voice interactive service was
carried out in State Grid Shanghai Electric Power Corporation and State Grid
Jiangsu Electric Power Corporation, and achieved good pilot results in Linux,
Windows, Android and web environment.

5 Conclusion

In this paper, the voice interactive service which was suitable for the new gener-
ation of power grid dispatch and control system was designed by combining many
technologies, such as Microservice, Redis, Word Vectors, and K-Means Clustering.
Firstly, the overall framework of the voice interactive service was given and its
microservice-based architecture model was described. Secondly, the Redis-based
multi-round dialogue context management method was proposed. Finally, the
standard problem matching method based on word-vector was proposed. In addi-
tion, it also provides preliminary processing for data mining and user behavior
analysis through clustering voice commands. All those above provided a feasible
basis for the application and promotion of voice interactive services.

With the systematic collection of professional corpus, large-scale training of
language model and targeted optimization of knowledge base, voice interaction
service will inevitably be more and more closely integrated into the daily pro-
duction work, thus becoming an important mean of human-computer interaction in
the new generation of power grid dispatch and control system.

Table 1 Real-time performance of the voice interaction service

Service Concurrent quantity
(1 server)

Concurrent quantity
(3 server)

Response delay

ASR 70 210 Clause response time
<800 ms

NLU 30 90 <410 ms

TTS 90 270 First response time
<500 ms

Multi-round
dialogues

30 90 <800 ms

Knowledge QA 30 90 <800 ms
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Semantic Knowledge Matching Based
on BERT for Dispatching Fault Disposal
Information

Jixiang Lu, Tao Zhang, Jinjun Lu, Yun Li, Hongsheng Xu and Ziqi Li

Abstract Power grid dispatching fault disposal documents are essential for dis-
patching operators while it is a challenge for them to use these documents effi-
ciently and promptly due to unstructured text data. Recently a new language
representation model, BERT (Bidirectional Encoder Representations from
Transformers) has created state-of-the-art models for a wide variety of natural
language processing tasks with fine-tuning. In this work, we propose a semantic
knowledge matching approach based on redesigned fine-tuned BERT model for
dispatching fault disposal documents. The experimental results demonstrate that our
proposed approach achieves significant sentence-level semantic accuracy for the
offline knowledge such as previous fault handling records and fault disposal doc-
umentations, The semantic knowledge matching result can also be referred for
online fault handling automatically and promptly to improve grid disposal handling
efficiency. This approach can be deployed as common one for natural language
proceeding tasks of power grid.
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Keywords Dispatching fault disposal � NLP � BERT � Semantic knowledge
matching � Sentence representation

1 Introduction

At present, the dispatching and control operators in China make online analysis and
dispose the power grid dispatching fault based on empirical knowledge and the
pre-compiled dispatching fault disposal plan documentations. The documents
accumulate basic predicted dispatching faults which are usually used by the dis-
patching operators as fault handling reference and operation guidelines. Due to the
increasing load and expanding large scale of the power grid, it is impossible to
predict all real time faults in the fault disposal documentations. How to use these
documentations efficiently and promptly will be a challenge for dispatching oper-
ators. The Natural Language Processing (NLP) technique has been increasingly
boosting as a branch of artificial intelligence deep learning technique in recent
years. It is frequently involved in machine translation, speech recognition, natural
language understanding and natural language generation [1, 2]. The request is
raised for applying NLP to facilitate grid dispatching operators to understand
unstructured text data semantically and detect the corresponding knowledge in fault
disposal documents promptly, which could make power grid dispatching and
control operation more accurate and intelligent. Similar to other deep learning tasks,
the biggest common challenge in NLP is the shortage of massive training data. The
dispatching fault disposal documents nowadays contain only a few thousands plain
text sentence. To mitigate the training data shortage, data augmentation method is
usually used to generate more training samples in deep learning. Some researchers
suggest to make text data augmentation by replacing some words with synonyms.
But it is hard to augment text data with this method in that power dispatching
operations contents are professional domain specific. NLP transfer learning is
another technique to address the data sparsity [3]. It approaches benefit from
training on enormous amount of unannotated text corpora and getting pre-trained
general-purposed language model, then fine tune the pre-trained model with domain
specific sparse text data. BERT [4] model, released by Google in Oct. 2018, has
implemented this NLP transfer learning with multiple pre-trained models provided
in public. Inspired by BERT, we successfully make use of pre-trained
general-purposed language encoders from BERT and revise the model, then
fine-tune it in dispatching fault disposal documentations processing. We deploy this
method to get semantic knowledge matching from dispatching fault disposal doc-
uments. The results prove that this method is helpful for dispatching operators,
significantly improving their fault handling performance and efficiency.
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Our contributions can be summarized as follows:

1. To the best of our knowledge, this paper is the first work to exploit dispatching
fault disposal documentation contextualized embedding with BERT pre-trained
model, and improve the semantic knowledge matching performance with
fine-tuning.

2. We redesign fine-tuned BERT model and make the new model by employing a
weighted sum of BERT internal layer hidden states. It creates state-of-the-art
accuracy for grid dispatching fault disposal learning tasks.

3. We propose a general method of Chinese domain language text representations
for domain specific task with sparse training text data, which can be used in
common NLP task processes.

The rest of paper is organized as follows: First, we present related work in
Sect. 2. Then, describe contextual embedding generation for dispatching fault
disposal documents with BERT pre-trained model and the new designed fine-tuned
BERT model in Sect. 3. We show experiment results and provide an in-depth
analysis in Sect. 4. Finally some conclusions are given in Sect. 5.

2 Related Work

Understanding human language is a challenging task for computers, as they were
originally designed for crunching numbers. In order to make computers compre-
hend text as humans do, it needs to encode the complexities and nuances of natural
language into numbers, presented as word embedding (word encoding). Word2Vec
is introduced and popularized by Mikolov et al. [5] on word embedding process.
Word embedding allows the semantic meaning of a word to be represented as a
real-valued vector, semantically similar words are represented by geometrically
close vectors. But the word vector remains stable and cannot dynamically alter the
word representation based on the contextual information. For example, the word
“bank” in “open a bank account” and “on the river bank” has different meaning.
ELMo [6] and BERT are such deep contextualized word representations. ELMo
considers the word embedding as the input feature of downstream task and work
with Bi-LSTM while BERT can be used by downstream task directly with
fine-tuning. BERT model has being boosted recently, Guo et al. [7] worked on
reading answer from Database without SQL form, they propose method to learn
from question and search result directly in tables with BERT based model; Si et al.
[8] enhanced clinical concept extraction with BERT model for contextualize rep-
resentations; Zhang et al. [9] used BERT model on text summarization task suc-
cessfully; Huang et al. [10] used BERT model on neural Chinese word
segmentation which is faster and more accurate than the previous state-of-the-art
BiLSTM-CRF model. For grid dispatching fault text analysis and handling, Wei
et al. [11] made some research on unstructured text data mining and fault
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classification based on RNN-LSTM; Cao et al. [12] made text classification based
on TextCNN for power grid user fault repairing information. Shan et al. [13]
described fault disposal robot technology, based on knowledge graph technique and
slot filling for disposal guidelines. All research above cannot reach high accuracy in
contextual representations due to the language model limitation, but they shed light
on our work.

3 BERT Model with Fine-Tuning

BERT, which stands for Bidirectional Encoder Representations from Transformers,
is published by Google and it is trained based on the corpus of 3.3 billion texts.
BERT’s key technical innovation is applying mask language model for unsuper-
vised bidirectional training of transformer [14] and next sentence prediction. This
characteristic allows the model to learn the context of a word based on all of its
surroundings. BERT is undoubtedly a breakthrough in the use of Machine Learning
for NLP and it has substantially advanced the state-of-the-art results in a number of
NLP tasks, such as GLUE [15] benchmark for natural language processing, SQuAD
v2.0 [16] for question and answering and SWAG [17] for multiple choice questions
about a rich spectrum of grounded situations.

BERT’s attention model between encoder and decoder is crucial and it is a
function that maps the input (a query q, a set of key-value pairs) to an output.
Output is weighted sum of values where weight of each value is computed by an
inner product of query and corresponding key. Scaled dot-product attention is listed
as (1):

Attention q;K;Vð Þ ¼
X
i

eq:kiP
j e

q:kj
vi ð1Þ

The BERT input representation is a concatenation of word token embeddings,
position embeddings, and the segment embeddings. A special classification
embedding ([CLS]) is inserted as the first token and a special separation token
([SEP]) is added as the final token as well. Compared with Bi-LSTM which process
the sequence step by step, BERT learns features in parallel for all steps so that the
decoding speed can be accelerated.

Google has just released 7 different out-of-box pre-trained models publicly and
Chinese support model is included as well. It uses character-based tokenization for
Chinese training from massive Wikipedia Chinese corpus and 110 K Chinese
language WordPiece vocabulary. The BERT Chinese pre-training model is made up
with 12 straightforward layers (i.e., transformer blocks), with 768 hidden size and
3072 feed-forward/filter size accordingly for each layer. We modified the BERT
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fine-tuning model architecture by simply taking the second-to-last layer of BERT
model and do the pooling with reduce mean strategy, 11 layers totally in our model.
Figure 1 gives the architecture of contextual representations model based on
Chinese BERT model.

Generally, BERT Chinese pre-trained model contains 3 items in the package: a
TensorFlow checkpoint file containing the pre-trained weights, a vocabulary file to
map WordPiece to word id and a configuration file which specifies the
hyper-parameters of the model. These 3 files need to be defined clearly when to use
the pre-trained model. The pre-trained model can be migrated to construct new
model by adding final layer to the pre-training model and keeping all other layer
parameters frozen, then use few specific task data as input to retrain the model.
Since it only need generate few parameters for last layer and no need to train the
whole millions of parameters from the scratch. The advantage of fine-tuning is to
greatly accelerate the convergence speed of task training and achieve good effect
while model training cost is inexpensive.

BERT pre-trained model is based on massive Wikipedia data (2500 M words)
and BookCorpus data (800 M words), which encoded enough prior knowledge of
the language into the model. But this prior knowledge is not specific to any par-
ticular domain, such as power grid dispatching. So we will use power grid dis-
patching text data to fine-tune the pre-trained model. Figure 2 provides the
workflow of semantic knowledge matching.

In summary, pre-training model learns from plain text data that is available on
the web in public, with the goal of capturing the general grammar and contextual
information of a language. Fine-tuning model learns from a specific task such as
reading comprehension or data from a particular domain such as power grid.

Fig. 1 The architecture of contextual representations model based on Chinese BERT
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4 Experiment

4.1 Data Set

We use fault planning and disposal procedures text data of East China area power
grid dispatching as input dataset, just follow the BERT training data format and add
the [CLS] and [SEP] tokens in the right place in each sentence accordingly, totally
8757 sentences. Training samples and test samples were randomly selected to
ensure the versatility of the model test. We convert the fault disposal documents to
plain text format as input text file with some necessary cleanup, in the file each
paraphrase is arranged as predicted fault name, grid stability requirement, post-fault
mode and fault procedure guidelines in sequence. Each paraphrase is delimited by
empty line. To get the contextual word representations, we simply take the
second-to-last layer of fine-tuned BERT model and do pooling operation as Fig. 1
shown, then get the semantic embedding for each sentence with fixed length.

4.2 Fine-Tune

During fine-tuning, maximum sequence length for each sentence is set to 128 and
maximum prediction per sequence as 20, the masked language model probability is
set 15% which is BERT recommended. So 3 random words will be masked per
sequence. Adam [18] is used for optimization with an initial learning rate of 5e-5.
The dropout probability is 0.1. Proportion of training to perform linear learning rate
“warm_up” is 0.1. The output is a set of TFRecord data file in a simple

Fig. 2 The work-flow of semantic knowledge matching
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record-oriented binary format. Training steps are set as 10,000 steps. Firstly we
extract a variable length sentence into a fixed length 768-dimensional vector, then
we perform offline semantic compilation for all fault disposal texts in documents
and generate corresponding 768-dimensional vector list. When a new online query
is coming, we encode it as a 768-dimensional embedding vector and compute its
dot product with the pre-compiled embedding vectors, so query and document will
be mapped in same space, finally the top-k similar knowledge will be returned
promptly in descending order, which is very useful for dispatching operator.

Table 1 list the benchmark results from the BERT pre-trained model with
fine-tuning and from the model without fine-tuning. Based on the results, we can
figure out the average of accuracy is 96.130% for the model with fine-tuning
compared with 75.125% for the model without fine-tuning. It indicates the
fine-tuning method is necessary for domain specific task no matter the pre-trained
model is general-purposed and pre-trained on so massive corpora such as BERT
model.

Table 1 The accuracy and loss benchmark model with fine-tuning and without fine-tuning

Data set Round With fine-tuning Without
fine-tuning

eval_accy eval_loss eval_accy eval_loss

opt__train_800_1.tsv &
opt_dev_200_1.tsv

1 0.965 0.14962012 0.82 0.50313574

2 0.97 0.12835178 0.675 0.96522987

3 0.965 0.14664508 0.5 0.92602134

4 0.955 0.1346364 0.885 0.29733983

5 0.95 0.16376495 0.775 0.69384164

opt__train_800_2.tsv &
opt_dev_200_2.tsv

1 0.955 0.15455307 0.82 0.50765723

2 0.97 0.12640835 0.67 0.68823576

3 0.945 0.18697582 0.525 0.86452204

4 0.96 0.16557154 0.785 0.54136354

5 0.97 0.12200645 0.84 0.47623637

opt__train_800_3.tsv &
opt_dev_200_3.tsv

1 0.965 0.12098686 0.84 0.5015608

2 0.97 0.09104013 0.695 0.72487104

3 0.97 0.13240388 0.89 0.3574343

4 0.97 0.09955174 0.835 0.37291923

5 0.955 0.12914191 0.53 0.86407274

opt__train_800_4.tsv &
opt_dev_200_4.tsv

1 0.97 0.16031155 0.85 0.4470843

2 0.96 0.13002577 0.87 0.3904172

3 0.965 0.16088077 0.575 0.84775263

4 0.945 0.17905125 0.755 0.6356970

5 0.955 0.18540974 0.89 0.32880098
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4.3 Result

Our fine-tuned BERT model enjoys higher masked accuracy as Fig. 3, better next
sentence prediction performance and lower loss as the number of training steps
grows before reaching the extreme values. The curve of loss shows a rapid drop of
the loss between 0 and 500 training steps. When the number of training step reaches
2000, the loss is almost 0. The curve of masked_lm_accuracy indicates that the
masked_lm_accuracy greatly grows before 500 training steps and is almost 1 with
the number of training step reaching 2000; Similar to the masked_lm_accuracy, the
next_sentence_accuracy almost reaches 1 as the model is trained for 1000 steps and
it also rapidly grows between 0 and 500 steps.

Compared with the original BERT model, our fine-tuned one performs better in
terms of doing fuzzy semantic matching on the sentences of the fault planning and
disposal procedures text data of East China area power grid dispatching.

5 Conclusion and Future Work

In this paper, we present semantic knowledge matching approach which fine-tunes
the pre-trained Chinese BERT base model with domain specific unstructured sparse
text data. We redesign fine-tuned BERT model and make the new model general for
contextual representations with low bias. This approach is experimentally suc-
cessful on East China area dispatching fault disposal documents and reaches
state-of-the-art accuracy of particular domain NLP task. The Chinese BERT
pre-training model we use is character-based. Unlike English text, Chinese has no
spaces and cannot be separated from sentence directly. So Chinese word
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segmentation will be carried out and incorporate with BERT based model more
accurately in Chinese text in further study. Also, BERT based model is computa-
tionally inefficient due to a large number of parameters, for example, 110 million
parameters in BERT base model and 340 million parameters in BERT large model.
Performance improving, pruning, quantization and optimization on the fine-tuned
model will be another focus in future work as well.
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Constant Voltage Output Wireless
Power and Information Transmission
System Based on ZCS Resonance Point
Switching Method

Xiaohua Huang, Bin Wei, Chong Xu, Zhen Wu and Chenyang Xia

Abstract Using the stroboscopic mapping model, the ZCS resonance working
point of the ICPT system is obtained, and the single-channel 2FSK signal modu-
lation and demodulation are realized based on the resonance point switching. In
order to eliminate the influence of transmission signals of different resonance points
on the load voltage, a buck converter is added and the controller is designed. The
simulation and experimental results show that the technology can effectively reduce
the volume and cost of the ICPT system while realizing wireless power and
information transmission and constant voltage output.

Keywords ICPT � Constant voltage output � Wireless power and information
transmission � ZCS resonance

1 Introduction

With the improvement of automation and intelligent requirements, the Inductively
Coupled Power Transfer (ICPT) system is required to have the ability to realize
non-contact transmission of signals and power at the same time [1–5]. At present,
the simultaneous transmission of power and signals in ICPT system is divided into
RF technology [6], double channel transmission [7, 8] and single-channel trans-
mission [9]. Though RF technology is widely used, the cost increases. The
cross-coupling interference between the two sets of the dual-channel magnetic
circuit mechanisms is exist. Compared with the above technology, the
single-channel technology has received more attention and research.
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For the single-channel wireless power and information transmission technology,
mainly adopts amplitude modulation, frequency modulation, and phase modulation.
A technique is proposed by using harmonic transmission signals [10]. In this paper,
the stroboscopic mapping method is used to obtain the ZCS resonance working
point of the ICPT system. 2FSK signal modulation and demodulation based on
resonant point switching. In order to eliminate the influence of signal transmission a
DC–DC converter is added and the controller is designed to realize the synchronous
transmission of 2FSK energy and signal under the condition of a constant output
voltage.

2 Wireless Power and Information Transmission ICPT
System in Constant Voltage Output

Figure 1 is the schematic diagram of wireless power and information transmission
ICPT system. It is mainly composed of a DC power supply E, a buck circuit, and a
primary inverter, a primary side transmitting mechanism, a secondary side pickup
mechanism, and a rectifier circuit. The primary side transmitting mechanism
includes a resonant capacitor Cp, a transmitting coil Lp, The power transmission
channel comprises a compensation capacitor Cs, a pickup coil Ls and an internal
resistance Rs.

The principle of synchronous transmission of power and signal is: The frequency
of the device is based on 2FSK to achieve signal modulation, at the pickup terminal,
demodulation is performed by 2FSK, changing the operating frequency of the
inverter to realize the signal modulation. In the pickup side, a sampling resistor
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Fig. 1 The principle of synchronous transmission of power and signal in ICPT system
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RSENSE with a small resistance is added to sample the current on the resistor, and a
second-order active low-pass circuit is used to realize signal demodulation.

The principle of constant output control is: When the system frequency is
changed, the output voltage is also affected. Therefore, in order to ensure accurate
modulation and demodulation of the signal and constant voltage output, a buck
circuit is added, which can keep constant voltage output by changing the its duty
ratio.

3 Calculation and Analysis of Multiple Resonance Points

The power and signal synchronous transmission system of Fig. 1 is simplified to
Fig. 2, the load RL in the rectifier circuit is equivalent.

Req ¼ 8
p2

RL ð1Þ

3.1 Stroboscopic Mapping Modeling and Soft Switching
Operating Point

Based on the [11], the soft-switch operating point is obtained by using stroboscopic
mapping. The differential equation of the system can be expressed as

dip
dt ¼ �LSui þ LsRpip þ LsuP þMðReq þRsÞis þMus

M2�LPLS
dup
dt ¼ 1

Cp
ip

dis
dt ¼

�Mui þMRpip þMuP þ LpðReq þRsÞis þ Lpus
M2�LPLS

dus
dt ¼ 1

Cs
is

8>>>><
>>>>:

ð2Þ

x ¼ ½ipupisus� is the system state variable, and u ¼ ½ui� is the system input. Then
the system state space model is obtained by the differential Eq. (2).

M

iu pL sL

pC
sCpi si

pu+ −
su+ −

pR sR

eqR
ou

+

−

Fig. 2 Powe transfer
topology
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_x ¼ AxþBu ð3Þ

In Eq. (3)

A ¼

LsRp

D
Ls
D

MðRs þReqÞ
D

M
D

1
Cp

0 0 0

MRp

D
M
D

LpðReq þRsÞ
D

Lp
D

0 0 1
Cs

0

2
666664

3
777775

ð4Þ

B ¼ � Ls
D 0 �M

D 0
� �T ð5Þ

In Eq. (5), D ¼ M2 � LPLS.
The system stable soft switch fixed point can be expressed as

fipðtÞ ¼ YðIþUð t
2
ÞÞ�1ðI � Uð t

2
ÞÞA�1BEdc ð6Þ

Table 1 System parameters

Parameter Value Parameter (lH) Value

Cp (lF) 0.05 Lp 12.67

Rp (X) 0.05 Ls 12.67

Cs (lF) 0.05 M 5.067

RL(X) 5

0 5 10 15 20
-5

-2.5

0

2.5

5

(t)
(

)
pif

( )Time sμ

Fig. 3 Soft switch fixed
point function curve
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In order to analyze the switching resonance point of the SS topology ICPT
system, the values of the system parameters are set as shown in Table 1.

Based on Matlab simulation software, through the stroboscopic mapping fixed
point function formula (6), the time curve of drawing current is shown in Fig. 3.

Where, A, B, C, and D are the four points of the curve zero crossing, respec-
tively, and their operating frequencies are (A) 234 kHz, (B) 213 kHz, (C) 179 kHz,
(D) 109 kHz.

3.2 Steady-State Waveform Analysis of Soft Switching
Operating Point

The relationship between the output waveform of the inverter and the output
voltage of the inverter under steady state is shown in Fig. 4.
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At points, A, B, and C, the inverter output current and voltage switching fre-
quency are the same, and there is a large transmission power at the operating points.
Therefore, the system uses this frequency as the operating frequency to reduce the
loss of the device. At operating point D, the inverter output current is zero-crossed
twice in a half cycle. The oscillating frequency is twice as the switching frequency.
There is a large distortion at which most of the power is fed back into the power
supply. Generally, the operating point of the inverter output current and voltage
with the same phase is adopted, so the circuit A, B, and C can be used as the
operating frequency of the system.

4 Modeling of Power and Signal Synchronous
Transmission

In Sect. 3, the switching of the resonance point will inevitably bring about the
change of the characteristics of the system. In order to analyze the influence of the
frequency of different resonance points, the wireless power and information
transmission system of the ICPT system is required to be modeled and its char-
acteristics are analyzed.

According to Fig. 2, the secondary side impedance ZS( jx) can be obtained as

Zs jxð Þ ¼ jxLs þ 1
jxCs

þRs þReq ð7Þ

The system input impedance Z( jx) is

Z jxð Þ ¼ xMð Þ2
Zs jxð Þ þ jxLp þ 1

jxCp
þRp ð8Þ

In the resonant circuit, the voltage output by the DC voltage under the
high-frequency inverter circuit is usually a square wave with a duty ratio of 50% is

uiðtÞ ¼ Ud t mod 2 ½0; T2Þ�Ud t mod 2 ½T2 ; TÞ
�

ð9Þ

Its Fourier series expansion is

uiðtÞ ¼ 4Ud

p
ðsinðxtÞþ 1

3
sinð3xtÞþ 1

5
sinð5xtÞþ � � �Þ ð10Þ
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In Eqs. (9) and (10), it is possible to ignore the harmonics and only consider the
fundamental wave content, so the voltage source can be written as

_UiðtÞ ¼ 4Ud

p
sinðxtÞ ð11Þ

The primary current and the secondary current are

_Ip jxð Þ ¼
_Ui

Z jxð Þ ð12Þ

_Is jxð Þ ¼ 1
Zsð jxÞ �

_Ip jxð Þ � jxM ð13Þ

The system efficiency can be obtained from Eqs. (7–13).

g ¼ j_Is jxð Þj2 � Req

j_Is jxð Þj2 � Req þ j_Ip jxð Þj2 � Rp þ j_Is jxð Þj2 � Rs

ð14Þ

The voltage across the equivalent load is

_Uo jxð Þ ¼ _Is jxð Þ � Req ð15Þ

So, the voltage on the equivalent load can be shown in Table 2.
In Table 2, f1 and f2 correspond to the working point A and C respectively. The

load voltage values under these two operating points are large, and the load voltage
changes are small, and the buck circuit performs better the voltage stabilization
control.

Based on 2FSK modulation, at different operating frequencies, the voltage of the
equivalent load also changes. When the baseband transmission signal is ‘1’,
the operating frequency is f1, and when the baseband transmission signal is ‘0’, the
operating frequency is f2. The voltage output of the system is different, like Fig. 5.

In order to eliminate the influence of 2FSK signal transmission on power, use the
buck circuit to realize constant voltage output, as shown in Fig. 6.

Table 2 Equivalent load
voltage at different operating
points

Working frequency f Equivalent load voltage UO

Working point A 0.84Ud

Working point B 0.70Ud

Working point C 0.94Ud

Working point D 0.04Ud
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5 Voltage Regulation Control in ZCS Resonant Point
Mode

In this part, the buck converter design method is given as Fig. 7.
According to Table 2, when the inverter operates at frequency f1 = 234 kHz,

f2 = 179 kHz, the voltage on the equivalent load is as shown in Eq. (16).

Uo1 ¼ 0:84Ud1

U02 ¼ 0:94Ud2

�
ð16Þ
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When the f1 = 234 kHz, the equivalent load voltage is Uo1, the input voltage
before the inverter is Ud1. When f2 = 179 kHz, the voltage of the equivalent load is
Uo2, and the input voltage before the inverter is Ud2. So

Ud1 ¼ a1E
Ud2 ¼ a2E

�
ð17Þ

It can be seen from Eqs. (16) and (17) that under the condition of constant
voltage, the duty ratio of the buck circuit can be obtained.

6 Signal Demodulation Circuit

The second-stage active low-pass circuit is used to demodulate the current on the
secondary circuit is shown in Fig. 8.

The design principle is as follows: First, the secondary resistor circuit RSENSE

voltage is used as the input of the second-order active low-pass circuit, and the
UA741 is a general-purpose operational amplifier chip with a bandwidth gain of
1 MHz. A second-order active low-pass filter circuit with a gain of 1.58 in the
passband (AVF = 1.58) is selected. The capacity of the designed capacitor is
C ¼ 0:1 nF, the resistance of the resistor is R = 8 kX, and the bandpass cutoff
frequency is

fH ¼ 1
2pRC

ð18Þ
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7 Experimental Analysis and Verification

The experimental platform is built according to the parameters in Table 1, as shown
in Fig. 9. The system’s output voltage is 24 V and the output power is 115 W.

The inverter frequency is switched between 179 and 234 kHz, and the trans-
mission data string is ‘10011100’, which is demodulated according to the current on
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the sampling resistor. The inverter frequency is f1 = 234 kHz, and the signal ‘1’ is
transmitted. When f2 = 179 kHz, the signal ‘0’ is transmitted.

Figure 10 are waveform diagrams of the inverter output current and voltage for
the inverter operating at 179 and 234 kHz operating frequency, respectively.

It can be seen that the inverter works in the ZCS state at both operating fre-
quencies, realizing the soft-switching operation of the inverter.

Figure 11a shows the load output voltage and the secondary main circuit current
waveform of the buck circuit voltage regulation under two operating frequencies.
Figure 11b is a waveform diagram of a baseband signal and a signal demodulation
signal, and the system transmits a signal of ‘10011100’.

It can be seen that the output voltage of the load is constant 24 V, which realizes
regulated output of the system under the synchronous transmission of power and
signal, And the signal transmission rate is 20 kbps, and the signal delay is about
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Fig. 10 Inverter output current and voltage waveforms at different operating frequencies
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5 ls. The feasibility and correctness of the parameter design of the second-order
active low-pass filtering designed in this paper are verified.

8 Conclusion

An isochronous transmission ICPT system based on ZCS resonant point switching
regulator output energy signal is proposed, the 2FSK modulation method was
adopted. Selecting the resonant frequency of the two soft switching operating points
reduces the loss of the inverter and improves the efficiency of the system. At the
same time, a buck circuit is added to achieve a regulated output, which improves
the quality of the electrical energy.
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Short-Term Power Load Forecasting
Based on Empirical Mode
Decomposition and Deep Neural
Network

Limin Cheng and Yuqing Bao

Abstract Short-term load forecasting predicts the hourly load of the future in few
minutes to one-hour steps in a moving window manner based on historical and
real-time data collected. Effective forecasting is the key basis for in-day scheduling
and generator unit commitment in modern power system. It is however difficult in
view of the noisy data collection process and complex load characteristics. In this
paper, a short-term load forecasting method based on empirical mode decomposi-
tion and deep neural network is proposed. The empirical modal number determi-
nation method based on the extreme point span is used to select the appropriate
modal number, so as to successfully decompose the load into different timescales,
based on which the deep-neural-network-based forecasting model is established.
The accuracy of the proposed method is verified by the testing results in this paper.

Keywords Short-term load forecasting � Empirical mode decomposition �
Neural network

1 Introduction

Load forecasting provides a key basis for the modern power system operators to
determine scheduling, generator unit commitment, electricity prices, transaction
evaluation, etc. The accuracy of forecasting directly affects the performance of
power scheduling. Load forecasting can be generally divided into long-term load
forecasting (LTLF), medium-term load forecasting (MTLF), short-term load fore-
casting (STLF) and very-short-term load forecasting (VSTLF), respectively [1–4].
Among them, the STLF covers forecasting ranging from a few minutes up to one
hour [5], and is mainly used for real-time power scheduling and short-term main-
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tenance [6]. However, the load components have different characteristics and ran-
domness in the short-term scale, making accurate STLF difficult. Therefore, it is
necessary to further design new methods of STLF.

Nowadays, a lot of research works on STLF are reported. On one hand, the
methods of forecasting input data selection mainly involve the similar-day [7] or the
analysis of economic, social, human comfort and climatic factors [8]. On the other
hand, the forecasting algorithm is mainly divided into classical approaches
(CA) and computational intelligence approaches (CIA). CA mainly include time-
series method, liner extrapolation method and Kalman filtering method [5, 9, 10].
These methods are fast in calculation, but have high requirements on the stability of
data sequences. CIA mainly include BP neural network (NN), extreme learning
machine neural network, etc. [11–13]. With CIA, complex nonlinear input-output
relationships can be established automatically through supervised learning using a
database of solved examples, and the general applicability of predictive models can
be improved. However, the CIA with a single NN, may not be able to accurately
capture complicated load features, the combined computational intelligence
approaches (CCIA) is a general trend [14, 15]. The CCIA mainly guarantees the
accuracy and reliability of forecasting from two aspects: one is to improve the input
quantity according to the load characteristics and the influencing factors, and the
other is to optimize the forecasting model according to the advanced nature of the
intelligent algorithm. Combining the wavelet decomposition method with data fil-
tering and NN to improve forecasting accuracy [11]. Combining the influencing
factors of load and principal component analysis (PCA) to improve the input of NN
can improve the accuracy of forecasting and avoid the phenomenon of
“over-fitting” [16].

Notwithstanding the above methods play important roles in improving the
models of STLF, in terms of feature extraction and forecasting algorithms, there still
need work to further improve the forecasting performance:

For feature extraction, most load forecasting methods consider the key
influencing factors of historical load, meteorology, etc., but most of the methods
used in the decomposition of timescale are conventional methods such as wavelet
decomposition [11, 13, 17]. In [15], the author proposes the use of empirical mode
decomposition (EMD) to solve the problem of wavelet decomposition for
short-term wind power forecasting. It has mature adaptive decomposition capa-
bilities, does not require prior knowledge of transform basis functions, and has
significant advantages in dealing with non-stationary and nonlinear data. However,
the literature [15] does not discuss the choice of the modal number. The modal
number in the EMD determines the extraction effect of the load periodic compo-
nents, which in turn affects the results of load forecasting.

For forecasting algorithms, STLF is mostly based on traditional NN, which
greatly limits the further improvement of forecasting accuracy. The deep belief
network (DBN) can realize the training of multi-layer network. It is a kind of deep
neural network (DNN). It consists of a multi-layer constrained Boltzmann machine
stack, which can be used to solve the complex and nonlinear problems of STLF. For
the load forecasting problem based on DNN, the literature [18] proposed a method
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based on DNN with Pretraining Using Stacked Autoencoders (DNN-SA), which
had achieved good results in the day-to-day load forecasting. Literature [19] uses
the Deep Residual Network (DRN) to realize monthly electricity consumption
forecasting, and applies DNN to medium and long-term load forecasting. Despite
the fact there are DNN methods developed for load forecasting, the relevant
research works on SLTF are very limited, and it is worthy of further research.

Focusing on the above two problems, this paper proposes an STLF method
based on EMD and DBN. For the problem of uncertain modal number of EMD, the
EMD based on extreme point span (EPSEMD) is proposed. A model of STLF
based on DBN is established for each mode. Finally, the accuracy of the proposed
method is verified by the testing results with the actual data of a city in Henan
Province in the summer of 2017.

2 Feature Extraction Method Based on EMD

2.1 Basic Working Principle of EMD

EMD is a time-frequency analysis method suitable for non-stationary and nonlinear
signal processing proposed by Dr. Huang Wei in 1998. It is an adaptive decom-
position method [20]. The purpose of EMD is to decompose complex non-stationary
and nonlinear signals into a series of intrinsic mode functions (IMFs) of different
frequencies according to the time characteristic scale of the signal [21, 22].

2.2 Modal Number Determination Method of EMD Based
on Extreme Point Span

In this paper, the EPSEMD is proposed to extract the key features within the daily
period component of the load. Based on the existing EMD model, the EPSEMD
based on the extreme point span is used to set the termination condition of the EMD
process, so as to obtain the optimal empirical modal number. The EPSEMD follows
the basic principle of the periodic characteristic stability of r(t) and the low simi-
larity of IMFs, which ensures the role of EMD in the forecasting model. The
algorithm of EPSEMD is shown in Fig. 1.

The EPSEMD implementation steps are as follows:

Step 1: Randomly generate the initial maximum modal number Nmax_mode, input
the EMD model, complete an EMD decomposition, and obtain the
remainder, denoted as r(t).

Step 2: Using the local extremum solving function (extrema), calculate all the
maximum points of r(t), and record the number of maxima points,
denoted as Ntotal.

Short-Term Power Load Forecasting Based on Empirical Mode … 759



Step 3: Calculate the span of adjacent maximum points to form a discrete span
sequence, denoted as Lmax(i).

Step 4: Determine whether each discrete span satisfies the preset span period
condition. If the span meets the preset span period condition
(Lmax(i) > 24), each IMF is considered to be a key feature within the
daily period of the load, and the number of extreme points of the peri-
odic feature is updated, which is recorded as NL_24, otherwise it is not
updated.

Step 5: Calculate the periodic characteristic index IL_24 according to the NL_24

and the Ntotal.

IL 24¼NL 24

Ntotal
� 100% ð1Þ

Form the span sequence(Lmax(i))
based on adjacent maximum points

Get the number of local 
maximum points of r(t) (Ntotal)

Calculate the indicator of periodic characteristic
IL_24=(NL_24/Ntotal)×100%

Update the number of periodic 
feature points NL_24

IL_24>80%?

Get the best maximum modal number
Nbest_mode

Update maximum 
modal number

Nmax_mode=Nmax_mode+1

EMD

N

N

Y

Y

Lmax(i)>24?

Start

End

Input the initial maximum modal number 

Nmax_mode=1

Fig. 1 Flow chart of
EPSEMD algorithm
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Step 6: Determine whether the periodic characteristic index IL_24 is greater than
80%. If it is satisfied, the empirical modal number is considered to be the
optimal value. Otherwise, the maximum empirical modal number
Nbest_mode is updated, and steps 1–5 are repeatedly executed until the best
empirical modal number is obtained.

3 Cases Analysis

In the following cases, the forecasting models are verified by the short-term fore-
casting of the actual load data from July to August in a city in Henan Province in
2017.

3.1 Load Forecasting Based on EPSEMD

Load data decomposition based on EPSEMD is tested based on actual load data.
Figure 2 is the original load data sequence, Fig. 3a is the five-layer EMD mode, and
Fig. 3b is the three-layer EMD mode. The original load data sequence is compared
with the IMFs sequence and the r(t) sequence in both EMD modes. It can be seen
from Figs. 2 and 3a that the periodic fluctuation of the r(t) in the five-layer EMD
mode is not obvious, and cannot reflect the variation trend of the periodic char-
acteristics of the original load data. From Figs. 2 and 3b, it can be seen that the
r(t) sequence has fluctuating cyclically in the three-layer EMD mode, which can
reflect the variation trend of the periodic characteristics of the original load data. In
the three-layer EMD mode, the IMF1 to IMF3 component sequences reflect
real-time load randomness, intraday load fluctuations, and load trend changes of
load characteristics, respectively. It can be seen that the three-layer EMD mode has
a explicit physical meaning, and the similarity between the modes is small, which is
beneficial to improve the forecasting accuracy of STLF. The above conclusions are
further explained in the actual scenario when the extreme point span-modality index
is set to 80%, and the EPSEMD selection result is reasonable.
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Fig. 2 Data sequence of original load
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Based on EPSEMD, the modal index distribution map is obtained as shown in
Fig. 4. It can be seen from Fig. 4 that when the modal number NIMF increases from
1 to 4, the index (IL_24) gradually increases. However, if the modal number NIMF
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continues to increase, IL_24 assumes saturation, that is, IL_24 is maintained at 100%
no longer increases or decreases. In this paper, IL_24 = 80% is set as the best index,
that is, the modal number of three layers is selected as EMD.

3.2 Input Variable Selection Based on Load-Temperature
Based Correlation and PCA

The relationship between r(t) and T(t) (r(t) − T(t)) is shown in Fig. 5. The rela-
tionship between r(t) and T(t) maximum points (r(t) − T(t)max) is shown in Fig. 6.
From Figs. 5 and 6, the following T(t) of P(t) changes periodically, and the change
of P(t) lags behind the change of T(t) about 3 h.
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3.3 Comparison of Forecasting Results

In order to illustrate the effectiveness of the proposed method, the following five
forecasting models are established in the following cases.

Comparison of the different feature extraction methods.

Case 1 (Ori_DBN): No feature extraction is performed on the original load data P
(t), and P(t) is directly predicted by DBN. The structure of the Case 1 is as shown in
Fig. 7a, and it is necessary to establish a DBN deep neural network.

Case 2 (Wav_DBN [13, 17] and EMD_DBN): The time-scale decomposition of
the original load data P(i) is performed, and the DBN-based STLF model is
established for the components of different time scales. In the first method, the
original load data P(t) is wavelet-decomposed to obtain five components D1, D2,
D3, D4 and A4, and then D1, D2, D3, D4 and A4 are respectively predicted by DBN,
and finally five forecasting are made. The result is reconstructed to obtain a pre-
dicted value. In the second method, EMD decomposition is performed on the
original load data P(t) to obtain four modal components IMF1, IMF2, IMF3, IMF4

and a r(t), and then IMF1, IMF2, IMF3, IMF4 and r(t) are respectively predicted by
DBN, and finally five forecasting are made. The result is reconstructed to obtain a
predicted value. The Case 2 structure is shown in Fig. 7b, c, and five DBN deep
neural networks need to be established, respectively.

Case 3 (EMD_EPS_DBN): Based on EPSEMD to obtain the best empirical
decomposition modal number NUMbest, IMF1 * IMFbest and r(t) are predicted by
a forecasting method with better results in Case 2, and the forecasting results are
obtained. The Case 3 structure is shown in Fig. 7d.

Case 4 (EMD_EPS_PCA_DBN): Add PCA analysis method based on Case 3
and select the valid input variable set of DBN. The Case 4 structure is shown in
Fig. 7e.

Next, this paper uses the actual load data and meteorological data from July to
August in a city in Henan Province in 2017 to test the validity of each Case (1–4).
The data of the first 864 h (36 days) is used as the input data of the forecasting
model, and the last 168 h (7 days) is used as the output data of the forecasting
model to complete the test of each case. The comparison of the forecasting results
of each case is shown in Fig. 8a–c.

The test results shown in Fig. 8a–c that the EMD_EPS_PCA_DBN model can
be closer to the actual value, and the forecasting effect is the best and the highest
precision. At the same time, comparing the MAPE indicators in Table 1 can lead to
the following results:

(1) Compared with the single DBN model and Wav_DBN model, the forecasting
accuracy of the combined model using EMD is improved.

Compared with the Ori_DBN and Wav_DBN models, the MAPE is respectively
increased by 9.62 and 5.68%, which shows the effectiveness of EMD is better than
wavelet decomposition in STLF.
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(2) Based on the traditional EMD, EPSEMD is used to optimize EMD, and
improves forecasting accuracy.

When the EPSEMD characteristic index IL_24 is 80%, the EMD_EPS_DBN model
is increased by 6.02% compared with the MAPE of the EMD_DBN model; When
the characteristic index IL_24 is 100%, the optimization effect of the
EMD_EPS_DBN model relative to the EMD_DBN model is not obvious, indi-
cating that the IL_24 is set to 80%, which is beneficial to the IMFs and r(t) ap-
proximating the characteristics of the power load in the short-term, that is, the
real-time load randomness, intraday load fluctuations, and load trend changes, and
weekly cycle load characteristics, which in turn contribute to improved forecasting
accuracy.

(3) PCA weakens the influence of input variable similarity on forecasting accuracy
to some extent.

The MAPE of the EMD_EPS_PCA_DBN model is 6.9% higher than the MAPE of
the EMD_EPS_DBN model.

4 Conclusion

In order to improve the accuracy of STLF, this paper proposes a STLF method
based on EPSEMD and DBN, and validates the proposed method. The contribu-
tions of this paper can be summarized as following:

EPSEMD is used to extract the characteristics of the load on the timescale of the
very-short-term. This design can help to improve the effectiveness of feature
extraction. The STLF model is established based on EPSEMD and deep neural
networks (DBN), so that the accuracy is improved.

Furthermore, the future work may be designing the DNN-based STLF method
with other deep-neural-network methods.

Table 1 Forecasting results
based on feature quantity
extraction methods
optimization

Forecasting model EPS index (%) MAPE (%)

Ori_DBN / 2.39

Wav_DBN / 2.29

EMD_DBN / 2.16

EMD_EPS_DBN 100 2.16

EMD_EPS_DBN 80 2.03

EMD_EPS_PCA_DBN 80 1.89
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Designing and Application of High
Voltage Overhead Transmission Line
Typhoon Disaster Prediction Method

Xiangxian Zhou, Te Li, Wendong Jiang, Binxiao Mei, Yang Zou
and Lin Li

Abstract Typhoon is among the worst nightmares for the high voltage power
transmission network operators in coastal areas. It’s long been a challenge to predict
the typhoon caused faults. This paper first analyzed mechanism of typhoon caused
high voltage overhead transmission lines faults. Then proposed a numerical weather
forecast based typhoon disaster prediction method. The relation between gust and
10-min average wind speed is analyzed and the criteria for determine jumper wire
swing and tower structure damage risk level are proposed. Lastly, the experience of
the application of proposed prediction method in Zhejiang province is introduced.
The proposed method has been proved to be effective in prediction of typhoon
disaster, though the numerical weather forecast model should be improved to
represent the terrain effect more accurately.
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1 Introduction

According to the experience from the operation of power grid in China, typhoon
disaster is one of the severest natural disasters that threatening the operation of
power grid [1]. Wu et al. analyzed how 98 transmission towers were collapsed
during typhoon “Saomoi” in Wenzhou in 2006 [2]. The Hainan power grid blackout
during typhoon “Damrey” in 2006 [3]. Over 550 thousands of customers lose
electric power supply during typhoon “Meranti” in 2016 in Fujian province [4]. The
State Grid Typhoon Monitoring&Warning Center was set up in late 2017, which
aims at prediction of typhoon disaster in 7 provinces and 1 city in east coast of
China. This paper presents the high voltage overhead transmission lines typhoon
disaster prediction method used in State Grid Typhoon Monitoring&Warning
Center.

Early warning of typhoon disaster is of great value for the operators of power
gird. Prediction of power grid typhoon disaster has long been a challenging problem
for both the researchers and practitioners. Tao et al. measured the windage yaw
characteristics of jumper insulators during typhoon, which conclude that the tilt
angle of jumper insulators during typhoon is not strongly correlated with the wind
speed but of sporadic nature [5]. Sun et al. analyzed the experience from operation
of power grid in face of typhoon “Rammasun” in Guangdong province, which
successfully used the typhoon route and the power grid geographic information
system (GIS) to predict the impact of typhoon [6]. Wu et al. analyzed how the string
wind and heavy rainfall can lead to large scale power grid outage and used the
natural disaster evaluation results as input parameter for the power system stability
analysis [7]. Wang et al. reviewed how the power grid companies in China handling
typhoon disasters, which conclude that the typhoon disaster warning technology
used in China is very primitive [8]. Fang et al. proposed a typhoon disaster warning
method that was based on the analysis of distance between the transmission lines
and the route of typhoon [9]. Xu et al. investigated how the jumper wire swing
caused by strong wind and conclude that the hilly terrain can significantly enhance
the chance of wind caused transmission line fault [10].

Although there are abundant of existing documents about the overhead trans-
mission line typhoon disaster, there is no well-established method that can be used
to predict the typhoon disaster of large scale high voltage power transmission
network. This work designed a numerical weather forecast based typhoon disaster
prediction method and presents the experience from the application of this method.

2 Mechanism of Damage from Typhoon

Three kinds of damage can be caused by typhoon. The first one and the most
common one is the strong wind can push the jumper wire close to the tower and
cause breakdown of the air gap between the jumper wire and the tower. The second
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one is that the wind load on the conductor and the tower can break conductor and
sometimes even damage the tower structure. The third one is that the wind can
bring conductive materials like aluminum films up to the transmission line struc-
ture, which can cause single phase or multiple phase fault.

The swing of jumper wire will cause temporary fault which usually can be
eliminate by single phase auto-reclose. Since the jumper wire structure is relatively
small, the gust that sustain only several seconds [11] can cause fault. One prominent
feature of typhoon is it is much more turbulent than other kinds of strong wind [12],
which makes the gust (3-s average wind, V3) much higher than 10-min average
wind speed (V600) and thus frequently cause transmission line jumper wire swing
faults. The level of gust that can lead to jumper wire swing faults is different from
tower to tower, and the accurate evaluation of the hazardous gust level is both
unrealistic and unnecessary for the prediction of typhoon impact of large scale
power transmission networks. In this work, the transmission line designing wind
speed is used as hazardous gust level to predict jumper wire swing.

The damage of tower structure usually can cause permanent faults and usually
takes weeks or even months to restore the power supply. The mechanism behind the
damage of transmission line tower structure is quite complicate. In this work, the
hazardous levels of ultra-high voltage (UHV) transmission line towers are analyzed
by the wind load stress analysis, while hazardous levels of other transmission line
towers are assumed to be equal to design wind speed (Vdesign). The fault caused by
drifting materials brought by strong wind is quite random and unpredictable, so it is
not include in the typhoon disaster prediction of this work.

3 Disaster Prediction Method

3.1 Determination of Vulnerable Tower Subset

The disaster prediction method proposed in this paper is shown in Fig. 1. The first
step is to compare the location of transmission towers and the typhoon route, and
then the vulnerable tower subset is determined. The numerical weather forecast
results of the gust of the towers are compared to the Vdesign to determine if there is
jumper wire swing risk. For the UHV transmission lines, the load stress analysis
results under the predicted wind speed are used to determine if there is tower
damage risk. The tower damage risk of other transmission lines are determined by
compare V600 and Vdesign. Finally, the predicted jumper wire swing risk and the
tower damage risk are output to the warning system.

To save the computation cost and thus improve the efficiency of the typhoon
disaster prediction method, the vulnerable tower subset should be determined first
and then detailed analysis can be apply to the towers in this subset. The vulnerable
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towers are defined as the towers locate inside the predicted level 7 (Beaufort scale)
wind circle which is available in typhoon route forecast published by National
Meteorological Center.

3.2 Numerical Weather Forecast

The Weather Research and Forecasting (WRF) model [13] is a widely used
numerical weather forecasting model, which compute the meteorological elements,
like wind, temperature, air pressure and precipitation, based on the assimilation of
global meteorological monitoring data. The predicted wind speed is the most
important input parameter for the typhoon disaster warning method in shown in
Fig. 1. The predicted wind speed used in this paper is based on a version of WRF
which covers the east part of China. The spatial resolution of this WRF model
output is 9 km � 9 km which is not accurate enough for typhoon disaster warning.
A downscaling algorithm is used to refine the weather forecast results to 1 km �
1 km spatial resolution. The downscaling algorithm incorporates the local terrain
characteristics and used the computational fluid dynamic (CFD) technique to refine
the weather forecast result. The weather forecast program running 2 times a day and
predict the future 72 h wind and precipitation. The typical predicted 72 h maximum
wind speed and predicted future 72 h accumulative precipitation is shown in Fig. 2.

Numerical 
Weather Forcast

Tower locationTyphoon route prediction

Vulnerable tower subset

Tower stress 
analysis

V3>Vde sign?

V600>Vde sign?

UHV lines ?

Jumper wire 
swing analysis

Y

N

N

Tower damage 
analysis

Y

Y

Disaster 
warning output

Fig. 1 Flow chart of overhead transmission lines typhoon disaster prediction method
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The predicted wind speed from the numerical weather forecast is close to V600

rather than the V3. To predict the jumper wire swing during typhoon, V3 need to be
derived from V600. The relation between V3 and V600 is derived from the monitored
data in Zhejiang province. There are 1920 sets of weather monitoring stations on
the high voltage transmission towers in Zhejiang province. Figure 3a shows the
histogram of the monitor maximum V600 and V3 from the weather monitoring
stations on the high voltage transmission towers in Zhejiang province during
typhoon Maria, Ampil, Jongdari, Capricorn and Rumbia in 2018, where the V3 is
averagely 3.6 m/s higher than V600. The histogram of the difference between V3

and predicted wind speed is shown in Fig. 3b. The relation between V3 and V600

from long time monitoring history in Zhejiang province was used to predict V3,
which is:

(a) 72h maximum wind speed (m/s)                     (b) 72h accumulative rainfall (mm) 

Fig. 2 The numerical weather forecast results

(a) Distribution of V600 and V3 (m/s)                     (b) Distribution of V3-Vprediction (m/s)

Ti
m

es

Ti
m

es

Fig. 3 The monitored V600 and V3 during typhoons in 2018 in Zhejiang province
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V3 ¼ NðVprediction þ 0:42; 5:8Þ ð1Þ

where N is the normal distribution, Vprediction is the predicted wind speed from
numerical weather forecast.

3.3 UHV Tower Stress Analysis

UHV transmission lines are of the strategic importance for the safety operation of
the power grid in eastern China. During developing the typhoon disaster prediction
method, a simplified 3-dimensional tower stress analysis program was developed to
evaluate the performance of the UHV transmission lines under deferent wind load.
Typical analysis results of a ±800 kV transmission line tower are shown in Fig. 4,
where the proportion of tower material stress to its design limit increase rapidly
when the wind speed increase from 24 to 44 m/s. The UHV tower wind load stress
analysis results are carried out under the wind speed from 20 to 60 m/s with step
2 m/s. Since the stress analysis takes long time to complete, the stress analysis

(a) Wind speed 24 m/s                    (b) wind speed 44 m/s 

Fig. 4 The stress analysis results of a ±800 kV transmission line tower (the redder the high of
material stress to its design limit)
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results are computed and stored in the database, and when the typhoon is
approaching, the analysis results will be extracted based on the predicted wind
speed of the tower. The damage of UHV towers then can be evaluated by analyzes
how many tower materials stress exceed its design limit.

As shown in Fig. 1, when the typhoon is approaching, the vulnerable tower
subset is selected first, and then the predicted wind speed is computed for the towers
in the vulnerable subset. The jumper wire swing risk is evaluated by comparing V3

and tower design wind speed Vdesign, the jumper wire swing risk level is determined
based on the probability of V3 exceed Vdesign which are listed in Table 1. The tower
structure damage risk of 110, 220 and 500 kV transmission lines are determined
based on the probability of V600 exceed Vdesign which are also listed in Table 1. The
tower structure damage risk of UHV transmission lines are determined by evalu-
ation of wind load stress analysis results.

4 Application of Prediction Method

From June 2018, the prediction method designed in this paper was applied in the
typhoon disaster warning in Zhejiang province. The strongest typhoon that influ-
enced Zhejiang province in 2018 is “Maria” that the center speed is as high as
42 m/s when it landed. According to the prediction method, no tower structure
damage waring was made and there are no tower structure damage happened during
typhoon “Maria” in Zhejiang province. There are 6 jumper wire swing faults
happened during “Maria” in Zhejiang province, which are listed in Table 2. The
prediction method gave 4 jumper wire swing fault tower level 4 to level 2 risk,
while the prediction method failed to give other 2 transmission line jumper wire
swing risk warning.

The first reason for the missing of warning for 2 transmission lines is that the
wind speed can significantly distorted by certain terrain while the numerical
weather forecast models used in this prediction method cannot represent this dis-
tortion with high level of resolution. The second reason is that the jumper wire
swing fault is with sporadic characteristics, which can happen when the wind speed
has not exceed the Vdesign of transmission lines.

Table 1 Criteria for typhoon disaster warning

Jumper wire swing risk Tower structure damage risk

Probability of V3 exceed Vdesign

(%)
Risk
level

Probability of V600 exceed
Vdesign (%)

Risk
level

5–10 Level 4 10–25 Level 4

10–15 Level 3 25–40 Level 3

15–20 Level 2 40–55 Level 2

20< Level 1 55< Level 1
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5 Conclusion

This paper designed a typhoon disaster prediction method for large scale high
voltage power transmission network, the conclusions are:

(1) The jumper wire swing is correlated with gust while tower structure damage is
usually related to 10-min average wind speed.

(2) The predicted wind speed from numerical weather forecast should be treated as
10-min average wind speed and the gust can be estimate from the relation
proposed in this paper.

(3) Although the prediction method proposed in this paper successfully predicted
jumper wire swing faults during typhoon “Maria”, the jumper wire swing are
with sporadic nature and the numerical weather forecast model need further
improvement.
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1200 kV High Power Testing
Laboratory Configuration and Design
Method of Equipment Layout
in Oscillating Circuit

Wenjie Zhou, Shen Hong and Yong Chen

Abstract A new high-power laboratory is constructed by SGCC, there are some new
equipment adopted in the laboratory. In the paper, we talk about the configuration of the
laboratory and illustrate the equipment layout method of such testing system. First, we
choosedifferent circuits tomeet the aimof the highpower testswith somecompromises.
Second, we calculate most test parameters of synthetic test circuit, the key calculating
procedure is transforming the variables of equations to dimensionless form. Itwillmake
the number of independent variables reduce from8 to 5. Third, overvoltage is simulated
between different devices by ATP-EMTP program, it is important to take parasitic
parameters of the circuit into account. At last, we get a reasonable insulation distance
between different devices by some non-standard equipment test and insulation coor-
dination method, it is the theoretical basis for equipment layout design.

Keywords Synthetic test � Design method � Overvoltage � High power test

1 Introduction

State Grid (Changzhou) electric equipment testing laboratory focus on high power
tests. It is consisted of a synthetic test lab, medium voltage direct test lab, high
voltage direct test lab, high power transformer test lab, an insulation test lab, a
mechanical test hall. We can apply synthetic test on circuit breaker up to 1200 kV,
and the current output of short circuit generator is 80 kA R.M.S. The insulation test
hall can satisfy the ultra-voltage insulation test for circuit breaker, transformer, post
insulators and other equipment.

The article focus on two topics, basic configuration of the laboratory, the design
method of equipment layout in oscillating circuit hall.
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2 Laboratory Configuration

We can get the basic configuration of the High Power Test Laboratory in Fig. 1.
There are divided into different part as follows [1]:

First, Medium voltage and High voltage power supply and power distributing
system, it is the power provider to different test areas, second, synthetic laboratory,
it will imply synthetic experiment from 72.5 to 1200 kV mainly, direct tests lower
than 252 kV, then medium voltage laboratory, the main aim is to imply direct tests
of circuit breaker blow 40.5 kV, sudden short circuit test for transformer under
45 kV, and there is a high power transformers laboratory (HPTR) in order to test
transformers up to 500 kV, finally, a short time current (STC) laboratory, it is used
for short time current (STC) tests.

The allocation of high-power test laboratory can be seen in Fig. 2. We can get
detailed laboratory configuration in the following.

Fig. 1 HPTL configuration (basic)

Fig. 2 Allocation of the lab areas
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2.1 Test Facilities

There are four types of test facilities in the laboratory. It is composed of two HPS
test chambers, four MV test chambers, a HPTR laboratory and a STC laboratory.

2.2 Power Supply and Distribution System

The whole system are consist of a 220 kV substation and two short circuit gen-
erators, and in accordance with the bus-bar and disconnects distributing power to
different areas.

There are two power supply buildings, a 220 kV Power Supply Substation and a
generator building, and the distributing system can be divided in two types. One is
medium voltage short-circuit transformers and a 45 kV Transformer Ratio
Changers Bays, another one is high voltage short-circuit test transformers and the
voltage is up to 252 kV, these transformer ratio changers will make the coils of the
transformer be in series or in parallel. The changer systems are installed near the
power supply buildings, then the bus-bar length will be much shorter. As a result,
the parasitic impedance of the bus-bar will be lower. We also adopted enclosed
bus-bar between the generators and short circuit transformer to increase the power
of the short circuit generators.

2.3 Complimentary and Ancillary Areas

The areas can be functionally divided into two parts. Control buildings and
warehouses.

There are two control buildings for power supply. One is for short circuit
generator, another one is for 220 kV substation. Each control room is as close as
possible to the power supply, they only execute power starting operation.

The generators can be controlled by MV control room, in the MV control room,
we can do the parallel operation of two generators, control of 220 kV substation.
There are warehouses and workshops nearby, it will support the testing activities in
all test rooms. Other space is dedicated to offices for technical staff etc.

HPS control building can all power supplies, short circuit generators and sub-
station, and it will control all tests. The control building located adjacent to syn-
thetic test hall and short time current laboratory. The warehouse of HV1 and HV2
are located near HPS laboratory, there is an Assembly and Disassembly Hall nearby
(short for ADH). Equipment to be tested in HV2 will be prepared there. ADH of
high power transformer laboratory is in the high voltage insulation laboratory.
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3 Process of Design Method

3.1 Select a Reasonable Method of the Tests

It is designed to imply tests up to 1200 kV by different synthetic test circuits. There
are numerous test duties like terminal fault, short line fault, out phase fault test, and
the range of test current is designed from 30 to 80 kA. A rational parameter of the
equipment will reduce the cost of equipment and area for the laboratory con-
struction, and it is critical for the layout of the oscillating circuit. First, we should
get the theoretical value of different test circuits for all the test designed in the
laboratory. Obviously, adopting the most equivalent test method will make the
construction of the laboratory expensive, and it is difficult to realize technically. So,
considering comprehensively above-mentioned factors, the calculation is based on
Table 1.

And the definition of test duty can be found in STL 101 [2] and IEC 62271-100.

3.2 4p Weil Circuit Calculation Method

The basic principle of synthetic circuit is Weil circuit [3], schematic of Weil circuit
[4] is in Fig. 3, U�

cs0 is the initial charging voltage of Ch, other definition of vari-
ables can be found in Fig. 3. We need to produce a standard TRV wave [5]. It is
named Ur* in Fig. 3.

As for i�c0 and Ctd, From the test circuit breaker, at the time of zero-crossing point
of current, all reactors in the circuit can be considered disconnecting, so only Ctd

and R1 are connected in the circuit. It can be considered that R1 and Ctd influence

Table 1 Circuits for different test duties

Rated voltage (kV) Duty Test circuit Number of breaking poles

� 550 Terminal fault W circuit Full pole

Short-line-fault W circuit Full pole

Out-Phase-fault COP [2] Full pole

800 T100 T60 Weil Full pole

T30 T10 Weil or CTFa Full pole

Short-line-fault W circuit Full pole

1200 Out-phase COPb Full pole

T100 CTF Full pole

T30 W circuit Half pole
aCTF: The first injection circuit is current, the TRV is implied from high voltage side, another side
is earthed
bCOP: the first injection circuit is voltage, the TRV is implied from different sides. OP test and TF
test can be considered, OP is preferred
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the first part of transient recovery voltage. Capacitance of Ctd is very small, it only
influence the very beginning of the wave, as a result, we can calculate the td by (1),
td: delay time, the detail definition of td can be found in IEC 62271-100. The
equations of the circuit shows in (2)–(6).

Ctd ¼ td
R1

ð1Þ

i�s ¼ �i�c1 � i�c2 � i�c0 ð2Þ

U�
cs ¼

1
Ch

Z
i�s dtþU�

cs0 ð3Þ

U�
r ¼ Lh

di�s
dt

þU�
cs ð4Þ

U�
r ¼ 1

C1

Z
i�c1dtþR1i

�
c1 ð5Þ

U�
r ¼ 1

C2

Z
i�c2dtþR2i

�
c2 þ L2

di�c2
dt

ð6Þ

There are 8 independent variables according to upper equations. The variables
include Ch, Lh, R1, C1, R2, C2, L2, U�

cs, but there are only 6 independent equations,
so the roots of the equations are not unique, and it is an atypical circuit synthesis
problem.

The circuit equations variables can be transformed to dimensionless form [1, 6–9]
by (7)–(17), u1 is defined in IEC 62271-100.

Fig. 3 Principle of four parameter oscillating circuit (Weil circuit)
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A1 ¼ Ch

Ch þC1
ð7Þ

r1 ¼ R1

2Zs
ð8Þ

r2 ¼ R2

2Z2
ð9Þ

A ¼ Ch

Ch þC1 þC2
ð10Þ

K1 ¼ L2
Lh

ð11Þ

Z2 ¼
ffiffiffiffiffiffi
L2
C2

r
ð12Þ

Zs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Lh
A1� C1

r
ð13Þ

K2 ¼ C2

C1
ð14Þ

b ¼ 1
A
¼ U�

cs0

u1
ð15Þ

x ¼ 1
Lh � a1 � C1

ð16Þ

h ¼ x� t ð17Þ

Then (2)–(6) can be transformed to dimensionless forms as (18)–(22). There is six
independent variables: b, r1, r2, K1, K2 and a1. The new current is, ic1, ic2 are
transformed by i�s , i

�
c1, i

�
c2 divided by rated short circuit current.

is ¼ �ic1 � ic2 � ic0 ð18Þ

Ucs ¼ ð1� A1Þ
Z

isdhþ b ð19Þ

Ur ¼ dis
dt

þUcs ð20Þ

Ur ¼ A1
Z

ic1dhþ 2r1� ic1 ð21Þ
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Ur ¼ A1
K2

Z
ic2dhþ 2r2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1� R1

K2

r
ic2 þK1

dic2
dh

ð22Þ

According to the equivalence requirement of synthetic test, the value of R1 need to
be the same as power system wave impedance [1, 9, 10], it depends on the rated
voltage and short circuit current of the power system. So R1 can be regarded as a
known number.

Now the number of dimensionless independent variables is only five. It will
reduce the calculating workload.

First, we calculate dimensionless parameter repeatedly, and we get the rela-
tionship between dimensionless parameters and dimensionless voltage wave. Then
we get a series of curves between TRV and dimensionless parameters, at last, we
get some empirical formula for calculation for Weil circuit which can fulfil the IEC
standard [4]. On the basis of Weil circuit formula, we have also get empirical
formula for other test circuit.

The CTF circuit is designed for the highest voltage 1200 kV test [11–13], and it
is the most equivalent circuit for 1200 kV test in the world [14]. The principle can
be seen in Fig. 4. It is combined of two oscillating circuits. The gap of the second
oscillating circuit should be trigged exactly on the highest voltage of the first
oscillating loop within 10 ls [15]. As a result, the dispersion time of the gap should
be less than 10 ls. The voltage range of the gap is from 100 to 1200 kV, when it is
under the highest working voltage, it is impossible to fulfill the requirement trigging
by electric spark. Therefore, we adopted a plasma trigged sphere gap, the plasma
will spray from two sides of the gap and the sphere diameter is 1.2 m. The gap is
still under test to adjust its performance.

Fig. 4 CTF circuit, blue line: first oscillating loop; red line: the second oscillating loop
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3.3 Simulation and Test Verification of Key Non-standard
Equipment

We calculated the fault currents and overvoltage between different equipment under
critical test duties. The critical condition is the maximum power test duty, 800 kV
80 kA SLF test, and the maximum voltage test duty 1200 kV 80 kA T100. And it
is critical calculating for the equipment layout of oscillating circuit.

It is very important to take parasitic parameters into account, because the par-
asitic impedance and capacitance of the bus-bar and reactors [16], once the test
breaker is reignited, the very high oscillating voltage wave will reflect and refract in
the whole circuit [17]. It may damage the reactors and cause breakdown of the earth
bus-bar. Therefore, the earth bus-bar of the first oscillating circuit should be
insulated. Some calculation result for 800 kV SLF test can be seen in Table 2. Of
course, the calculation is not very accurate, but it can be a reference for the insu-
lation design. According to the result, bus-bar of the first oscillating circuit should
be insulated up to 145 kV.

In order to apply the 1200 kV test, we select the most equivalent test circuit, the
principle can be seen in Fig. 4. It is combining current injection circuit and voltage
injection circuit. It is consisted of two oscillating circuit, the second voltage loop is
superimposed on first voltage loop at a proper time. As a result, withstand voltage
level of the equipment of second voltage loop is very high. As for Ch2, the
withstand voltage of the base of capacitor stack is 1050 kV SI, when we choose a
normal post insulator under test, it cannot withstand the 1050 kV SI, because it is
fixed on the ground, but in a substation, the insulators are fixed on a high steel
bracket. You can see the test of the base in Fig. 5. The main withstand voltage of
the capacitor stack is lower than the rated voltage of the post insulator [18]. We had
done insulation test of key non-standard equipment like grading ring as shown in
Fig. 6. It shows a ring of the capacitor stack, the U50 of such structure is 1938 kV
SI, the distance is 7 m and the dispersion value is 3.18% [19].

The parameter of the insulators in the base can withstand over than 1050 kV SI,
but the real U50 of such base is only 1007 kV.

Table 2 Overvoltage between different devices in 800 kV SLF test (Part Data)

Device Ch1 bottom Ch1 top Lh1 head Lh1 tail Lpf1 head Lpf1 tail

Ch1 bottom (kV) 377 820 1899 1166(re) 1964 1160(re)

Ch1 top (kV) 1104 1133 1336 1256 1388(re)

Lh1 head (kV) 1684 1773 683(re) 1507(re)

Lh1 tail (kV) 898 1964 1404

Lpf1 head (kV) 1869 1849

Lpf1 tail (kV) 1186(re)

788 W. Zhou et al.



3.4 Fix the Actual Technical Parameter of Equipment

After we get most parameters of different test duties, we should get the accurate number
and scale of the equipment in oscillating hall in order to make a reasonable layout.

Taking main capacitors as an example, first, we fix the highest charging voltage of
the stack is 1200 kV because the highest charging voltage of main capacitor is
820 kV in 800 kV SLF test and the charging voltage of each capacitor should be less
than 70% rated voltage for safety. Each capacitor is 100 kV and 3 lF according to
the manufactory for convenience, as a result, the value of capacitor each stage should
be set as 3, 6, 12 lF etc., and each stage of the capacitor stack is 100 kV. The next
step is that we should fix the maximum value of capacitor of each stage. The basic
principle is that the value can make as many capacitance combinations as possible
that are close to the theoretical values for all test duties. That means sum of variances
between actual value and theoretical capacitor value should be the lowest.

As a result, we add a new capacitor 1.5 lF in each stage in order to reduce
errors.

Fig. 5 Insulation test of base
of Ch2 stack

Fig. 6 Insulation test for
non-standard equipment,
grading ring of a capacitor
stack, Copper nets were laid
on the ground
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3.5 Main Optimized Equipment of Synthetic Circuit

Main Capacitor Stacks. As mentioned in Sect. 3.4, the highest charging voltage of
the two capacitor stacks is 1200 kV, and the maximum capacitance is 45 lF of each
stage. The post insulator should be higher than normal as seen in Fig. 5.

Frequency Modulation Capacitor Stacks. There are 14 stages of the capacitor
stacks, each stage is 130 kV DC. the minimum capacitance is adjusted to 0.025 lF
and the maximum is 12 lF.

HV Reactor Banks. There are two types of reactors, one type is to adjust the
current and modulate the transient recovery voltage, others are modulating power
frequency recovery voltage, according to the calculated overvoltage as shown in
Table 2, parameter of most reactors should withstand 1950 kV switch impulse
voltage and the maximum parameter of power recovery reactor is 5000 mH for T10
test.

3.6 The Design Method of Equipment Layout

By the results of simulation calculation, we obtain most parameters of the test
duties, based on such data, we can made the optimized parameter of different device
like item 3.4, we can get the detailed technical parameters of the equipments, then
the manufacturer can determine the specific number and size of the equipments. The
simulation results of overvoltage between different devices like shown in Table 2,
then the safe distance between different equipments can be roughly determined by
insulation coordination. But some non-standard equipment should be fixed by
insulation test like shown in Fig. 5. Taking frequency modulate capacitor as an
example, the withstand voltage of the capacitor ring is 1938 kV − 3 �
3.18% = 1753 kV according to the test result [20], so the distance between mod-
ulate capacitor stack and other equipment including earth should be over than 7 m.
and we put the capacitor stack 10 m away from other equipment.

4 Conclusion

We will imply the highest voltage test by the most equivalent synthetic test circuit
soon in the new built laboratory, in order to make the layout of the synthetic circuit
reasonable, we did a lot of calculation for most test duties by transforming the
circuit equation dimensionless form, then we can get the test parameters, based on
the result, we did the simulation of key test duties in order to get the critical
operation of all the equipment, especially the overvoltage between different
equipment. At last, according to the result of some insulation test for non-standard
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equipment, combining with insulation coordination method and experience of the
manufacturers, the reasonable layout of the equipment is obtained.
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Current Unbalance Cluster Analysis
Based on Self-organizing Competitive
Neural Network

Peng Wu, Ruiqi Liang, Haocheng Zhou,
Kai Wang, Youchun Liu and Hongming Zhu

Abstract In power system, current unbalance is a kind of common fault that
seriously affects the safety and efficiency of power system. There are many reasons
that may cause three-phase unbalance, and now rely on manpower to judge
according to specific conditions. This paper proposes a new algorithm for clustering
analysis of unbalanced three-phase current data. We define a serials of feature
parameters, and then use self-organizing competitive neural network for clustering
analysis to subdivide current unbalance into five categories. In the experiment, a
large amount of historical current data is analyzed by the proposed algorithm. We
get five categories with obvious features and differences. The clustering results are
reasonable and interpretable. The algorithm makes full use of the large amount of
unmarked historical data produced by power system, and is helpful for the early
warning of current unbalance and pre-judgment of causes.

Keywords Current unbalance � Self-organizing competitive neural network �
Clustering algorithm � Feature extraction

1 Introduction

Any deviation in current waveform from perfect sinusoidal, in terms of magnitude
or phase shift is termed as unbalance. On distribution level, the load imperfections
cause current unbalance which travel to transformer and cause unbalance in the
three-phase voltage [1].
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Current unbalance may be caused by the following reasons [2, 3]:

• Large and/or unequal distribution of single-phase load—This can occur when
low voltage single-phase services are connected to the phase closest to the
neutral. The same problem can occur at medium voltage levels when
single-phase distribution transformers are connected to the conductors that are
easiest to reach.

• Phase to phase loads—This occurs with some equipment that simply requires
single phase, but at line-to-line voltage.

• Unbalanced three phase loads—Some three phase loads are comprised of both
single and three-phase equipment. It is important that these loads are balanced to
meet the power company’s requirements.

At present, the specific causes for current unbalance are mainly determined by
on-site analysis manually. In fact, different types of current unbalances will appear
differently in historical power grid data. Therefore, we can use historical data of
power grid to pre-judge the causes or types of current unbalance.

How to scientifically utilize the huge amount of data generated by power system
[4] has attracted attention of scholars. A new algorithm for fault tracing in power
grid based on big data platform has been put forward in [5]. Paper [6] clusters
electricity consumption behavior patterns based on the big data of power system.
Density-based spatial clustering of applications with noise (DBSCAN) has been
used to analyze abnormal electricity consumption [7].

Current unbalance is a kind of common fault with a large number of data
samples. Most of these samples did not have any label of the cause. A small number
of samples were manually processed and labeled with their causes. But many of the
labels are very vague, and there is no uniform standard. So we can only classify
current unbalance data with a clustering algorithm that does not require data labels.

This paper proposes a series of new feature parameters as input to the
self-organizing competitive neural network. Section 2 describes in detail the defi-
nition and significance of these feature parameters. Section 3 presents the
self-organizing competitive neural network used in this paper. Section 4 shows the
experiment using power grid data of Jiangsu province and the analysis of its results.
At last, we give out the conclusion and propose future work ideas.

2 Feature Parameters

Current unbalance is usually calculated by two methods:

(1) Current unbalance rate is equal to the ratio of the difference between the
maximum current and the minimum current to the maximum current.

(2) The current unbalance rate is equal to the ratio of the difference between the
maximum current and the minimum current to the average value of three-phase
currents.
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In this article, we adopt the first method. So current unbalance rate Iun is defined as:

Iun ¼ Imax � Imin

Imax
� 100% ð1Þ

where Imax ¼ maxfIA; IB; ICg, Imin ¼ minfIA; IB; ICg.
According to Eq. (1), the value of Iun may be large in the following four cases:

(1) Imax is too small;
(2) The value of Imin is too small or even close to zero. When Imin is close to 0, Iun

will be close to 1;
(3) Imax � Imin is very large;
(4) The above three cases are mixed.

So four parameters are used to represent the number of time points of different cases:

(1) N0 is the number of time points when Iun is smaller than Umax, which is the
maximum value of normal Iun.

(2) N1 is the number of time points when Imax is smaller than Bmax, which is the
lower bound of Imax.

(3) N2 is the number of time points when Imin is smaller than Bmin, which is the
lower bound of Imin.

(4) N3 is the number of time points when Imax � Imin is bigger than Cmax, which is
the upper bound of Imax � Imin.

Let N be the total number of sample points in a whole day. Time points whose
three-phase currents satisfy the fourth case will be will be counted repeatedly into
N1, N2, N3. Sum of N0, N1, N2, N3 may be more than N.

We also need some parameters to indicate the correlation between the three
phase currents. RAB, RAC, RBC are the Euclidean distances between each pair of the
normalized three-phase currents ~iA, ~iB, ~iC:

RAB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN�1

0

ð~iA �~iBÞ2
vuut

RAC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN�1

0

ð~iA �~iCÞ2
vuut

RBC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN�1

0

ð~iB �~iCÞ2
vuut

ð2Þ
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Define X as the input vector of self-organizing competitive neural network. X is a
seven-dimension vector:

X ¼ ðN0;N1;N2;N3;RAB;RAC;RBCÞ ð3Þ

3 Self-organizing Competitive Neural Network

Self-organizing neural networks can analyze and compare objective events through
repeated observations [8]. It searches for its inherent laws and correctly classifies
things with common features. This kind of network is similar to the learning mode
of biological neural network in human brain. It can automatically change the net-
work parameters and structure by automatically searching for the inherent regula-
tions and essential attributes of samples [9]. This is also the origin of the
self-organizing name. Self-organizing neural networks mostly adopt competitive
learning rules.

The basic idea of a competitive neural network is that each neuron in the
network competition layer gains a chance to respond to the input pattern through
competition [10, 11]. Finally, only one neuron becomes the winner of the com-
petition. The connection weights associated with the winning neurons move toward
to the direction which is beneficial to its competition. Self-organizing Competition
neural network detects some regularity of clustering objects, so that the resulting
cluster can be regarded as a mapping of the underlying features to the high-level
characteristics. Partitioning clustering algorithms, such as K-means, cannot be used
for non-convex sets of data and are susceptible to noise data. Hierarchical clustering
algorithm is difficult to determine the number of clustering results. We hope that the
results of clustering have realistic physical significance, and the self-organizing
competitive neural networks meet the requirements in various clustering algorithms
(Fig. 1).

Competitive networks can be divided into a input layer and a competition layer.
Assume that the input layer consists of D neurons and the competition layer has
M neurons. The weight of the network connection is: xijði ¼ 1; 2; . . .;D;
j ¼ 1; 2; . . .;MÞ.

In the competition layer. The neurons compete with each other and eventually
only one neuron wins to fit the current input sample. The neurons that win the
competition represent the classification pattern of the current input sample. The
state of the competitive layer neuron j is calculated as follows [12]:

Sj ¼
XD
i¼1

xijxi ð4Þ

where xi is the i-th element of input vector X. According to the competition
mechanism, the neuron with the largest weight in the competition layer wins the
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competition. After competition, the weights are modified as follows for all input
layer neurons i [12]:

Dxij ¼ gðxi
m
� xijÞ ð5Þ

where g is learning rate, 0\g � 1, and m ¼ PD
i¼1 xi. Equation (5) guarantees that

the weight adjustment can satisfy the sum of all weight adjustments to be 0.

4 Experiment

All training data and test data in the experiment were from the power grid of some
cities in Jiangsu Province in 2018. Power grid data is sampled every 15 min. So
there are 96 sample points each day, N ¼ 96. All the data in the data set are current
imbalance data that has been screened out by the State Grid of Jiangsu Province.
There is no data for normal conditions of the grid or other types of faults. We used
1000 pieces of data to train the network and tested it with 200 pieces of data, each
piece of data was collected by a distribution transformer during a day.

The data at each time point contains the current values iA; iB; iC of three phases
A, B, and C, and current unbalance Iun calculated according to Eq. (1). For each
day, we calculated point numbers of different condition N0;N1;N2;N3 and
Euclidean distances between each pair of the normalized three-phase currents
RAB;RAC;RBC to get input vector X.

Fig. 1 Structure of
self-organizing competitive
neural network
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In order to make the neural network reach the steady state better, too large values
or sharply changing values will cause instability of the entire network training [13,
14]. So we have further processed the input vector X. The final input vector is:

X 0 ¼ ðN0=N;N1=N;N2=N;N3=N;RAB=10;RAC=10;RBC=10Þ ð6Þ

Range of each element of X 0 is ½0; 1�. The parameters when training the network
are set to: D ¼ 7 (7 input neurons), M ¼ 5 (5 competitive layer neurons, datas were
divided into 5 categories), g ¼ 0:05, Umax ¼ 0:5, Bmax ¼ 50, Bmin ¼ 20,
Cmax ¼ 100. The selection of above threshold values is based on actual experience
and statistical distribution of data. Figure 2 shows the probability distribution of
current unbalance rates of training data, and it can be seen from Fig. 2 that
Umax ¼ 0:5 can divide the current unbalance rates into two parts of roughly equal
numbers (Fig. 3 and Table 1).

Each category has the following features:

Type 1: Current unbalance rates are not high at most of the time points, current
unbalance is mainly because the maximum and minimum currents differ
greatly.

Type 2: Current unbalance rate is low and Euclidean distances of the three phase
currents are also small.

Type 3: Current unbalance is very serious, and Euclidean distances of the three
phase currents are large. All of the three abnormal situation defined in
Sect. 2 exist in a mixture.

Type 4: Current unbalance is mainly caused by the low minimum current, which
even close to 0.

Type 5: Current unbalance is mainly because the maximum and minimum currents
differ greatly like type 1, but much more serious.

Fig. 2 The probability
distribution of current
unbalance rates of training
data
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Type 1

Type 2

Type 3

Fig. 3 Current unbalance and currents examples of each type
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5 Conclusion and Future Work

This paper proposes new feature parameters for cluster analysis of current unbal-
ance using a self-organizing competitive neural network. The results obtained can
help determine the seriousness and underlying causes of current unbalance. It can
be used as fault monitoring and warning for power grid systems. In this paper, the
classification of current unbalance is not elaborate enough, and only the values of
three-phase currents have been taken into consideration. In future work, we will
consider more types of data for more detailed classification.

Type 4

Type 5

Fig. 3 (continued)

Table 1 Proportion of each type

Type 1 Type 2 Type 3 Type 4 Type 5

Proportion 27.0% 23.0% 17.5% 18.0% 14.0%
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The Fault Diagnosis of Infrared Bushing
Images Based on Infrared
Thermography

Chao Wei, Yang Liu, Yifan Bie, Shengquan Wang, Yiming Wu,
Tonglei Wang and Kangyong Yin

Abstract The aim of this paper is to diagnose the bushing faults by making use of
the infrared images. Before diagnosing the bushing faults, the preprocessing and
segmentation should be processed. The preprocessing, which includes adaptive
median filtering, K-means, opening operation, is applied to filter the noise and
remove the background. To segment the bushing from the image, simple linear
iterative clustering (SLIC) is applied which allows the bushing segmented
according to the shape of it and makes it works better. After analyzing the thermal
characteristics of the fault image of bushings from the DL/T-664-2016 Application
rules of infrared diagnosis for live electrical equipment, it can be concluded that
diagnose the fault area’s relative position can be a great way to diagnose the
bushing, so it’s regarded as a principle to classify the faults. In this paper, we
selected some typical infrared bushing images with faults. After the processing, the
results have been verified that the method is able to segment the bushing and
diagnose the fault preliminarily.

Keywords Adaptive median filtering � K-means � Opening operation � SLIC �
Fault diagnosis

1 Introduction

In recent years, based on data from various studies and power facilities, transformer
faults caused by bushings have accounted for 5–50% of the total number of
transformer faults. Bushings, leading the cable out from the transformer and make it
connected to the grid, serve as an important component of the transformer [1]. It’s
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critical to ensure the bushing maintains good insulation properties so that the
current can be well conducted and the power system can run safely [2]. The relevant
statistics also show that more than half of the electrical equipment failures in the
power system are caused by the thermal faults which contain connection failure,
current leakage and magnetic leakage. The thermal failures can be well observed by
the infrared image [3].

Under the existing working mode, the infrared image fault recognition is mainly
based on manual recognition, which has high requirements on the professional
quality of personnel. The computer-assisted analysis methods can automatically
extract, identify and analyze the collected infrared images, which can reduce the
labor intensity and the dependence on technicians [4]. It is more conducive to the
processing of infrared image data and the statistical analysis.

In recent years, some computer-assisted analysis methods for automatically
diagnosing by infrared images have been proposed. There are infrared thermog-
raphy based methods using OTSU [5], K-means [6, 7], simple linear iterative
clustering (SLIC) [8] and etc., all of which need to segment the target through
finding the appropriate threshold, but they ignore the shape of the target itself,
which may lead to failure in the image which has more complex background. So
there is threshold combined with edge detection method to solve the problem, but
it’s too dependent on the choice of edge detection operator [9]. All of the former
methods just proposed how to extract the targets, while there are artificial intelli-
gence methods to not only segment but also diagnose the bushings. They extract
different feature vectors from the preprocessed image and then use artificial intel-
ligence such as supporting vector machine (SVM) [10, 11], back propagation
(BP) Neural Networks [12, 13], Multi-Layer Perceptron (MLP) Neural Networks
[14] to classify the fault. But the artificial intelligence methods require adequate
fault images which is hard to satisfy [15, 16].

In this paper, a new method is proposed to remove the background interference
based on K-means and opening operation then segment the target bushing through
SLIC. With target bushing segmented, the fault area can be located so that the fault
can be diagnosed through the relative position of the bushing. This method can
segment the bushing with the shape of bushing taken into consideration, and
classify the fault preliminarily.

2 Infrared Thermography-Based Target Extraction

The infrared image diagnosis of the transformer bushings can be influenced by the
background temperature and the heating of various electrical components in the
power system. Therefore, filtering the noise and removing the background inter-
ference should be applied as the preprocessing. And then, we need to segment the
bushing are from the picture, which requires us segment it taking the thermal shape
of bushings into consideration, so we decided to segment the image with SLIC.
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Due to the standard and the quality of every bushing picture is different, so there
might be a few bushings in one image. If they are not segmented one by one, it will
be of great difficulty to diagnose them properly. Then we need to figure out how
many bushings there are and separating bushings one by one.

In order to identify and diagnose the faults better, the infrared image should be
preprocessing first, then get the bushing segmented, and the program flow is shown
as Fig. 1.

2.1 Infrared Image Preprocessing

Adaptive median filtering. The traditional filtering method requires the input of
the expected signal to the system which makes the filtering system perform better.
But when there are different pictures processing, the expected signal value is often
different and also unknown. Therefore, a new filtering method is needed, which can
automatically calculate the value of the required input signal to filter the picture, so
that different pictures can be optimized for noise reduction processing. Based on
this situation, adaptive median filtering is introduced to filter the system.

K-means algorithm. Then the K-means algorithm is used to separate the fore-
ground and the background of the image. The principle is the difference between
the grayscale of them, while the background grayscale is much lower than the
bushing area.

The K-means algorithm is an unsupervised learning algorithm that does not rely
on predefined classes and class labels. After arbitrarily selecting K data objects,

Bushing
segmentation

Preprocessing

Infrared bushing image

Use K-means algorithm to 
remove the background

Grayscale-temperature 
conversion

Conclusion

Fault diagnosis

Separate bushings  

Super pixel segmentation

Fault 
diagnosis

Fig. 1 The program flow of
the infrared bushing image
diagnosis
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which are selected as the initial cluster center, and then assign other points to the
cluster closest to itself by calculating the Euclidean distance and the grayscale of
other points to the cluster center. Then continuously calculate the cluster center of
the new class, and select the remaining objects again for classification, and repeat
this process until the standard measure function begins to converge. The standard
measure function generally uses the error squared function. Since the infrared
image is generally a single band, the data dimension of the K-means algorithm is 1,
then the time complexity of the algorithm is O(nk). The steps of the K-means
algorithm are as follows:

(a) Take some K attribute value vectors as the center of the initial cluster, and set
K values to be Y1(n), Y2(n), …, the number of loop processing is set to n, and
the initial value is set as 1.

(b) All attribute value vectors X are classified by the following equation such that
the vectors in the vector set {X} belong to the center of the cluster, Y1(n), Y2(n),
…, the corresponding subset S1(n), S2(n), …, Sl(n), Sk(n).

dl ¼ minfdjg ! X 2 SlðnÞ;N, f1; 2;Kg ð1Þ

(c) Here is the distance between dj and Yj(n), which is defined by:

dj, X � YjðnÞk k ð2Þ

(d) Calculate the new cluster center Yl(n + 1) of each subset by:

Yðnþ 1Þ ¼
X

X2SlðnÞ
X=Nl ð3Þ

(e) For all clusters, the processing ends when the following formula is established,
otherwise it returns to step (b) to continue processing.

Ylðnþ 1Þ ¼ YlðnÞ; l 2 NK ð4Þ

To meet the needs, the cluster center is classified as three categories, and then the
category with the lowest average grayscale is eliminated, which means the back-
ground is removed, and the effect of the algorithm is shown as Fig. 2.

Morphological calculation. Then the infrared image is preprocessed according to
the morphological opening operation, which can not only remove the noise in the
infrared image, but also enhance the contrast between the bushing and the back-
ground in the infrared image.

The basis of mathematical morphology is the corrosion and expansion operator,
which consist of the morphological transformation. The opening operation of the
structural element b on the image f is denoted as f � b, which is defined as follows:
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f � b ¼ ðHbÞ � b ð5Þ

where, the H represents the corrosion operation and the � represents the expansion
operation. The equation is equivalent to f being corroded by b. The result of the
subsequent etching will be expanded by b. In general, the opening operation is used
to remove small objects and to separate the small objects while keeping grayscale
levels and the scale of areas unchanged. The purpose of the opening operation in
the infrared image is to separate the tiny parts such as wires in the background of
the image. As Fig. 3 shows, most of the wires has been removed and the bushings
are kept.

(a) the infrared bushing image (b) the bushing image after using K-
means

Fig. 2 The process of removing the background by K-means

Fig. 3 The noise of bushing
infrared image is removed
after the opening operation
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2.2 SLIC Super Pixel Segmentation Algorithm

According to the thermal characteristics of the infrared image, it can be seen that the
normal segmentation method which segment targets by the threshold cannot take
the shape of bushings into consideration, which have an impact on the target
segmentation. Using the SLIC (Super Pixel HSV Spatial Transformation) algorithm
to segment the bushing area reduces the interference of other device in the back-
ground and extracts the target with the contour of the image itself.

The main idea of the SLIC algorithm is to firstly convert the image from the
RGB color space to the CIE-lab color space [l, a, b, x, y]T which is made up with
the (l, a, b) color value and the (x, y) coordinate of each pixel. Secondly, for an
image with N pixels, splitting it into K super-pixel sets, and initializing the cluster
center Ck = [lk, ak, bk, xk, yk]

T. the distance between each cluster center is defined as
s = (N/K). By calculating the degree of similarity between each pixel and the
closest cluster center, and the new cluster center will be updated to the position of
the 5-dimensional vector average of the pixel points in the same category. And then
the process will be iterated until the centers is no longer changed, finally the pixel
will be assigned a reasonable label. The measure of similarity is shown as follows:

dlab ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlk � liÞ2 þðak � aiÞ2 þðbk � biÞ2

q
ð6Þ

dxy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxk � xiÞ2 þðyk � yiÞ2

q
ð7Þ

Dði; kÞ ¼ dlab þ m
s
dxy ð8Þ

where the dlab is the color distance, dxy is the spatial distance, s is the distance of the
cluster center, D(i, k) is the similarity between the i-th pixel and the k-th cluster
center.

(a) The infrared image divided into k
sets

(b) The segmented infrared image 

Fig. 4 The process of segmenting the bushing by SLIC
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We can learn from Fig. 4 that the SLIC algorithm can split the image into tiny
parts according to the shape of the bushing and also the color. And then we can
segment the bushing through.

2.3 Fault Diagnosis

The key of fault diagnosis is to reasonably separate the bushings and accurately
extract the image areas of the them. A tool is provided in the image processing
toolbox for labeling connected-domain area on a binary image. The command
returns a calibration matrix of the same size as the input image, and different objects
in the input image will be divided into different integer values. The connected area
with a larger area in the figure can be extracted and regarded as the bushings.

The different colors of the image in the infrared image correspond to different
temperatures, and the grayscales of the different colors are proportional to the
temperature. This correspondence is represented in the color chart of the infrared
image. In order to identify the fault points characterized in the infrared image of the
bushing, we need to convert the image into a temperature matrix by using the
corresponding relationship between color and temperature on the color chart, we
must first compare the gray temperature change matrix on the color card. Find and
then identify and diagnose the fault.

According to the DL/T-664-2016 Application rules of infrared diagnosis for live
electrical equipment, the system accesses the working state of the bushing by two
conditions:

(a) whether there is an area exceeding 55 °C;
(b) whether the average temperature difference between the phases differs by more

than 10 °C;

If there is any condition satisfied, it is determined that the bushing is working
abnormally. If the average temperature and the maximum temperature are far greater
than the standard value, it is determined that the casing is a dielectric loss fault; if the
above situation does not occur Straight line detection of the image, if there is a
significant temperature boundary line in the image and the average temperature under
the boundary line is higher than the average temperature on the boundary line, it is
determined that the casing is the transformer casing oil level; if there is no obvious
boundary line, The ordinate of the highest temperature point in the image is extracted,
and it is determined which part of the casing the point is located, and the part is faulty.

3 Result Analysis

In order to verify the effectiveness of the algorithm for infrared target detection, this
paper selects an infrared bushing image as the target for verification. The result is
shown in Fig. 5. This method can remove most of the noise to segment the bushing
and diagnosis the fault of it.
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According to the calculation result of the algorithm, the central coordinate of the
fault area is located at 88.73% of the bushing, and the fault type is diagnosed as a
joint fault, which is consistent with the type of its label. Based on the Intel
i7-7700HQ, 16 G byte storage, Nvidia 1060 6G graphic card, and the MATLAB
programming platform, each image can be dealt within 2–3 s. The algorithm would
work faster when it’s applied to other programming platform.

4 Conclusions

In this paper, the method has been verified to remove the background of the image,
extract the bushing and diagnose it. The datasets come from the 2016–2018 infrared
image detection database of Jiangsu Electric Power Research Institute. After the
verification, preliminary conclusions can be drawn as follows:

(a) The infrared bushing image (b) The segmented bushing image

(c) the separated bushings

Fig. 5 The process of separating bushings apart
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(1) The algorithm is able to diagnose faults based on the infrared image of the
bushing, and has good effects on diagnosing some specific infrared bushing
images;

(2) It’s of great difficulty to ensure the quality of infrared images detected in actual
work. In most cases, the background is noisy and the bushing image is anni-
hilated in noise which makes it hard to extract the bushings. So the further work
will be carried out to improve the accuracy of bushing extraction and improve
the accuracy of fault diagnosis.
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Optimization of Post-disaster Rush
Repair Strategy for Distribution
Network Considering Network
Reconfiguration

Chen Yu, Shangxuan Li, Han Wu, Kang Chang and Bingqian Liu

Abstract Natural disasters (such as snowstorms, typhoons, etc.) can result in a
large number of physical failures in distribution network. Optimizing the rush repair
strategy of physical failures in post-disaster restoration can reduce economic loss
and accelerate the restoration process. In current research, the optimization of repair
path and strategy for a single repair team is studied, while the complexity of rush
repair and the travel cost are not fully considered, and the effect of tie lines in
restoration cannot be ignored. Therefore, an optimization of rush repair strategy
method is established in this paper considering the combined action of repair teams,
tie lines and the dynamic change of the repair strategy caused by network recon-
figuration. With the objective of minimizing the total loss during the restoration, the
status of repair teams, failures and tie lines are employed as decision variables.
Next, the rush repair model is solved through a two-layer solution strategy.
Simulated Annealing Algorithm and Genetic Algorithm are adopted respectively to
solve the two layers. So that, the best rush repair strategy can be obtained. Finally,
the efficiency of the proposed approach is demonstrated by testing on PG&E 69
node system.
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1 Introduction

Due to the low design standards of distribution network, a large number of physical
failures of distribution network will occur during natural disasters (such as snow-
storms, typhoons, etc.) [1]. In the extreme snow and ice disaster in 2008, the power
grids of 16 provinces (autonomous regions and municipalities directly under the
Central Government) suffered severe damages such as tower collapse, substation
trips, large-scale power outages, etc., which result in nearly one billion CNY
economic loss directly and indirectly [2]. After the disaster happened, repair teams
need to arrange the repair strategy according to the physical failures. Efficient repair
strategy can reduce outage time and improve the reliability of distribution network.

The problem of rush repair strategy is a combinatorial optimization problem [3,
4]. In current research, some studies focus on the principles for rush repair [2, 5, 6].
Some papers proposed some path optimization algorithms for rush repair [7].
However, the methods utilize a single repair team to repair a single failure.
A multi-target repair model is discussed and established in [8], and a genetic
topology hybrid algorithm is proposed to solve this model. However, tie lines are
not considered and only one repair team is considered to perform the repair strategy
in sequence. In [9], Genetic algorithm (GA) and search algorithm are combined to
deal with the optimization of rush repair strategy which is applied to a single repair
team and does not fully consider the impact of travel time. Not only the problem of
multi-repair team corresponding to the multi-failure is optimized, but also the tie
lines is considered in the repair process [10]. Due to the different capabilities, the
differences between repair times that the different repair team costs on the different
type of failures are ignored.

In existing research, the shortest repair time [11] and the minimum load loss [12]
are objective functions. In [13], a two-stage adaptive algorithm is presented to
adjust the rush repair strategy through the flexible switching operations. However,
the optimization ignores the influence of tie lines in restoration process. In [14], a
new graph chain representation for the huge radial network is proposed to generate
the rush repair strategy, which is solved through GA. In [15], a model for evaluating
the typhoon resistance of the distribution network considering the network recon-
figuration and the restoration process in the disaster area is proposed. Reference
[16] established an optimization model for allocating emergency power sources
with uncertain load demands and dispatching time periods. All of the three
researches ignore the strategy of repair teams.

There are a lot of researches on models and algorithms focusing on rush repair
problems, including vehicle routing problems (VRP) [17–19] and network recon-
figuration [20–24]. In [17], the repair time is taken as optimization target and the
emergency rescue vehicle path model is established. Besides, the corresponding
Simulated Annealing Algorithm (SA) is designed to solve this model. However, the
approach lacks the connection with the electrical part of distribution network.

Due to the VRP and network reconfiguration are combinatorial optimization
problems, model decision variables contain discrete variables so that the opti-
mization process is complicated. In lots of researches, the heuristic algorithms are
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chosen to solve the nonlinear models. Heuristic knowledge and empirical judgment
which is used to solve nonlinear and discontinuous objective function problems,
also play an important role in rush repair problems. Similar to VRP problems, it is
also applied to make rush repair strategies. Starting with the initial feasible solution,
the optimal path solution is achieved by reselecting and changing a series of failures
between different routes [18].

Therefore, this paper proposes an optimization model based on the intelligent
algorithm for post-disaster rush repair strategy, which fully considers the VRP
problem and network reconfiguration. The maximum load restoration after tie line
actions is regarded as the objective function of the GA while the minimum load loss
in rush repair process is the objective function of SA. This paper mainly focuses on
the scenarios in which the failure information is completely and accurately
acquired. Assume that all failure locations are known. Firstly, the failures are
isolated from the network due to the remote control switch operations and the
strategy is formulated considering the normal operate constraints such as radial
network constraint for distribution network. Then the tie lines and the repair teams
are optimally coordinated. The whole algorithm is decided into two stages. Firstly,
the tie line actions are optimized through GA. Then the initial repair strategy is
formulated by SA. In the initial strategy, considering the network reconfiguration
caused by repairing failures, the tie line states are generated after each failure
repaired corresponding to the sequence of failure repair time. Finally, the optimal
post-disaster repair strategy is generated through the disturbance of the initial
strategy. The approach mentioned above is all written by MATLAB, and the
effectiveness of the method is proved on PG&E 69 node system.

2 Optimization Model of Post-disaster Repair Strategy

The optimization model is divided into two layers. The status of tie lines is gen-
erated by GA, while the strategy of repair teams is generated by SA, which is the
main part.

2.1 Objective Function

The global objective function is minimizing the total load loss during the repair
process, which can be expressed as:

min AT
0P

Lt1 þ
XG�1

r¼1

AT
r P

L trþ 1 � trð Þ
" #

ð1Þ
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where A is node state matrix whose dimension is N; N is the number of nodes; t is
the repair moment of failures; G is the number of failures; PL is the load matrix of
unit time whose dimension is N.

The tie line actions should be adjusted to improve the restoration capacity of
distribution network. The objective function should be changed to maximize the
load restoration after the tie line actions adjusted, which can be expressed below:

max
X
r2G

AT
rcP

L ð2Þ

where Arc is the state matrix of nodes. 1 means the nodes is connected while 0
otherwise. loads is the node load matrix. In order to reduce the tie line action costs,
the objective function is minimizing the tie line action number:

min
XD
act¼1

ract ð3Þ

where D is the number of the tie lines; ract represents the state changes of the tie
lines, 1 means that tie line state turns interruption to closure or closure to inter-
ruption and 0 otherwise.

2.2 Constraints

In order to simplify the problem, this paper do not consider the possible increasing
of node voltage and branch power flow exceeding the limit caused by the use of
other emergency equipment in this stage. That is to say, it supposes that both branch
current constraint and node voltage constraint meet the requirements during the
scheduling optimization process of distribution network. Specially, the power Pk

flowing past the branch k meets Pkj j �Pkmax, and Pkmax represents the allowed
maximum power (kW) of branch k; node voltage U meets Umin �U�Umax, and
Umin represents the minimum value of node voltage (kV), Umax means the maximum
value of node voltage (kV).
Repair Team. In order to make the most of resources, each failure should be
corresponding to only one repair team, and any repair team could be corresponding
to multiple failures, which can be expressed as:

XV
m¼1

XN
i¼0

xijv ¼ 1 j 2 f1; 2; . . .;Ng ð4Þ

XV
m¼1

XN
j¼0

xijv ¼ 1 i 2 f1; 2; . . .;Ng ð5Þ
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where xijv indicates that the repair team v moves from failure i to failure j, which 1 is
true and 0 otherwise.

Parameter Initialization.

t0 ¼ f0 ¼ 0 ð6Þ

where ti is the time when the repair team arrived at failure i, fi is the repair time that
failure i needs.

Radial Network Structure.

bij þ bji ¼ al ð7Þ
X
j2NðiÞ

bji ¼ 1 ð8Þ

b0j ¼ 1 ð9Þ

where bij represents the state variable of the parent-child node i and j; 1 means that
i is the parent node of j and 0 otherwise. al is the state variable of the feeders that if
they are connected; N(i) represents child node set to node i. The first set of con-
straint (7) indicates that if node i and j are connected, there must be 1 parent node
and 1 child node; The second set of constraint (8) indicates that any connected node
has only one parent node; The network established in this paper is a single-source
network, thus constraint (9) indicates that the head node which supply power must
be the parent node.

This paper draws on the ideas in literature [8, 12, 14, 19, 20, 22]. When the
number of repair team is far less than the number of failures, the strategy of rush
repair is further optimized by network reconfiguration in restoration and then the
post-disaster loss of distribution network is reduced greatly. Since the model is a
nonlinear model, an intelligent algorithm is used in the subsequent chapters.

3 Solution of Proposed Model

Since the optimization of post-disaster rush repair strategy is a combinatorial
optimization problem whose process is very complicated. However, Greedy
Algorithms can only get the local optimal solutions. Therefore, this method uses
bionic intelligent algorithm to get out of the local optimal solution. The algorithm in
this paper is divided into two layers. The first layer generates the repair strategy,
and the second layer generates the plan of tie lines. First, the initial solution is
generated by SA. After each failure is repaired, the final tie line action plan is
determined. In other words, GA is nested within the objective function of the main
program. Thus, the total power loss of the whole strategy is obtained, and on this
basis, the optimal solution is generated after continuous disturbance of the solution.
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To simplify the problem, this paper assumes that all repair teams have the same
capability characteristics. The same type of failures has the same repair time for
different repair teams. Each action takes a certain amount of time to perform. The
research presented in this paper mainly concerns on the scenario that the tie line has
no delay for immediate action, and there is no other time between movement and
repairment.

Two-layer solution flow chart is shown in Fig. 1.

3.1 Genetic Algorithm

Genetic Algorithm is more suitable for formulating the state of tie lines in the
coding properties of its solution. It is divided into the following steps:

(1) Enter initial parameters (including variation and crossover probability) and then
randomly generate initial populations;

(2) Calculate the fitness value of each chromosome in the population;
(3) Generate new solutions. In this process, the chromosomes of the original

population are selected, mutated and crossed. The size of the new population is
consistent with the original population, and the chromosomes of the new
population are selected and reproduced by roulette according to the probability
of accumulation.

Accumulation probability formula, which can be expressed as:

qi ¼
Xi

j¼1

PðxjÞ ð10Þ

Upper layer Simulated Annealing Algorithm 
generates fault repair strategy

The underlying Genetic 
Algorithm generates the 
optimal tie line strategy

Disturbing the upper scheme to get 
a new repair strategy

Probability 
trade-off

T Tf
Output optimal 
repair strategyNo

Yes

Fig. 1 Two-layer solution
flow chart
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where PðxjÞ is the ratio of the objective function value of chromosome j to the sum
of all chromosome target functions of the population.

The fitness function is expressed as:

Ci ¼ 1
1þ fobj:i

ð11Þ

where fobj:i is the objective function value of chromosome i.
The population size is usually taken as 100. The mutation probability is 0.2 and

the crossover probability is 0.7. The chromosome is consists of 0 and 1, where 0
represents the disconnection of the tie line and 1 represents the closure.

3.2 Simulated Annealing Algorithm

Each chromosome in the algorithm is consist of repair team number and failure
number. The first number is repair team number. This algorithm combines the local
search and global search methods and can get the global optimal solution which is
faster than the global search methods. It has the following two advantages:

(1) Local search can reliably obtain an optimal solution within a certain range in a
short time;

(2) The global search avoids to fall into the local optimal solution and further it
generates the global optimal solution;

Simulated Annealing Algorithm accepts the solution that is inferior to the current
solution with a certain probability through the Metropolis criterion, thus jumping
out of the local optimal solution.

The Metropolis criterion is usually expressed as:

p ¼
1 EðxnewÞ\EðxoldÞ
exp � EðxnewÞ�EðxoldÞ

T

� �
EðxnewÞ�EðxoldÞ

(
ð12Þ

4 Case Analysis

4.1 Case Simulation Scenario

The efficiency of the proposed approach is demonstrated on PG&E 69 node system.
Whose topology is shown in Fig. 2. Red � indicates a line with failures, F1(30–31),
F2(33–34), F3(65–66), F4(88–89), F5(15–16), F6(20–21), F7(24–25), F8(35–36),
F9(55–56) and F10(49–50) respectively. Blue dotted line represents the tie line
which is Y1(10–70), Y2(12–20), Y3(14–90), Y4(26–54) and Y5(38–48). There are
four repair teams, A, B, C and D, which are not marked in Fig. 2.
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Assuming that all the failures occur simultaneously, the Isolating switches act
immediately to isolate the failures. At the same time, repair teams set out to perform
their repair tasks.

4.2 Simulation Results

The simulation results are shown in the following tables.
The plan of repair teams is shown in Table 1.
Table 2 shows the timing of the repair strategy. Trans(A,24–25) indicates that

repair team A starts to drive to the failure 24–25 at time 0. Repaired(A,24–25)
indicates that the failure 24–25 is repaired by the repair team A at time 90.

Table 3 shows the action of the tie line.
At 575, all repairment is completed. During this period, all repair teams are not

idle and fully utilized. At each moment, the tie line scheme has reached the max-
imum load that can be recovered, and the curve of load restoration shows a clear
upward trend.

Figure 3 shows the load restoration curve.
The load restoration curve shows that the proposed method can significantly

improve the load recovery efficiency. The trend of the curve shows that the final
strategy is reasonable and the closest to the optimal solution. The total load loss is
51,634 MW.

1 2e 3

28 29 30 31 32

42

4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 2620

43 44 45 46 47 48 49 50 51 52 53 54

55 5637 3835 36

27 33 34

28e27e 65 66 67 68 69 70 88 89 90

40 41 5857

Y5

Y4Y2

Y3Y1

X7

X8X6

X9 X10
X5X4

X1 X2 X3

Fig. 2 PG&E 69 node system

Table 1 Plan of repair teams A 24–25, 55–56, 88–89, 65–66, 20–21

B 30–31

C 33–34

D 49–50, 15–16, 35–36
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5 Conclusion

The post-disaster rush repair strategy of distribution network is a combinatorial
optimization problem. In the case of a large-scale outage caused by major natural
disasters, this paper uses SA and GA to provide power companies with a detailed
repair strategy to ensure rapid restoration of power and economic loss.

The model gives each step time of post-disaster rush repair strategy, including
the action of tie lines. It provides a detailed and effective reference for the actual
repair process. The strategy proposed in this paper is more practical than the similar
references.

In addition, there are other factors that affect the final strategy, such as node
voltage limit, current limit, material limit, etc. Distributed generators can also
accelerate the repair process and the repair time is not fixed. Since this article is in the
early stages of research, these factors will be further considered in subsequent studies.

Table 2 Timing of the repair strategy

Time (min) Operation

0 Trans(A,24–25), Trans(B,30–31), Trans(C,33–34), Trans(D,49–50)

90 Repaired(A,24–25), Trans(A,55–56)

91 Repaired(D,49–50), Trans(D,15–16)

96 Repaired(B,30–31)

109 Repaired(C,33–34)

192 Repaired(D,15–16), Trans(D,35–36)

218 Repaired(A,55–56), Trans(A,88–89)

308 Repaired(D,35–36)

336 Repaired(A,88–89), Trans(A,65–66)

438 Repaired(A,65–66), Trans(A,20–21)

575 Repaired(A,20–21)

Table 3 Timing of tie lines Time Turn off Turn on

0 Y4 Y1, Y2, Y3, Y5

90 Y3, Y4, Y5 Y1, Y2

91 Y2 Y1, Y3, Y4, Y5

96 Y3 Y1, Y2, Y4, Y5

109 Null Y1, Y2, Y3, Y4, Y5

192 Y2, Y3 Y1, Y4, Y5

218 Y2, Y3 Y1, Y4, Y5

308 Y2, Y3, Y5 Y1, Y4

336 Y1, Y2, Y5 Y3, Y4

438 Y1, Y2, Y3, Y5 Y4

575 Y1, Y2, Y3, Y4, Y5 Null
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Protocol Conformance Test Sequence
Generation for Q/GDW11709.2
Based on FSM

Huijie Ge, Jianxin Liu and Lin Sang

Abstract In order to realize healthy communication and accurate information
exchange between the charging tariff and control unit (referred to as TCU) and
electric vehicles during charging service, the enterprise standard Q/GDW11709.2 of
State Grid Corporation of China stipulates the communication protocol between
TCU and charging pile. The protocol standard is the basis of the interconnection
between the TCU and the charging controller (referred to as CTR), and the protocol
conformance test is the precondition of ensuring the protocol implementation and
healthy communication, one of the major components of protocol testing is gen-
erating test sequences. Based on the study of the communication protocol and
mechanism between the TCU and the CTR, the finite state machine (referred to as
FSM) model of Q/GDW11709.2 communication protocol is established, and the
UIO sequence of each state in the state machine is calculated.

Keywords Protocol conformance testing � FSM � UIO sequence � Test sequence

1 Introduction

With the country’s strong support for the electric vehicle industry, the number of
electric vehicles has increased significantly in recent years. And higher require-
ments have been put forward for charging facilities and charging technology of
electric vehicles at the same time. According to the development trend of the market
and technology, State Grid Corporation of China push for filling in the construction
of the power station actively and initiate the design and development of the
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charging tariff and control (referred to as TCU). The corporation officially released
the enterprise standard “Q/GDW 11709-2017 charging tariff and control unit of
electric vehicles” in 2018 [1]. The standard is divided into four parts:

Part 1: technical conditions;
Part 2: communication protocol with charging pile;
Part 3: communication protocol with Internet of vehicles platform;
Part 4: inspection specifications.

Part 2 of the standard specifies the mode and content of communication between
the TCU and the charging controller (CTR) in the charging pile. Protocol is the
foundation of interconnection, and protocol testing is the premise of ensuring the
implementation and normal operation of the protocol. Only by communicating in
accordance with the agreed rules of the protocol, can the two sides transmit
information correctly and effectively. However, the communicators are often
designed and developed by different manufacturers, and everyone has different
understanding of the protocol standard. As a result, the implementation of the
protocol may not always meet the requirements of the protocol standard, and even
wrong protocol implementation may occur. Therefore, protocol conformance test-
ing is very necessary. Protocol conformance testing is the basis of other protocol
testing and can reduce the risk of errors during operation. Conformance testing is to
test the implementation of the protocol under test in a certain network environment
with a set of test sequences. By comparing the similarities and differences between
the actual output and the expected output, the consistency between the imple-
mentation under test and the protocol standard can be determined. The main content
of this paper is to study the communication protocol between TCU and CTR,
analyze the communication process and content, use the Finite-state Machine
(FSM) theory to formally describe the communication protocol, and use UIO
sequence to generate conformance test sequence, which lays the foundation for the
implementation of conformance test of communication protocol.

2 Establish the FSM Model of Communication Protocol

2.1 Finite State Machine Theory

Finite-state machine is a formal model that represents a finite number of states and
the behavior of transitions between them. A finite state machine M can be repre-
sented as a directed graph, it can also be represented by a six-tuple: M = {S, S0, d,
k, I, O} [2]. Where S is a finite set of states; S0 2 S is the initial state; d is a state
transition function; k is the output value; I is the limited input character set; O is the
finite output character set (k 2 O). Figure 1 is a simple FSM model, in which
vertices correspond to each state of FSM and edges represent migration paths.
(Si, Ik/Om, Sj) used to represent an edge marked with I/O from Si to Sj, that is, when
FSM is in state Si, it accepts input Ik, outputs Om, and replaces it with state Sj [3].
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2.2 FSM Model of Communication Protocol
Between TCU and CTR

TCU is the key to connecting charging facilities, car networking platforms and
users.

During the charging process, TCU receives the scheduling from the superior
internet of vehicles platform and the charging demand from users, then judges the
current operation to be performed, and passes relevant instructions to the CTR
inside the charging pile, which triggers the relevant circuit module to perform the
corresponding action.

“Q/GDW 11709.2 charging control unit for electric vehicles—part 2: commu-
nication protocol with charging pile” stipulates the definition of the communication
physical layer, data link layer, interaction process, message classification, message
format and content between the TCU and CTR based on the Control Area Network
(referred to as CAN) under the management of State Grid Corporation of China.
Meanwhile, the interaction process between the TCU and the CTR is also given in
the standard, and the main flow chart of the interaction is shown in Fig. 2.

According to the protocol standard specified in Q/GDW 11709.2 and combined
with the actual charging service flow, the states and transitions of the charging stage
are sorted out, and the communication protocol is formally described by the FSM
model. The FSM directed graph model of the communication protocol between the
TCU and CTR is shown in Fig. 3.

Each state will be described in Table 1.
Each edge of the directed graph represents the migration condition and migration

path.
L1: Close switches K1 and K2, conduct the low pressure subsidiary loop, power

on initialization; L2: The connection between the vehicle and the charger is
detected, and the heartbeat frame message receiving/sending is normal; L3: The
heartbeat frame receiving/sending is abnormal; L4: Heartbeat frame message
receiving 3 s timeout; L5: Stop receiving/sending all other messages except
heartbeat frames, and continue this state for 30 s; L6: No version check reply frame

S0 S1

S3 S2

a/x

b/xc/z

a/y

b/y

a/x
b/y

Fig. 1 A simple FSM model
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received or received a different version; L7: Pass the version check; L8: Receiving
the issue charging parameter response frame for 5 s timeout; L9: Parameter
matching successful, need to control the electronic lock; L10: Lock failure or 5 s
timeout; L11: Locking success; L12: No response frame message from CTR; L13:
Receiving the clock synchronization reply frame for 5 s timeout; L14: The time of

TCU CTR

Power On

Version 
Checking

Power On

Issue Charging Pile 
Parameters Frame 

Processing

Clock 
Synchronization

Version Check 
Processing

Issue Charging Pile 
Parameters Frame

Succeed

Succeed Succeed

Telemeasuring Data 
Processing

Device Configuration 
Query

Start-stop Control

Communication Data 
Processing

Remote Signalling 
Data Processing

Power Regulation

Electronic Lock 
Control

Telemeasuring Data 

Interaction of
Charging Control 

Clock 
Synchronization

Device Configuration 
Query

Start-stop Control 
Processing

Electronic Lock 
Control Processing

Remote Signalling 
Data 

Power Regulation
Processing

Remote Signalling 
Data 

Telemeasuring Data 

Telemeasuring Data 
Processing

Interaction of
Charging Control 

Heartbeat Frame of TCU

M
atching Phrase

R
un Phase

No

No

Yes

Yes

No

Yes

Heartbeat Frame of CTR

Version Check Frame
Version Check Reply Frame

Clock Synchronization Frame
Clock Synchronization Reply Frame

Issue Query Instructions
Information upload command

Start-stop Control Frame
Start-stop Control Reply Frame

Electronic Lock Control Frame
Electronic Lock Control Reply Frame

Power Regulation Control Frame
Power Regulation Control Reply Frame

Remote Signalling 

Send Telemeasuring Data Frame

Remote Signalling

Telemeasuring Data Frame

Issue Charging Pile Parameters Frame

Issue Charging Pile Parameters Reply Frame

Fig. 2 Main interaction flow chart between TCU and CTR
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TCU and CTR is synchronous/If the time is asynchronized, synchronize the time to
the time of the CTR; L15: Pass the insulation detection, be all set, close switches
K1 and K2, conduct the current power supply circuit, start-up; L16: Boot failure;
L17: Detect the cause of failure; L18: Receive the error frame message normally;
L19: Sent the remote signaling message periodically during the charging operation;

S4 S3

S9

S5

S6 S8

S2

S0

S11

S7

S13

S1

S14S10

S12

Fig. 3 FSM directed graph of communication protocol between TCU and CTR

Table 1 State instruction

State Instruction State Instruction

S0 Power off S8 Charging operation

S1 Data interaction S9 Fault detection

S2 Heart detection S10 Error

S3 Version checking S11 Remote signaling

S4 Parameters matching S12 Telemetry

S5 Electronic lock control S13 Termination of charging

S6 Clock synchronization S14 Reset

S7 Start-up
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L20: Receive/sent the remote signaling message normally; L21: Sent the telemetry
message periodically during the charging operation; L22: Receive/sent the
telemetry message normally; L23: Sent the telemetry message for 5 s timeout; L24:
Sent the remote signaling message for 5 s timeout; L25: CTR fault (Set the fault bit
of the remote signaling message to 1); L26: Complete the charging requirement/
Receive the charging service stop instruction from the Internet of Vehicles
Platform; L27: Receive the charging service stop instruction from the Internet of
Vehicles Platform, disconnect switches K3 and K4; L28: Stop charging under
general condition; L29: Set the corresponding bit to correct number, receive the
error message for 5 s timeout; L30: Reset.

3 Common Method of Generating Test Sequences

There are mainly the following test sequence generation methods based on FSM
model in conformance testing of communication protocols: transition tour method
(referred to as T method); distinguishing sequences method (referred to as D
method); charactering sequences method (referred to as W method); unique input/
output sequences method (referred to as U method) [4, 5].

T method generates the corresponding test sequence by traversing each state
transition in the FSM. T method is relatively simple, and the generated test
sequence length is shorter. But the method does not check the state after migration
in the test process, and the detection ability of this method is lower.

D method is to use the distinguishing sequences to generate the test sequence.
A distinguishing sequence is a sequence of input events that are the same for all
states, but the outputs for different initial state are different. The test sequence
generated by D method has strong error detection ability, but the length of test
sequence is long. In fact, not all FSM have DS sequences, so the D method is not
universal.

W method is an extension of the D method, which uses the signature sequence
set W to replace the DS sequence. The signature sequence set is a set containing n
input event sequences. The same W set produces different outputs for different
states, similar to the DS sequence. When there is only one input sequence in the W
set, the W method is equivalent to the D method. W method has strong universality,
because W set always exists for FSM of communication protocol. But the test
sequence generated by the W method is also longer.

U method is to uses UIO sequences to generate test sequences. UIO sequence is
a subset of DS sequences and W sets, which can uniquely identify a state. When the
FSM is in this state, once it accepts the input in the corresponding UIO, the output
is different from the others when it receives the same input in any other state. The
test sequence generated by U method is relatively short and has strong error
detection ability. It is worth noting that the U method is used for almost all FSM.
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4 Generate Conformance Test Sequence of Q/GDW
11709.2 Communication Protocol

4.1 Generate Test Sequence by T Method

Almost any FSM can generate a set of test sequences by traversing all the states
using the T method. China Postman Problem Algorithm is a method proposed by
Professor Guan Meigu, a famous cartographer in China, to help postmen choose a
shortest path that traverses all the targets. It is a specific algorithm of T method.

The thought of China Postman Problem Algorithm is to construct a strongly
connected directed graph, and the euler loop of the strongly connected directed
graph is the shortest path. This method is used to solve the test sequence, that is, the
directed graph of FSM is constructed into a strongly connected graph, and the
obtained euler loop is the protocol consistency test sequence. The specific steps of
China Postman Problem Algorithm for asymmetric directed graph are as follows:

(1) Calculate the in-degrees and out-degrees of each node,
d0 ið Þ ¼ d� við Þ � dþ við Þ:

(2) Add a super start point vs, as to meet the d0 ið Þ[ 0 of the nodes, add d0 ið Þ
directed edges vs; við Þ, their rights all are 0; add a super sink point vt, as to meet
the d0 jð Þ\0 of the nodes, add d0 jð Þj j directed edges vj; vt

� �
, their rights all are

0, then get Fig G′.
(3) In Fig G′, find the road Pst whose two endpoints are vs and vi, such as vs; við Þ

and vj; vt
� �

, whose sum of each side is once and only once, and note the number
of repetitions of these paths in Fig G.

(4) Count the number of repetitions of each side, and the directed euler loop in G is
the test sequence.

Among, dþ ið Þ means out-degree, that is to say, vi is the start point; d� ið Þ means
in-degree, that is to say, vi is the terminal point.

According to the directed graph model of the FSM of the protocol shown in
Fig. 3, transition paths from Fig. G are added to construct a strongly connected
directed graph G′. Fig G′ is shown in Fig. 4. The number beside the dotted line in
Fig G′ indicates the number of path supplements. Find the euler loop traversing
graph G′, and the test sequence with a length of 84 is as follows:

L1,L4,L2,L6,L3,L5,L7,L8,L29,L30,L2,L7,L9,L10,L18,L29,L30,L2,L7,L9,L11,
L12,

L13,L29,L30,L2,L7,L9,L11,L14,L16,L17,L29,L30,L2,L7,L9,L11,L14,L15,
L26,L27,L17,L29,L30,L2,L7,L9,L11,L14,L15,L26,L28,L1,L2,L7,L9,L11,L14,
L15,L21,L22,

L23,L29,L30,L2,L7,L9,L11,L14,L15,L19,L20,L24,L29,L30,L2,L7,L9,L11,
L14,L15,L19,L25.
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4.2 Generate Test Sequence by U Method

4.2.1 Generate UIO Sequences

The general method to generate UIO sequences is as follows [6]

• Establish relationships between all edges and input/output sets.
• Find the input and output sequences whose length is 1 of each state in FSM.
• Check if the sequence is unique. If so, this sequence is the UIO sequence of that

state. If not, the resulting sequence is not the UIO sequence for that state. Then
go to (4) to continue looking for the UIO sequence [7].

• For the state that whose UIO sequence have not been found yet, continue to find
the input/output sequence of length K + 1 from the input/output sequence of
length K, then check whether it is unique. Repeat this step until the UIO
sequence for each state is found or the sequence length exceeds 2n2 (n is the
number of states of FSM) [8].

According to the FSM of the communication protocol of Q/GDW 11709.2 in
Fig. 3, solve the UIO sequence of each state. A two-dimensional array can be used

S4 S3

S9

S5

S6 S8

S2

S0

S11

S7

S13

S1

S14S10

S12

Fig. 4 Strongly connected directed graph G′
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to represent the relationship between each edge in the directed graph of FSM and
the input and output sets. Then the UIO sequence of each state can be calculated.
When solving UIO sequences of Si, find out all I/O (input and output) sequences
starting from state Si and check their uniqueness firstly. If no sequence satisfies the
uniqueness, repeat the sequence length K + 1 until all states find UIO sequences or
the sequence length exceeds 2n2.

The UIO sequence of each state in the FSM of TCU and CTR communication
protocol is shown in Table 2.

4.2.2 Generate Conformance Test Sequences

The general steps for generating conformance test sequences based on UIO
sequences are as follows [9]:

(1) Firstly, solve the UIO sequence of each state in FSM.
(2) The FSM of the communication protocol between TCU and CTR is represented

by the directed graph G = (V,E) in Fig. 3. Among the graph, V ¼
v1; v2; . . .; vnf g is the state set of FSM; E ¼ vi; vj; im=on

� �jvi; vj 2 V ; im
� 2

I; on 2 Og is the migration set for FSM. There is a migration e vi; vj; im=on
� � ¼

im=on;UIO vj
� �� �

for every migration. This migration is called
“pseudo-migration”. Thereinto, vi represents the initial state of the test; vj
represents the state after executing the migration path im/on; UIO (vj) represents
the UIO sequence of state vj. The graph containing only pseudo-migrations is
called “pseudo-graph”, represented by G00 ¼ V ;E00ð Þ. Thereinto, E00 ¼

vi; vj; im=on
� �jvi; vj 2 V ; im 2 I; on 2 O

� �
is a pseudo-migrated set of FSM.

The pseudo-graph G′ is generated according to the directed graph G of FSM,
and G′ is shown in Fig. 4.

(3) Then the pseudo-graph G″ is symmetrically extended to generate a directed
symmetric graph G* = (V, E*). Thereinto, E* = E[E″, that is, edges taken
from E are added in the pseudo-graph G′ to obtain the directed symmetric graph
G*. The directed symmetric graph G* obtained from the pseudo-graph in Fig. 5
is shown in Fig. 6.

Table 2 UIO sequence of
each state in FSM

State UIO sequence State UIO sequence

S0 L1 S8 L26

S1 L3 S9 L17

S2 L5, L7 S10 L29

S3 L7 S11 L25

S4 L9 S12 L22

S5 L11 S13 L27

S6 L14 S14 L30

S7 L15
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The dotted lines in Fig. 5 represent the extended edges, all taken from Fig G.

(4) Starting from the initial state, euler traversal is constructed, and the obtained
sequence is the test sequence of protocol conformance test.

The conformance test sequence of the communication protocol between TCU
and charging pile obtained by this method is 1,L5,7,11,15,27,29,2,9,14,26,17,30,
5,9,14,21,23,L30,3,L9,11,L15,L19,20. All the paths in the pseudo-graph are rep-
resented by migration, and the test sequence whose length is 46 can be obtained as
follows:

L1,L3,
L5,L7,L9,L11,L24,L5,L26,L27,L17,L29,L30,L2,L7,L9,L11,L14,L15,L26,L27,

L17,L29,L30,L3,L5,L7,
L9,L11,L14,L15,L21,L22,L23,L29,L30,L3,L5,L7,L9,L11,L24,L15,L19,L20,

L25.

S4 S3

S9

S5

S6 S8

S2

S0

S11S13

S1

S14S10

S12

Fig. 5 Pseudo-graph G″
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5 Conclusion and Expectation

As the unified development and design of the TCU of electric vehicle charging
facilities have just been completed, and relevant regulations and standards have just
been issued, implemented or tried out, a lot of current testing work is still not
comprehensive and perfect. On the basis of understanding the communication
principle and content between TCU and CTR, paper studied the specific content and
requirements of “Q/GDW 11709.2 charging control unit for electric vehicles—part
2: communication protocol with charging pile”, sorted out all the states and tran-
sition conditions in the protocol, established the FSM model, and calculated the
conformance test sequences by using the China Postman Problem Algorithm in T
method and the UIO algorithm in U method, based on the directed graph of FSM of
the protocol and the Graph Theory. By comparison, it is obvious that the test
sequence length obtained by the UIO method is nearly 50% shorter than that

S4 S3

S9

S5

S6 S8

S2

S0

S11

S7

S13

S1

S14S10

S12

Fig. 6 Directed symmetric graph G*
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obtained by the China Postman Problem method. The length of test sequence is one
of the important factors affecting test efficiency. The shorter the test sequence length
is, the higher the test efficiency is.

The work of this paper solves one of the major difficulties in TCU and CTR
communication test and communication protocol conformance test: generating test
sequences with low redundancy and high coverage, which lays a theoretical
foundation for test implementation. However, this paper only adopted some general
methods to generate test sequences, which were applied to the communication
protocol between the CTR and the TCU to generate the protocol conformance test
sequences. The obtained test sequences can be optimized later to obtain the optimal
test sequences.
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Identifying Critical Patterns
of Cascading Failure in Power Systems
Based on Sequential Pattern Mining
with Gap Constraints

Lu Liu, Linzhi Li and Hao Wu

Abstract The propagation features of cascading failure in power system are basis
for identifying critical branches and understanding the mechanisms of cascading
failure. This paper defines propagation features as minimum sequential patterns
with gap, and propose a method to identify critical patterns and branches. The
proposed method is tested on IEEE 39-, 118-bus test systems. The case studies
show the method can effectively identify critical patterns and branches from mas-
sive cascading failure simulation data. We also illustrate that the identification
results help understand the features of power flow transmission and topology
structure, and propagation correlations between branches.

Keywords Critical pattern identification � Cascading failure � Sequential pattern
mining � Gap constraint � Minimum pattern

1 Introduction

Although cascade failures in power system are rare events, each occurrence of them
will bring about enormous economic losses and serious social-safety threat [1]. In
particular, under the background of renewable energy integration and hybrid AC/
DC system, the causes and evolutions of cascade failures in power system turn to be
even more complicated. Therefore, it is necessary to study the propagation features
and mechanisms in cascading failure.

Cascading failures are a series of branches trip consecutively [2]. The fault
chains formed from the process of cascading failure record the branch propagation
association relationship. With the spread of cascading failures, the faults will
gradually weaken the system and eventually cause blackouts.
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At present, cascading failure analyses are mainly carried out from two per-
spectives: simulations of the cascading failure process and statistical analyses of
cascading failure data. For the simulation analyses, one kind of types are abstract
models, which analyze the propagation mechanism of cascading failure from the
point of network topology [3, 4]. The abstract models have advantages in quick
calculation, but will cause great information losses in representing the character-
istics of real power system. The other kind of types are cascading failure simulation
models, for instance, OPA models [5, 6], Manchester model [7], hidden failure
model [8].

These models are established with the detailed physical characteristics of power
system, whereas the calculation of these models is time-consuming and it is difficult
to consider both vulnerable spots in the initial cascading stages and faults inter-
action in the subsequent stages. As a matter of fact, the simulation results contain
the branch propagation association relationship, and can be used as an important
data source for identifying key factors of cascading failure propagation [9].

The statistical analyses based on cascading failure data have been used for risk
assessment [10], critical branch identification [11–13] and other issues.
Furthermore, data analysis and mining method can effectively mine valuable
information from big data, which is now popular in power system analysis with the
continuous development of power system [14–16]. There are some researches on
cascading failure using data mining techniques [17–19]. Reference [17] proposed a
PageRank-based fast screening method to identify the vulnerable branches, and the
interaction between branches are taken into account. Reference [18] based on
DNNE data mining method, efficiently predicts overall cascading risk of an N-k
contingency. Reference [19] use PrefixSpan algorithm to mine the cascading failure
propagation pattern, which reflects important transmission sections. Generally, the
cascading failure sequence that causing sever blackout appears in
transmission-outage group, which means there exists patterns consisting of outage
transmissions in the sequences. Therefore, it is significant to mine the patterns that
lead to serious cascading failure from cascading failure data.

In this paper, we propose the cascading failure minimum pattern mining with
gap (CFMPG mining) method based on the sequential pattern mining with gap
constrains algorithm. The minimum patterns in the method are the concise groups
of branches, which are the minimum units that cause load losses and could appear
in the initial or subsequent stages of cascading failures. The method is used to
mining the cascading failure minimum pattern with gap (CFMPG) from fault
chains, and the branches in CFMPG could sequentially trip continuously or dis-
continuously. The critical CFMPGs we found using the method could effectively
predict and block the critical fault propagation process. Furthermore, upgrading the
branches in the critical CFMPGs could reduce the risk of the cascading failure in
different stages and hence improve the total system stability.

The remainder of this paper is organized as follows. Section 2 proposes the
relevant concepts and defines propagation features as sequential patterns with gap
constraints. The CFMPG mining method and the correlation analyses index of
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branches are introduced in Sect. 3. Section 4 studies the IEEE 39-, 118-bus test
systems to validate the proposed method. Section 5 concludes the paper.

2 Define Propagation Features as Sequential Patterns
with Gap Constraints

2.1 Concept of Sequential Pattern Mining with Gap
Constraints

Pattern matching can be seen as one of the essential tasks in pattern mining, whose
essential task is calculating the support of a pattern [20, 21]. In recent years, many
research works have focused on pattern matching with gap constraints (or flexible
gaps) [22–24], which could be employed in many fields, such as computational
biology to find special protein sites [25], in time series analysis [26], and feature
selection for sequence classification [27].

A gap constraint can be written as “p1½a; b�p2”, where ‘p1’ and ‘p2’ are two
characteristic elements, a and b are two integer numbers that represent the minimal
and maximal numbers of elements between ‘p1’ and ‘p2’ [22]. Then pattern P with
gap constraints can be written as p1½min1;max1� � � � pj½minj;maxj� � � � ½minm�1;

maxm�1�pm. For instance, subsequences “ACT” and “AGGCBT” are two occur-
rences of pattern “A[0,2]C[0,1]T”, since both sequences share the same charac-
teristic elements “A”, “C” and “T”, and there are zero or two elements between “A”
and “C”, zero or one element between “C” and “T” in subsequences respectively.

Though pattern matching with gap constraints meets more flexible demands, the
complexity and challenges of the algorithm increase meanwhile.

2.2 Data Structure Representation of Cascading Failure

The process of cascading failure in power system has time-ordered and fault events
correlation characteristics. In the initial stage of cascading failure, the components
in system quit operation due to the random disturbance, and cause power flow
transformation, which might consequently trigger branch overloading or hidden
failure in the subsequent stages. With the coordination of dispatch scheme, oper-
ators redispatch the system to interrupt the development of cascading, otherwise
might lead to a large-scale blackout. Over each stage of cascading failure, the
components run out of operation might cause system load loss consecutively, and
eventually output the total system load loss.

The fault chain (FC) and fault load loss chain (FLLC) can be obtained from
cascading failure simulation or real power system data. Among the cascading
failure simulation models, the steady models, such as OPA model, are the most
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popular because of the high computing efficiency and reliable analytical results,
which can be divided into AC and DC power flow based steady models. The DC
based model is simplified from AC [28], which overlooks the transmission resis-
tance and the direct relationships between reactive power and voltage. Though the
accuracy of power flow calculation result of DC is lower than AC, DC model
reduces the model complexity and accelerates computing, which is promising in
fast cascading failure simulation. In this paper, given the computational efficiency
and tolerable power flow calculation error, we obtain FCs and FLLCs using DC
power flow based steady model.

FCs reflect the failure propagation mechanism and the role of branches in path
propagation. FLLCs represents the system load loss at different stages, which could
reflect the load loss level of different cascading failure states. In the passage, FCs
and corresponding FLLCs are represented by discrete sequences as follows:

FCi ¼ Lim1
; � � � ; Limj

; � � � ; Limk

n o
; ð1Þ

FLLCi ¼ lim1
; � � � ; limj

; � � � ; limk

n o
; ð2Þ

where Limj
is the jth branch tripped in the ith FC, limj

is the load loss of fault state

Lim1
; � � � ; Limj

n o
, mj is the position index, k is the length of FCi or FLLCi.

Load loss is the most direct consequence of cascading failure in power system.
Different branches (sets) or fault stages correspond to different load losses. In order
to explore the correlation between the development process of cascading failure and
the corresponding load loss, this paper takes the load losses as characteristics and
splits FCs into different fault states, and records the corresponding state loss, as
shown in Table 1. After splitting all FCs and statistically analyzing the fault states,
the number of each state is obtained. And the database DB is established, which has
three sub-database: fault state database STATE, load loss of state database LOSS,
number of state database NUM.

Table 1 Split FCs into fault states

FC Num Fault state of different stages

1 2 3 …

⋮ ⋮ ⋮

i STATE Lim
� �

Lim1
;Lim2

n o
Lim1

; Lim2
; Lim3

n o
…

LOSS lim1
lim2

lim3

⋮ ⋮ ⋮
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2.3 Cascading Failure Pattern with Gap

The development of cascading failure is the result of flow transfer, system structure,
and operation state. Given the upgrading and state transformation of power grid is a
long-term slow process, this paper analyzes the cascading failure paths and critical
pattern with gap (“pattern” hereinafter) under the determined power network
structure and operation state. At this point, although the evolution of cascading
failure paths is various, it contains the common characteristics and rules of the
cascading propagation. Identifying the leading branches (sets) and extracting
high-risk fault patterns have a significant effect on analyzing cascading propagation
mechanism, preventing and interrupting fault propagation, and mitigating system
cascading risk.

Among the FCs, branches (sets) causing severe system load losses not always
appear continuously. Generally, part of the critical branch (set) outage would not
likely cause load loss, but once all of the branches in set outage would produce
severe load loss. Moreover, the set appear discontinuous, other branches could
insert into the gap of any two branches of the set.

Consequently, this paper defines the cascading failure pattern with gap as
follows:

P ¼ p1½min1;max1� � � � pj½minj;maxj� � � � ½minm�1;maxm�1�pm; ð3Þ

where pj; j 2 ½1;m� is the jth branch in pattern P; minj;maxj
� �

is the gap constraint
interval, which represents the number of insert branches allowed between Pj and
pjþ 1; m is the length of the pattern P. When the gap constraint interval is same for
all gaps, the cascading failure pattern with gap can be written as:

P½min;max� ¼ p1p2 � � � pm ð4Þ

For instance, for the original FCs in Table 2, we can extract pattern P
[−4, +4] = [4, 9, 13, 30]. FC1 and FC2 share the same elements as P, and the fault
sequence can be adjusted through gap constraint. FC3 and FC4 include P elements,
meanwhile insert branch (set) {10}, {19,16} before P. FC3 inserts {18,8} between
branch 9 and 13.

The above example shows that different FCs are not completely consistent in
branch outage sequence and FCs’ length, nevertheless they share the same

Table 2 Fault chain
sequence

Num Branch sequence

1 {13,4,9,30}

2 {4,13,9,30}

3 {10,13,9,30,4}

4 {19,16,13,9,30,4}

5 {30,4,9,18,8,13}
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cascading failure pattern with gap constraints, which appears frequently. Moreover,
a FC might possess not only one pattern, which will be stated in detail in Sect. 3.

3 Method of Cascading Failure Minimum Pattern
Mining with Gap (CFMPG Mining)

3.1 Extract Cascading Failure Minimum Pattern
Mining with Gap (CFMPG)

The database DB is obtained by decomposing the FCs into different length of fault
states, which exist no gap. In order to extract cascading failure pattern with gap, we
need to truncate the state whose state cost is zero firstly, where the state cost is
defined following:

Scij ¼ DBðNUMÞij � DBðLOSSÞij ð5Þ

So long as the zero-cost states are deleted from DB, the states could not be
searched afterwards. The reason truncating the zero-cost states is that these states
are not the minimum units produce load loss, and the information of these states is
included in the subsequent states of the same FC. Therefore, this step causes no
information loss. Let the truncated DB be DBcut.

The minimum cost set proposed in this paper refers to the minimum branch
group causes load loss, and gap is existed. The method to extract the minimum cost
set is based on Eclat algorithm [29], adopts bottom-up extraction method. For
instance, for FC sequence S ¼ D;T ;A;W ;Cf g, the extraction process is show in
Fig. 1.

The main inversion process is as follows:

• Step1: Select one FC as sequence S, and take it as the original parent generation.

{D,T,A,W,C}

{D,T,A,W} {D,T,A,C} {D,T,W,C} {D,A,W,C} {T,A,W,C}

{D,T,A} {D,T,W} {D,A,W} {T,A,W} {D,A,W} {D,A,C} {D,W,C} {A,W,C}

{D,T} {D,A} {T,A} {D,A} {D,W} {A,W} {D,W} {D,C} {W,C} {A,W} {A,C} {W,C}

{D} {W} {A} {W} {D} {C} {A} {C}

Extracted minimum cost set Child not searchedChild searched

Fig. 1 Minimum cost set extraction of the inversion tree
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• Step2: Remove one element in the parent in sequence to obtain the children
generation, whose number is the length of parent generation. Search each child
in DBcut, if exists, takes the child as new parent and delete the new parent in
DBcut; otherwise the inversion of the child is terminated, record the child as the
extracted minimum cost set.

• Step3: Execute the inversion procedure for new parent generation, repeat Step2,
until no parent exists children, the inversion of original parent S is end.

After the above extraction process, redundant branches between minimum cost
set can be removed, as shown in the double coil in Fig. 1.

In order to improve the search efficiency and avoid repeated searches for the
same child, we implement two rounds of extraction. In the first round, remove the
child searched in DBcut, make sure the other parents’ inversion no longer search for
this child. Therefore, the searched minimum cost set is not the minimum fault unit
causing load loss, and we need to conduct the second-round extraction based on the
result of the first round, in which the search database is the original DBcut without
removement and the child searched will not be removed. The minimum cost sets
obtained after the two rounds of extraction is called cascading failure minimum
pattern with gap (CFMPG).

The original DBcut database contains many states, and longer the states, there
might conclude more CFMPGs. Therefore, start with the longest state in DBcut and
apply the extraction process above. Since the inversion tree can effectively cover
multiple states from a certain STATE, it only takes several inversion trees to cover
all states in DBcut(STATE).

3.2 Statistical Analysis of CFMPGs

The pattern load loss of CFMPG can be found in DBcut(LOSS) with no gaps, which
can be seen as the pure CFMPG without disturbance of other branches or patterns.
However, the corresponding support count is unavailable in DBcut, for which we
apply pattern matching based on the original FCs. The pattern matching method in
this paper is based on the pattern matching algorithm based on gap constraints
[22]. Take the FCs in Table 2 as an example.

Firstly, Convert the FCs into a vertical data format and add sequences’ position
value, consequently forms the vertical search database VSDB shown in Table 3. In
the VSDB, VSDBði; :Þ represents the situation of branch i outages in each FC,
VSDBð:; jÞ represents the number and sequence of branches outage in FCj, element
0 in VSDB indicates branch i is absent in FCj.

Then, produce the pattern matching approach based on VSDB and CFMPGs.
Define Pði�Þ as the first i items of pattern P, which is the subset of P, and PðiÞ as
the ith item of P. The main process of pattern matching approach is as follows:
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• Step1: Make the Pði�Þ as prefix, and search in the VSDB for the sequence
numbers of FCs which appear the prefix, as Prefix chain.

• Step2: Make the Pðiþ 1Þ as suffix, the PðiÞ as the last state of prefix. Search in
VSDB for the sequence numbers of FCs, in which the position value of Pðiþ 1Þ
is greater than PðiÞ, as Suffix chain.

• Step3: Take the intersection of Prefix chain and Suffix chain, which is the new
Prefix chain for the new prefix Pðiþ 1�Þ:

• Step4: Repeat above Steps until prefix Pði�Þ is equal to pattern P, the pattern
matching process is terminated. Then length of Prefix chain is the support count
of pattern P, which is written as supP.

Up to now, the pattern database PDB is established, which contains three
sub-database: minimum pattern database PDB(PATTERN), load loss of pattern
database PDB(LOSS), support count of pattern database PDB(SUP).

3.3 Identification of Critical CFMPGs

There are patterns like P1 ¼ ½1; 42; 4�, P1 ¼ ½42; 7; 4�, P3 ¼ ½42; 30; 3; 4� in PDB
(PATTERN), which share the same load loss. The aim of this part is to mining the
frequent pattern of the set of these patterns. For the pattern set P1;P2;P3f g above,
the result of pattern mining is P½0; 2� ¼ ½42; 4�, which we call frequent synthetic
pattern. The support count of synthetic pattern is supP ¼ supP1

þ supP2
þ supP3

,
the synthetic pattern’s load loss lp is the same as patterns above.

The method of synthetic pattern mining for pattern set is frequent sequence
pattern mining, which is based on Apriori algorithm [30]. Based on the apriori
principle, we can know that if a set of items is frequent, then all subsets must also
be frequent. Hence, set the minimum support count as minsup, if the support count
of subset is less than minsup, the subset is considered to be infrequent items and

Table 3 VSDB: vertical
search database of FCs

Branch Num FCs Num

1 2 3 4 5 …

4 2 1 5 6 2 …

8 0 0 0 0 5

9 3 3 3 4 3

10 0 0 1 0 0

13 1 2 2 3 6

16 0 0 0 2 0

18 0 0 0 0 4

19 0 0 0 1 0

30 4 4 4 5 1

31 0 0 0 0 0
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terminate the subsequent derivation of this subset as a prefix. The main process of
frequent sequence pattern mining is as follows:

• Step1: Search for the patterns sharing the same load loss in PDB, record the
patterns as a pattern set.

• Step2: Scan the pattern set and record the 1-frequent item that meets the min-
imum support minsup.

• Step3: Let k-frequent item Lk as prefix, the elements in Lk as suffix. Then the
k + 1-candidate item Ckþ 1 is formed with prefix and suffix, and the corre-
sponding support count can be calculated.

• Step4: According to the minsup and support count of Ckþ 1, prune item in Ckþ 1

and get k + 1-frequent items Lkþ 1.
• Step5: Repeat Step3 and Step4 until frequent item Lkþ 1 is unavailable, the

mining process is terminated.

Frequent patterns of different lengths can be obtained by the mining process
above. We select the longest frequent pattern as the synthetic pattern of the pattern
set.

After the synthetic pattern mining for several pattern sets, the pattern database
PDBcut is finally formed. Furthermore, in order to identify the critical CFMPGs, we
define the risk of cascading failure load loss evaluating indicator RI, which is the
product of pattern support and pattern load loss, seen in Eq. (7).

RIP ¼ supP
N

lossP; ð6Þ

where supP is the support count of pattern P, supp ¼ PDBcut SUPPð Þ; N is the
number of original FCs; lossP is the load loss of pattern P,
lossp ¼ PDBcut LOSSPð Þ.

3.4 Correlation Analyses Index of Branches in Power
System

In order to analyze the correlation of branches, intuitively represent the association
relationships of branches in the critical CFMPGs, we propose the correlation
analyses index of branches as follows. The frequency of branch i can be represented
as Bfi:

Bfi ¼
P

k2NFC
TFCk
i

NFC
; ð7Þ

where NFC is the number of FCs; TFCk
i is the indicator of branch i in FCk , 1 for

existent and 0 for inexistent.
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Using the data from PDB(PATTERN) and PDB(SUP), we can obtain the degree
of branch propagation association Reij, which represents frequency of branch
propagation i ! j in all patterns:

Reij ¼
P

k2NP
TPk
ij � supPk

sumNP

; ð8Þ

where NP is the number of pattern type, TPk
ij is the indicator of propagation i ! j in

Pk , 1 for existent and 0 for inexistent, supPk
is the support count of Pk , sumNP is the

total support of all patterns.

3.5 Complete Procedures of CFMPG Mining Method

The CFMPG mining method and the whole solution diagram of identifying critical
patterns is illustrated in Fig. 2.

Start

Cascading failure DC power flow simulation

Establish the fault state database 

Input data

State  0? 

Delete the state

Truncated fault state 
database

Y

N

State inversion process 
and CFMPGs extraction

Establish pattern database
using pattern matching method

Frequent synthetic pattern mining

Critical CFMPGs identification 
according to risk index 

Start

Fig. 2 Solution diagram of
the proposed method to
identify critical CFMPGs
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4 Simulation and Analysis

The proposed method is tested on the IEEE 39-bus [31] and the modified IEEE
118-bus system [32], to validate the proposed CFMPG mining method of identi-
fying the critical CFMPGs (“pattern” hereinafter refers to “CFMPG”).

4.1 IEEE 39-Bus Test System

The IEEE 39-bus test system includes 46 branches and 6254.23 MW system load.
The passage uses the DC power flow model [12] to simulate system cascading
failure, and output the FCs and FLLCs. In order to verify the validity of CFMPG
mining method identifying the critical CFMPGs, we firstly count the change of the
number of pattern types generated with the input FCs’ numbers, as shown in Fig. 3.

It can be seen that as the number of FCs is increasing, the number of CFMPGs’
types is tending to convergence, which means with the increase of FCs to a certain
extent, CFMPG mining method could cover the vast majority of fault patterns. On
the other hand, the patterns appearing in large sample sizes indicate the low
occurrence frequency, which means these patterns is hard to totally trigger and does
a small effect on critical CFMPGs identifying, and can be avoided by strength the
other branches or patterns.

We input 65,000 FCs and FLLCs into the CFMPG mining method. According to
the result, the number of CFMPGs’ types is 612, and the number of CFMPGs is

Fig. 3 Trend of pattern type number change with FCs number
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335,755. Since each pattern appears in one FC is no more than one time, an average
of 5.17 CFMPGs appear in one FC. It indicates that there might exist not only one
CFMPG in one FC.

After the frequent synthetic pattern mining, the number of CFMPGs’ types is
161 in the end, and the risk indicator of pattern ranked in descending order is shown
in Fig. 4. We find that there is a significant difference in RI between the high-risk
patterns and low-risk patterns, which indicates that there are a few critical CFMPGs
in power system. The top 10 high-risk patterns in IEEE 39-bus system is shown as
Table 4.

The patterns in Table 4. do not constrain the upper and lower limits of the gap,
hence multiple branches can insert into the patterns and the support can be fully
searched in the original FCs. In addition, CFMPGs may not only appear in the
initial stage of cascading fault, but also be triggered by other branches or patterns.
Therefore, strengthening the high-risk CFMPGs can interrupt the propagation of
both vulnerable spots in the initial cascading stages and subsequent failure stages.

The connection diagram of IEEE 39-bus system is shown in Fig. 5. We find that
though the high-risk patterns are not connected geographically, they are located in
the key position of the system, which facilitate isolating the system into different
sub-networks and block the active power transmission of generators. For example,
when branches in pattern [38,28] outage, ZONE1 is isolated from the system.
Generator 35 and 36 no longer offer active power for other load buses outside
ZONE1. The same as [3,42,1] isolate the ZONE2, and [13,23] isolate the ZONE3.
Through analysis above, it is found that the branches in high-risk CFMPGs are
always important channels for power flow transmission.

Fig. 4 Descending RI ranking of CFMPGs
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In order to verify whether the high-risk CFMPGs have a major impact on the
cascading failure of system risk, we expand the branches in high-risk CFMPG [33,
34]. The branch expansion is as follows [12]:

Table 4 Top 10 high-risk CFMPGs in IEEE 39-bus system

Num Pattern RI Support

1 [35,38] 3.7965 0.3012

2 [38,28] 3.3922 0.2692

3 [3,42,1] 1.9443 0.2414

4 [13,23] 1.5916 0.4043

5 [38,29] 1.3075 0.2650

6 [4,42] 1.1280 0.7219

7 [35,28] 0.7641 0.1744

8 [35,29] 0.6537 0.1761

9 [18,19] 0.6404 0.1627

10 [9,13,26] 0.5926 0.0733

Fig. 5 Connection diagram of IEEE 39-bus system
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F0
i;c ¼ Fi;c þDF

F0
i;max ¼ Fi;max þDF

�
; ð9Þ

where DF is the expansion capacity, Fi;c and Fi;max is the low and up capacity limit
of the ith branch. The branches expand the capacity reduce the outage probability in
cascading propagation to some extent. Therefore, upgrading the high-risk CFMPGs
can effectively reduce the risk of system blackout. Here, we take DF ¼ 500MW.
Select the top 3 CFMPGs to perform branch expansion, the result is shown in
Fig. 6. As a comparison, we compare the cascading failure results with the original
system, random-selected branches with the same branch numbers, and the last
CFMPGs with the same branch numbers.

By comparison, it can be found that upgrading the top 3 patterns, which totally
consist of 6 branches, can greatly reduce the risk of medium and large-scale
blackout, and have no obvious effect on the small-scale blackout, or even slightly
aggravate the small-scale blackout. The effect of randomly selecting 6 branches has
much to do with the selected expansion branches. Selecting 6 branches from the last
of the CFMPGs to expand capacity, it can be found that it has a certain effect on
small-scale blackout, but basically has no effect on mitigating medium and
large-scale power failure accidents.

4.2 IEEE 118-Bus Test System

To further validate the proposed approach, case studies are also performed on the
improved IEEE 118-bus system, which has 186 branches and 3733 MW load. In
the same way, 50,000 FCs and FLLCs obtained by DC power flow cascading

Fig. 6 The blackout risks with different branches upgraded of IEEE 39-bus system
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failure simulation of IEEE 118-bus system are input into the CFMPG mining
method, and consequently get the CFMPGs ranked in descend sort according to RI,
which is shown in Table 5.

In order to verify the effect of mining high-risk CFMPGs, in the same way,
select the critical patterns to perform expansion plan. Due to the large size of the
IEEE 118-bus system, the top 4 patterns, which totally consist of 11 branches, are
expanded for the purpose of intuitively showing the expansion effect. As a com-
parison, we verify the result of reference [13], in which shows the weighted
hypertext-induced topic search (HITS) algorithm to identify the key branches.
Table 6 shows the critical branch identification results of algorithm in [13]. We
select the top 11 branches to perform expansion plan.

Figure 7 shows the expansion effect of the two methods. The CFMPG mining
method do better in identifying the patterns which lead to medium and large-scale
blackout, whereas it has less advantage than the HITS method in identifying
small-scale blackouts. Given the fact that the realistic power system is robust to
small disturbances, performing the dispatch scheme to interrupt cascading outage is

Table 5 Top 10 high-risk
CFMPGs in IEEE 118-bus
system

Num Pattern RI Support

1 [7] 0.1836 0.1676

2 [8,37] 0.1373 0.0744

3 [127,126] 0.1212 0.1818

4 [60,62,68,110,96,109] 0.0584 0.0136

5 [8, 16, 19, 22] 0.0289 0.0052

6 [61,66,67,96,109,110] 0.0239 0.0177

7 [8, 18, 19, 22] 0.0236 0.0041

8 [8, 18–20] 0.0195 0.0036

9 [183] 0.0157 0.0055

10 [57,58,61,96,109,110] 0.0109 0.0084

Table 6 Critical branch
identification results of HITS
algorithm

Num Branch

1 37(8–30)

2 116(69–75)

3 41(23–32)

4 119(69–77)

5 108(69–70)

6 22(16–17)

7 121(77–78)

8 125(79–80)

9 39(17–31)

10 54(30–38)

11 107(68–69)
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more effective for small-scale cascading failure. Therefore, identifying the patterns
triggering medium and large-scale blackout and upgrading the branches of the
patterns, could effectively reduce system load loss and mitigate cascading failure
risk of system.

Furthermore, in order to find the associated relationships between branches in
CFMPGs, we draw the Branches-correlation network of CFMPGs, as shown in
Fig. 8. The nodes in Fig. 8 are branch names of IEEE 118-bus system. The size and
color of the node represent the frequency at which a branch appears in a FC. The
larger the node size and the darker the color, the higher the frequency of the branch
in FCs. The links that connect nodes in Fig. 8 represents the branches-correlation of
CFMPGs. The thicker the link and darker the color, the stronger the branch
propagation association, which means it is more frequently that this branch prop-
agation appears in the patterns. Considering visibility requirements, links whose

Fig. 7 The expansion effects with different methods for IEEE 118-bus system

Fig. 8 Branches-correlation
network of CFMPGs in IEEE
118-bus system
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degree of propagation association less than 2% of the maximum one are removed
from the figure. The same as the frequency of node, we only show the first 20 nodes
according to the Bf value.

It can be found that branch with strong association relationship often exists in the
high-risk CFMPGs, such as 96 ! 110, 110 ! 109, 8 ! 37. A branch with higher
node frequency may correspond to strong degree of branch propagation association
at the same time, indicating that the branch plays a key role in the development of
fault propagation in cascading failure, such as node 109 and node 110. In addition,
some branches have a high frequency, but the corresponding propagation associ-
ation is low. One case is that the node is a single-branch pattern, such as node 7,
which is a pattern with RI value in top 1. In the other case, the probability of such
branch be the element of a pattern is low, and it belongs to the line that is easy to
trigger by pattern outages, such as 54 and line 106.

5 Conclusions

The paper proposes the cascading failure minimum pattern mining with gap
(CFMPG mining) method, which considers both the frequency of pattern occur-
rence and the load loss of pattern, and the critical CFMPGs mined from the massive
simulation data using the proposed method are the minimum groups of branches
that causes load losses and could appear in both initial and subsequence stages of
cascading continuously and discontinuously. Cases of IEEE 39-, 118-bus test
systems prove the effectiveness of the proposed method in identifying the critical
patterns and branches, analyzing the propagation features of cascading failure,
which is promising for online application.

Based on the proposed method, the authors also plan to use the CFMPGs to
predict the development of cascading failure, and analyze the mobility of pattern
mining under different operating conditions in the future studies.
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Study on Distribution Voltage
of Deteriorated Insulator Based
on Finite Element Method

Jian Li, Jian Li, Hao Luo, Lei Zheng, Qiang Fan, Yuhui Peng,
Zhen Dong and Kai Qu

Abstract Under the long-term influence of electrical load and natural environ-
mental factors, the insulation performance of the insulator will gradually decrease,
and deteriorated insulators with different degrees of deterioration will appear in the
insulator string. The presence of degraded insulators can pose a significant risk to
the safe operation of the power system. In order to study the influence of insulators
with different degradation degrees on the voltage distribution of insulator strings in
500 kV transmission lines, this paper studies the distribution voltages of different
positions, different numbers and different degraded insulators in 500 kV trans-
mission line insulator strings based on finite element method. The simulation results
show that the voltage drop of the insulator with a lighter degree of degradation is
very low, and it is more difficult to identify by the distributed voltage. The dete-
riorated insulator has a certain lifting effect on the voltage of its adjacent insulator.
Finally, the effects of different degrees of deteriorated insulators on the voltage
distribution are studied by experiments. The conclusions are consistent with the
simulation results.

Keywords Finite element � Degraded insulator � Distributed voltage �
Degradation degree
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1 Introduction

Insulators are an important part of overhead lines. Due to the influence of various
external factors, the insulator in operation may deteriorate, and its insulation
resistance will be greatly reduced. Then it is usually called zero-value insulator or
low-value insulator [1–3]. When the lightning overvoltage acts on the zero-value
insulator, the zero-value insulator completely brakes down, and the powerful
lightning current flows from the porcelain gap in the head of the zero-value insu-
lator, which will cause overheating of the zero-value insulator. Therefore, it poses a
great threat to transmission system [4, 5]. Checking the status of running insulators
is one of the main measures to ensure stable operation of power systems. For the
detection of deteriorated insulators, there are generally the following method:
ultrasonic method, ultraviolet imaging method, ultraviolet pulse method, pulse
current method, infrared imaging method, voltage distribution method. Ultrasonic
method belongs to non-contact detection, which is convenient to operate [6].
However, due to the strong high-voltage magnetic field in the field, the sensitivity
to distinguish the deteriorated insulator is low. Ultraviolet imaging is difficult to
generalize in practice due to its high cost. The pulse current method has the
advantages of low detection cost and convenient operation, but the sensitivity is low
due to the ambient temperature and the humidity [7–9]. The infrared imaging
method is based on the characteristic of the temperature rise of the deteriorated
insulator [10]. However, this method is greatly affected by environmental factors
such as the sun and meteorological conditions, so it is limited in practical appli-
cations. The voltage distribution method is based on the principle that the voltage of
the degraded insulator is reduced [11–13]. Because the method is mature and the
sensitivity is relatively high, it is a common method for checking out the deterio-
rated insulator in engineering [14]. Based on the finite element software ANSYS
Electronics Desktop, we calculated the voltage distribution characteristics of
insulators string with deteriorated insulator at different position in the 500 kV line.
It provides a theoretical basis for the discrimination of the deteriorated insulator
[15].

2 Electric Field Model of Insulator String a Subsection
Sample

2.1 Model of the Insulator

Take a 500-km single-returned glass tower suspension I string with 30 pieces of
FC-300/195 insulators with a diameter of 320 mm, a structural height of 195 mm
and a creepage distance of 485 mm as an example. The insulator model built in
ANSYS is shown in Fig. 1.
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The three-dimensional model of the electric field including the whole of the
tower and the insulator string is shown in Fig. 2.

2.2 Setting of Each Medium Simulation Parameter

The electric field of the insulator string at any instant can be considered to be stable,
so it is treated as the electrostatic field in the simulation. The main materials of the
model are: tower, steel foot, steel cap, iron, umbrella for porcelain, cement and
aluminum for wire. The main material properties of the electrostatic field are rel-
ative dielectric constants, and they are shown in Table 1.

Fig. 1 Simulation model of
the insulator

Fig. 2 Overall electric field
simulation model
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2.3 Verification of Simulation Model

In ANSYS, the electrostatic field calculation is performed on the three-dimensional
model of the insulator string, and the electric field cloud diagram of the cross
section of the insulator string is shown in Fig. 3.

It can be seen from the simulation results that the electric field strength at both
ends of the insulator string is higher. It is consistent with the actual electric field
distribution.

A control line is drawn at the beginning and the end of the center of the insulator
string, and the voltage difference between the steel leg and the steel cap of each
insulators the distribution voltage of the insulator. The distribution voltage of the
good insulator string is calculated as shown in Fig. 4. The measurement result of
distribution voltage of the insulator string of a 500 kV line in Guizhou Province is
shown in the red curve of Fig. 4. It can be seen that the result of simulation
experiment is close to the actual voltage distribution, which shows the correctness
of the simulation model, so that we can study the influence of the deteriorated
insulator on the distribution voltage of the insulator string.

Table 1 Relative dielectric constant of each material

Material Steel Porcelain Cement Aluminum Air

Relative permittivity 1 5.6 14 81 1.0006

Fig. 3 Insulator string
electric field distribution
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3 Effect of Degraded Insulator on Distribution Voltage
Model of the Insulator and Tower

3.1 Simulation Model Parameter Setting for Deteriorated
Insulator

The cross-section of the insulator in the simulation model is shown in Fig. 5.

Fig. 4 Voltage distribution of the insulators

Fig. 5 Cross-section of the
insulator

Study on Distribution Voltage of Deteriorated … 861



When the insulator with severe deterioration is in operation, the penetrating air
gap existing in the porcelain and cement between the steel cap and the steel foot
may be broken down and short-circuited, but the deteriorated mild insulator will not
be completely short-circuited. Therefore, for the heavily deteriorated insulator, we
have both the gray and dark gray portions set to the metal material. However, for
the slightly deteriorated insulator, only the gray portion is set as the metal material.

3.2 Effect of Different Degraded Insulators at Different
Positions on Distribution Voltage

In order to study the effect of deteriorated insulators with different degrees of
deterioration on the distribution voltage of the insulator string, we first set the
insulator at the head end position of the insulator string as a severely degraded
insulator and a lighter deteriorated insulator. The simulation result distribution is
shown in Fig. 6.

From Fig. 6, it can be seen that the distributed voltage on the deteriorated
insulator is greatly reduced, which makes it easy to be identified from the voltage
distribution of the insulator string. For insulators with a less deteriorated degree, the
distribution voltage on the insulator will also decrease, but the magnitude is much
smaller than that of the insulator with severe deterioration, and it is even difficult to
see from the voltage distribution curve by the naked eye. Therefore, for a slightly

Fig. 6 Effect of different degraded insulators at the head

862 J. Li et al.



deteriorated insulator, it is necessary to identify it by a distributed voltage curve of
the insulator string by a certain mathematical method.

Similarly, in order to distinguish the influence of different positions, we also set
the insulators at the middle and the end of the insulator string to be seriously
deteriorated insulators and lighter deteriorated insulators. The simulation results are
shown in Figs. 7 and 8.

From Figs. 6, 7, and 8, it can be seen that regardless of whether the deteriorated
insulator is located at the head, middle or end of the insulator string, the degree of
degradation has a uniform effect on the distributed voltage. However, when the
degree of deterioration is the same, it can be seen that the voltage drop of the
deteriorated insulator of the first part is more obvious, the end is second, and the
middle part is the least obvious. Therefore, the lightly deteriorated insulator in the
middle portion is more difficult to recognize, and the deteriorated insulator of the
first portion is easily recognized.

3.3 Influence Between Adjacent Deteriorated Insulators

T A comparison of the distribution voltage of a good insulator string and an
insulator string with a deteriorated insulator taking the 20nd piece as an example is
shown in Fig. 9.

It can be seen from Fig. 9 that the voltage drop of the deteriorated insulator itself
has an effect of increasing the distribution voltage of other insulators. In particular,

Fig. 7 Effect of different degraded insulators in the middle
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the adjacent insulators are greatly lifted, but as the distance is further, the effect is
smaller. It can be seen from the figure that the adjacent four insulators on the left
and right sides of the deteriorated insulator are greatly affected, and the influence
becomes small when separated by four or more. Considering that the distance

Fig. 8 Effect of different degraded insulators at the end

Fig. 9 Comparison of voltage distribution with or without deteriorated insulator
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between the two deteriorated insulators is relatively close, the voltage rises to the
left and the voltage drop becomes smaller, so it is more difficult to identify.
Therefore, we separately set the distribution of two pieces of deteriorated insulators
adjacent to each other and separated by four insulators. The voltage is compared to
study the effect of this effect.

When considering the influence of the adjacent time, the ninth and tenth pieces
are taken as an example. The 9th and 10th sheets are respectively set to deteriorate
simultaneously and deteriorate individually, and the comparison chart is as shown
in Fig. 10. The calculation results of the distribution voltage drop percentage are
shown in Table 2.

The two pieces of deteriorated insulator are arranged to be separated by four
insulators, and the voltage drop calculation results are shown in Fig. 11 and
Table 3.

It can be seen from the calculation results of Tables 2 and 3 that when the two
pieces of deteriorated insulators are close to each other, the mutual voltage distri-
bution is greatly affected, reaching 3%. As the distance increases, the impact
becomes smaller. When separated by four pieces, the influence between each other

Fig. 10 Comparison of voltage distribution with or without deteriorated insulator

Table 2 Comparison of distribution voltage drop of adjacent deteriorated insulators

Degraded insulator number Percentage of distribution voltage change (%)

9th, 10th 12.6, 12.4

9th 15.5

10th 15.4
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has been reduced by less than 1%. Therefore, when two pieces of the insulator are
very close to each other, it is more difficult to detect by the distributed voltage
method.

It can be seen from the calculation results of Tables 2 and 3 that when the two
pieces of deteriorated insulators are close to each other, the mutual voltage distri-
bution is greatly affected, reaching 3%. But as the distance increases, the impact is
small. When separated by four pieces, the influence between each other has been
reduced by less than 1%. Therefore, when two pieces of the insulator with a
relatively low degree of deterioration are close to each other, it is more difficult to
detect by the distributed voltage method.

Fig. 11 Comparison of voltage distribution with or without deteriorated insulator

Table 3 Comparison of distribution voltage drop of adjacent deteriorated insulators

Degraded insulator number Percentage of distribution voltage change (%)

9th, 14th 14.9,14.8

9th 15.5

14th 15.3
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4 Test

According to the installation environment of the insulator string, the experimental
equipment is sequentially connected in the order of the crossarm, the insulator
string and the wire, and the test platform shown in Fig. 12 is formed.
A power-frequency voltage with a voltage effective value of 289 kV is applied to
the insulator. The measurement of the distribution voltage of the insulator string is
performed by the voltage measuring robot. The measurement of the distribution
voltage of the insulator string is performed by the voltage measuring robot. The
measurement result of distribution voltage of normal insulator string is shown in
Fig. 13.

It can be seen that the voltage distribution of the test results is not as smooth as
the simulation results. This is due to measurement errors in the measuring device.

In order to investigate the effect of insulators on voltage distribution at different
degrees of deterioration, the eighth insulator was replaced with a deteriorated
insulator with insulation resistance of about 100, 200, and 300 MX, that is, heavily
deteriorated, moderately deteriorated, and slightly deteriorated insulator. The
measurement results of the voltage distribution are shown in Fig. 14.

It can be seen from Fig. 14 that the voltage drop of the heavily deteriorated
insulator is large and easy to discriminate, but the voltage drop of the moderately
and slightly deteriorated insulator is relatively small, and it is prone to leakage
through the voltage distribution. Especially for the slightly deteriorated insulator, its
voltage drop is small, and it is easy to be misjudged directly by voltage distribution
discrimination.

Fig. 12 Test platform of the
insulators string
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Fig. 13 Voltage distribution of normal insulator strings

Fig. 14 Voltage distribution with a insulator of different degrees of deterioration
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5 Conclusion

By simulating and testing the insulators with different degrees of deterioration at
different locations, we can draw the following conclusions.

(1) The voltage drop of the heavily deteriorated insulator with insulation resistance
below 100 MX is large, and it is easy to judge by voltage distribution.

(2) Insulators with a lighter degree of degradation have a lower voltage drop and
may not be directly visible from the voltage distribution curve. Mathematical
methods are needed for identification.

(3) When the degree of deterioration of the insulator is the same, it is easier to
identify at the head, followed by the end, and finally the middle.

Fund Support State Grid Corporation of Science and Technology Guide Project (Key
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Research and Implementation
of Conductive AC Charging
Interoperability Test for Electric
Vehicles

Xuan Zhang, Wei Zhang, Yuan Sun, Xuling Li and Lin Sang

Abstract With the rapid development of the electric vehicle industry, the charging
interoperability problems are becoming more and more serious, and the require-
ments for charging reliability and safety are also getting higher and higher. AC
charging is widely used because of easy to install and operate. Based on the existing
AC charging system, this paper analyzed each charging state including the con-
nection confirmation phase, charge ready phase, startup and charging phase,
shutdown phase during the AC charging process. The interoperability test use cases
of the vehicle and AC charging equipment were proposed. Through the construc-
tion of the interoperability test system, PWM signal parameters, the voltage of
detection points, the transition between each state and the simulation of the
abnormal faults for the vehicle and AC charging equipment were completed. Test
results shown that the charging matching degree between the vehicle and the AC
charging equipment using these protection strategies was improved. These effective
measures minimized the safety risk and strengthen prevention capability of the
charging process.

Keywords Interoperability � AC charging � Electric vehicle

1 Introduction

Due to prominent oil and environmental issues, the new energy industry is
developing rapidly [1–3]. It is imperative to develop new energy vehicles. The
number of new energy vehicles in China is increasing at a rate of more than 100%
per year. The United States and European countries are launching a plan to ban fuel
vehicles, and global new energy vehicles are welcoming a rapid development stage.
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According to the statistics of China Electric Vehicle Charging Infrastructure
Promotion Alliance (EVCIPA), the number of charging infrastructure in the year of
2018 was 808,000, including 330,000 public piles and 480,000 private piles. The
number of possessions had increased by 350,000 compared with 2017. There were
190,000 public AC charging equipment. Large-scale vehicles and charging facili-
ties were put on the market, which brought higher demands on charging interop-
erability and safety.

However, from the effect of the implementation of GB/T 18487.1-2015 [4] and
the market feedback, the safety and reliability were still important issues for the
charging interoperability. Domestic testing laboratories and research institutes had
carried out research on electric vehicle AC charging. Mr.Sun analyzed the main
cause of unqualified parameters of PWM signal [5]. Mr.Zhu designed the inter-
operability testing for AC charging equipment [6]. Mr.Yin proposed the measures
to improve the BMS(Battery Management System) fault response rate of the
charging facility by using the analytic hierarchy process [7]. An algorithm to cal-
culate the short-term reserve capability of EV (given by Mr.Wu) [8] and a variable
threshold optimization algorithm (given by Mr.Zhou) [9] were both aimed at
Vehicle-to-Grid technology to improve the imbalance between power supply and
demand. These studies had not focused on the interoperability requirements for
electric vehicles and the AC charging equipment. This paper presented the inter-
operability test use cases based on the AC charging process, proposed corre-
sponding security solutions, and verified these test methods in the laboratory.

2 AC Charging System

2.1 Charging Mode

Charging mode is the method for connection of an electric vehicle to the supply
network to supply energy to the vehicle [10]. AC charging mainly uses mode 2 and
mode 3.

Mode 2 is a method for the connection of an electric vehicle to a standard
socket-outlet (based on GB 2099.1 and GB 1002 in China or corresponding to the
relevant IEC standards) of an AC supply network utilizing an AC supply equipment
with a cable and plug, with a control pilot function and system for personal pro-
tection against electric shock placed between the standard plug and the electric
vehicle. AC charging equipment using Mode 2 charging shall provide a protective
earthing conductor from the standard plug to the vehicle connector.

The rated values for current and voltage shall not exceed:

– 8 A and 220 V AC single-phase for standard socket-outlet with 10A;
– 13 A and 220 V AC single-phase for standard socket-outlet with 16A.
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Mode 3 is a method for the connection of an electric vehicle to an AC supply
equipment permanently connected to an AC supply network, with a control pilot
function that extends from the AC supply equipment to the electric vehicle. Electric
vehicle charging equipment using Mode 3 charging shall provide a protective
earthing conductor to the socket-outlet and/or to the vehicle connector.

2.2 Charging Connection

AC charging mainly uses case B connection and case C connection. For supply
current greater than 32A AC, it should be used case C connection.

Case B connection is connection of an electric vehicle to a supply network with
a cable assembly detachable at both ends, as shown in Fig. 1.

Case C connection is connection of an electric vehicle to a supply network
utilizing a cable and vehicle connector permanently attached to the electric vehicle
charging station, as shown in Fig. 2.

2.3 Typical Control Pilot Circuit

The typical control pilot circuit is shown in Fig. 3. The detail definition of
parameters is in GB/T 18487.1-2015 Annex A. The circuit in the AC charging
equipment side is composed of the supply control device, contactors K1 and K2,
resistor R1 and switch S1, and in the vehicle side includes resistors R2, R3, diode

EVSE

Fig. 1 Case B connection

EVSE
Fig. 2 Case C connection
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D1, switches S2 and S3, on-board charger and vehicle control device. Resistor R4
and RC are mounted in the vehicle connector. Switch S1 and S2 are internal
switches. After the vehicle coupler and the plug and socket-outlet are fully con-
nected, the electronic lock shall be completed locked. When the vehicle finishes
self-checking and detectes PWM signals, switch S2 shall close. Then the AC
charging equipment will start charging. Other control pilot circuits also have
Charging Mode 2 and Case C Connection under Charging Mode 3.

Before charging, the AC charging equipment measures the voltage value of
detection point 1 or 4 to judge whether the plug and the socket-outlet are fully
connected. The vehicle control device measures the voltage value of detection point
3 to judge whether the vehicle connector and the vehicle inlet are fully connected. If
the AC charging equipment has no failure and the connector and inlet have been
fully connected (for case B connections under charging mode 3), switch S1 shall
change from the +12 V status to the PWM status, and the PWM signal shall be
output to the vehicle. If the on-board charger finishes self-detection and finds no
failure, PWM signal shall be detected on the detection point 2 of the control pilot
circuit, switch S2 shall be closed. Then, the AC charging equipment conducts AC
power supply circuit and outputs the voltage. During the charging, the maximum
supply capacity is controlled by the vehicle control device through the duty cycle of
the PWM signal at detection point 2, the rated capacity of the cable by judging the
resistance value between detection point 3 and PE. When the expected the shut-
down requirement is reached, swiping the card and other triggering shutdown signal
can stop charging process normally.

On-board charger

Residual Current 
protection Device

vehicle 
control 
device

EV Supply Equipment Electric Vehicle

K1

K2
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Fig. 3 Typical control pilot circuit for Case B connection under charging mode 3
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3 Interoperability Test for AC Charging

3.1 Interoperability Test Use Cases

According to the working principle of the AC charging system, interoperability test
use cases for AC charging were given in Table 1.

Table 1 Interoperability test use cases for AC charging

Use case name Use case item Test object

Charging coupler test Structural size test EV/AC charging
equipment

Plug space size test EV/AC charging
equipment

Inlet space size test EV/AC charging
equipment

Charging state test Connection confirm phase test EV/AC charging
equipment

Charge ready phase test EV/AC charging
equipment

Startup and charging phase
test

EV/AC charging
equipment

Normal shutdown phase test EV/AC charging
equipment

Connection control timing test EV/AC charging
equipment

Charging control output test PWM duty cycle change test EV

PWM duty cycle overrun test EV

PWM frequency overrun test EV

Charging error state test Switch S3 open test EV

CC pin/line broke test EV/AC charging
equipment

CP pin/line broke test EV/AC charging
equipment

CP earthing test AC charging equipment

PE continuity loss test AC charging equipment

Over-current test AC charging equipment

Switch S2 re-close test AC charging equipment

AC supply power loss test EV/AC charging
equipment

PWM signal loss test EV

Charging control pilot circuit
test

CP circuit voltage test EV/AC charging
equipment

CC circuit resistance test EV
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In addition to normal charging state and process, charging interoperability test
use cases were specifically designed for typical faults, such as abnormal charging
coupler connection fault, abnormal control pilot signals, etc. occurred during actual
charging in the field. These were more likely to cause charging safety hazards on
charging equipment, vehicle and users.

3.2 Interoperability Test System

Interoperability test system for AC charging equipment was shown in Fig. 4,
mainly including AC power supply, AC load, electric vehicle control simulation
box/AC charging equipment control simulation box, measuring instruments (such
as oscilloscope, signal generator, etc.), main control unit, etc. AC charging
equipment was set to work under rated load condition, and test condition contained
failure test of rated operating condition and parameter which were out of normal
range. The vehicle under test needed to be discharged before the test to facilitate
subsequent testing.

3.3 Coupler Interoperability Test Requirement

AC supply coupler and vehicle coupler shall meet the requirements of GB/T
20234.1-2015 [11] and GB/T 20234.2-2015 [12]. The dedicated gauge and the
scale division of 0.02 mm or similar metrological apparatus were provided to check
the critical dimensions of AC charging coupler (vehicle connector, vehicle inlet,
plug, and socket-outlet). Insertion of connector into vehicle inlet and plug into
socket-outlet is intuitively obvious and free of multiple orientations.

Fig. 4 AC charging interoperability test system
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Latch mechanism is present and prevents inadvertent or accidental decoupling.
The socket-outlet and vehicle inlet under more than 16A shall have the electronic
locking device to prevent accidental disconnection during charging. When elec-
tronic lock is not reliably locked, the AC charging equipment or the vehicle shall
stop charging or not start charging.

4 Test Procedure and Results

4.1 Test Condition

Connecting to the test system, the interoperability test on AC charging equipment
and electric vehicles were done separately. Key parameters, such as the voltage of
detection point 1, the voltage of detection point 3 voltage (if possible), PWM signal
parameters, charging voltage, charging current, abnormal trigger signals were
collected by the measuring instruments.

4.2 Control Pilot Parameters Test

The AC charging equipment sample was a single-phase output with a maximum
current of 16A AC. Result of control pilot parameters were given in Table 2.
During the charging (state 3), the voltage of detection point 1 was within the
standard range, and the AC charging equipment allowed normal charging.

4.3 Charging State Test

AC charging only relied on PWM signal parameter changes for communication, so
the vehicle and the AC charging equipment had higher requirements on the PWM

Table 2 The result of control pilot parameters

Charging
state

Detecting point 1
(V)

Detection
point 4

PWM duty
cycle

PWM
frequency

Rise/fall
time

State 1 12.2 6¼0 – – –

State 2 8.97 0 – – –

State 2′ 9.00
−12.2

0 27.01% 1000 Hz 4.244 ls
5.605 ls

State 3 5.89 0 – – –

State 3′ 5.80
−12.2

0 26.99% 1000 Hz 3.428 ls
7.833 ls
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output timing and signal parameter quality. See Fig. 5, the charge state transition
process for the charge start phase and the normal shutdown phase was shown
respectively. When the vehicle was ready for charging (closed switch S2), the AC
charging equipment would conduct the AC power supply circuit within 3 s. When
the vehicle stopped charging (open switch S2), the AC power supply circuit would
disconnect within 100 ms.

4.4 Charging Error Test

During the charging process, abnormal fault might occur, such as the vehicle
connector unplugged, the protection earth continuity loss, etc. By corresponding
protective measures, the vehicle and the AC charging equipment should detect the
fault in time and stop charging (see Fig. 6). These means ensured the user’s per-
sonal safety and equipment reliability.

(a) charging state 2’-> state 3’ (b) charging state 3’-> state 2’

Fig. 5 The result of AC charging transition process test

(a) unplug during charging (b) open switch S3during charging     

Fig. 6 The result of AC charging abnormal shutdown test
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4.5 Charging Timing Test

After testing the vehicle and the AC charging equipment separately, we had to
verify the charging ability. The charging process was shown in Fig. 7. During the
test period, the charging process was stable and reliable without any abnormal
shutdown.

To further verify the rationality of these test methods, our laboratory organized
electric vehicle charging interoperability test activity. 12 domestic mainstream AC
charging equipment, 4 pure AC charging vehicles and 9 AC and DC charging
vehicles had accomplished on-site matching test. The qualification rate of one
charge matching was 94.5%. Most of the problems were mainly the response
timeout for abnormal faults. Later, the manufacturers would modify and improve
the design according to the standard requirements.

5 Conclusion

This paper deeply analyzed the AC charging system of electric vehicles, and pro-
posed the interoperability test use cases of the vehicle and AC charging equipment.
By constructing an interoperability test system, the evaluation of safety and inter-
operability between the charger and the vehicle during the charging process was
realized in the laboratory. The test results shown that after the relevant tests in the
laboratory, the degree of charging matching in the field was greatly improved.

Fig. 7 The result of AC charging process
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The part of recommended test methods had been written into national standards
(GB/T 34657.1-2017 [13] and GB/T 34657.2-2017 [14]). Follow-up research will
focus on the safety issues in the field operation and use, continue to improve
relevant test methods, implement more scientific test methods, analyze and solve
more problems in the actual charging process, to ensure safely and reliably
charging.
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Electric Vehicle DC Charger Charging
Protocol Conformance Testing System

Xuling Li, Xuefeng He, Chen Dong, Xuan Zhang and Lin Sang

Abstract With the development of electric vehicle industry, the charging com-
patibility between charging facilities and electric vehicles has become the focus of
attention of charging operators, charging facilities manufacturers, electric vehicle
manufacturers and users. For electric vehicle DC charging, the communication
protocol between the DC charger and electric vehicle plays an important role in the
interoperability of chargers and vehicles, which is the basis for realizing charging
information exchange and charging control, and is the guarantee for safe charging
of DC electric vehicles. This paper firstly introduces the charging time-sequence
and communication protocol between DC chargers and electric vehicles, then
designs the DC charger protocol conformance testing system, which can verify the
communication message of dc charging communication protocol, the timeout
processing of BMS message, the consistence of charging output, and the abnormal
processing of vehicle charging. Currently, the system has been widely used in the
field test and laboratory test for DC chargers with significant effect.

Keywords Electric vehicle � DC charger � Conformance test

1 Introduction

With the large-scale development and market operation of electric vehicles and
charging facilities, the charging compatibility between charging facilities and
electric vehicles has become the focus of attention of charging operators, charging
facilities manufacturers, electric vehicle manufacturer and users [1]. In October
2017, the Standardization Administration of the P.R.C. released three Chinese
national standards for electric vehicle conductive charging interoperability testing
and protocol conformance testing [2–5], this series of standards specifies the
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Inspection specifications and test conditions for conductive charging system in
physical interface, control pilot circuit, dc charging communication protocol, etc.
The standard GB/T34658-2017 “conformance test for communication protocols
between off-board conductive charger and battery management system for electric
vehicle” specifies the testing for communication transmission rate between DC
charger and vehicle, message frame format, charging message, charging logic,
exception handling in different charging stages, moreover, this protocol confor-
mance test is used as the basis of other interoperability testing items.

This paper introduces the charging process and charging protocol between the
electric vehicles and DC chargers, designs a charging protocol conformance test
system, and classifies test cases based on the test standard of GB/T34658-2017,
introduces relevant testing methods.

2 EV DC Charging Protocol

The communication network between the dc charger of electric vehicles and
vehicles is based on CAN2.0. The physical layer and the data link layer follow SAE
J1939-11 [6] and SAE J1939-21 [7], respectively, and the application layer adopts
the method of periodic transmission and event-driven to complete the charging
information interaction [8].

The whole charging process is divided into four stages: low-voltage auxiliary
power-on and charging handshake phase, charging configuration phase, charging
phase, and charging end phase. DC charging control pilot circuit sequence [9]
cooperates with communication logic, communication message exchange to com-
plete charging and abnormal processing.

After the charging coupler is mated, the charger and the vehicle confirm the
connection according to the respective detection point voltages, and start the
communication process after the charger completes self-inspection, which includes
low-voltage auxiliary power-on, identity identification and pre-charge insulation
detection. In the charging parameter configuration stage, charging parameters from
each side are matched, and the charger completes the pre-charging process. In the
charging stage, the vehicle BMS sends the charging request according to the output
capacity of the charger and its own demand, and the charger adjusts the output
voltage and current. At the same time, the two sides interact with real-time infor-
mation such as voltage, current, temperature and traction battery state, and take this
as the basis for the abnormal evaluation. At the end of charging, it is used to settle
the electric quantity, charging time, SOC value and other related information.
Figure 1 shows the DC charging process and the interactive information at each
stage, where K1 and K2 are output contactors on the charger side, and K5 and K6
are charging contactors on the vehicle side.
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3 DC Charger Protocol Consistency Test System

As shown in Fig. 2, the DC charger protocol conformance test system consists of
three parts: vehicle control pilot circuit simulation device, vehicle battery simula-
tion device, and protocol conformance test software. In order to measure the voltage
of each detection point of the pilot circuit and collect the actual output of the
sample, measuring instruments such as power analyzers, oscilloscopes are also be
used in this system.

The vehicle control pilot circuit simulation device is shown in Fig. 3, including
vehicle inlet and vehicle charging contactors K5, K6. Among them, DC+, DC−,
PE, CC1, CC2, A+, A−, S+, S− are designed in the form of jack, which is
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Low-voltage auxiliary power-on 
and handshake stage  starts
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Low-voltage auxiliary power-on 
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parameters match
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BMS charging status message BCS
Charger charging status message CCS

BMS battery status message BCS cell status 
message BMV optional BMT optional

Charger stop charging message CST

Charger stop charging message BST

BMS charging settlement message BSD

Charger charging settlement message CSD

Fig. 1 Flow chart of DC charging
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convenient to connect oscilloscope, multimeter probe and other external portable
measuring instruments; the CC1 line is equipped with a resistor R4 of 1 KX, in
order to reduce the repeated insertion and removal of the charging coupler during
the test, a S dial switch is equipped to analog cable connection and disconnection.
Contactors K5 and K6 are controlled by the vehicle controller. In the charging
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Fig. 2 Structure chart of DC charger conformance test system

Fig. 3 Electric vehicle control pilot simulation device
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parameter configuration stage, when the vehicle is ready, K5, K6 close and conduct
the charging circuit, electric vehicle and charger will enter the normal charging
process by interacting communication message. CC2 line is equipped with a
resistor R5 of 1 KX and a power supply of 12 V. When the charging cable is
inserted into the vehicle control pilot circuit simulation device, the tested charger
determines whether the charger is completely connected by detecting the voltage
value change of detection point 1: when the voltage value at the detection point 1
change from 6 to 4 V, it indicates that the charger connection is completed and
communication can start. Similarly, the vehicle controller determines the connec-
tion status of the coupler according to the voltage at detection point 2. Table 1 is a
detailed description of each detection point in Fig. 2.

The vehicle battery simulation device includes a programmable DC power
supply and a DC load, which are controlled by a vehicle control module of the
protocol conformance test software. The DC power supply is used to simulate
the battery voltage output. During the charging parameter configuration phase, after
the vehicle controller closes contactors K5 and K6, the charger needs to check the
consistency between the actual battery voltage and the interaction voltage value in
the communication message. Therefore, the analog value of the battery voltage
should be consistent with the parameter in the communication message. During the
charging process, the output voltage and current of the charger changes within the
specified range through load adjustment.

The protocol conformance test software includes the test cases related to the
standard GB/T34658. Moreover, the software is a closed-loop system [10, 11] and
supports secondary development, users can customize new test cases. It can auto-
matically execute the test cases, which improves the test efficiency.

Figure 4 shows the protocol conformance test software, which includes data
acquisition and processing, human-machine interface, test case generation, vehicle
control and other function. The test software receives the message through the

Table 1 Description of the check points

Detection
point

Description

Detection
point 1

The voltage value between CC1 and PE, the voltage range of the detection
point 1 is [3.2 V, 4.8 V] when the charger is completely connected, and the
indicator light is green

Detection
point 2

The voltage value between CC2 and PE, the voltage range of the detection
point 2 is [5.2 V, 6.8 V] when the charger is completely connected, and the
indicator light is green

Detection
point 3

The voltage value between DC+, DC−, the voltage inside the charger output
contactor K1, K2, when K1 and K2 close, it is consistent with the voltage of
the detection point 4, when K1 and K2 open, it is the output voltage of the
charging module

Detection
point 4

The voltage value between DC+, DC−, the voltage outside the charger output
contactor K1, K2, when K1 and K2 close, it is consistent with the voltage of
the detection point 3, when K1 and K2 open, it is the battery voltage
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Vector CAN controller, and the relevant information is transmitted to the vehicle
control module after analysis, so as to complete the control of the vehicle battery
simulation device and charging contactors. The human-machine interface is used to
display interface-related connection status, vehicle contactors K5, K6 continuity,
communication message parameter information, test case details and test status
information, etc.

Before the test begins, the interface state of the test device shall be set firstly.
CC1, CC2, PE, S+, S−, A+ and A− (the system does not need the auxiliary power
supply provided by the charger under test; A+ and A− are normally connected)
shall be set as connected state, and DC+ and DC− as disconnected state.

After the charging cable of the charger under test is connected to the vehicle
control pilot circuit simulation device, the test system judges that the connection is
completed according to the voltage of the detecting point 2, the indicator light at
detection point 2 turns green, and the protocol conformance test software can be
used to pick test cases and set message parameters at each stage.

4 Testing Method

4.1 Test Cases and Classification

The charging conformance test between electric vehicle DC charger and vehicle
includes physical layer test, data link layer test and application layer test [12]. This
paper focuses on the application layer charging consistency testing. In order to
facilitate the test, according to different test methods of test cases, the test cases (see

Fig. 4 HMI of DC charger conformance test software
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first column of Table 2) can be divided into four categories: (1), Verification of
communication message of charger; (2), Verification of BMS message timeout
processing; (3), Verification of Output consistency; (4), vehicle charging abnormal
processing verification, as shown in Table 2. In fact, in other application scenarios,
such as high-power charging, plug and charge etc., test cases of protocol consis-
tency also can be classified and tested in this way. The test case classifications
sorted according to GB/T34658-2017 are shown in Table 2.

Table 2 DC charger protocol conformance test cases

Test case ID Test case item Category

DP1001, DP1002 CHM message communication logic, period, message
format

1

DP1003 CRM message communication logic, period, message
format

1

DN1001, DN1002,
DN1003

Timeout processing of receiving BRM message 2

DN1004 Timeout processing of receiving BCP message 2

DP2001, DP2002 CML, CTS (optional) message communication logic,
period, message format

1

DP2003 CRO message communication logic, period, message
format

1

DP1002 K5K6 welding test 4

DP1002 Insulation detection output voltage test 3

DN2001, DN2002 Timeout processing of receiving BCP message 2

DN2003–DN2008 Timeout processing of receiving BCP message 2

DN2009 Welding test of vehicle charging contactors 4

DN2010 Timeout processing of receiving BCL message 2

DP2003 Pre-charging test 3

DP3001 CCS message communication logic, period, message
format

1

DP3002 Receiving BMV, BMT message test 2

DP3003–DP3005 Vehicle abnormal state fault handling 4

DP3006, DP3007 CST message communication logic, period, message
format

1

DN3001, DN3003,
DN3005, DN3007

Timeout processing of receiving BCS message 2

DN3002, DN3004,
DN3006, DN3008

Timeout processing of receiving BCL message 2

DN3009, DN3010 Timeout processing of receiving BST message 2

DP4001, DP4002 CSD message communication logic, period, message
format

1

DN4001–DN4004 Timeout processing of receiving CSD message 2
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In the table, the first number of the test cases ID represents the charging stage, 1
is for low-voltage auxiliary power-on and handshake stage, 2 is for charging
parameter configuration, 3 is the charging stage, and 4 is the charging end stage.

4.2 Test Method

Verification of Communication Message of Charger
This type of test item is to verify the validity of the message sent by the tested
charger at each stage, the communication logic of the message (start/end trans-
mission condition), the message period, the message format, and the parameter
value definition. The test system simulates the control pilot sequence and com-
munication flow of the BMS under normal charging conditions according to Fig. 1.
The oscilloscope records the actual output voltage and current of the corresponding
detection points in each stage, and the synchronous CAN controller receives
messages to make qualification judgment.

Verification of BMS Message Timeout Processing
The purpose of this type of test items is to verify whether the charger under test fails
to receive BMS message due to communication fault, or if the communication
status is good but the received BMS message is not meet requirements. If the
correct message is not received within the timeout period, the tested charger should
send the current message according to the period and maintain the current control
pilot state. Otherwise, the corresponding timeout information should be written in
error message that will be sent to the other side. During the communication process,
the test system simulates communication failures by disconnecting or shorting the S
+ and S− lines, and simulating the wrong BMS communication messages through
the protocol conformance test software.

Table 3 shows the time tolerance requirements of communication messages.

Verification of Output Consistency
Insulation detection output voltage test. This test item is to verify whether the
output voltage value of insulation detection of the charger meets the smaller values
of “maximum allowable charging voltage of BMS” and “maximum output voltage
of the charger” at the stage of low-voltage auxiliary power-on and handshake. The
test system simulates the vehicle communication handshake message (message

Table 3 Tolerance
requirement of message time

Parameter Nominal(t) Tolerance

Time-out time 1 s +0.2 s

5 s +0.5 s

� 10 s +3 s

Cycle time 10 ms ±3 ms

� 50 ms ±(t � 10%) ms
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code ‘BHM’) “total maximum allowable charging voltage” within the scope of the
output voltage of the charger, higher than the maximum output voltage of the
charger limit, lower than the minimum output voltage of the charger. Whether the
insulation detection output voltage meets the requirement is judged by the voltage
value of the detection point 3.

Pre-charging testing. The test item is to verify whether the pre-charge process of
the tested charger during the charging parameter configuration phase is consistent
with the standard. The test system simulates the normal vehicle battery voltage (i.e.,
the tolerance of voltage at the detection point 4 and the battery voltage in the
communication message(message code ‘BCP’) is less than 5%, the voltage at the
detection point 4 is within the normal output voltage range of the charger), the
abnormal vehicle battery voltage (the tolerance of voltage at the detection point 4
and the battery voltage in the communication message(message code ‘BCP’) is
more than 5%). When the pre-charging condition satisfies the contactors K1, K2
close and the charger module output voltage is adjusted to smaller 1–10 V than
actual battery voltage. Otherwise the charger sends a timeout error message and the
pre-charge is unsuccessful.

Verification of Abnormal Handling of Vehicle Charging
Welding test of vehicle charging contactors. The purpose of this test project is to
verify whether the tested charger judges the opening and closing states of vehicle
charging contactors K5 and K6 before communication getting started, so as to
prevent the battery damage caused by unsafe charging in the case of vehicle fault
from affecting personal safety. The vehicle control pilot circuit simulator of testing
system connects the tested charger, when the indicator light at the testing point 2 is
green, closes DC+, DC− to simulate the normal voltage of the battery (lateral
voltage of K1, K2 is less than 10 V), abnormal voltage of the battery (lateral
voltage of K1, K2 is equal or higher than 10 V). The tested charger should be able
to judge contactors K5, K6 abnormal welding when the voltage on the outside of
K1, K2 is higher than 10 V, and the corresponding error messages written in error
message will be sent to the BMS.

Vehicle abnormal state fault handling. The test item is to verify the response of
the tested charger when vehicle suspends charging with abnormal battery infor-
mation. The test system simulates that the battery status information of the traction
battery in the charging stage changes from “normal” to “too high/too low/untrusted
state”, and determines whether it meets the requirements by receiving the message
of the charger and the voltage value at the detection point 3.

5 Conclusion

The incompatibility of electric vehicles and chargers has brought a significant
impact on the development of electric vehicles and the construction and operation
of charging infrastructure. The consistency of charging communication protocol is
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the basis and guarantee of DC charging. Based on the deep analysis of the DC
charging process and information interaction process of electric vehicles, the DC
charger protocol conformance test system is constructed, the test cases are classi-
fied, and the corresponding test methods are introduced.

At present, the system has been widely used in field and laboratory DC charger
communication protocol conformance test. The system effectively tested and has
found the issues like timeout processing, output consistency, vehicle charging
exception handling in multiple batches of DC chargers. The test results and prac-
tical application show that the system runs stably and reliable with significant effect.
In the future, we will continue to study the secondary development function of the
test system and make it to be used in high power charging, plug and charge,
wireless charging and other application scenarios.
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A Design Method of In-band
Communication Link
in Power-Over-Fiber
Application System

Haiquan Wang, Gengtao Guo, Lei Jiang, Jiwen Yao and Yulong Ma

Abstract Power-over-fiber (POF) technique is a commonly way to transmit power
externally into the low-power remote modules in specific distributed measurement
systems. This paper briefly analyzes the technical characteristics and application
limitations of different implementations of In-band communication used in the POF
system. Based on the analysis of the characteristics of key components such as laser
diode (LD) and photoelectric converter (PPC), this paper proposes a closed-loop
digital modulation method that takes the characteristics of photovoltaic voltage
signals as feedback to control the drive current of LDs, and then the In-band
communication link over the power supply fiber can be established. After that, this
paper explains the architecture design, control circuit, feed-back demodulation
design and closed-loop control software design of the POF system with In-band
downlink capability. The specific test verifies that the proto-type realizes the
downlink communication in POF system at 1 Mbps rate between the host and
remote module which runs in industrial temperature environment. The method can
meet the communication requirements of parameter configuration, sampling cali-
bration and other functions in the industrial distributed measurement system.

Keywords Power-over-fiber � In-band communication � Closed-loop digital
modulation � Laser diode

1 Introduction

The new digital measurement technology on smart grid sensing layer such as
electronic current transformers (ECT) has been widely used in intelligent substa-
tions and DC converter stations. In the specific measurement systems working in
high or ultra-high voltage (UHV) transmission system with harsh electromagnetic
environment, the data processing host and the distributed remote module must be
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electrically isolated. Power can’t be directly transmitted through the wire or cable.
POF system takes optical fiber medium as the power supply channel, which can
realize safe, low-cost and all-weather isolation. It is one of the important energy
supply methods for such applications [1–7]. For example, most of the high-voltage
ECTs take the POF system as power supply for the remote module of on the
primary side.

A typical schematic diagram of POF system is shown as Fig. 1. The system can
be easily divided into local power supply side and remote power receive side: The
local power supply side includes a laser diode (LD) current controller, a drive
circuit, and a LD; the remote power receive side includes a photoelectric converter
(PPC) and a regulated power supply [8]. In the system, the LD converts electrical
energy into light energy on the local side, and then transmits the light energy to the
remote side through the optical fiber. The PPC on the remote side converts the light
energy into electrical energy. Finally, the voltage regulation circuit convert the
energy to be the power of remote module.

The distributed measure system supplied by power-over-fiber system, contains
downlink communication (from the host to the remote module) and uplink com-
munication (from the remote module to the host) [8]. The uplink communication
generally adopts an independent fiber and there are mainly two ways for the
downlink communication.

1. Time-division multiplexing of power supplied fibers, which realizes composite
transmission of signals and energy [9]. The transmission is generally achieved
on switch the transmitting optical power of laser diode [5].

2. Independent fiber.

The switch method can transmit signal in a high extinction ratio which has good
environmental adaptability [10]. However, the method has some shortcomings.

Power Control Driven circuit

LD

Application Regulator

PPC

Optical fiberRemote power receive side

Local power supply side

Fig. 1 Typical schematic
diagram of POF system
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1. When the signal is transmitting, the power supply would be completely shut
down. Consequently, in the communication state, the supply power of POF
system is reduced significantly per unit time.

2. The LD is switched at high speed according to the baud rate of the signal
communication, which is not a normal design working mode for LD. The
switching process would inevitably generate electrical stress which has a neg-
ative impact on the device life time and affects the reliability of the whole
system.

Independent fiber doesn’t affect the reliability of power supply, but it also has
some defects. On the one hand, Extra power consumption is required because of the
dedicated receiver and circuit, which make a challenge to the system design, on the
other hand, the increase number of optical fibers makes the fiber laying more
complicated and add the risk points of the system.

In order to meet the application requirements of online parameter configuration,
sampling calibration and other functions which can improve the maintenance
convenience in the distributed measurement system supplied by POF system, it is
urgent to study the downlink communication technology that can be applied in
engineer field. This paper proposes a design of In-band communication link over
the power supply fiber through closed-loop digital modulation method based on the
characteristics study of key components in the engineering environment. The
implementation architecture and method of the system are described in detail and
specific tests of prototype are carried out to verify the communication performance
in industrial temperature.

2 Research on Implementation Method of In-band
Communication Link in POF System

In order to avoid the shortcomings of the switch method, an amplitude-shift keying
(ASK) digital modulation for modulating the transmitted optical power is consid-
ered. The principle is to modulate the laser current, control the transmitting optical
power, which leads the change of PPC output voltage to realize signal transmission.
Binary 0 is transferring when the optical power is low, otherwise, binary 1 is
transferring. The judgments can be executed on the PPC output voltage relative to
the transferring optical power [9]. Compared to the switch method, the method does
not shut down the LD in the modulation process, which reduce the switch electrical
stress on components and the impact on power supply. In addition, the bandwidth
increases when the signal setup time is less than switch method. It is especially
suited to In-band communication link in POF system while the linear control
module of the POF system need to be established.
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2.1 Key Component Characteristics

The typical relationship between the output optical power of LD, the input current
and temperature are shown in Fig. 2a. There is a threshold current when the LD
works. When the input current exceeds the threshold current, the output optical
power is approximately linear with the current. As the temperature rises, the
threshold current becomes higher and the output efficiency decreases brought by the
laser gain attenuation.

When the input optical power is constant, the curve of PPC output voltage
changing with temperature without load is Fig. 2b. The PPC output voltage has a
negative temperature coefficient as which is shown in the figure. As the temperature
rises, the PPC output voltage falls.

When the ambient temperature is constant, the relationship between PPC output
voltage, input light power and load characteristics is shown in Fig. 3. The PPC
output voltage increases along with the input light power, when the open circuit
voltage and short circuit current rises. Besides, from the load characteristic respect,
PPC has the best working point.
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2.2 Digital Modulation Method Research

However, as the characteristics of key components are all nonlinear, the ASK linear
control model can’t be adopted for POF system [11]. For instance, if disturbance
factors affect the characteristics of the POF system which changes the PPC voltage,
the digital signal on the demodulation side will exhibit pulse broadening and signal
transmission may fail when the LD modulation current keep stable. To solve this
problem, a closed-loop digital modulation principle is proposed in this paper, and
the principle diagram is shown in Fig. 4. When the signal on the decoder side
exhibit pulse broadening caused by disturbance, there will be difference between
the given signal pulse width on the modulation side and the feedback signal pulse
width on the decoder side. The error value is amplified and transformed to control
the LD modulation current. By changing the transmitted optical power amplitude
through LD current control, the PPC modulation voltage on the decoder side
changes, so that the signal pulse width of the decoder side signal gets close to the
given one. Since the distributed measurement system that supplied by POF system
has a downlink communication channel already, there is no need to establish a new
feedback channel, and the design implementation of the method can be simplified.

As an example, when the system characteristic is disturbed by ambient tem-
perature, the closed-loop modulation process of the method is shown in Fig. 5. The
increasement of ambient temperature changes the PPC output voltage, which leads

Control 
module LD PPCDriven

circuit

Calculated 
pulse width

+

-

gT T

Demodulation 
module

I
P

fT

drvM

Fig. 4 The schematic diagram of closed-loop digital modulation method
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PPC output voltage
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Fig. 5 The adjustment process of closed-loop digital modulation when temperature changes
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to the failure of demodulation. At the time, the LD modulation current goes lower,
the PPC modulation voltage falls, then the signal pulse width follows the given
value which recovery the signal transmission.

3 System Design

3.1 System Architecture Design

The system architecture of In-band communication link in POF system designed in
this paper is shown in Fig. 6.

The local power supply side includes a LD power control module, a drive circuit,
and a LD. The remote power receive side includes a PPC, a demodulation module,
an information feedback module and a regulated power supply. There are downlink
and uplink connect optical fibers between the two sides.

The LD power control module implements dual closed-loop control of power
supply and digital modulation, which produce the control value of LD drive current.
The power supply closed loop is an outer loop, and the digital modulation loop is an
inner loop. The power supply control sub-module performs the closed-loop power
supply current control, which maintains the state of POF system near the optimum
operating point. The digital modulation sub-module performs the closed-loop
digital modulation control, which ensure the reliability of In-band communication
link. The information feedback module completes the collection of feedback
information (PPC output voltage and demodulated digital signal characteristics) and
uplink message transmission.

 Driving 
circuit

Information 
feedback module

Downlink 
fiber

LD PPC

Uplink fiber

Demodulation 
module

Power supply 
control
module

Digital 
modulation 

module

Closed-loop of power supply
Closed-loop of digital modulation

Power
supply

Message

Application 
data

LD control module

Local power supply side Remote power receive side

Fig. 6 The schematic diagram of POF system with In-band communication link
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3.2 LD Drive Circuit Design

The schematic of LD current drive circuit designed is shown in Fig. 7. This circuit
automatically realizes the digital control of LD current based on the automatic
analog feedback control principle.

In the circuit, the digital value of LD drive current is converted into an analog
control voltage by the high speed DAC chip, and the voltage is compared with the
feedback voltage of the LD current sensing resistor R5 to generate a control voltage.
As the base voltage of the MOSFET, it controls the MOSFET on-resistance to
change the circuit loop resistance in the constant voltage source circuit, so that the
current follows the given value automatically. R3 and C2 form a low-pass filter for
feedback voltage signal. In practical application, MOSFET needs necessary gate
voltage overshoot limiting circuit according to gate characteristics for protection.
As current feedback resistance, R5 is calculated from the maximum output voltage
of DAC chips and the maximum run current of LD while the power of resistance
may be very large. It can be reduced by addition amplification circuit in the
feedback circuit to simplify the design. Anti-parallel diodes D1 with the LD limits
the possible reverse voltage and the RC circuit acts as an absorption loop for the
peak interference voltage.

3.3 Demodulation Module Circuit Design

In the in-band communication link in the POF system based on digital closed-loop
modulation method, the PPC output voltage changes from control factors which

VCC

R1

R2

R3

R4

C1

C2
R5

DAC

Q1

Q2
D1

L1

COMP

Fig. 7 The schematic of LD
drive circuit
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include supply regulation, signal modulation and system characteristics alternation
which are caused by interferences. The average value of the photoelectric output
voltage within one period can be approximated as a judge reference for signal
demodulation. Besides, the threshold voltage needs to be properly selected to
reduce the decoder error rate. The demodulation circuit is respectively shown in
Fig. 8.

In the demodulation circuit, the PPC output voltage connects to the low-pass
filter to produce an approximate average voltage. The signal decision threshold
voltage Vth is obtained by subtracting Vave from the preset noise filter voltage Vref

through subtraction circuit. Vth is compared with the real-time photoelectric output
voltage by the hysteresis comparator U3 to realize signal demodulation.

When choosing the noise filtering voltage, all the relative factors such as mea-
sure noise, demodulation signal slew rate and expected communication bandwidth
should be considered. After practical verification, the value is 0.05 V in this design.
C2 is a storage capacitor, which can reduce the voltage fluctuation brought by
modulation or power supply adjustment to ensure the reliability of power supply.
Schottky diode D1 acts as an isolation device, which isolates the C2 voltage from
the PPC output voltage [12]. Otherwise, when receiving the modulated signal, the
PPC output voltage will remain unchanged due to C2 which would lead to
demodulation error [13]. When the D1 is cut off, and the R1 is the discharge
resistance for energy of parasitic capacitance in the PPC. However, when the
resistance serves as the load of the remote module, the resistance should not be too
small.

3.4 LD Power Control Module Design

In digital ASK modulation, once the communication baud rate set, the signal pulse
width is fixed. In the signal modulation, the control value is determined by different
preset value according to the current transmission signal. However, when imple-
menting the closed-loop digital modulation method in In-band communication link
in the POF system, the system can’t be seen as an ideal system when the signal
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pulse width is uncertain. When the signal changes from “1” to “0”, the falling edge
of demodulation signal is determined by the fall time Tfall that the PPC output
voltage drops to the threshold voltage. Similarly, when the signal changes from “0”
to “1”, the rising edge of demodulation signal is determined by the rise time Trise
that the PPC output voltage rises to the supply voltage from the threshold point. As
the modulation voltage of PPC falls, the Tfall and Trise reduces when supply voltage
and load characteristics are stable according to the characteristics of demodulation
circuit. It is difficult to calculate Tfall and Trise in real time which are related to the
supply optical power, modulation voltage and load characteristics of the PPC output
circuit. Therefore, the control objectives of the closed-loop digital modulation
method proposed in this paper is not making the signal pulse width on the decoder
side equal to the preset signal pulse width decided by the baud rate, but guarantee
signal decoding correctly through suitable signal pulse width. Obviously, when the
signal pulse width on the decoder side is approaching to the given Tset, the control
margin decreases, the LD modulation current should go lower and the impact of
In-band communication link on supply power increases.

To reduce the signal pulse width Tg of the control objective and simplify the
design of the control system, Manchester code is adopted for message coding. On
the one hand, there is always a transition at the middle of each bit period in
Manchester code. The abundant bit-change information makes it easy for the
controller to get enough characteristics information of signal pulse width, and
improves the anti-interference ability of the system. On the other hand, Manchester
codes are self-clocking signal. Bit transitions include both clock and data infor-
mation. As long as the correct clock data recovery (CDR) is guaranteed, the correct
decoding can be achieved. The digital code decoder module designed in this paper
allows more than 20% signal jitter when it performs CDR for Manchester code. In
order to minimize the loss of supply power and retain the control margin, this paper
considers the control objective as follows.

Tg ¼ 90%Tset ð1Þ

The signal pulse width on the decoder side is obtained by timing the output
signal of the decoding circuit through a high-speed clock in the processor of the
remote module, and the statistical minimum of all “0” and “1” bit-width in a frame
message is taken as Tf . There are more complex codes which have better bandwidth
utilization.

The specific implementation flow chart of the module is shown in Fig. 9.
According to the communication bandwidth and baud rate, the modulation

period and the control objective Tg are calculated in advance in the design stage. In
modulation process, the feedback message is parsed to get Tf and the difference
between Tf and Tg can be calculated, then the LD modulation current is produced
according to the control algorithm and different current control values for modu-
lation in the period can be calculated, after that the output value of modulation
module is determined through the following principle that when the transmission
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symbol is “1”, the control value of output LD drive current is the power supply
current, otherwise, the control value of output LD drive current is the modulation
current. In order to reduce the calculation to meet the embedded processor capa-
bility, the paper adopt gradient descent algorithm in the power supply current
control and incremental PI algorithm in the modulation current control while there
are more excellent algorithms to obtain better control effect. The digital control
values M0 and M1 can be calculated as following. U Nð Þ is the PPC output voltage,
rT Nð Þ is the signal pulse difference between given and feedback. The Ks are
coefficient set in the application tests.

M0 Nð Þ ¼ M0 N � 1ð ÞþKl � U Nð Þ � U N � 1ð Þð Þ ð2Þ

M1 Nð Þ ¼ M1 N � 1ð ÞþKp � rT Nð Þ � rT N � 1ð Þð ÞþKi � rT Nð Þ ð3Þ

To ensure reliability of power supply, the LD drive current will be set to the
maximum admissible value when the POF system is powered on. Analogously, to
ensure the reliability of communication, the LD modulation current is set to zero at
the initial, when the closed-loop digital modulation is similar to the switch method.

4 Performance Test

The prototype is designed to test the system performance. The parameters of this
prototype are shown in Table 1.
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Fig. 9 The flow chart of the
LD power control module
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The communication baud rate of the In-band link is 1 Mbps, the message
transmission frequency is 1 kHz, length is 64 bytes and the CRC check codes are
added at the end of the frame to facilitate packet verification in the prototype.
Environmental test is conducted to verify the performance of the prototype over the
industrial temperature range. The remote module is placed in the environmental test
chamber, the temperature range is set from −40 to 85 °C, the rate of temperature
change is 10 K/h, the time duration is 36 h.

The oscilloscope waveforms of sensing resistors voltage which represents the
laser diode current are shown in Fig. 10. The supply current is 1.1 A and the
modulation current is 0.8 A. According to the characteristics of the LD, the supply
optical power is about 0.85 W and the modulation optical power is about 0.5 W.
The maximum power loss is about 10% in closed-loop modulation method while
the loss is up to 26% in switch mode in the above communication specification.

Typical decoding waveform and PPC output voltage is shown in Fig. 11. The
decoder signal quality is relatively good. CRC check is executed on the decoder
message. In 36 h, 66 Gbits has been transmitted and the bit error is zero. The
decoder signal quality is relatively good.

Table 1 Parameters of the
prototype [14]

Component Parameters Value

LD Maximum output power 2.0 W

Maximum threshold current 0.35 A

Maximum forward voltage 2.0 V

Maximum operating current 2.0 A

PPC Typical output voltage 6.0 V

Maximum output power 500 mW

Load 120 mW

Fig. 10 Waveforms of LD current
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5 Conclusion

Aiming at the difficulty of downlink communication in distributed measurement
system supplied by POF technology, this paper presents a closed-loop digital ASK
modulation method to control the modulation current of LD based on demodulation
signal pulse width, which solves the modulation problem caused by the non-linear
characteristics of key components in the system. It realizes the downlink in the band
of power supply optical fiber with higher bandwidth in industrial temperature
environment, which makes it possible to configure parameter and correct the
accuracy of remote module parameters online in distributed measurement system
supplied by POF technology. Besides, the method lays a technical foundation for
improving the maintenance convenience of the system in the future.
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Research on EMI Noise Suppression
Method Based on Electromagnetic
Shield of Cabinet

Yangyang Chen, Quan Liu, Wei Yan, Chongming Zhu, Yang Zhao
and Bo Yu

Abstract For the radiated EMI (Electromagnetic Interference) noise generated by
the inverter power supply, this paper studies the EMI noise suppression based on
the electromagnetic shielding of the cabinet. By modeling the inverter power
cabinet in the CST simulation environment, the electromagnetic shielding effect of
the cabinet under different cabinet models is analyzed, and the simulation results are
analyzed to optimize the shielding effectiveness of the cabinet. Finally, it is applied
to the specific case and adopted rectification. After the suppression measures, the
tested equipment can successfully pass the test and verify the effectiveness of the
method. This paper provides a reference and basis for the research of radiated
electromagnetic interference noise of inverter power supply and the later rectifi-
cation of technicians.

Keywords Radiated electromagnetic interference noise � Shielding effectiveness �
Cabinet modeling

1 Introduction

Modern science is developing towards high frequency, high speed, stronger sen-
sitivity, high installation density and better reliability. With the development and
progress of society, various electronic equipments have penetrated into various
fields such as industry, agriculture, military and family. Consequently, the elec-
tromagnetic environment becomes increasingly complex, thus research of electro-
magnetic compatibility problem becomes more and more important [1, 2].
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At present, scholars at home and abroad have also done a series of studies on
cavity shielding efficiency. Wu Xin and Qian Zhaoming of Zhejiang University
directly obtained the distribution of electric field interference on the surface of the
transmission control cabinet by using an EMC scanner, so that the sensitive lines
can avoid the areas with strong electromagnetic field when wiring, and put them in
the areas with weak interference, so as to reduce interference. Then, according to
the interference and coupling coefficient, they developed an auxiliary design soft-
ware, which preliminarily solved part of the design problem of electromagnetic
compatibility of the transmission control cabinet [3]. Meng Peiwen, Guo Hao et al.
established the coupling model of the cavity with holes under the condition of plane
wave radiation by using the time-domain finite integral method, and specifically
studied the influence of the length, width and depth of rectangular holes on the
shielding efficiency of the cabinet [4]. M. P. Robinson, R. Azaro et al. analyzed the
scattering matrix equation and transmission matrix equation of the complex
multi-cavity, and proposed a fast algorithm for the shielding efficiency of the
multi-cavity based on the electromagnetic topology theory, which greatly improved
the simulation efficiency and the simulation accuracy [5, 6]. X. Y. Mao, Tao Liu
et al. estimated the shielding efficiency of metal shielding cavities with holes by
using pattern matching method and matrix method, and obtained that the shielding
efficiency of square holes was better than that of rectangular holes with the same
pore area through cavity modeling [7–10].

Although the above method has analyzed and optimized the algorithm and
shielding efficiency of the metal cabinet with holes, it still has some shortcomings.
For example, the selection of the number of heat dissipation holes and cable bundle
holes in the cavity will affect the electromagnetic field generated by the power
electronic system in its meter transformer, instead of only discussing one or a small
number of holes in the cabinet. Although the above study analyzed the drive circuit
inside the transmission control cabinet and the harmonic generated by the inverter
system, it did not analyze the whole system including the high-power. In view of
this, based on the existing references and the preliminary research in the laboratory
[11–13], this paper will analyze the shielding effectiveness principle and the cabinet
simulation model, and put forward the optimization scheme, which is an accurate
and feasible optimization method for radiated noise. This method has the theoretical
basis and the simulation experiment basis, which has provided the reliable basis for
the staff’s later rectification work.

This paper is divided into three parts. The first part discusses the shielding
efficiency principle, the second part introduces the modeling and verification of the
inverter power cabinet under the CST simulation environment, the third part is the
application case, the optimization method is applied to the inverter power cabinet to
verify the effectiveness of the method.
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2 Shielding Effectiveness Principle

The electromagnetic characteristics of inverter power cabinet are mainly analyzed
from its own electromagnetic shielding effectiveness. Normally, the shielding
cabinet is made of metal, and the shielding body can be divided into three cate-
gories according to the sealing situation: complete shielding, non-complete
shielding and woven shielding. The complete shielding body has no holes or
joints, which is rarely seen in practical applications. Non-complete shielding means
that the shielding body is connected with the external space by structures such as
holes and slots. Braided shielding refers to the shielding layer formed by braided
metal with good shielding effect, such as copper braided shielding cable.

The electromagnetic field radiated by the inverter through the space is divided
into the magnetic field part and the electric field part. When shielding and
restraining them through the cabinet, the shielding efficiency of electric field
component and magnetic field component should be considered respectively.

SEE ¼ 20 lg
E
E1

ð1Þ

SEH ¼ 20 lg
H
H1

ð2Þ

In the formula, E and H refer to the electric field intensity and magnetic field
intensity at a specific position without adding the shielding cabinet (when the space
is open), E1 and H1 refer to the electric field intensity and magnetic field intensity at
the same position after adding the shielding cabinet. SEE and SEH are respectively
defined as the electric field shielding efficiency and magnetic field shielding effi-
ciency of the shielding efficiency of the shielding cabinet, and the unit is dB.

Define the electromagnetic wave propagation parameters, C1 is the reflection
coefficient of electromagnetic wave when it enters the shielding cabinet from space,
and C2 is the reflection coefficient of electromagnetic wave when it enters the
external free space from inside the shielding cabinet. E0 is defined as the magnitude
of the field when the plane wave reaches the shielding cabinet. From the trans-
mission line theory, we can get (3) and (4).

C1 ¼ ZM � ZW
ZM þ ZW

ð3Þ

C2 ¼ ZW � ZM
ZM þ ZW

ð4Þ
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According to (5), ZW refers to the free space wave impedance.

ZW ¼
ffiffiffiffiffiffiffi
l=e

p
ð5Þ

In formula (5), l is the permeability of the medium, and the size is
4p� 10�7H=m. e is the dielectric constant of the medium, and the size is
ð1=36pÞ � 10�9F=m, so we can calculate that ZW � 377p.

ZM refers to the wave impedance of the shielding cabinet, which is determined by the
conductivity and permeability of the shielding cabinet.

ZM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jxl

rþ jxe

s
� 1þ j

rd
ð6Þ

Part of the electromagnetic wave passes through the interface of the shielding
body and enters the shielding body. This part can be defined as the transmission
coefficient T1, and the second interface of the shielding body is defined as the
transmission coefficient T2.

T1 ¼ 1þC1 ð7Þ

T2 ¼ 1þC2 ð8Þ

As shown in Fig. 1, the single-layer metal shielding body model, scattering is
caused by electromagnetic waves radiating from the radiation source to the sur-
rounding space in the cavity. The electromagnetic waves are reflected and super-
imposed for many times inside the closed cavity, and finally leak to the outside of
the cavity through the hole slots and holes, forming radiated EMI noise and causing
interference to the peripheral sensitive equipment. Let the thickness of the metal
shield be t. The electromagnetic wave enters the shielding body from the free space

Fig. 1 Electromagnetic
scattering principle
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with the field intensity as E0, passes through two interfaces of the shielding body
successively, and finally scatters out of the shielding body. At this time, the field
intensity is E1.

The electromagnetic wave with a field intensity of E0 passes through the
interface of the shielding body from free space. After passing through the shielding
body medium, the field intensity attenuates to E0T1. After passing through the
shielding body medium, the field intensity attenuates to E0T1e�rt. Part of the
delimited reflection is still propagating in the shielding medium, and the field
intensity is E0T1C2e�rt. The magnitude of the electromagnetic field emitted from
the shielding body after passing through the interface for two times is
E0T1T2C2n

2 e�ð2nþ 1Þrt. Finally, the superposition is the field strength after passing
through the shielding cabinet.

E1 ¼ R
k

n¼0
E0T1T2C

2n
2 e�ð2nþ 1Þrt ¼ E0T1T2e

�n 1� C2n
2 e�2nrt

1� C2
2e

�2rt

� E0T1T2e
�n 1

1� C2
2e

�2rt
ð9Þ

Consequently, We can obtain the shielding efficiency of the cabinet.

SEE ¼ 20 lg
E
E1

¼ 20 lg
1� C2

2e
�2rt

T1T2e�rt

¼ 20 lg ert
ZM þ ZWð Þ2
4ZMZW

1� ZM � ZW
ZM þ ZW

� �2

e�2rt

" #( )
ð10Þ

According to the above analysis, the size of SEE is mainly determined by the
following factors:

1. Design of shielding cabinet structure and selection of shielding layer material
and thickness;

2. The frequency of the shielding signal required;
3. Type of electromagnetic field shielded;
4. Discontinuity of electromagnetic field caused by the existence of holes and slots

in the shielding cabinet.

Therefore, in order to obtain the best shielding efficiency under the working
condition of the inverter circuit, it is necessary to optimize the design of the
high-power inverter power cabinet to achieve the optimal electromagnetic shielding
effect.
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3 Cabinet Modeling

In the following, the shielding effectiveness of the cabinet will be analyzed from the
four aspects of the structural parameters, including the position of the opening, the
shape of the opening, the slit of the opening and the shielding material, so as to
provide a theoretical basis for the design of the actual transmission control cabinet.

According to the actual inverter power cabinet, the cabinet model as shown in
Fig. 2 is established. The external size of the cabinet is 800 mm � 500 mm
1500 mm (width � depth � height), the weight is 780 kg, and the internal is the
transmission control circuit. Since the simulation operation time is long and the
efficiency is very low under this model, and the influence of the shock absorber and
other devices on the upper and lower sides of the cabinet on the shielding efficiency
of the transmission control cabinet can be ignored.

Preserve the actual cabinet features such as cable bundle holes and gaps in the
cabinet, and modify the material parameters of the simulation model according to
the actual cabinet material.: the temperature of 7850 kg/m3 density, resistivity of
1.3e−8 X/m, relative permeability is set to 0.98, the electrical conductivity is set to
0 (Both sides of the cabinet are coated with insulating varnish), thickness of 8 mm.
Based on the model, CST simulation is used to analyze the electromagnetic char-
acteristics and shielding efficiency of inverter power cabinet.

3.1 Effect of Hole Position on Shielding Efficiency
of Cabinet

The sweep frequency range is set as 25 Hz–1 GHz, and the sweep frequency step is
10 kHz. Exciting source is set as plane wave, radiation 1 V/m and located at the
center of cabinet. In the model, a probe is set in each of three positions outside the
cabinet.

The number of holes and area of each hole remain unchanged and modify the
simulation model of the cabinet. Holes location are shifted from the top surface of

Fig. 2 CST modeling for
transmission control cabinet
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the cabinet to the bottom of the back side. The center of the holes is 50 mm away
from the bottom, so as to facilitate the passage of the cable bundle.

The shielding effectiveness simulation was performed on the set of three field
probes. The simulated electric field curves under the two open-hole modes were
fitted, and the results were shown in Figs. 3, 4 and 5.

After analysis and it was found that the cabinet shielding efficiency for the low
frequency band 25 Hz–150 MHz is good, but when frequency is higher than
150 MHz, the shielding efficiency has been significantly decreased and finally tends
to be stable. By comparison, it is found that the shielding efficiency of electric field
in the frequency range of 25 Hz–500 MHz at the two kinds of holes models is
roughly the same. According to the resonance simulation analysis of the cabinet, in
the low frequency band, the resonance points are few and the resonance energy is
low, so it has little influence on the shielding efficiency of the cabinet. However, in
the relatively high frequency band, the resonance frequency points become more
and more intensive and the energy becomes higher, so that at these resonance
points, the radiation signal is enhanced and the shielding efficiency is weakened.
However, between 500 MHz and 1 GHz, the electric field intensity value on the
coupling curve of the model cabinet with holes on the back at the position of field
probe 1 and field probe 2 is lower than that of the model cabinet with holes on the
top, but the simulation data of the model cabinet with holes on the top at the
position of field probe 3 is better than that of the model cabinet with holes on the
back.

According to the initial formula analysis, the distance has a great influence on
the electric field intensity. The farther the distance is, the greater the attenuation of
electric field intensity is. Although the center of the incident plane waves in the two
models is 500 mm away from field probe 3, and the plane wave scattering through
the cabinet gap and reached to the probe 3 position and the electric field energy is
roughly same, but in the top model, hole position is far away from the detection
point, electromagnetic wave scattering through the hole to detect electric field
energy is low, while in the back hole model, hole position is close to the detection

Holes at the top    Holes in the back

Fig. 3 Shielding efficiency comparison in probe 1
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point, thus the electric energy received is higher. This explains why the shielding
effectiveness of at probe point 3 of back hole model is lower than that of the top
hole model. However, by observing the shielding effectiveness comparison dia-
gram, it can be found that the shielding effectiveness of the back hole model at the
position of field probe 1 and field probe 2 is 5.63 and 4.15 dB respectively better
than that of the top hole model, while the shielding effectiveness of the top hole
model at the position of field probe 3 is 1.98 dB better than that of the back hole
model. In addition, because the back side of the inverter power cabinet is usually
placed on the side of the ship, the back side is facing the ship silo, and is not facing
the sensitive receiving equipment. In conclusion, under the premise of the same
number of holes, shape and area, the shielding efficiency of the back hole model is
better than that of the top hole model.

    Holes at the top        Holes in the back

Fig. 4 Shielding efficiency comparison in probe 2

Holes at the top    Holes in the back

Fig. 5 Shielding efficiency comparison in probe 3
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3.2 Effect of Hole Shape on Shielding Efficiency of Cabinet

Through the above simulation analysis, it can be seen that the shielding efficiency
of the cabinet body under the back hole model is better than the top hole model, so
the hole position is fixed 50 mm away from the bottom. In order to better study the
effect of inverter power cabinet structure on shielding efficiency, the shielding
efficiency is analyzed by changing the hole shape from round to square and regular
hexagon.

Due to strict requirements on heat dissipation and cable bundle width, it is
necessary to ensure the same area of the hole. The radius of circular hole is 30 mm.
According to the equal area principle, when the hole shape is changed to square, the
side length shall be 53.17 mm. When the shape is regular hexagon, the side length
shall be 32.99 mm.

A planar incident wave with radiation of 1 V/m is set at the center of the cabinet,
and a field probe is placed at position 1 for simulation. Since the hole position is on
the back, the different shapes have little influence on the shielding effectiveness on
probe 1 and probe 2 positions, so no more discussion is needed here. It is only to
discuss the shielding effectiveness of probe 3 at the back hole model. The simu-
lation comparison of shielding effectiveness is shown in Figs. 6 and 7. Among
them, green, blue and red are regular hexagon, circle and square respectively.

It can be seen from the above analysis that the shielding effectiveness of regular
hexagonal hole is better than that of square hole in almost all frequency bands, and
the shielding effectiveness of the entire frequency band is 3.32 dB better than that
of circular hole. Compared with the circular hole, it is found that the shielding
efficiency of regular hexagonal hole is nearly equivalent to that of square hole in the
low frequency band below 100 MHz and the middle frequency band within 600–
840 MHz, and the regular hexagonal hole is slightly better than that of square hole.
However, in the remaining frequency band, the regular hexagon hole is 2.14 dB
better than the square hole on average. It can be seen that the shielding efficiency of

 The circular hole      The hexagonal hole

Fig. 6 Comparison of shielding effectiveness between regular hexagonal and circular hole
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regular hexagonal hole is better than that of circular hole and square hole.
Therefore, it is determined that the hole shape is confirmed as regular hexagon, with
the side length of 32.99 mm and the position at the back side 50 mm from the
bottom.

3.3 Effect of Shielding Layer on Shielding Efficiency
of Cabinet

When there is alternating current or alternating electromagnetic field in the cabinet,
the induced electromagnetic field inside the cabinet is unevenly distributed, and the
current is concentrated in the “skin” part of the cabinet, that is, the current is
concentrated on the thin layer on the surface of the cabinet, and the closer to the
cabinet on the surface of the body, the higher the density of the current, the higher
the power loss of the cabinet. This phenomenon is called skin effect. After entering
the inside of the good conductor of the cabinet, the field strength will decrease
rapidly, so we only set the probe on the inside surface of the cabinet. We define skin
depth d as the distance when the current density of the good conductor in the
cabinet decreases to 1=e of the current density on the inner surface of the cabinet,

and the expression of current density J
!

can be obtained.

J
!¼ Jx~ex ¼ rEx~ex ð11Þ

The corresponding expression of magnetic field density can be obtained.

H
!¼ Hy~ey ð12Þ

We get a system of differential equations combining maxwell’s equations.

The square hole       The hexagonal hole

Fig. 7 Comparison of shielding effectiveness between regular hexagonal and square hole
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r� H
!¼ �J

dD
!
dt

ð13Þ

r � E
!¼ �l

dH
!
dt

ð14Þ

The rate of change of electric field and magnetic field with coordinates is
deduced.

@Hy

@z
¼ �rEx ð15Þ

@Ex

@z
¼ �l

Hy

t
ð16Þ

@2Hy

@z2
� jxlrHy ¼ 0 ð17Þ

By defining the propagation constant as c and c2¼jxlr, the expression of
electromagnetic field intensity in one-dimensional space and the relation between c
and d can be derived.

Hy¼Hy0e
�cz ð18Þ

Ex¼ c
r
Hye

�cz ¼ E0e
�cz ð19Þ

Jx¼cHy0e
�cz ¼ J0e

�cz ð20Þ

c¼
ffiffiffiffiffiffiffiffiffiffiffi
jxlr

p
¼@þ jb ¼ ð1þ jÞ 1

d
ð21Þ

In the above equation, a is the attenuation coefficient of the electromagnetic
wave, and b is defined as the phase shift coefficient of the electromagnetic wave, so
the skin depth d can be deduced (Table 1).

Table 1 Shielding copper
foil parameters

Shielding characteristic Parameter

Shielding material Cu (99.98%)

Shield thickness 0.065 mm

Electrical conductivity r ¼ 5:82� 107=Xm

Magnetic permeability l ¼ 4p� 10�7 H=m

adhesion r ¼ 1:3� 1:5 kg=25mm

Relative conductivity rr¼1

Relative permeability lr ¼ 1
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d¼ 1ffiffiffiffiffiffiffiffiffiffi
pflr

p ð22Þ

So we can simplify (22).

d ¼ 1ffiffiffiffiffiffiffiffiffiffi
pflr

p ¼ 1
15:185

ffiffiffi
f

p ðmÞ ð23Þ

According to the establishment of the theoretical shielding model, the absorption
loss of the shielding body can be expressed as 20 lg ert. After the electromagnetic
wave passes through the metal shielding body, the presence of induced current will
lead to power loss. In addition, the heating of the material will also absorb certain
electromagnetic wave energy, resulting in an exponential trend of decrease in the
size of the field intensity. We can simplify the expression for the absorption loss.

20 lg ert¼8:686 � rt ¼ 8:686
t
d

ð24Þ

It can be seen from the expression of absorption loss that:

1. With the same shielding cabinet materials, the absorption loss is related to the
thickness of the shielding cabinet. The thicker the shielding cabinet is, the
greater the absorption loss will be;

2. With the same shielding cabinet material and thickness, the absorption loss is
related to the electromagnetic wave frequency through the shielding cabinet.
The higher the frequency is, the greater the absorption loss is;

3. The absorption loss of the shielding body is also related to the skin depth, that is,
the conductivity and magnetic permeability of the shielding cabinet material. At
the same frequency, the higher the conductivity and magnetic permeability of
the shielding material is, the greater the absorption loss is.

According to the skin effect, using the previously optimized transmission control
cabinet, under the model of the regular hexagonal hole on the back side, optimize
the setting again, and set a layer of copper foil on the inside of the cabinet, the
thickness is set to 0.065 mm, and the copper foil is laid. After that, the field probe is
set and simulated in the same position, and the comparison between the shielding
performance and the unshielded layer is as shown in Fig. 8. Blue and brown are the
shielding effectiveness before and after the shielding layer is laid.

It can be seen from the above analysis that the shielding effectiveness of regular
hexagonal aperture is better than that of square aperture in almost all frequency
bands, and the shielding effectiveness of the entire frequency band is better than that
of circular aperture 3.32 dB on average through calculation. Compared with the
circular hole opening, it is found that the shielding efficiency of regular hexagonal
hole opening is equivalent to that of square hole opening in the low frequency band
below 100 MHz and the middle frequency band within 600–840 MHz, and the
regular hexagonal hole opening is slightly better than that of square hole opening.
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However, in the remaining frequency band, the regular hexagon hole opening is
better than the square hole opening 2.14 dB on average. It can be seen that the
shielding efficiency of regular hexagonal opening is better than that of circular
opening and square opening. Therefore, it is determined that the opening is a
regular hexagon opening, with the side length of 32.99 mm and the position at the
back side 50 mm from the bottom side.

4 Electromagnetic Shielding Test of Inverter Power
Cabinet

Combined with high-power inverter power cabinet and test environment, according
to test criteria, the measurement result of the cabinet radiation noise is shown in
Fig. 9. The upper side line in the figure is the test limit result, and the lower side
line is the measured result.

  Before the shielding layer is laid After the shielding layer is laid

Fig. 8 Comparison of shielding effectiveness between hexagon and square holes

Fig. 9 Measured results
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The field probe is used to extract the cabinet radiation noise. Figure 10 is the test
result, which shows that the main radiation is concentrated on the top and the front
and rear panels of the top.

In view of the above test results analysis, and according to the simulation
analysis in Chap. 4, combined with the actual, take the following corrective
measures:

1. As shown in Fig. 11, a layer of isolation plate is added horizontally in the red
line area on the DC bus to shield the radiation to the top of the cabinet;

(a) top position of the 
cabinet

 (b) test results

(c) top position of the 
cabinet

(d) test results

(e) top position of the 
cabinet  

(f) test results

Fig. 10 Position of the field
probe and electromagnetic
characteristics
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2. A layer of copper foil shielding layer is laid inside the cabinet, as shown in
Fig. 12, to isolate radiation noise;

3. Magnetic leakage treatment of gaps and holes in the cabinet board: since the
front of the cabinet can be opened, and there is gap space between the door and
the cabinet, in addition, the inverter circuit inside the cabinet is wrapped in steel
shell by module, and magnetic leakage at the gap of cable holes should also be
controlled. Insulation paint is applied between the panels and insulation rings
are placed between the cable holes of the steel shell of the internal circuit to
prevent magnetic leakage, as shown in Fig. 13.

After taking the above rectification measures, We carry out the test again.
Compared with the results before the rectification, the original excess frequency
band was optimized with 8.3 dB, and the test was successfully passed in Fig. 14,
which verified the effectiveness of the rectification plan.

Fig. 11 Corrective measures for the top of the cabinet

Fig. 12 Laying of internal
shielding layer of cabinet

Fig. 13 Magnetic leakage
control measures of cabinet
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5 Conclusion

This paper mainly analyzes the influence of cabinet characteristics on shielding
efficiency of transmission control cabinet. The influence of opening position,
opening shape and shielding layer design on shielding efficiency of transmission
control cabinet is studied. In the CST simulation environment, a simplified model of
the actual transmission control cabinet was established, and an equivalent excitation
source was set to simulate its shielding effect. It was concluded that under the
premise of the same number of holes, shape and area, the shielding effect of the
back opening was better than that of the bottom opening. The shielding efficiency of
regular hexagonal opening is better than that of circular opening and square
opening. The copper foil laying of the shielding layer can improve the shielding
efficiency of the cabinet about 7.63 dB. It provides a theoretical reference for the
optimization of the actual transmission control cabinet.
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Computation of the Three-Dimensional
Electric Field Using Particle Swarm
Optimization Charge Simulation
Method

Yongjin Yu, Kecheng Zhao and Yubin Wang

Abstract In this paper, particle swarm optimization (PSO) and charge simulation
method (CSM) are combined to calculate the three-dimensional electric field of
sphere-plane electrode, rod-plane electrode and simplified high-voltage insulator
string. The optimization variable of PSO is the coordinate or charge quantity of the
simulation charge, and the fitness function is the potential error of the matching
point. In the calculation of the sphere-plane electrode, the calculation results verify
the effectiveness of PSOCSM; the comparison with GACSM highlights the
advantages of short calculation time and high precision of PSOCSM. In the cal-
culation of the rod-plane electrode, a method to reduce the optimization variables of
PSO is proposed to further improve the computational accuracy and optimization
efficiency of PSOCSM. In the calculation of the rod-plane electrode and the high
voltage insulator string, the comparison results of GACSM and PSOCSM reflect
the excellent optimization performance of PSO. The research results provide a new
calculation method for electric field calculation of high voltage electrical
appliances.

Keywords Particle swarm optimization charge simulation method �
Three-dimensional electric field � Numerical calculation � Optimization variable

1 Introduction

Electric field numerical calculation is an indispensable part of insulation analysis
and insulation design of high voltage electrical equipment [1]. Commonly used
electric field numerical calculation methods include finite element method,
boundary element method and CSM. Among these commonly used methods, the
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CSM is widely used because of its high precision, the easiest to understand, the
relatively simple programming, and the obvious advantages in solving the open
field problem [2–5].

In view of the cumbersome problem of simulation charge and matching point
adjustment in the traditional CSM (TCSM), Chinese and foreign scholars have used
some intelligent algorithms to optimize the CSM in recent years [6–9]. In [7],
GACSM is used to calculate the electric field. However, due to problems such as
poor local search ability, easy premature convergence, and slow convergence rate,
the accuracy of electric field calculation is not high. In [8], the improved GA
(IGA) is proposed to optimize the CSM, but the problem of poor local search ability
of GA is still not solved. Moreover, the matching points are set less in the calcu-
lation, which does not reflect the performance of the algorithm well.

In this paper, PSO and CSM are combined to calculate the three-dimensional
electric field of the sphere-plane electrode, the rod-plane electrode and the high
voltage insulator string. The validity and practicability of the method are verified by
calculation results. The superior performance of PSOCSM is demonstrated by
comparison with GACSM.

2 Particle Swarm Optimization Charge Simulation
Method

2.1 Traditional Charge Simulation Method

The basic principle of CSM is to replace the continuously distributed free or bound
charge of a conductor or electrode surface with some dummy discrete charge called
simulation charge. Once the electric fields generated by these dummy simulation
charges satisfy the potential boundary conditions, these dummy simulation charges
can be used to calculate the electric field at any point in the region of interest
according to the superposition principle of the electric field [10]. Depending on the
geometry of the electrodes, different simulation charges such as point charge, line
charge, and ring charge can be used.

The basic formula for CSM is:

PQ ¼ u ð1Þ

In the formula:

P is determined by the relative position of the simulation charge and the matching
point, which is a m * n matrix of potential coefficients, m is the number of
matching points, and n is the number of simulation charges.

Q is an simulation charge quantity matrix.
u is a known matching point potential matrix.
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The number and position of the simulation charges is the key to determining the
accuracy of the electric field calculation. In the TCSM, the determination of these
parameters is mostly based on personal experience and has greater randomness.

2.2 Particle Swarm Optimization

The idea of PSO is to find the optimal solution of the particle swarm through
iteration. Suppose the position and velocity of the ith particle in the D-dimensional
search space are

Xi ¼ ðxi1; xi2; . . .; xiDÞ
Vi ¼ ðvi1; vi2; . . .; viDÞ; i ¼ 1; 2; . . .;N

In each iteration, the particle updates itself by tracking two optimal particles; the
first is the particle’s individual optimal particle pi; the other is the global optimal
particle pg. The iteration formula is [11–13]:

vid ¼ w � vid þ c1r1ðpid � xidÞþ c2r2ðpgd � xidÞ
xid ¼ xid þ vid ð1� d�DÞ ð2Þ

where c1, c2 are acceleration constants, r1, r2 are random numbers in the range (0,
1), and w is the inertia weight.

2.3 PSOCSM

The determination of the quantity, magnitude and position of the simulation charge
is actually an optimization problem [7], so using intelligent algorithms to optimize
these parameters can improve the calculation accuracy and efficiency of the CSM
and reduce manual work. In this paper, PSO and CSM are combined to calculate the
electric field. The optimization variable of PSO is the coordinate or charge quantity
of the simulation charge, and the fitness function is the potential error of the
matching point. Figure 1 is a flow chart of the PSOCSM.
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3 Calculation Example of Electric Field

3.1 Sphere-Plane Electrode

Figure 2 shows the sphere-plane electrode model. Two point simulation charges are
placed in the sphere electrode, and “ � ” is the position of the point simulation
charge. In the figure, H = 4 cm and R = 1 cm. The charge quantities q1, q2 and the
vertical coordinates z1 and z2 of the simulation charge are taken as optimization
variables. 100 matching points are uniformly set on the sphere electrode. The
number of matching points here is much larger than the number of simulation
charges in order to better satisfy the electrode boundary conditions.

Set the PSO parameters: population number N, maximum iteration number M, variable number D, and set c1, c2, 
w to 1.5, 2.5, and 0.5, respectively. Initialize the coordinates and charge quantity Q of the N sets of simulation 

charges as the initial positions of the N particles, and set the coordinates of the matching points.

Start

Calculate the error between the calculated value of the potential and the standard value as the fitness value of the 
N particles, and compare the fitness values to obtain the initial pi and pg.

The velocity and position of the particle are updated according to equation (2), ie the coordinates and the  
charge quantity of the simulation charge are updated.

No

The electric field of the region of interest is calculated using the optimal particle pg (optimal simulation charge 
group).

Yes

Does fitness(pg) meet the accuracy requirements or 
the number of iterations is maximized?

Stop

Update pi and pg to get the global optimal simulation charges' coordinates and quantity

Calculate P according to the coordinates of the simulation charges and the matching points, and obtain the 
calculation value matrix φC of the potential of the matching points from the equation (1).

Fig. 1 The flow chart of PSOCSM
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z1 and z2 are not equal and the restrictions are as follows:

4cm\z1\6cm

4cm\z2\6cm

(

Set the fitness value function of the PSO to:

fitness ¼
Xn
i¼1

juiC � uSj
n � uS

ð3Þ

In the formula:

uS The standard potential value of the sphere electrode matching point, taken as
1 V here.

n the number of matching points.
uiC The potential value of two simulation charges acting on the ith matching

point.

Fig. 2 Sphere-plane
electrode model

Computation of the Three-Dimensional Electric Field … 927



The smaller the fitness function value is, the smaller the potential error of the
matching points is. Optimization goal is

minimize fitnessf g

The parameters of the PSO are sequentially set to the population number N = 50,
the number of optimization variables D = 4, and the maximum number of iterations
M = 100. In the actual calculation, after 100 iterations, 0.4479 s, calculated fit-
ness = 1.7565e−6. The coordinates and charge quantities of the optimized simu-
lation charge are shown in Table 1.

Figure 3a is a comparison of the calculated value of potential and the standard
value of potential of the matching point, which is calculated from the data of
Table 1. It can be seen from Fig. 3a that the potential value of the matching point
calculated by the optimized simulation charge is very close to the standard value,
which proves the validity and high precision of the PSOCSM.

Table 2 compares the calculation accuracy and efficiency of PSOCSM with
GACSM and TCSM (the accuracy of GACSM is the calculation accuracy of [8],
and the calculation time is the running time of the program written according to the
content of [8]. The calculation accuracy of TCSM is taken from the literature [7]). It
can be seen from Table 2 that the calculation accuracy and computational efficiency
of PSOCSM are higher than those of GACSM. Figure 3b is an equipotential line
diagram of the sphere-plane electrode, calculated from the data of the simulation
charge of Table 1.

Table 1 Optimization
calculation result

x/cm y/cm z/cm Q/C

0 0 5.000280 1.104787e−10

0 0 4.902379 1.299195e−11

(a) Comparison of potentials at matching points (b) Equipotential line diagram
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Fig. 3 Electric field calculation result of the sphere-plane electrode
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3.2 Rod-Plane Electrode

Figure 4a is a rod-plane electrode model diagram in which H = 1 cm, R = 1 cm,
and L = 5 cm. The dashed line is the ring simulation charge centered on the z-axis.
3 ring simulation charges are placed in the hemisphere portion, and 7 ring simu-
lation charges are placed in the rod portion. Since the model is an axisymmetric
structure, only 23 matching points are set in the right half. Take the xy plane as the 0
potential plane, and the standard potential of the matching point is taken as 1 V.

Since the radius r and the vertical coordinate z of the ring simulation charge need
to be determined, if the r, z, and Q of the 10 ring simulation charges are simulta-
neously optimized, the number of optimization variables is large. In order to reduce
the number of optimization variables and further improve the optimization calcu-
lation efficiency, only r and z of the ring simulation charge are optimized, and the
simulation charge quantity matrix Q is obtained by inverse matrix calculation

Table 2 Comparison of
calculation error and time

Method Calculation error Calculation time/s

PSOCSM 1.7565e−6 0.4479

GACSM 4.2708e−5 3.6311

TCSM 5.76e−4 –

(b) equipotential line diagram

equipotential chart

0 0.5 1 1.5 2 2.5 3
Y/cm

0

1

2

3

4

5

6

Z/
cm

(a) Rod-plane electrode model

Fig. 4 Rod-plane electrode model and equipotential line diagram
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Q ¼ P�1/ of Eq. (1) in the optimization process. Then calculate the potential of the
matching point by Eq. (1) (Note: the calculated value of the matching point
potential is not equal to the standard value, because the P matrix is not a square
matrix, so Q is only the least squares solution). It is assumed that the radius r of the
ring simulation charge in the rod portion is the same, so it can be set to one variable
at the same time. The other variables are the radius r and z coordinates of the ring
simulation charge in the hemisphere portion and the z coordinate of the ring sim-
ulation charge of the rod portion. The total number of optimization variables is
D = 14. Reducing the number of optimization variables can improve the opti-
mization efficiency of the algorithm.

If the initial values r and z of the ring simulation charge are not well set, the
optimization calculation sometimes still has an unsatisfactory accuracy. In this case,
first find the area of the matching point with a large potential error, properly adjust
the r and z of the adjacent simulation charge, or directly delete the simulation
charge, or add a new simulation charge. The adjusted simulation charge group is
then set to the new initial value and optimized for calculation until the accuracy
requirement is met.

The PSO related parameters are set to the number of populations N = 10, the
maximum number of iterations M = 50, the number of optimization variables
D = 14, and still take the formula (3) as fitness. In the actual calculation, fit-
ness = 1.8301e−3 is obtained after 50 iterations. Table 3 shows the accuracy
comparison before and after the reduction of the number of optimization variables.
As can be seen from Table 3, reducing the optimization variables can significantly
improve the calculation accuracy. Table 4 shows the comparison results between
PSOCSM and GACSM of the same model in [7]. It can be seen from Table 4 that
the number of simulation charges used by PSOCSM is only 1/ 6 of that of GACSM,
but the calculation accuracy of the two methods is almost the same, which reflects
the excellent optimization performance of PSOCSM. The r, z, and Q of the ring
simulation charge obtained by the optimization calculation are shown in Table 5.
Figure 4b is a plot of the equipotential line of the rod-plane electrode calculated
from the simulation charge data of Table 3.

Table 3 Accuracy comparison before and after the reduction of the number of optimization
variables

Number of optimization variables of PSOCSM(D) Calculation accuracy

30 2.9541e−2

14 1.8301e−3

Table 4 Comparison between PSOCSM and GACSM

Number of simulation charges Calculation accuracy

PSOCSM 10 1.8301e−3

GACSM 58 7.4420e−4
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3.3 High Voltage Insulator String

Figure 5a is a simplified model diagram of a 64 kV high voltage insulator string,
insulator piece is represented by an ellipse. There are 7 insulator sheets, and the
standard voltage distribution from the high voltage terminal to the low voltage
terminal is 18.5, 10, 8.5, 7, 5, 6, 9 kV. Each insulator has a major axis radius of
12.7 cm and a height h = 14.6 cm [14–16].

According to the shape of the insulator piece, 4 ring simulation charges are
placed in each insulator, and a total of 28 ring simulation charges are set. Since it is
an axisymmetric structure, 10 matching points are set in the right half of each
insulator, and a total of 70 matching points are set. Here, the voltage of the insulator
string is considered to be linearly distributed, and the potential value of each
matching point is obtained by linear interpolation [14–16]. Still take the formula (3)
as the fitness value function. In the variable setting, the 8 variables to be optimized
are the radius r and z coordinates of the 4 ring simulation charges in each insulator.
Considering that the matching points on the top and bottom insulators are less

 (a) Model (b) Equipotential line diagram (c) Electric field distribution

equipotential chart
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Fig. 5 Model of high voltage insulator string and distribution of potential and electric field

Table 5 Optimization calculation result

No. r/cm z/cm Q/C No. r/cm z/cm Q/C

1 0.10 1.37 1.0584e−11 6 0.59 3.81 2.0237e−11

2 0.44 1.55 4.3370e−11 7 0.59 4.48 2.4144e−11

3 0.61 1.91 −4.1066e−11 8 0.59 5.32 2.4724e−12

4 0.59 2.68 1.7758e−11 9 0.59 6.00 1.8602e−11

5 0.59 3.16 1.9527e−11 10 0.59 6.59 5.8504e−11
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affected by the simulation charge in the other parts of the insulator, the simulation
charges in the top and bottom insulators are separately optimized.

The electric field calculation is performed using the optimization calculation
method of Sect. 3.2. The relevant parameters of PSO are set to the maximum
number of iterations M = 50, the number of populations is N = 10, and the number
of optimization variables is D = 8. In the actual calculation, after 50 iterations, the
fitness = 7.0337e−3 is obtained, and the precision is high.

A comparison with the IGACSM of the same model in [8] is shown in Table 6.
It can be seen from Table 6 that the number of matching points of PSOCSM is
about 12 times that of IGACSM (the more matching points, the better the whole
insulator string can be simulated, the electrode boundary conditions can be better
satisfied), but the potential error of the matching point is almost the same. This
embodies the excellent optimization ability of PSOCSM, that is, it can search for a
set of optimal simulation charge groups to make more matching points meet the
calculation accuracy requirements.

The calculation results of the r, z, and Q of the ring simulation charge are shown
in Table 7. The equipotential line diagram of the 4th and 5th insulators of the
high-voltage insulator string from the high-voltage terminal to the low-voltage
terminal is shown in Fig. 5b, and the electric field distribution diagram at 1–3 m on
the right side of the insulator string is shown in Fig. 5c.

Table 6 Comparison between PSOCSM and IGACSM

Number of matching points Calculation accuracy

PSOCSM 70 7.0337e−3

IGACSM 6 4.6255e−4

Table 7 Optimization calculation result

No. r/cm z/cm Q/C No. r/cm z/cm Q/C

1 3.30 1.36 2.0991e−09 15 6.20 49.84 −5.9095e−11

2 7.65 3.99 1.1782e−09 16 10.21 50.12 7.6387e−11

3 5.51 5.84 −9.3787e−10 17 3.74 60.51 6.1074e−12

4 10.88 5.70 3.1570e−10 18 7.90 62.64 1.7136e−11

5 3.74 16.71 1.3904e−11 19 6.20 64.44 −3.4714e−11

6 7.90 18.84 6.0931e−11 20 10.21 64.72 5.3059e−11

7 6.20 20.64 −1.1215e−10 21 3.74 75.11 6.5444e−12

8 10.21 20.92 1.9849e−10 22 7.90 77.24 2.4264e−11

9 3.74 31.31 1.2469e−11 23 6.20 79.04 −3.4550e−11

10 7.90 33.44 4.3011e−11 24 10.21 79.32 3.3246e−11

11 6.20 35.24 −7.9113e−11 25 3.80 90.55 3.1573e−11

12 10.21 35.52 1.2076e−10 26 8.88 92.66 8.1198e−11

13 3.74 45.91 9.6509e−12 27 4.93 93.60 −7.5769e−11

14 7.90 48.04 3.3047e−11 28 9.54 94.45 −6.2183e−11
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4 Conclusion

In this paper, PSO and CSM are combined to calculate the electric field of the
sphere-plane electrode, the rod-plane electrode and the high voltage insulator string,
and the following conclusions are drawn:

1) The calculation accuracy and efficiency of PSOCSM are higher than those of
GACSM.

2) Reducing the number of optimization variables of PSOCSM can improve its
calculation accuracy and optimization efficiency.

3) PSOCSM has better optimization performance than GACSM, that is, when
setting less simulation charge or setting more matching points, high precision
results can still be obtained.
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Automatic Detection of Environmental
Change in Transmission Channel Based
on Satellite Remote Sensing and Deep
Learning

Zhi Yang, Chuang Li, Wenhao Ou, Xiangze Fei, Binbin Zhao,
Xiao Ma, Deshuai Yuan and Qiongqiong Lan

Abstract The detection of environmental change in transmission channel based on
high-resolution satellite remote sensing is the emerging trend in the operation and
maintenance of power grid. To improve the precision, a change detection method
based on the deep learning was put forward in this paper. Firstly, by the improved
change vector analysis algorithm and grey level co-occurrence matrix considering
the neighborhood information, the spectral and texture changes of images at dif-
ferent times were calculated. Moreover, the most probably changed and unchanged
zone samples were extracted through setting the adaptive sampling interval.
Additionally, the modified deep convolutional neural network model Inception-v3
was constructed and trained. The in-depth features in changed and unchanged zone
were extracted, and the changed zone was distinguished effectively. The results
showed that the proposed method could effectively extract the environmental
change in transmission channel, and the accuracy reached over 92.5%, which was
obviously superior to the contrast methods.

Keywords Transmission line � Automatic change detection � Satellite remote
sensing � Deep learning

1 Introduction

Recently, a large number of (ultra) high voltage lines were constructed in our
country. Since the safety and stability of transmission line is directly correlated with
the transmission channel environment, the inspection and change detection of
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transmission channel environment is extremely important to guarantee the safe
operation of power grid. So far, the inspection of transmission channel is mainly
based on the labor on the ground, on-line monitor device [1, 2], unmanned aerial
vehicle (UAV) [3, 4] and helicopter [5]. However, for the traditional means, there
exist the problems such as high activity cost, large constraint in environmental
conditions, high risk and complicated examination and approval for flight, and thus
it is difficult to guarantee the comprehensive monitoring on the normalized and
multi-temporal channel. Furthermore, the monitoring requirements on the environ-
mental change in transmission channel at regular intervals cannot be satisfied [5].

In recent years, the satellite remote sensing technology develops rapidly. The
decimeter-level (0.3−0.8 m) image resolution is obtained. The update frequency is
rose to about 1 day. Compared with the traditional observation means including the
labor, helicopter and UAV, the satellite remote sensing possesses the following
obvious advantages [6]: (1) wide coverage, (2) short renewal period, (3) less lim-
itation in the environmental conditions and (4) large information capacity. It is
suitable for the large power grid with wide-range configuration, long distance
power transmission and complicated environment change. Thus, the environmental
change detection of transmission channel based on the satellite remote sensing has
attracted more and more attention [7, 8].

The change detection of satellite remote sensing has been one of the hotspots in
remote sensing research area currently. With the remote sensing images in the same
region at different times, the changed zone is analyzed and confirmed, so as to
extract the environmental change information of ground object [9]. Among the
existing change detection methods of high-resolution image, due to the differences
in high-resolution satellite sensors and imaging conditions of multi-temporal remote
sensing image, it is difficult to eliminate the image registration error even if after the
fine registration. This directly leads to inconsistency in contrastive image areas and
low detection accuracy. Although there exist some multi-source high-resolution
change detection methods, there has still been no universal and effective method at
present [10]. The main reason is that the same ground object has different mani-
festations at different times in images with different resolutions when comparing
high-resolution images. It is difficult to extract the proper characteristics and
compare directly. Therefore, for the registration error and feature extraction, the
improved change vector analysis considering the neighborhood information was put
forward in this paper. Moreover, by the deep learning, the automatic environment
change detection of transmission channel in high-resolution remote sensing images
was realized.

2 Methodology

Firstly, the high-resolution satellite remote sensing images in the same section of
transmission channel at different times were obtained. Secondly, the fine registra-
tion between two high-resolution satellite remote sensing images was realized, and
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the image with lower resolution was resampled. By the histogram matching
method, the relative radiometric correction was carried out. On that basis, the
modified change vector analysis considering the neighborhood information was put
forward. In combination of the grey co-occurrence matrix method, the spectral and
texture changes in images with different time phases were extracted, respectively.
Then the change intensity map was generated, and the error due to inconsistency
between local contrast areas during the change detection was reduced. The distri-
butions of spectral and texture change were summarized, respectively. By setting
the adaptive sampling interval, the most probably changed and unchanged pixel
were selected as the training samples. Finally, the deep convolutional neural net-
work model inception-v3 incorporating the intrusive monitoring was constructed to
train the sample, and extract the abstract features in changed and unchanged zone.
On this basis, all pixels in two images were divided into changed and unchanged
group. And the final environmental change detection chart of transmission channel
was formed (see Fig. 1).

2.1 Spectral Change Considering Neighborhood
Information

The literature [11] proposed the robust change vector analysis (RCVA) algorithm to
improve the preliminary detection precision of environmental change, so as to
choose better training samples for deep learning. As for RCVA algorithm, the details
are as follows: if there is the minimum difference in spectral information between the

Fig. 1 Flow chart of change detection
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pixel within the range of x2 ( j ± w, k ± w) and the pixel x1 ( j, k), the pixel includes
the most corresponding ground information of pixel x1 ( j, k). In other words, during
the contrast detection of high-resolution remote sensing image, if there are geometric
registration errors in two images, and the spectral difference between one pixel in
image 1 and another pixel within neighborhood range of pixel in image 2 is mini-
mum, the two pixels are the corresponding pixels of ground object with the same
name, and then the effects of registration error are reduced effectively. However,
RCVA algorithm proposed in [11] only considered the spectral difference from the
view of single wave band of pixel and then merged all wave bands, instead of the
overall spectral difference of corresponding pixel. As a result, the corresponding
image points of the ground object with the same name in each wave band are
different, and it is hard to carry out the subsequent comparison. For this purpose, the
modified RCVA method was put forward to decrease the effect of registration error
in this paper. In the modified RCVA, a moving window with the size of 2w + 1 was
used for spectral change detection considering the adjacent pixel. The computational
procedure is divided into two steps. Firstly, through each point in image t2 and the
point with the smallest spectral difference in the adjacent pixel of the point in image
t1, the difference image xdiffa was acquired. Then, xdiffb was obtained by the same
method in image t1, specific as shown in formulas (1) and (2).

xdiffað j; kÞ ¼ min
ðp2 j�w; jþw½ �; q2 k�w;kþw½ �Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

xi2 j; kð Þ � xi1 p; qð Þ� �2
s( )

ð1Þ

xdiffbð j; kÞ ¼ min
ðp2 j�w; jþw½ �;q2 k�w;kþw½ �Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

xi1 j; kð Þ � xi2 p; qð Þ� �2
s( )

ð2Þ

Secondly, by the Eq. (3), the variation diagrams of spectral information Ms

taking the neighborhood information into account was obtained.

Ms ¼
xdiffb j; kð Þ; xdiffa j; kð Þ� xdiffb j; kð Þ
xdiffa j; kð Þ; xdiffa j; kð Þ\xdiffb j; kð Þ

(
ð3Þ

2.2 Texture Change Considering Neighborhood
Information

The grey level co-occurrence matrix (GLCM) is a universal method to describe the
texture through the spatial correlation features of image grey [12]. Therefore, in this
paper, GLCM variance was selected to extract the texture features. The calculation
is shown as formula (4).
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GLCMi
var ¼

XN
i¼1

XN
j¼1

pðl; g; d; h; iÞ ðl� uiÞ2 ð4Þ

where p (l, g, d, h, i) is the frequentness from the pixel with the grey level of l in the
ith wave band to the pixel with the grey level of g at a distance of d in the image. h
is the generation direction of GLCM. li is the mean value of p (l, g, d, h, i), and N is
the grey level. In this paper, 7 � 7 window was selected to extract GLCMi

var .
In order to consider the neighborhood information, for the difference chart of

textural features in the ith wave band of point ( j, k), it is calculated according to
GLCMi

varx1 of point x1 with the time phase t1 and GLCMi
varx2 of point x2 with the

time phase t2 in Sect. 1.1, among which the points x1 and x2 are the homologous
image points of point (j, k). And then the texture variation diagram taking the
neighborhood information into account was obtained. The texture change intensity
Mt is calculated by the formulas (5) and (6).

GLCMi
diff ¼ GLCMi

varx2 � GLCMi
varx1 ð5Þ

Mt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðGLCMi
diff Þ2

s
ð6Þ

where n is the number of spectral bands in the satellite remote sensing image.

2.3 Adaptive Selection of Training Sample

After acquiring the spectral change map Ms and texture change map Mt, to improve
the change detection precision by deep learning, it is necessary to effectively choose
the most probably changed and unchanged zone. In this paper, by setting the
adaptive parameter of sample extraction T, the most probably changed and
unchanged training samples were extracted. In the unchanged zone, the texture and
spectral change are both smaller. Thus, the pixels of T% with the smallest spectral
and texture change are considered as the unchanged zone. In the changed zone, the
texture and spectral change are relatively large, so the pixels of T% with the largest
spectral and texture change are selected as the changed zone (see Fig. 2).

2.4 Construction and Training of Improved
Inception-V3 Model

In this paper, the network model structure is based on Inception-v3 [13]. The
parameter size of Inception-v3 is relatively small, and less than half of 60 million of
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parameters for AlexNet, and much smaller than 0.14 billion of parameters for
VGGNet. In the whole network, the floating-point calculation is 5 billion times,
which is higher than 1.5 billion times of Inception-v1, but lower than that of
VGGNet.

As for the concern of computational complexity of deep models, FLOPS is used
in this study. FLOPS stands for the floating point operations, which is a universal
index for estimating the computational complexity of any given deep learning
model. Due to the fact that computation in deep neural network is dominated by
multiply-adds in fully connected and convolutional layers, the cost of
non-linearities, dropout, and normalization are ignored when calculating the
FLOPS. Table 1 shows that when compared with VGG (15.8 billion FLOPS),
Inception based models have a much lower FLOPS, which is 1.5 billion of
Inception-v1 and 5 billion for Inception-v3, respectively. The reason why
Inception-based models show a lower computation complexity mainly lies in the
global average pooling (GAP) layer used instead of fully connected layer in VGG.
Besides, the move from fully connected layers to average pooling has also
improved the top-1 accuracy by about 0.6% in the ImageNet classification [13].
Therefore, Inception-v3 is slightly more accurate and much more efficient than

Fig. 2 Automatic sample selection in combination of spectral and texture change

Table 1 FLOPS of VGG,
Inception-v1 and Inception-v3

Model VGG Inception-v1 Inception-v3

FLOPS/billion 15.8 1.5 5
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VGG. It can be transplanted to the normal server easily, and then offer fast
response.

To solve the vanishing gradient problem due to the increase in the depth of
network Inception-v3, through the deep supervision, by adding many classifiers
softmax in the middle of network, the vanishing gradient problem is avoided
effectively. Meanwhile, the decrease in calculated performance due to the appli-
cation of random sparse interlinkage for enhancing the learning ability by the
traditional neural network model is solved.

Meanwhile, by the transfer learning method, the parameters of previous con-
volution and pooling layer in the network structure Inception-v3 remain unchanged,
and only the final classification layer in the model is trained in this paper. In the
ultimate classifier softmax of original network Inception-v3, there are 1000 output
nodes (because of 1000 categories in ImageNet). Thus, it is needed to convert to the
required number of output nodes by deleting the last network layer. As this research
focuses on the recognition of changed and unchanged zone, the ultimate classifier
softmax in the network Inception-v3 only needs to be divided into two node types,
that is, the changed and unchanged zone.

During the network training, Adam is chosen as the optimizer, and the initial
learning rate is set as 1e−3. The cross-entropy is selected as the loss function. At the
same time, to optimize the training process, the learning rate is adjusted to 1/10 of
original at intervals of 100 epochs. Through the early-stop method, the over fitting
is further avoided. Firstly, the model with the current highest verification precision
is recorded, and the step size is set as N. If the precisions of N models are all not
improved after the model with the highest precision, the training will be ended, and
returned to the model with the highest precision. Then it will be taken as the final
change detection model.

3 Experiment and Result Analysis

3.1 Experimental Area

In this paper, two typical sections of in Zhejiang-Jiahu intensive channel were
selected as experimental area (see Fig. 3). In the Zhejiang-Jiahu intensive channel,
there are 1000 kV Hu-An and An-Tang I/II transmission lines, ±800 kV Fu-Feng
and Jin-Su transmission lines, and ±500 kV Lin-Feng and Ge-South transmission
lines. In the construction and operation process of Zhejiang-Jiahu intensive channel,
the construction work and illegal building in the line protection zone are increasing,
and the channel environment changes greatly. The environment change detection
surrounding the channel has important significance to the safety and stability of
transmission line.
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3.2 Data Acquisition

For the above experimental area, the 0.3 m worldview-2 satellite images were
acquired on May 1, 2010 and May 16, 2012 (see Fig. 4). The pixel numbers of
Zone 1 and 2 are 2218 � 2737 and 3222 � 2549, respectively. From Fig. 4, it can
be seen that ±500 kV Lin-Feng/Ge-South lines and ±800 kV Fu-Feng line had
been completed, while ±800 kV Jin-Su line was under construction, and 1000 kV
An-Tang/Hu-An lines had not yet started in May 2010. Thus, during this period,
there were a lot of illegal buildings and construction operations due to house
removal around the transmission channel. In May 2012, the satellite remote sensing
image showed that the other lines all had been put into operation except for
1000 kV An-Tang/Hu-An lines. Additionally, the illegal buildings around channel
reduced, and the house removal areas all had been translated into farmland and
vegetation, which were the major changes in channel environment of experimental
area. Figure 4c, f show the visual interpretation of channel environment change in
two experimental areas, respectively. The black and white represent the changed
and unchanged zone, respectively. This will be acted as the reference value to verify
the accuracy of automatic detection algorithm in this paper.

3.3 Experimental Result Analysis

Figure 5 shows the environmental change detection of transmission channel trained
by the improved model Inception-v3 in two experimental areas, as the window size
w = 3, and the sample extract parameter T = 15. Combined Figs. 4 and 5a, b, the
proposed method better detects the changed zone including the areas translated

Fig. 3 Geographical distribution of experimental area
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Fig. 4 Data collection and change detection of validation data in experimental area

Fig. 5 Environmental change detection of transmission channel in experimental area
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from house removal to farmland and vegetation, decreased and increased building
area and newly increased forest area around the transmission channel from
2010−2012. This illustrates the validity of this research.

For the quantitative analysis, Figs. 5a, b and 4c, f are contrasted respectively.
The precision of environmental change detection in transmission channel are
evaluated by 3 indexes, including the accuracy, false alarm rate and missing
detection rate, as shown in Table 1. By the proposed method, the accuracy of
environmental change detection is over 92.5%, and the false alarm rate and missing
detection rate are approximately 16.8 and 6.5% in experimental area, respectively.
This indicates that the method proposed based on satellite remote sensing and deep
learning method has a good effect in environmental change detection of transmis-
sion channel.

To further verify the feasibility and validity of the proposed method, the pro-
posed method is compared with change vector analysis (CVA), robust change
vector analysis (RCVA) [11], and purposive fast independent component analysis
(PFICA) [14] in change detection results of experimental area 1 (see Table 2).

Table 2 shows that using traditional method CVA, the change detection accu-
racy of high-resolution remote sensing images is lower, while the corresponding
change detection accuracy by improved RCVA and PFICA increases obviously.
The change detection accuracy of the proposed method is the highest, and the false
alarm rate and missing detection rate are both lower than that of other traditional
algorithms. In terms of efficiency, the proposed method considers the spectral and
texture neighborhood information, and trains learning by the deep convolutional
neural network, so the time used is slightly longer than that of other algorithms, but
at the same order with most of comparing algorithms. From the perspective of
business requirement, the environmental change detection accuracy of transmission
channel is extremely important. Therefore, by the comprehensive consideration of
change detection accuracy and algorithm complexity, the proposed method is an
effective method to detect environmental change of transmission channel and
inspect the power grid (Table 3).

Table 2 Accuracy of channel environment change detection based on the proposed method

Pixel number Change
detected

Un-change
detected

Accuracy
(%)

False
alarm
rate (%)

Missing
detection
rate (%)

Area 1 Actual
change

1,297,825 82,375 92.78 16.58 5.97

Actual
un-change

258,023 3,079,383

Area 2 Actual
change

4,143,285 295,348 92.64 17.01 6.65

Actual
un-change

849,184 10,259,790
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4 Conclusions

In this paper, an automatic detection method of environmental change in trans-
mission channel was put forward based on high-resolution satellite remote sensing
image and deep learning. Firstly, spectral and texture change were calculated by
proposing an improved CVA and GLCM with considering neighborhood infor-
mation. Then, an adaptive automatic algorithm was proposed for the training
sample selection. The selected training samples were put into the modified deep
convolutional neural network model Inception-v3, and the change can be detected
effectively.

The experimental results showed that the proposed method could effectively
detect the environmental change of the transmission channel. The accuracy of the
proposed method was over 92.5%, obviously superior to the traditional methods.

Although the proposed method has acquired better change detection results, the
shadow of ground object reduces the precision of the computerized automatic
identification to some extent. To improve the change detection precision, a uni-
versal, effective and high-efficiency change detection method considering
multi-sensors, multi-temporal and multi-feature information will be established in
future.
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A Spectrum Correction Approach
for Power System Sub-harmonic
Analysis

Zhongmin Sun, Yulin Chen, Qiaogen Gu, Yu Cui and Dongchao Liu

Abstract Parameters identification of power system inter-harmonic is research
emphasis recently, because it can be seriously interfered by nearby harmonic
leakage. The sub-harmonic lower than power frequency is not only disturbed by
power frequency component, but also interfered by negative frequency component
itself. A variety of analytical methods are used for acquiring the parameters of the
signal but difficult to eliminate various confounding factors adequately. Therefore,
as sub-harmonic component can be interfered by both negative frequency com-
ponent and power frequency component, an improved low frequency spectrum
correction model was established, and different frequencies of sub-harmonics were
analyzed with scanning way. Simulation results show that the proposed method for
identification of sub-harmonic parameters has higher accuracy, small computation
and is easy for project implementation.

Keywords Sub-harmonic � Negative frequency � Fundamental frequency � Fast
fourier transform (FFT)

1 Introduction

With the wide application of fluctuating load and frequency converter in power
system, the detection and measurement of inter-harmonics has drawn more atten-
tion from researchers. Among them, the inter-harmonics whose frequency are lower
than the fundamental frequency are also known as sub-harmonics. Research shows
that sub-harmonics can produce zero-crossing deviation, voltage fluctuation, flicker,
sub-synchronous oscillation and other hazards in power system [1]. The accurate
measurement of sub-harmonics is of great significance to the division of harmonic
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responsibility, the control of harmonic pollution and the improvement of power
quality. In the field of harmonic analysis of power system, the most commonly used
method is the discrete Fourier transform (DFT) and its fast algorithm, the fast
Fourier transform (FFT) [2].

As it is difficult to achieve synchronous sampling, the DFT-based harmonic
analysis method will produce spectrum leakage in the case of non-synchronous
sampling condition [3, 4]. In order to reduce errors, a variety of spectral correction
methods have been developed, such as interpolation method [5, 6], all-phase
spectrum method [7], Kalman filter based method [8] and energy barycenter cor-
rection method [9]. However, the negative frequency component in signal was not
taken into account among the mentioned methods, which may have good perfor-
mance in solving the case of complex exponential signal with single frequency or
signal with no dense spectral components. However, for real low-frequency sinu-
soidal signals, these correction methods need to be further improved.

The measured voltage and current signal is a real sinusoidal signal in power
system, which is a stable fundamental frequency component. When the waveform
of standard signal is distorted and sub-harmonic is produced, it is difficult to
accurately measure the parameters of the sub-harmonic. On one hand, the
sub-harmonic is easily affected by its negative frequency because of its low fre-
quency. On the other hand, the low-frequency component is relatively small
compared with the fundamental frequency, and the leakage interference caused by
the fundamental frequency component is also serious.

The influence of negative frequency on spectrum analysis was studied in [10],
which depicted that the negative frequency component not only has practical
physical significance, but also must be considered if the signal frequency is rela-
tively low in order to reduce the analysis error. Some spectrum analysis methods
based on DFT, such as FFT phase difference method [11] and all-phase FFT phase
difference method [12], can effectively improve the accuracy of spectrum analysis
by considering the influence of negative frequency component. Furthermore, to
improve the low-frequency correction performance, a complex ratio correction
method was proposed, in which the influence of negative frequency on spectral line
selection was taken into account [13]. Besides, a spectrum correction method by
considering the influence of negative frequency was proposed [14]. By solving the
equations, the corrected low-frequency parameters were obtained, which can sup-
press the interference of negative frequency to some extent.

Normally, the influence of harmonics and inter-harmonics has small effect on the
fundamental frequency components. Therefore, the measurement accuracy of fun-
damental frequency is very high in off-line condition. To make it possible, odd
frequency point correction and multi-layer DFT interpolation correction algorithm
are proposed [15], which can reduce spectral interference to fundamental frequency
component through phase rotation and spectral line superposition. In addition, [16]
suppressed spectral leakage by weighting power harmonic signals through the
convolution window, and eliminated the fence effect by interpolation, thus
obtaining accurate fundamental frequency measurement values. Therefore, under
the condition of stable power signal, the measurement error of fundamental
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frequency parameters can meet the precision requirements of the method proposed
in this paper if the appropriate time window is selected for off-line measurement.

Based on the above analysis, in this paper, on the basis of [14] and considering
the influence of fundamental frequency components, an improved spectrum cor-
rection model suitable for the measurement of sub-harmonic parameters in power
systems was proposed. By modifying the results of discrete Fourier transform and
solving the three-spectral line equations, spectral interference among signals can be
effectively suppressed.

In this paper, the sub-harmonics with different frequencies were analyzed by
scanning at an interval of 0.2 Hz. The simulation results show that the improved
method has higher measurement accuracy when measuring the sub-harmonics with
fundamental frequency, which verifies the effectiveness of the proposed method.

2 Spectrum Interference of Sub-interharmonics

In the estimation of harmonic parameters, the voltage and current signal is cosine/
sine signal as A cos xtþ hð Þ. According to the Euler’s identity, the signal function
A cos xtþ hð Þ can be transformed into 0:5Aejðxtþ hÞ þ 0:5Ae�jðxtþ hÞ. The truncation
of the signal is equivalent to adding a rectangular window to the signal and the
amplitude spectrum can be obtained through discrete time Fourier transform
(DTFT), as shown in Fig. 1. When in asynchronous sampling condition, the DFT
result of the signal will generate the phenomenon of spectrum leakage. As can be
seen from Fig. 1, the lower the measured sub-harmonic frequency is, the more
serious the spectrum interference will be, and the influence of negative frequency
cannot be ignored.

Meanwhile, the voltage and current signal of the power system has a stable
fundamental frequency component with a relatively large amplitude. When take the
sub-harmonic as the concerned component, its negative component combined with
the fundamental wave would become the main interferences.

Figure 2 shows the phasors of time-domain discrete signals after DFT when
sub-harmonic fp is 0.1, 5, 25 and 49 Hz, respectively. The positive frequency
component is the concerned part, and the negative frequency and power frequency
part are the interference components, which together constitute the phasors through
DFT.

As can be seen from Fig. 2, when sub-harmonic fp is close to 0 Hz, its negative
frequency component is the main interference. When sub-harmonic fp is close to
50 Hz, the leakage part of fundamental frequency turns out to become the main
interference.

Therefore, for the specific object, sub-harmonic in power system, it is necessary
to consider the negative frequency and fundamental frequency interferences to
improve the measurement accuracy of sub-harmonic parameters, especially when
the frequency is close to 0 Hz or fundamental frequency.
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3 Spectrum Correction with Multiple Interferences

Assume the time domain signal of the power system containing sub-harmonics as
[14]

xðtÞ ¼ Ap cosðxptþupÞþA0 cosðx0tþu0ÞþB ð1Þ

where, xp, Ap, up and x0, A0, u0 are the analog angular frequency, amplitude and
initial phase angle of low-frequency signal and fundamental frequency signal
respectively, and B are DC offset.

The signal obtained from (1) is truncated by a rectangular window, and the
Fourier transform of it is as

X xð Þ ¼
ZT

0

xðtÞe�jxtdt ¼ ApejupD x� xp
� �

x� xp
� � þ Ape�jupD xþxp

� �
xþxp
� �

þ A0eju0D x� x0ð Þ
x� x0ð Þ þ A0e�ju0D xþx0ð Þ

xþx0ð Þ þ 2B
D xð Þ
x

ð2Þ

where, D xð Þ ¼ e�jxT2 sin xT
2 .
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Fig. 1 Spectral interference between positive and negative frequency components
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Let us define

X 0 xð Þ ¼ X xð Þ � A0eju0D x� x0ð Þ
x� x0ð Þ � A0e�ju0D xþx0ð Þ

xþx0ð Þ

¼ ApejupD x� xp
� �

x� xp
� � þ Ape�jupD xþxp

� �
xþxp
� � þ 2B

D xð Þ
x

ð3Þ

In Eq. (3), the influence of power frequency component has been eliminated in
X 0 xð Þ. x ¼ kDx was used to discretize Eq. (3), where Dx ¼ 2p

T ¼ 2pfs
N is the

spectral resolution, and k is the position of spectral line.
The highest spectral line of the concerned sub-harmonic component is k2, the

prior line and the later line are k1 and k3 respectively. Thus, x1 ¼ k1Dx,
x2 ¼ k2Dx, x3 ¼ k3Dx. Equation (4) can be derived as

D x1 � xp
� � ¼ D x2 � xp

� � ¼ D x3 � xp
� � ð4Þ
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Fig. 2 Spectral interference of sub-harmonic
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Also

2B
D xð Þ
x

¼ 2B
e�j xT=2ð Þ sinxT=2

x
¼ 0 ð5Þ

Then, the equation set (6) that can be established by using three spectral lines.

x1 � xp
� ��1

Dþ þ x1 þxp
� ��1

D� � X 0 x1ð Þ ¼ 0

x2 � xp
� ��1

Dþ þ x2 þxp
� ��1

D� � X 0 x2ð Þ ¼ 0

x3 � xp
� ��1

Dþ þ x3 þxp
� ��1

D� � X 0 x3ð Þ ¼ 0

8><
>: ð6Þ

where, D� ¼ Ape�jupD x� xp
� �

is a constant.
Therefore, Eq. (6) is a linear equation set, which can be regarded as a homo-

geneous system of equations, and the corresponding non-zero solution vector is
Dþ ;D�;�1f g, and the existence of such non-zero solution condition is that the

determinant of coefficient matrix is zero, which is shown in (7).

x1 � xp
� ��1

x1 þxp
� ��1

X 0 x1ð Þ
x2 � xp
� ��1

x2 þxp
� ��1

X 0 x2ð Þ
x3 � xp
� ��1

x3 þxp
� ��1

X 0 x3ð Þ

�������

�������
¼ 0 ð7Þ

Thus, the explicit expression of xp can be solved as

xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2=M1

p
ð8Þ

where

M1 ¼
1 x1 X 0 x1ð Þ
1 x2 X 0 x2ð Þ
1 x3 X 0 x3ð Þ

������
������;M2 ¼

1 x1 x2
1X

0 x1ð Þ
1 x2 x2

2X
0 x2ð Þ

1 x3 x2
3X

0 x3ð Þ

������
������

The amplitude and phase can be amended by specific spectral lines as

X 0 x2ð Þ ¼ ApejupUþApe�jupW ð9Þ

where

U ¼ T
2
sinc

x2 � xp
� �

T

2
e�j

x2�xpð ÞT
2 ;W ¼ T

2
sinc

x2 þxp
� �

T

2
e�j

x2 þxpð ÞT
2
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Bond with the conjugate of Eq. (9), an equation set can be established as

X 0 x2ð Þ ¼ ApejupUþApe�jupW
X 0� x2ð Þ ¼ Ape�jupU� þApejupW�

�
ð10Þ

The amplitude and phase correction formula of the sub-harmonic component,
which can be obtained from Eq. (10), is as shown in (11).

Ape
jup ¼ U�X 0 x2ð Þ �WX 0� x2ð Þ

Uj j2� Wj j2 ð11Þ

4 Simulation Analysis

To verify the effectiveness and accuracy of the algorithm, discrete signals are
generated according to Eq. (12) for simulation calculation.

xðtÞ ¼ Ap cosð2pfptþupÞþA0 cosð2pf0tþu0ÞþB ð12Þ

Each parameter of the signal is shown in Table 1.
When the signal was truncated by a rectangular window, DC offset has no

influence on other DFT discrete spectral lines according to formula (5). So it is
rational to assume B = 0.

The synthetic signal was analyzed by direct DFT method (Method 1), DFT
method with Hamming window (Method 2), low-frequency correction method
(Method 3) proposed in [14] and the algorithm proposed in this paper (Method 4).
Combined with practical project, in order to reflect the feasibility of the algorithm in
the case of errors in power-frequency measurement, random error e, where
e 2[−10−2, 10−2], is superimposed on fundamental frequency parameters. The
estimation results are shown in Fig. 3.

Table 1 Parameters of
simulation experiment

Parameter Setting value

Fundamental amplitude A0 = 1

Fundamental phase u0 = 10°

Fundamental frequency f0 = 50 Hz

Sub-harmonic amplitude Ap = 0.5

Sub-harmonic phase up = 30°

Sub-harmonic frequency fp = [1:0.2:48] Hz

Sampling frequency fs = 300 Hz

Samples N = 512
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From Fig. 3, despite the random error in fundamental frequency, the measure-
ment accuracy of sub-harmonic spectrum correction method is better than other
methods, showing good adaptability.

When the synthetic signal contains noise, which is always existing in real field,
the sub-harmonic will not only be disturbed by other spectra, but also be affected by
noise. In order to verify the adaptability of the algorithm under noise condition,
Gaussian white noise was superimposed in the signal of Eq. (12). Figure 4 is the
measurement error results of each method when the signal to noise ratio (SNR) is
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60 dB. It can be seen that the algorithm in this paper still has obvious better
precision when the signal contains noise.

The simulation results show that the spectrum correction method, which con-
sidering the influence of negative frequency and fundamental frequency, can
effectively reduce the spectrum interference. Since the time domain expression of
the correction parameter is obtained, the influence of the fence effect can be
eliminated without complex algorithm, and the high-precision low-frequency
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sub-harmonic analysis is realized. Moreover, when the power frequency measure-
ment error and signal noise are taken into account, the proposed algorithm still
shows good adaptability.

5 Conclusion

This paper presents a discrete spectrum correction method for sub-harmonic signal
of power system by eliminating influence from negative frequency component and
fundamental component. An improved spectrum correction model is constructed
based on three spectral lines near the specific spectrum peak. Afterward, the cor-
rected sub-harmonic parameters are obtained. The simulation results show that this
method has the ability to reduce the interference of the negative frequency and
fundamental frequency components for the measured sub-harmonic components.
Furthermore, the small computation burden is beneficial to practical realization.

The proposed method only targets the stable sub-harmonic signal, which may
not suitable for the low-frequency damping oscillation. Moreover, under the
dynamic condition, such as the start of large motor, the fundamental frequency
parameters will change significantly, which also has an impact on the accuracy of
sub-harmonic measurement.
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Video Shake Detection

Peng Wu, Tong Li, He Yang and Qipeng Chen

Abstract Video surveillance systems play an irreplaceable role in power scene
monitoring. However, in the process of image acquisition, video surveillance
equipment will inevitably have various external interference factors. This paper
proposes an effective method for video shake detection. This method incorporates
the classical BOW (bag-of-words) model into the traditional projection method to
get the acquired feature representation in a higher level and make it more robust. In
addition, we focus on the local characteristics of the image and use a block oper-
ation. The experimental results show the effectiveness of our method.

Keywords Shake detection � Gray projection � BOW

1 Introduction

1.1 A Subsection Sample

The video surveillance system is small in size and stable in operation. It brings
convenience to production. For example, it can replace human work for monitoring
and control in some harsh environments, which can save a lot of human resources
costs; and it will not produce physiological defects such as visual fatigue. It can
ensure production safety and provide objective guidance. At present, in the power
scene, the video surveillance system has been more and more widely used. For
power industry applications, video surveillance provides full-time monitoring of all
important power equipment, combined with intelligent algorithms to give accurate
and intelligent decision making. However, in the process of image acquisition,
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video surveillance equipment will inevitably have various external interference
factors. For example, camera shake caused by wind or other irresistible factors may
cause anomalies of shake in video image, resulting in reduced performance of the
monitoring system. The degradation of such images will present significant chal-
lenges to subsequent algorithmic modules, which may give erroneous decisions.

In recent years, researchers have proposed a series of effective practical algo-
rithms for the shake detection [1]. The most obvious feature of video shake is the
overall displacement between the frame and the frame. After the displacement is
detected, further logical decision is made to determine whether the video is shake.
Therefore, basically the video shake is detected around how to detect the dis-
placement. Methods commonly used nowadays in displacement estimation include
gray projection method [2], block matching method [3], feature point matching
method [4, 5] and optical flow method [6].

The common optical flow method uses fast corner detection and LK sparse
optical flow [7, 8]. In actual use, because the optical flow depends on the detection
of the feature points, if the current environment has no way to find more corners,
the estimated displacement will be very inaccurate. If you want to get better results,
the calculation will be very large. And the optical flow method is very easy to
produce erroneous estimation for moving objects in the actual environment, and the
robustness is poor. As the same as the optical flow method, the feature point
matching method depends on the finding of feature points, and to find a more
accurate feature point this method usually has a very large amount of calculation,
the actual running speed is actually slow. The gray projection method [1, 2] is a
more common method, the calculation amount is relatively small, and the actual
effect is also good. However, the gray histogram features extracted by the gray
projection method are sensitive to external interference factors, which makes it less
robust, especially in the environment with complex power-transforming scenarios.
Therefore, this paper combines the advantages of gray projection method with the
word bag model to extract higher-level features to improve the detection accuracy
of gray projection method. This research may be a premise to future improve object
identification applications in the electric power system scenarios, like in [9].

2 Method

2.1 Overview

The gray projection method is actually an operation for simplifying the extraction
of image distribution features. The image features are converted into curves along
the row and column coordinates in units of pixel rows and columns of the
two-dimensional image, thereby making it easier to calculate the image distribution
characteristics. This paper will propose a more effective method based on gray
projection method. The whole algorithm framework includes the followings.
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Pre-processing: The environment of the actual captured video in the power scene
is usually more complicated. We first use image smoothing filtering. The advantage
of filtering is that it can eliminate the influence of the edge of the image. When the
image moves fast, the edge information is unique on each image, that is, the edge
information of each image is different, thus causing the projected waveform to be
very different at the edge. Histogram equalization is then performed to stretch the
contrast of the image and further filter the effects of noise or other interference
factors.

Grayscale projection feature extraction: The grayscale projection operation that
is used in the conventional image processing is performed, that is, the pixel
grayscale value is accumulated in the row and column directions. This way we will
get a row vector and a column vector respectively. The resulting projection vector
then go through a mean normalization operation, that is, we subtract the mean of all
elements of the vector from each element in the vector.

High-level feature extraction: If only the gray projection vector is used, the
displacement error we obtain may be large. Here we will introduce the classic BOW
model [10, 11] and block operation, and the higher level feature extraction will be
described in detail in the next section.

Similarity calculation: With eigenvectors, we can calculate the distance metric
for any two features. There are many ways to measure distances. Since the object is
a high-dimensional pocket vector, we use a simple chi-square distance here.

2.2 High-Level Feature Extraction

If the overall image displacement is calculated, when there are too many moving
objects in the image, it is easy to cause misjudgment due to the movement of the
object. Therefore, the image can go through non-overlapping block operations, and
the blocks are overlapped and sampled. For example, for a certain frame image,
4 � 4 blocks are taken, and in each block, the method of overlapping sampling
sub-blocks is performed, and it is noted that the sampled sub-blocks are kept the
same in size. Thus, for each frame of image we can get a series of sub-block row
and column projection vectors. For convenience, we splice this row and the column
vector and name it x, indicating the underlying feature representation of the
sub-block. For all frame images in a video, we can get the underlying feature set of

all sub-blocks in the video frame X ¼ xni
� �N

n¼1, where xni is the nth projected
feature of the sub-block image in the ith frame.

The Bag-of-words model is a commonly used document representation method
in the field of information retrieval. In information retrieval, the BOW model
assumes that for a document, its word order and grammar, syntax and other ele-
ments are ignored, and it is only regarded as a collection of several words. The
appearance of each word in the document is independent and doesn’t depend on
whether other words appear. That is to say, any word that appears in any position in
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the document is independently selected regardless of the semantic meaning of the
document. Through observation, we will find that although there are differences
between different instances of the same type of target, we can still find some
commonalities between them. In this paper, we will incorporate the underlying
projection vector into the BOW model, where the BOW model can be in the form
as follows:

min x� Bak k22 s:t: ak k1¼ 1 ak k0¼ 1 ð1Þ

where x is an arbitrary underlying feature representation, a is the high-level feature
representation of the output, and B is the cluster center set constructed by the
K-Means algorithm. The word table is constructed using the K-Means algorithm for
all of the underlying feature sets in the video frame. K-Means algorithm is an
indirect clustering method based on the measure of similarity between samples.
This algorithm divides N objects into K clusters with K as the parameter. The data
in the same cluster has high similarity and different clusters share low similarity.
Depending on the distance between the underlying projection vectors, the K-Means
algorithm can be used to combine words with similar meanings as the basic
vocabulary in the word list. For a certain frame image, we can extract the projection
vectors of many sub-blocks, which can be replaced by the word approximation in
the word list; then pass each sub-block in the statistics block to the corresponding
word in the vocabulary in the block. The number of occurrences can be expressed
as a vector of K dimensions. For example, if one frame of image is divided into 16
blocks, then 16 K-dimensional vectors will be obtained.

2.3 Video Shake Displacement Metric

For any two frames in the video, we can get the corresponding high-level feature
vector. Use the chi-square distance to measure their distance:

d Xi;X j
� � ¼ 1

R

XR

r¼1

v2 Pi
r;Q

j
r

� � ð2Þ

where Pi
r, Q

j
r is the r-th block high-dimensional feature representation in the i-th

frame image Xi and the j-th frame image X j, respectively; v2 is the chi-square

distance v2 x; yð Þ ¼ P
n

xn�ynð Þ2
xn þ yn

.
In order to effectively measure the displacement between video frames, we

calculate the distance by sampling two frames in a certain step size. The distance
between all sampled frame pairs is then averaged as a measure of the displacement
of the entire video.
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3 Experimental Results

In order to verify the effectiveness of the algorithm, we collected 5 segments of
normal video and 5 segments of shake video in the substation scenario. The number
of blocks taken in the block operation is set to 4 � 4, the sub-block size is uni-
formly set to 16 � 16, and the K-Means parameter K is 256. Note that for fairness
of comparison, we use the same block operation for projection. We use a grid
search method to find the optimal threshold for shake decisions of the following
three methods. The specific experimental comparison results are shown in Table 1.

From the comparison of the above experimental results, We find the blocking
method is effective and the high-level feature representation we extracted makes the
detection more robust.

4 Conclusion

We propose an effective method for video shake detection in power monitoring
scenarios. The method uses a block operation to focus on the local characteristics of
the image; we combine the projection vector for the bottom layer with the classic
BOW model to obtain a higher-level feature representation. The experimental
results show the effectiveness of the proposed algorithm and achieve a 100%
detection rate.
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The Methods of Calculating Heights
of Lightning Rods and the Design
of the Calculating Software

W. L. Liu

Abstract It is essential to calculate the height of lightning rods in order to make
them function efficiently. But sometimes the calculation can be complex. In order to
calculate the heights of lightning rods, we follow the principle of “Centering on the
axis line and firstly focus on the upper level”. With the help of tools like Borland
C++ Builder, a computing software for calculating the height of lightning rods was
designed, and it can cover the calculations of the height(s) of one single lightning
rod; two lightning rods of the same height; and two lightning rods with different
heights, using polygon method. It can also deal with the calculation of the height of
one single lightning rod using rolling ball method. The main points of the calcu-
lation, the main program code of the software and several examples are shown in
the paper. After comparison and verification, the results given by the software are
reliable. The use of the software can greatly reduce the burden of calculation during
the design of lightning rods.

Keywords Lightning rods � Calculation of heights � Polygon method � Design of
software

1 Introduction

The lightning rods has the disadvantage of counterattack. It is very important for the
lightning rods to play its protective effect and save metal materials by setting the
installation position of the lightning rods correctly and calculating the rods height
accordingly [1–5].

In the national standard [6, 7], the calculation method of the protection range of
lightning rods under various arrangement forms is obtained. The protection range of
lightning rods is studied and a new calculation method is acquired in the references
[8–11]. But the protection range is obtained under the condition of known rods
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height. In engineering practice, on the contrary, the lightning rods is set after the
protected object. How to calculate the rods height is a problem that must be solved.

Reference [12] has studied the calculation of rods height of the multiple light-
ning rods, but it does not involve the case of an individual rods and two rods.
Reference [13] has studied the calculation method of rods height of lightning rods
in various arrangement modes and compiled software to realize automatic calcu-
lation, but it is relatively simple when the height and radius of protected objects are
given.

Considering the protection efficiency and economy of the lightning rods com-
prehensively, this paper puts forward the calculation principle of “axis symmetry,
top priority” according to Reference 6, supplemented by the correction of various
factors, gives the calculation method of the height of the lightning rods in different
layout forms, and designs the software for calculating the height of the lightning
rods by using the Borland C++ Builder development tool. The software can input
the characteristic size of the protected object. With the data of influencing factors,
the computational task of complex engineering can be completed instantaneously,
and the computational efficiency can be improved.

2 Analysis of Computing Principles

The lightning rods can reliably protect the protected objects to save metal materials
under the premise that the lower the height, the better. When designing a lightning
rod, the first thing is to determine the location of the lightning rods. Only when the
location of the lightning rods is determined can the protection relationship between
the lightning rods and the protected object be discussed. Because any shape of the
protected object can be converted into an enlarged rectangle, as shown in Fig. 1, the
position 1 is the lightning rods, and the position 2 is the farthest point to be
protected. When the lightning rods is set on the axis of the equivalent rectangle of
the protected object, the principle of axis symmetry is put forward because of the
minimum protection radius and corresponding pin height of the lightning rods. If
the lightning rods cannot be set on the axis due to the limitation of field conditions,
the axis offset can be corrected when calculating; if the cylindrical object is pro-
tected, the rectangular width can be taken as 0 m.

2r

 3 
5

Fig. 1 The setting of a
lightning rod and its
protecting radius
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In the engineering practice, the shape of the protected object may be complex, as
shown in Fig. 2. In order to facilitate calculation, the data of length, width and
height of the three characteristic planes of the lowest level, middle level and the
highest level of the protected object are given. In determining the installation
position of the lightning rods, priority should be given to setting the lightning rods
on the side of the lowest protection radius of the highest level. This is the principle
of top priority. The purpose is to make the height calculation of the lightning rods of
the protected object with the complex shape clear and simple. But in the calculation,
it is necessary to take the maximum height of the lightning rods calculated
according to the three characteristic horizontal planes as the rods height to be
adopted to ensure that the lightning rods protect all the positions of the protected
object.

3 Modified Calculation of Influencing Factors
of Rods Height

When calculating the height of the lightning rods, it is necessary to correct the
factors such as grounding resistance R, altitude HB, axis deviation PC of the
lightning rods location, protrusion or indentation dimension TC of the highest level
plane relative to the lowest level and the height of the lightning rods.

A: Correction of grounding resistance. When the grounding resistance changes, it
will affect the safe distance between the lightning rods and the protected object JL,
which needs to be corrected. The formula is as follows:

JL� 0:2� R + 0.1� hx ð1Þ

whereas hx is the height of the protected object. As shown in Fig. 1, in order to
prevent counterattack, JL is not less than 5 m [6].

Fig. 2 The amendment of
the exterior of the protected
object
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B: Altitude correction. When the altitude changes, the safe distance between the
lightning rods and the protected object is corrected. The formula is as follows:

Ka ¼ 1 HB� 1000
Ka ¼ 1

1:1�H�10�4 1000\HB� 4000

�
ð2Þ

C: Axis deviation correction. Achieve two roles: If limited by the site, the lightning
rods cannot be set on the axis of the protected object, it can input the deviation
value of the axis to change the position and correct the rods height. If the position of
the lightning rods is fixed and the shape of the protected object is irregular, the axis
deviation of the horizontal plane can be set at different heights to correct the height
of the lightning rods.

D: Correction of the effect of the irregular shape of protected object on the rods
height. As shown in Fig. 2, taking the minimum horizontal plane axial length as the
benchmark, the data of the middle and the highest level plane projection or
indentation are given, and the protection radius is revised to solve the protection
problem of the protected object of the complex shape.

E: Rods height effect correction. The protection range of the lightning rods
increases with the increase of the height, but the range of increase may be smaller
and smaller, so the height effect correction is needed. The formula for calculating
the height influencing factor P is as follows:

P ¼ 1 h� 30
p ¼

ffiffiffiffiffi
5:5

p
h 30\h� 120

p ¼ 0:5 h[ 120

8<
: ð3Þ

4 Rods Height Calculation

There are two methods for calculating the protection range of lightning rods: broken
line method and rolling ball method. Based on these two methods, the software for
calculating the height of lightning rods is designed respectively. Due to the limi-
tation of layout, this paper only introduces the calculation principle and software
design of needle height based on broken line method.

4.1 Individual Lightning Rods

The essence that the protected object is protected by an individual lightning rods is
that the distance from the farthest point of the protected object to the lightning rods is
less than the protection radius of the lightning rods on this level at different altitudes.
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Therefore, the essence of the problem of calculating the height of the lightning rods
is to determine the protection radius according to the distance between the farthest
point and the lightning rods on the horizontal plane of the different height of the
protected object, and then calculate the height of the lightning rods.

Formula for calculating the height of an individual lightning rods [6]:

h ¼ rx=pþ hx hx � 1
2 h

h ¼ rx=pþ 2hxð Þ=1:5 hx\ 1
2 h

8<
: ð4Þ

whereas rx is the protection radius. Key points of rods height solution:
A: The installation position of the lightning rod is determined and the protection

radius bx is calculated. The protection radius is determined by the distance of the
farthest point between the protected object and the lightning rods on the horizontal
plane of different heights. The calculation method is shown in Fig. 1. In the right
triangle D123, one right-angled side is 1/2 width plus axis deviation, the other right-
angled side is safe distance plus length, and the oblique side is the protection radius.
When the axis deviation is 0 and JL = 5 m, on the horizontal level 5 m high, the

protection radius is as rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð5þ 5Þ2 þ 2:52

q
� 10:3m follows:

When the axis deviation is 2 m, the protection radius is as follows:

rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð5þ 5Þ2 þð2:5þ 2Þ2

q
� 11m

B: Calculate the rods height. According to formula 4, we need to try to calculate it,
first assume that the protected object is higher than 1/2 of the rods height, calculate
the rods height, if the conditions are met, the rods height calculation is correct; if the
conditions are not met, use the formula when the protected object is lower than 1/2
of the rods height to recalculate, and get the rods height to be used. If it is a
protected object with irregular shape, the rods height should be calculated according
to the protection radius of several high horizontal planes, and the maximum value
should be obtained. When the rods height is higher than 30 m, the height
influencing factor should be considered.

4.2 Two Lightning Rods

With the increase of the height, the protection range of an individual lightning rods
becomes smaller and smaller. If the individual lightning rods is too high, it is better
to change it into two or multiple short lightning rods.

Key points for solving the height of two equal-height lightning rods:

A: The installation position of the lightning rod is determined. According to the
principle of axis symmetry, two lightning rods are set on the axis of the protected
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object. According to the calculation results of the safe distance, the safe distance
between the lightning rods and the protected object is determined. Considering the
protrusion or indentation of the protected object on the middle and the highest
levels, the distance D between two equal-height lightning rods is determined. For
example, in Fig. 2, the safe distance between the protected object and the lightning
rods is JL, the length of the protective object on the lowest level is C1, and the
distance between the two rods is 2JL + C1 + TC5 if the highest level is more
prominent than the lowest level.
B: bx, 1/2 of the minimum width of the protection range between the two rods is
determined. It is determined according to half of the maximum width of the pro-
tected object on the different horizontal levels. When there is any axis deviation,
add the absolute value of the deviation value for correction calculation.
C: The minimum height of the protection range between the two rods is calculated.
According to the heights of bx and the protected object, the formula 5 is used to
take the maximum value of h0 calculated on the three horizontal planes.

h0 ¼ bx=1:5þ hx ð5Þ

It should be noted that bx must be first figured out and then h0.
D: Calculate the rods height. According to formula 6, the height of the lightning

rods is calculated according to h0, and the height effect correction calculation is
carried out.

h ¼ h0 þ D
7p

ð6Þ

If two unequal-height lightning rods are used, find the rods height of the high rods
according to the protected object that the high rods needs to protect. This is very
important. If the high rods is not calculated first, the distance between the low rods
and the virtual short rods cannot be determined.

4.3 Three Equal-Height Lightning Rods

Key points of rods height solution:

A: Determination of the positions of three rods. The three lightning rods are
arranged in an isosceles triangle, as shown in Fig. 3. Protected objects of any shape
between the three rods can be transformed into rectangular enlarged dimensions on
a horizontal plane. According to the principle of axis symmetry, the lightning rods 1
and 2 are arranged on both sides of the lateral axis of the protected object, and the
position is adjusted by the axis deviation. It should be noted that when 1 or 2 rods
are arranged on the axis, the rods height is not the lowest, but this arrangement can
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be easily programmed; theoretically, the height of two rods may be the lowest on
both sides of the bottom of the rectangular axis. The lightning rods 3 is arranged on
the longitudinal axis.
B: Determination of the distance between lightning rods. The distance between 1
and 2 rods is determined by calculating the distance between two equal height
lightning rods. The distance between 1 and 3 rods is the oblique edge of the right
triangle 134 in the figure. The two right edges are (JL + C/2) and (JL + K/2 + PC),
respectively.
C: Determination of bx. The determination of bx between 1 and 2 rods is based on
the 1/2 width and deviation of the protected object. In Fig. 3, a positive deviation is
defined when a 1–2-pin line is offset to the bottom of the rectangle; a negative
deviation is defined when a 1–2 rods line is offset to the top of the rectangle. When
the deviation value is greater than 0 and less than 1/2 width, that is, when the 1–2
rods connection is close to the bottom edge of the protected equivalent rectangle,
take it; when the deviation value is greater than 1/2 width, that is, when the 1–2
needle connection is outside the bottom edge of the protected equivalent rectangle,
take it; when the deviation value is less than 0, when the 1–2 rods connection is
close to the top edge of the protected equivalent rectangle, take it, when the distance
between 1–2 rods and 3 needle is too close, obviously, this is true. It is unrea-
sonable to assign a value to bx.
The determination of bx between the rods 1 and 3 is calculated according to the
vertex A of the protected object in the protective Fig. 3. The formula is as follows:

bx � ð0:5K þPCÞ � JL�ðJLþ 0:5K þPCÞ=ðJLþ 0:5CÞ

In this way, the calculation of bx may make the data larger, but it increases the
safety margin and meets the requirements of the engineering design. When bx is less
than 0, let bx = 0.
D: According to the method of calculating h0 and rods height of two equal height
lightning rods, the maximum height of one rods and three rods is taken as the
needle height to be applied.

Fig. 3 The settlement of
three lightning rods with the
same height
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E: Limited by the site conditions, 3 rods may not be set on the longitudinal axis, and
can be corrected by adjusting the protrusion or indentation size of the protected
object.
F: When four or more rods are needed, the rods height is calculated according to the
different combinations of each three needles, and then the maximum value is
obtained.

5 Software Design

The software is designed by using Borland C++ Builder 6.0 development tool. The
flow chart of the lightning rods height calculation software is shown in Fig. 4.

The following points should be paid attention to when the software is designed:

A: The complex shape of the protected object is the main factor affecting the design
of the lightning rods, which results in a large amount of work in the programming
of this part of the program code. However, only considering the various changes of
prominence and indentation, can the reliability of the lightning rods protection be
ensured.
B: When calculating the height of an individual lightning rods, it is necessary to
calculate the height of the lightning rods according to the height of the protected

Fig. 4 Software flow chart
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object less than half of the height of the rods, so as to solve the problem that the
height influencing coefficient P is more than 1 when the critical height of the rods is
30 m.
C: When calculating the height of two equal-height lightning rods, the lowest height
of the protection range between the two rods is calculated according to the height of
bx and the protected object, and the highest value of the h0 calculated on the three
levels is used to calculate the rods height to avoid the defect of incomplete pro-
tection which may be caused by the principle of “top priority”.

The software interface is shown in Fig. 5.
Input data: The lowest level of the protected object is 20 m long, 10 m wide and

5 m high. The middle level is 15 m long, 12 m wide and 10 m high. The highest
level is 10 m long, 10 m wide and 15 m high. The grounding resistance is 0 and the
altitude is 1. No axis deviation and no prominent data are given to indicate that the
protected objects are aligned at one end of the three horizontal planes. The lightning
rods is located on the axis of the side of the alignment end, and the calculation
results are as follows: the safe distance is 5 m; the height of an individual lightning
rods is 30.59 m; the height of two equal- height lightning rods is 22.62 m and the
distance is 30 m; when two unequal-height lightning rods are used, the height of the
high rods is 30.59 m and the height of the low rods is 16.70 m, which means that
the individual rods is enough and the short needle cannot be added. When three

Fig. 5 Results of the calculation (before correction)
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equal-height lightning rods are used, the rods height is 22.62 m, which is equal to
the rods height of two equal-height lightning rods, indicating that two rods are
enough.

The size of the protected object remains unchanged. When the grounding
resistance is 10 X, the altitude is 2000 m, the axis deviation of the highest hori-
zontal plane is 5 m, the left side of the middle horizontal plane protrudes 2 m, and
the left side of the highest horizontal plane retracts 2 m, the software calculation
results are shown in Fig. 6. The lightning rods should be set on the left side with a
safe distance of 5.56 m and a height of 35.67 m for an individual lightning rods; the
height of two equal-height lightning rods is 26.40 m and the distance is 33.11 m;
the height of two unequal-height lightning rods is 35.67 m for a high rods and
16.35 m for a short rods, which is obviously unreasonable; and the height of three
equal-height lightning rods is 19.73 m.

6 Conclusion

Aiming at the complex engineering problem of lightning rods height calculation,
this paper innovatively puts forward the calculation principle of “axis symmetry,
top priority” to make the height calculation of lightning rods clear; take into account

Fig. 6 Results of the calculation (corrected)
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the effect of various factors, revise the height calculation of lightning rods, so that
the calculation results are more in line with the engineering practice; give the key
points of solving the rods height of various lightning rods layout modes and design
software, which only needs to be transported. Only when the basic data of the
protected objects are input can the calculation work be completed and the working
efficiency be improved. After a lot of comparison and checking, it is proved that the
calculation results of the software are accurate.
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Super-Resolution Reconstruction
of Fine-Grained Fittings Image
of Transmission Line Based
on Compressed Sensing

Peng Wu, Chengqi Li, Guoqiang Lin, Jia Luo and He Yang

Abstract The abstract should summarize the contents of the paper in short terms, i.e.
150–250 words. Aiming at the low resolution problem of fine-grained fittings image
of trans-mission line, an image super-resolution reconstruction algorithm based on
compressed sensing is proposed. The K-SVD (K-Singular Value Decomposition)
algorithm is used to implement sparse representation according to the theory of
compressed sensing. The reconstruction is performed byOMP (OrthogonalMatching
Pursuit) algorithm. The proposed algorithm has good de-noising effect and shortened
processing time. The fine-grained fit-tings image that has correlation with the
reconstructed image is trained to enhance the reconstruction effect and is used for
high-quality recovery of the fine-grained fittings image of the transmission line. The
simulation results verify the effectiveness of the proposed algorithm, and the
reconstructed image has a better improvement in subjective visual effects and
objective evaluation indicators.

Keywords Compression sensing � Inspection image � Super-resolution
reconstruction

1 Introduction

With the improvement of the automation of the power grid and the increasing
number of UAVs, the line inspection of drones is widely used. UAVs are equipped
with cameras to inspect the transmission lines and obtain video images of electric
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fittings and environments of transmission lines in real time. By using the backstage
analysis algorithm, the abnormal phenomena, such as defects of the fittings, can be
detected in time. Then it’s possible to trigger the fault alert automatically or perform
the pre-set fault processing to provide necessary protection for the safe operation of
the power line [1, 2].

During the work of acquiring images by UAVs, the quality of images may be
degraded due to reasons like small size of the fittings. One of the most notable
condition is that the captured video images have low resolution and the details of
the original images cannot be distinguished. To increase the resolution only by
improving hardware will increase the cost. Therefore, the super-resolution recon-
struction of images through software algorithms has become a research hotspot in
recent years.

Super-resolution image reconstruction is a very active area of current re-search,
which overcomes the inherent resolution limitations of low-cost imaging sensors.

Super-resolution reconstruction of images is mainly divided into three methods,
the first is based on interpolation; the second is based on reconstruction and the
third is based on machine learning. As a new method to represent images, the sparse
representation, based on compressed sensing, provides a new research idea for
image super-resolution reconstruction through dictionary learning. These research
results have gained extensive attention and application in the fields of medicine and
remote sensing [3, 4]. The traditional method of generating super-resolution images
usually re-quires inputting multiple low-resolution images of the same scene, so
these methods also need to align sub-pixel precision, which brings new problems
such as registration errors. Single-image super-resolution reconstruction algorithm
based on sparse representation can strengthen the compatibility between local and
global adjacent image blocks, and has good effects. The reference [5–9] used deep
learning network to improve reconstruction quality, but need GPU environment.
The K-SVD method in [10] can learn the dictionary according to the adaptive
learning and obtain a good reconstruction effect, and also shortened processing
time, so it is used usually.

In this paper, aiming at the low resolution problem of fine-grained fittings image
of transmission line captured by UAV, an image super-resolution reconstruction
algorithm based on sparse coding is proposed. According to the theory of
com-pressed sensing, the K-SVD algorithm is used to implement sparse repre-
sentation, and the OMP algorithm is used to complete the reconstruction process.
Besides, it is possible to complete enhance reconstruction by correlated UAV image
training, aiming at high quality recovery for UAV images for transmission line
inspections. The simulation results verify the effectiveness of the proposed algo-
rithm, which shows that the reconstructed image has a better improvement in
subjective visual effects and objective evaluation indicators. This research may be a
premise to future improve object identification applications in the electric power
system scenarios, like in [11].
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2 Basic Knowledge of Compressed Sensing

2.1 Theoretical Framework of Compressed Sensing

The theoretical framework of compressed sensing (CS) is shown in Fig. 1. It
includes three key parts: sparse representation, coding measurement and signal
reconstruction.

The primary problem with CS theory requires that the signal be sparse or
sparsely represented on a sparse representation. When given a one-dimensional
signal x ¼ x1; x2; . . .; xN½ � with an original signal length of N, if x can be represented
linearly by a set of standard orthogonal transform bases W, this process can be
called a sparse representation. After sparse representation, in the original signal x,
only a few of the transform coefficients are non-zero, and the transform coefficients
of other terms are 0 or tend to 0. This set of standard orthogonal transform bases are
called a sparse representation bases. The original signal x is sparsely transformed on
the orthogonal transform bases w to obtain a sparse representation signal S, as
shown in Fig. 2.

In practical applications, most signals are non-sparse, but they can be repre-
sented as sparse signals with some sparse transform bases. This kind of signals are
called approximate sparse signals. When the traditional sparse transform base
cannot sparsely represent the original signal, an over completed dictionary appears.
The K-SVD construction method is one of the common constructive methods for
adaptive learning over completed dictionary. It can learn the dictionary according to
the adaptive learning of the signal itself and obtain a good reconstruction effect.

Fig. 1 Compressed sensing theory framework

Fig. 2 Sparse representation
of the signal
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Another key part of compressed sensing is the design of the reconstruction
algorithm. It follows the basic principle that the algorithm should reconstruct the
original signal quickly, stably, accurately or approximately accurately with as few
compressed measurements as possible.

2.2 Sparse Representation and K-SVD Dictionary
Construction

At present, sparse representation mostly uses an over-complete dictionary. The
number of atoms in an over-complete dictionary is much larger than the number of
atoms in the signal itself. Using an over-complete dictionary to sparsely represent
the original signal can represent multiple types of signals and maximize the match
of the structural characteristics of the original signal itself. The methods to construct
an over-complete dictionary are mainly divided into two types. One is a method
based on mathematical models, and the other is based on learning.

K-SVD is a dictionary learning algorithm for sparse representation. This algo-
rithm, based on singular value decomposition, is widely used in the field of image
processing [10, 11]. In the K-SVD algorithm, the update iteration of the dictionary
is performed atom by atom in a simple and efficient manner, and the current
dictionary atom and correlation coefficient are updated simultaneously in the update
process to speed up the dictionary training. It can construct an over-complete
dictionary D so that the given training signal can be sparsely decomposed based on
D. The target equation is shown as Formula (1):

min
D;X

Y � DXk k2F
n o

s:t 8i; xik k0 �K ð1Þ

In the Formula (1), D = [d1,d2,…,dN]2R is an initialized over-complete dic-
tionary, Y is a given training signal, X is a matrix composed of sparse coefficients,
and xi is the number i column of X. K represents the upper limit of the number of
non-zero elements contained in the sparse coefficient. In the process of training,
K-SVD algorithm can be divided into two parts, which are sparse coding and
dictionary update:

(1) Sparse coding: The initial over-complete dictionary D is fixed, and the sparse
coefficient matrix X is solved by using the OMP algorithm for the target
equation. The hard threshold is used as the stop condition for in the iterative
process.

(2) Dictionary update: In this process, the sparse coefficient matrix X remains
unchanged, and each column of the over-complete dictionary D is updated one
by one. When the number k column of D is to be updated, the objective
function of Formula (1) can be converted into the Formula (2):
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To remove the 0 elements in the samples, define the set xk ¼ fi 1� i� L; xk
�� ðiÞ 6

¼ 0g and a matrix Xk of size L� xkj j. which has a value of 1 at ðxkðiÞ; iÞ and a
value of 0 at the rest elements. Let xkR ¼ xkXk and Yk

R ¼ YXk, then the Formula (2)
could be written as:

EkXk � dkx
kXk

�� ��2
F¼ Ek

R � dkx
k
R

�� ��2
F ð3Þ

After the singular value decomposition of Ek
R, which is Ek

R ¼ UDVT , the atom dk
in D is replaced by the first column of the matrix U. The xkR is updated by the
multiplied value of first column of the matrix V with Dð1; 1Þ, and the loop iterates
until the convergence condition is met.

2.3 Reconstruction Algorithm

In CS theory, signal reconstruction is the most critical step in its three core steps.
The reconstruction algorithm are directly related to the effect and running time of
the final signal reconstruction. At present, the reconstruction algorithms of com-
pressed sensing are mainly divided into two categories:

(1) Convex optimization algorithm, which is to broaden the 0 norm to 1 norm and
solve the reconstruction by linear programming. Such algorithms mainly
include gradient projection method, base tracking method, minimum angle
regression method and so on.

(2) The greedy algorithm, which approximates the signal vector by selecting the
appropriate atom and undergoing a series of incremental methods. The algo-
rithms mainly include Matching Pursuit (MP) and Orthogonal Matching Pursuit
(OMP), Regularized Orthogonal Matching Pursuit (ROMP), etc. [12].

The convex optimization algorithm is characterized by the exact solution, but
requires higher computational complexity. The greedy iterative class reconstruction
algorithm achieves a good balance in both time complexity and reconstruction
effects, and thus has become a research hotspot.

The OMP algorithm is an improvement on the MP algorithm. After iteration, the
atoms selected in the sparse dictionary are combined into a matrix, and the matrix is
orthogonalized. Since this matrix consists of all selected dictionary atoms, the
matrix changes after iteration. Therefore, the orthogonal projection operator matrix
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generated by it will be different each time, which means that one atom in the sparse
representation dictionary will not be repeatedly selected twice, and the calculated
residual will always be guaranteed to be orthogonal to the selected atom. Through
the above process, the optimality of sparse dictionary atom selection is guaranteed,
and the reconstructed effect is better than the one through the matching tracking
algorithm.

3 Super-Resolution Reconstruction Based
on Compressed Sensing

In this paper, the image super-resolution reconstruction based on compressed
sensing is implemented through the system structure shown in Fig. 3. The working
principle of the system is as follows: firstly, the high-resolution image is used for
training and learning, and the dictionary is obtained. Then the low-resolution image
to be reconstructed is sparsely encoded, and then the reconstructed dictionary is
used to reconstruct the high-resolution signal. The low resolution images used in
this paper are obtained by down-sampling the degraded the high resolution image.

4 Experiment and Result Analysis

In order to verify the super-resolution reconstruction effect of the proposed algo-
rithm, the UAV images are selected for experimental simulation in this paper, and
the bicubic interpolation algorithm and the compression sensing algorithm are

Fig. 3 Structure of image super-resolution reconstruction system based on compressed sensing
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chosen for experiments. The experimental environment includes an Inter Core
i5-6200U CPU @2.30 GHz with 8.00 GB memory and MATLAB R2019a for
programming. Finally a comparison of effect after reconstruction using two algo-
rithm are given, as well as a performance comparison based on two objective
evaluation, which are peak signal-to-noise ratio (PSNR) and structural
self-similarity (SSIM).

The definition of PSNR is as follows:

PNSR ¼ 10� ln
Q2 �M � NPM

j¼1

PN
i¼1 f̂ i; jð Þ � f i; jð Þ� �2 dB

Q in the above equation represents the number of gray levels of image quanti-
zation, f̂ i; jð Þ and f i; jð Þ represent the gray values of the pixels at row i, column j of
the processed image and the original images respectively. M and N respectively
represent the length and width of the image.

The definition of SSIM is as follows:

SSIM ¼ l x; yð Þa½ � c x; yð Þb
h i

s x; yð Þc½ � ¼ 4lxlyrxy

l2x þ l2y

� �
r2x þ r2y

� �

In the above equation, lx and ly represent the mean values of the image blocks
x and y respectively, and r2x and r2y represent the variance of the image blocks x and
y. rxy represents the covariance between x and y.

According to the process shown in Fig. 3, 100 selected UAV high-resolution
images are first used for training, and a K-SVD dictionary is generated. Then, four
low-resolution images are sparsely encoded, and the dictionary is also utilized to
reconstruct high- resolution images. The results in Fig. 4 and Table 1 show the
comparison of super-resolution reconstruction effects of four UAV images recon-
structed by the bicubic interpolation algorithm and the compressed sensing algo-
rithm proposed in this paper.

Figure 4a on the left shows the reconstruction result obtained by using the
bicubic interpolation algorithm, and Fig. 4 is the result obtained by the compression
sensing algorithm. It is obvious that the reconstruction effect of CS algorithm is
better than bicubic interpolation algorithm, and the compressed sensing algorithm
performs much better in the detail of the images, especially in the detail along
edges. Table 1 shows the PSNR and SSIM data comparison after reconstructed by
the two methods, the values of PSNR and SSIM obtained by the compressed
sensing algorithm are significantly higher than values obtained by the bicubic
interpolation algorithm.
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Fig. 4 Comparison of image super-resolution reconstruction effects by different algorithms.
Compared with results in reference [8], PSNR (dB) and SSIM data are slightly low, but deep
learning-based method have difficulties in training the network and need high performance GPU,
our proposed method has little requirement to the running environment. Left column: a bicubic
difference algorithm. Right column: b compressed sensing algorithm
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5 Conclusions

Recently, the UAV inspection of transmission lines has been widely used. By
analyzing images acquired by UAVs, it is possible of finding abnormalities and
failures in time. Aiming at the low resolution problem of fine-grained fittings
images of transmission line captured by UAVs, an image super-resolution recon-
struction algorithm based on compressed sensing is proposed. Firstly, K-SVD
algorithm is used to implement sparse representation, and OMP algorithm is used
for reconstruction. Then UAV images correlated with the reconstructed images are
trained to enhance the reconstruction effect. Simulation results show that the
reconstructed images are improved in both subjective visual effects and objective
evaluation indicators.
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Design and Implementation
of Centralized Operation
and Hierarchical Management System
for Substations

Rongrong Cao, Yunfeng Sun, Mingyu Zhai, Zhihong Yang
and Yun Li

Abstract The existing work of operation and maintenance for substations is
mainly realized by manual on-site inspection. It is repeated and cumbersome, and
costs lots of time. With the rapid growth of the number of substations, the increase
in the number of operation and maintenance personnel cannot keep up with the
development speed of the power grid equipment, which brings great work pressure
to the operation and maintenance of substations. In order to solve the problem, this
paper proposes a design and implementation method of centralized operation and
hierarchical management system for substations. The system collects the informa-
tion in the substations and sends it to the center, and combines the information
collected by the center and then sends it to the upper center to achieve the goal of
centralized operation and hierarchical management for substations. The system has
been used in practical applications and it greatly reduces the load and time of
operation and maintenance work. It improves the management level of substation
operation and maintenance and makes it more scientific, standardized and
reasonable.

Keywords Substation � Center � Operation � Maintenance � Centralized �
Hierarchical

1 Introduction

In recent years, in order to realize the leap of the traditional power grid to the
efficient, economical, clean and interactive modern power grid, improve the safe
and stable operation level of the power grid and optimize the allocation of
resources, the smart substation has entered the stage of comprehensive construction
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[1]. At present the substation operation and maintenance personnel mainly still use
the manual on-site inspection method to realize the maintenance of the substation
equipment. It is repeated and cumbersome, and costs lots of time. With the con-
struction and development of the grid, the number of substations is increasing, and
the operation and maintenance personnel cannot increase simultaneously, which
brings great pressure to the operation and maintenance of substations [2]. If this
contradiction is not solved well, it will affect the reliability of the equipment and
further threaten the reliability of the power supply.

Operation and maintenance management plays an important role in power grid
production and command business. By improving the level of operation and
maintenance management, it can raise the quality of power grid construction and
grid operation efficiency. And the life cycle management level of the grid equip-
ment [3] is also enhanced. There are significant economic and social benefits in
ensuring energy transmission and optimizing resource allocation. At present, most
of the research on substation operation and maintenance work is focused on the
formulation of work rules and regulations [4]. There is few research on system
design and implementation.

By comparing existing monitoring techniques, the article [5] proposes to
establish a centralized control system for substation operation and maintenance in
order to meet the requirements of centralized operation and maintenance for sub-
stations. With the development of substation auxiliary system, some manufacturers
have carried out the research of remote management system for substation operation
and maintenance. Some of these mainly focus on substation auxiliary information
[6]. They lack equipment-related operational information. And some others get the
equipment-related operational information all from the substation automation sys-
tem [5, 7]. The construction and maintenance work of the system is large, and it
takes up more network bandwidth between the center and the substations.

Therefore, in order to resolve the problems above, it is necessary to study better
design and implementation method of centralized operation and hierarchical man-
agement system for substations.

2 System Structure

2.1 Overall Architecture

There are two parts in the system, substation and center. The workstation of sub-
station collects the information in the substation and sends it to the center. The
center combines the information collected by itself and then sends it to the upper
center. The system realizes the comprehensive functions of data collection, display,
alarm, analysis, storage, report, query, excavation and management required for
operation and maintenance by constructing a unified and centralized platform. The
overall architecture is shown in Fig. 1.
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2.2 Substation Information Collection

By adding a workstation in the substation, the information of the substation can be
collected. Substation information mainly includes data of automation system and
auxiliary systems. The substation information collection is shown in Fig. 2.

In our system most of the equipment operation information is collected through
the smart grid dispatching and control system in the center. This can greatly reduce
the construction and maintenance work of the system and the network bandwidth
occupation between the substation and the center. Little information cared about by
the operation and maintenance personnel but not collected in the smart grid dis-
patching and control system can be transferred to the workstation from the sub-
station automation system through isolation device.

The information of various auxiliary systems is sent to the workstation through
the IEC61850 protocol. The monitoring model information is sent to the work-
station through the SCD file. The workstation can obtain these data of the substation
auxiliary systems, such as the temperature, humidity, wind speed, three-phase value
of switch, SF6, oil temperature and level of the transformer and winding temper-
ature, alarm information from robot inspection, the action numbers and leakage

Workstation

Substation1

Center1

Collection Display Analysis Alarm ...

Upper Center

Collection Display Analysis Alarm ...

Center n

Workstation

Substation2

Workstation

Substation n

Fig. 1 Overall architecture
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current from the arrester monitoring, the voltage, current, internal resistance, alarm
information from the battery monitoring and so on.

At the same time, the workstation can be used as an extension of the system in
the substation. Operation and maintenance personnel can use this workstation to
perform operation and maintenance such as report composing and query, equipment
defect management and shift management.

2.3 Substation Information Sending

The workstation in substation uniformly sends the collected information of the
substation to the center of the system through the information network. It can
communicate with the central server through the IEC101 protocol, the 104 protocol
or others. When the substation information is modified, the grid model, data and
alarms will be automatically synchronized to the center without manual interven-
tion. The substation information sending is shown in Fig. 3.

2.4 Center Information Collection

In addition to collecting information from substations, the center obtains relevant
information from the smart grid dispatching and control system, the PMS, the
equipment monitoring system, the mobile inspection and so on. The center infor-
mation collection is shown in Fig. 4.
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Fig. 2 Substation information collection
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From the previous chapters we know that the main information of the system is
obtained from the smart grid dispatching and control system. And this can reduce a
lot of repeated work in system construction and maintenance. The center acquires

Center
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Information
network

Workstation Workstation
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Fig. 3 Substation
information sending
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Fig. 4 Center information
collection
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the existing models, graphs, real-time data, alarms and protection information from
the dispatching system, such as current, voltage, power, switch status, substation
diagram, bay diagram and so on. These information is automatically synchronized
to the center via the wide-area information exchange bus without manual
intervention.

The relevant management information of the operation and maintenance
equipment is sent to the center by the PMS. And the information of micro-
meteorology, core current, insulation, gas chamber density and so on can be
transmitted from the equipment monitoring system. The on-site inspection infor-
mation can be get from the mobile inspection system.

The center collects relevant information needed for the substation operation and
maintenance from the existing related systems, and then realizes unified monitoring,
statistics, analysis and demonstration of substations. It achieves the goal of cen-
tralized management for substations and whole process control of the substation
equipment. The system reduces the workload of the operation and maintenance
personnel and at the same time it does not increase the workload of construction
and maintenance.

2.5 Center Information Sending

In the center, the relevant information is also sent to the upper center. And the
center accepts the control of the upper center. It achieves the goal of hierarchical
management of the substation operation and maintenance work. The number of
stages of the center can be adjusted according to actual needs. The center infor-
mation sending is shown in Fig. 5.

3 Applications

The system developed in this paper has been put into operation in Ningxia Province
and all its cities. The application of the system greatly reduces the operation and
maintenance time of the team, improves the efficiency of the operation and main-
tenance personnel, and decreases the labor cost (see Fig. 6).

From Fig. 6 we can see that the overall inspection time of a 330 kV substation is
reduced from an average of 4–2 h, and the battery monitor time is reduced from an
average of 1 h to 10 min, the whole station temperature measurement time is
reduced from an average of 3.5 h to 20 min, and the shift time is reduced from an
average of 1 h to about 20 min.

The system realizes the promotion of full coverage in the substation operation
and maintenance business process, including multi-platform data docking, daily
work simplification, equipment operation status control, and real-time monitoring
of maintenance work.
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4 Conclusion

This paper designs and implements a centralized operation and hierarchical man-
agement system for substations. The system realizes the comprehensive functions
of data collection, display, alarm, analysis, storage, report, query, excavation and

Center1
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Upper Center

Collection Display Analysis Alarm ...

Center n

Upper of Upper Center

Collection Display Analysis Alarm ...

Fig. 5 Center information sending

Fig. 6 Comparison of working hours before and after system application
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management required for operation and maintenance by constructing a unified and
centralized platform.

The system reduces the burden on the operation and maintenance personnel
through the transformation of multi-system decentralized management into inte-
grated panoramic management. It solves the contradiction between the increasing
number of substation equipment and the insufficient number of operation and
maintenance personnel.

The system strengthens the basic management and centralized control of unat-
tended substations and improves the lean management level of substations. It
enhances the quality and effectiveness of operation and maintenance work, making
the management of substation operation and maintenance more scientific, stan-
dardized and reasonable.

With the construction of the ubiquitous power Internet of Things, the system can
access more accurate operation and maintenance data, which can better support the
advanced applications of operation and maintenance.
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Publishing Technology Based
on Multi-server for Distributed
Fault Diagnosis Information

Dan Rao, Hualiang Zhou, Youjun Li and Yingrui Wang

Abstract Distributed line fault diagnosis system and information release tech-
nology are of great significance to grid security operation and maintenance.
Combined with the development and application of the actual system, a
multi-server based distributed fault diagnosis information security releases tech-
nology is proposed. From the source of device data to the end of publishing
terminal, take various technical means such as security output, secure access, and
network isolation to achieve information security. Real-time and consistency of
data is achieved through multi-server deployment, physical isolation of servers, and
real-time synchronization of heterogeneous databases. The principles of network
security access and network isolation are described in detail. The security inter-
action between the monitoring center server and the mobile App server, information
synchronization, module design and implementation methods are successfully
certified by the China Electric Power Research Institute and implemented in Shanxi
Province. High-voltage AC 1000 kV transmission line running on the network.

Keywords Extra high voltage (EHV) transmission line � Fault location �
Transmission line measurements � Online monitoring system � Information safety

1 Introduction

Transmission lines of distribution network have such features: many points, long
length, wide surface, complex network structure, distributed in the harsh environ-
ment of the wild, coupled with the tower, porcelain bottles, gold, distribution
equipment are dispersed, all those make great difficulties when Inspecting of the
equipment. In addition, in the actual running, the equipment often suffer from
natural disasters (lightning strikes, torrential rain, heavy snow, heavy winds, other
extreme weather, birds and other factors) and external force damage (various of
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construction, traffic accidents, human theft and other reasons), the damage cause the
line grounding short-circuit tripping, and even the line broken, the line paralysis,
resulting in a large area of power outage, which not only impact China’s power grid
stability, safety, but also affect the normal power supply, all those will bring some
harm to the people’s property and life.

Therefore, it is an important work to find out the fault point and repair the circuit
in time, Domestic colleges (universities) and research institutions in transmission,
fault location and location algorithm have been more in-depth research [1–5],
Traveling wave location algorithm [6, 7] is relatively mature, however, with the
development and research of network communication technology [8, 9] and security
protection technology [10–13], the advantages of GRPS communication and 4G
technology in communication capacity and efficiency are more and more widely
used in the power industry. Especially the wide application of mobile phone App
[14, 15], makes the operations more intelligent and information more convenient,
improves quality of the fault diagnosis of the overall system.

Information publishing have two key technologies: One is information safety,
how to publish information from intranet to extranet and meet the requirements of
power safety. The other is the way to publish information to user and the contents in
information. Now, the common way is short message. the information safety is
mature in network domain, but in the power distribution domain, the technology
is not be applied yet. In the short message notification method, the fault information
is insufficient, and users must go to the monitoring center to obtain more infor-
mation needed to locate the location of the terminal or line point where the fault
occurs, the cause of the fault, fault waveform and other important data content. The
process result in a long time to deal with the fault, the terminal has no liquid crystal
display, event At the spot of the fault location, you can not read the data of device
working condition, coordinate position and other information, the inconvenience
information cause the operation and maintenance wasting long time and more
people, affect the timely restoration of power grid.

2 Fault Diagnosis System Information Flow

2.1 Data Flow Framework

In the fault diagnosis system, data source comes from the line fault monitoring
terminal, and the data is stored in the central station server, synchronized to the App
server, and pushed to the mobile phone client.

Figure 1 depicts the data flow and data processing flow of a distributed fault
diagnosis system. The terminal periodically sends the working condition informa-
tion through GRPS/4G, and the pre-module periodically writes the working con-
dition information into the database, and the one-way 104 protocol periodically
sends the data from the database to the App server to provide the mobile client
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query. The monitoring terminal sends the fault waveform and the fault data through
GPRS, and the GPRS pre-processing module notifies the fault diagnosis module to
perform fault location and fault diagnosis through the message mechanism, the fault
diagnosis module diagnoses the fault location according to the waveform data.
Write the fault details to the database. And through the message bus service, the
fault module send message to notify the alarm pop-up window, light on the GIS
terminal corridor, 104 module real-time push fault report to the App server.

2.2 Data Security Access and Release

The line monitoring terminal is distributed according to the transmission line
conductor, the power line data of the transmission line is collected, and the traveling
wave current at the time of the fault is transmitted to the central station. The central
station server is deployed on the internal network to prevent illegal links of the
external network. The internal network is accessed by the monitoring terminal and
the central station are physically isolated by accessing the security platform. The
security platform is a non-transparent network gate. The dual-machine design is
adopted to isolate the internal network connection part and the external network
connection part through a physical isolation card. Both sides of the system use TCP
port monitoring to proxy the internal and external network connections, and the
external network part integrates the authentication and encryption functions of the
monitoring terminal to judge the legality of the terminal connection and the mes-
sage, thereby ensuring data confidentiality and integrity during data transmission.
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The internal and external networks use virtual IP and NAT technologies to
implement IP access to different network segments. The so-called virtual IP is to
virtualize an IP address of the intranet in the isolation device. For the external
network IP, virtualize the IP address of the external network to the intranet IP, so
that the intranet host can access the virtual IP of the external host. The purpose of
accessing the external network host, and the external network host can also access
the virtual IP of the internal network host to access the intranet. As shown in Fig. 2,
when the client of the intranet host initiates a TCP connection to the external host
server, the source IP address of the packet is 192.168.0.39, and the destination IP
address is the virtual IP address of the external host 192.168.0.1. After NAT is
translated, the source IP address of the packet arriving at the external network is the
virtual IP address 202.102.93.1 of the intranet host, and the destination IP address is
the IP address of the external host 202.102.93.54. The source IP address of the TCP
response packet from the external host to the internal host is 202.102.93.54, the IP
address of the external host. And the destination IP address is the virtual IP address
202.102.93.1, the IP address of the internal host. After the NAT of the isolation
device, the source IP address of the response packet arriving at the internal network
is the virtual IP address 192.168.0.1, the IP of the external network host, and the
destination address is the IP address of the internal network host 192.168.0.39.

The App server is a server connected to the mobile client through the wireless
public network, and the concurrent external network connection of the multi-client
is oriented. The central station internal server and the external network server pass
the one-way data transmission through the forward security isolation device, and
isolate the TCP connection of the external network server. Prevent untrusted link
from passing and attacking on the intranet central station data server. The App
server is connected to the internal network and the external network through dual
network cards, and the internal network and the central station server are isolated by
a one-way isolation device. The unidirectional isolation device also physically
separates the two networks through the dual-board, and the physical connection
between the dual-boards through the high-speed physical transmission chip.

Isolation deviceIntranet Extranet

IP Message 
Header Data IP Message 

Header Data

Source 192.168.0.39

192.168.0.1

Source 202.102.93.1

destination 202.102.93.54

192.168.0.39 202.102.93.54

202.102.93.1 192.168.0.1

Fig. 2 IP NAT exchange example
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The security isolation device implements the one-way transmission control of
TCP: the reverse TCP response prohibits carrying application data, and the appli-
cation layer has a response byte of at most 1 byte. The isolated data transmission
application prohibits the use of SQL commands to access the database and is based
on Bidirectional data transmission in B/S mode. The start of the transmission is
initiated by the intranet central station, and the reverse response message is not
allowed to carry data. The response message is in the state of all 0s or all 1s of
1 byte. The data center station uses a one-way 104 protocol to transmit packets to
the App server. App server messages cannot penetrate the isolation device to the
central station server.

2.3 Reliable Data Synchronization and Backup

After the monitoring center server and the App server pass through the isolation
device, data transmission and synchronization are periodically scheduled through
the one-way 104 TCP protocol. The central station server database includes a line
information table, a device information table, a tower table, a line fault record table,
terminal fault information, and a fault waveform.

The line information, the tower information, and the distributed fault terminal
information are unidirectionally synchronized to the mysql database of the App
application server by means of a one-way 104 protocol using a timed (daily) update.

As shown in Fig. 3, when a line fault or a terminal fault occurs, the application
sends a message to notify the central station service program, and the central station
service program transmits the line fault message (and the recorded wave file) to the

Fig. 3 Synchronous workflow of information

Publishing Technology Based on Multi-server … 999



App service program through the one-way 104 protocol. After the App service
obtains the information, it is stored in it’s own mysql database and local disk, and
the line fault information is pushed to the mobile phone user.

The monitoring center adopts active and standby dual-system redundant backup,
and uses the file management service to provide cross-machine reading and writing
by encapsulation of network access. Real-time monitoring of the data synchro-
nization function of the redundant dual-machine. The file service process provides
complete disaster recovery and fault handling capabilities to ensure system data
reliability and security.

3 Monitoring System Data Processing Key Technology

3.1 Basic Functions of the Monitoring Center

The monitoring operation and maintenance center is mainly responsible for col-
lecting and storing, analyzing and displaying various operational information of the
diagnostic terminal of the transmission line, including pre-processing, fault diag-
nosis module, GIS module and advanced core modules.

Pre-module: Data exchange with the line terminal through a dedicated protocol,
parsing and sending messages.

Fault diagnosis module: The Pre-module transmits the speed-sampling wave-
form to the fault diagnosis module through the message queue, and the fault
diagnosis module accurately locates the fault by the effective extraction of the
traveling wave signal and the accurate judgment of the starting time of the traveling
wave head.

GIS module: draw the terminal trace diagram of the whole line by the coordinate
position of the tower, the coordinate position of the terminal, the tower and terminal
serial number. And when the fault happen, the exact fault location will be marked
on the line.

Database and advanced applications: The monitoring center station is based on
the SOA integrated monitoring architecture development. The database is divided
into real-time database and historical database, providing rich data access interfaces
and strategies, and advanced applications such as working condition curve drawing,
fault statistics and analysis based on historical database.

3.2 Fault Process Module

The processing flow of the data processing module includes: reading the tower
information table of the database; receiving the fault recording path, parsing the
corresponding commodity file and synthesizing the total fault recording file; per-
forming polarity determination on the registered device, determining the fault
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interval, and selecting Performing a two-terminal device for ranging; extracting
features of the waveform, analyzing whether the fault satisfies the characteristics of
non-lightning strike, direct lightning strike, and lightning strike to determine the
fault type; and performing wavelet transform on the fault waveform to extract the
accurate time of the wave head; According to the corresponding formula, calcu-
lating the distance measurement result; according to the ranging result, getting the
distance between the tower near the fault point and the distance from the fault point;
writing the final test result into the system history database, and pushing the alarm
information. The flowchart is as shown in Fig. 4.

3.3 One-Way 104 Protocol

The standard IEC 104 protocol is a two-way transmission power industry protocol
based on TCP/IP. It is mainly used to transmit remote signaling and telemetry data.
The reverse transmission is blocked by isolation, and only TCP push packets sent
by the monitoring center server are allowed. The protocol transmits remote and
telemetry data based on the point-number table mode. It does not support fixed
value, fault information with fault transmission and waveform file transmission.

The system needs to transmit fault information, as well as waveforms of line
faults and device faults. ASDU is applied to the standard IEC104 protocol, extend
“ASDU2A” type for transmission line failure, extend of “ASDU2B” type for
transmission line fault waveform, extend “ASDU2C” transmission device fault
waveform. As shown in Fig. 5.

Parse comtrade File merge into one

Fig. 4 Workflow of fault process

Publishing Technology Based on Multi-server … 1001



4 App Mobile Operation and Maintenance Key
Technology

4.1 App Operation and Maintenance System Basic Module

The main functions of the App operation and maintenance server are: receiving the
working condition information, fault information and message information pushed
by the central station, storing the information to the database; responding to the
request of the mobile client and actively pushing the fault data; maintaining the user
information who have the authority to access the server. The App operation and
maintenance system is divided into a front module and a back module. The front
module mainly includes mobile phone applications and server system maintenance
programs. The back module mainly includes a one-way 104 protocol module and a
web server background processing module.

One-way 104 protocol processing module: The protocol processing module of
the one-way 104 includes point table mapping, protocol receiving and processing.
The point table file is offline synchronized, and the point table file includes a dot
number, a table name, a description and the mapping relationship between the data
items and the protocol information, the databases filled by the point table mapping.

Fig. 5 Extension of IEC104
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The protocol processing is to update the value of the data item after receiving the
104 protocol message by mapping the database location after the information body.

Web server back-end processing module: The back-end processing module
adopts SSM (Spring+SpringMVC+MyBatis) three-tier system. The whole system is
divided into a presentation layer, a control layer, a service layer, and a DAO layer.
SpringMVC is responsible for request and view management, spring implements
business object management, and myhabits is a wrapper for jdbc, which makes the
underlying operations of the database transparent and responsible for the object
persistence engine.

4.2 Dual Mechanism Notification

The notification mechanism of the failure notification includes SMS notification
and web service push, the SMS notification is notified through the telecommuni-
cations operator network, and the web message is pushed through the protocol and
net between the background service and the mobile client. The web information
interaction is the client’s active request, and the server responds passively because
the server does not know the client’s IP address and status. Due to the fault
information data is very emergent and important, it must be sent to the client. The
small-cycle polling method of the client Pull add consumption of mobile phone
power and mobile Internet data. The mobile terminal must establish a long-term
data flow link with the server. Send the data just when it have data. If there is no
data, no mobile Internet traffic is consumed. Due to the limited IP of IPv4, the
mobile phone connects to the Internet, and the address is translated by the carrier
gateway NAT (Network Address Transaction). If there is no data communication
for a period of time, the NAT corresponding item will be eliminated according to
the policy, resulting in the link terminal, and the server cannot obtain the client
IP. In order to prevent NAT from failing, in the mobile client, through the RTC
management module, when the scheduled time arrives, the CPU is woken up, the
heartbeat task is executed, and the external network IP is maintained. When the
server has fault information need to be send, it is sent to the authorized client group
through the custom message body organization for the json object. When the server
checks that the push fails, the SMS short message push is started to ensure that the
user receives the fault information in a timely and effective manner.

4.3 App Upgrade Release and Deployment

Distributed fault diagnosis for the deployment status of multiple provinces, the
system is deployed to different provinces at the same time, and the login IP of the
province can be flexibly added and modified without affecting the user’s use. The
App servers includes one center server and many provincial-distributed servers.
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centre server Deployed in the factory, the provincial servers are deployed in the
provincial companies. The centre server is responsible for the release and relocation
of the mobile app. The new version of the App is released in the centre server.
When the version function is updated, the App is prompted to update from the
center server. According to the province selected by the user, the centre server
returns the provincial company server IP address, and the App client establishes a
secondary connection according to the returned IP address. User authentication and
permission information are deployed in each province and each province server is
physically isolated. Only authenticated users can make a valid connection. The user
who outside the authority cannot connect to the server, it ensure the security and
reliability of the server connection.

5 Engineering Application

The 1000 kV Henghong I/II line is a cross-regional line, which is jointly main-
tained by Shanxi provinces. It is difficult to find the fault point after the line fault.
The existing traveling wave and protection ranging products have low reliability
and accuracy. To meet the requirements of finding the point of fault location, new
technologies are needed. The distributed fault diagnosis system adopts distributed
traveling wave measurement technology to greatly improve the positioning accu-
racy and reliability. Through the secure information release technology, the engi-
neering operation and maintenance personnel can conveniently grasp the on-site
information in real time by mobile phone.

The multi-server-based distributed fault diagnosis information release technol-
ogy achieves the requirements of information security release by adding multiple
hardware devices and link lengths, and also provides a media basis for coexistence
of internal and external network data, based on this secure medium. It can mine
more diagnostic applications and provide users with valuable predictions and
warnings, which is the direction of subsequent in-depth research.
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Lean Management Method
for Distribution Network Assets
Operation and Maintenance
Based on RFID

Qiong Liu, Peng Cheng, Jian Cao, Zhao Nan Zhou and Tao Zheng

Abstract Aiming at the problems of large workload, low efficiency of distribution
network assets management and the inability of traditional technical which means
to meet the requirement of lean asset management brought by the rapid expansion
of distribution network scale, a lean management method for distribution network
assets operation and maintenance based on RFID is proposed by studying the RFID
tags direct scanning technology, internet of things technology, big-data processing
technology. The proposed method has been applied to the lean management system
for distribution network assets operation and maintenance. The pilot application in
some cities indicates that with the traditional methods of power network assets
management, the proposed method can achieve the functions of real-time access,
maintenance and data verification of distribution network assets, ensure the con-
sistency, real-time and synchronization of distribution network assets information,
reduce the workload of distribution network assets information management, and
can significantly improve the accuracy of asset information and the ease of control
in the process of operation and maintenance.
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1 Introduction

With the in-depth development of the Chinese national electric power reform, the
strategic goal of “Three Types, Two Networks” and the development of “Strong
Smart Grid, Ubiquitous Power Internet of things” [1], the Chinese national grid
vigorously implements the construction and transformation of the distribution
network, which has faced many problems. (1) There are too many kinds and
quantities of distribution network equipment. Traditional inventory work is too
heavy and inefficient. The equipment records and real property information can’t be
updated accurately in time [2]. (2) The lack of tracking and management technology
means for the whole process of equipment installation, maintenance and scrap,
resulting in low utilization rate of assets and high risk of loss [3]. (3) The operation
and maintenance of the distribution network is mainly based on offline inspections,
planned maintenance, and other offline modes. Lack of real-time access to equip-
ment assets and operational information means that it is unable to obtain status of
equipment and environment in real time, and cannot effectively support on-site
work such as inspection and repair of daily equipment of the distribution network
[4]. (4) Traditional technology can no longer meet the requirement of lean asset
management brought by the rapid expansion of distribution network scale. It is
urgent to apply new technology means to solve these problems faced by distribution
network assets management. Reference [5] introduces Radio Frequency
Identification (RFID) technology, describes the important role of RFID in the
construction of the Internet of Things, and presents the application of RFID tech-
nology in monitoring, asset management and other aspects. Reference [6] uses
advanced and reliable Internet of Things RFID technology and wireless commu-
nication technology, to realize the functions of distribution equipment management
and equipment condition assessment management to ensure the safe and stable
operation of equipment. According to the policy for developing smart charging and
swapping service network. Reference [7] is proposed a method which through
integration of RFID, sensor network and a variety of communication technologies,
combined with context information of time and position for vehicles, resource
status information, service settlement information and etc. As the result, the whole
process of automatic management of vehicle service is formed.

In view of the above problems, a lean management method for distribution
network assets operation and maintenance based on RFID is proposed, combined
with RFID tags direct scanning technology, internet of things technology, big-data
processing technology etc. The proposed method can achieve the functions of
real-time access, maintenance and data verification of distribution network assets,
ensure the consistency, real-time and synchronization of distribution network assets
information, reduce the workload of distribution network assets information man-
agement, and can significantly improve the accuracy of asset information and the
ease of control in the process of operation and maintenance. The proposed method
can solve the lack of whole process tracking management for equipment installa-
tion, maintenance, scrap and the other, as well as the lack of technical means to
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grasp equipment assets and operation information in time. At the same time, it can
also solve the problems of timely update of assets information, low utilization rate
of assets and high risk of loss.

2 Key Technology

2.1 Radio Frequency Identification (RFID)

Radio Frequency Identification (RFID) is a non-contact automatic identification
technology. The reader realizes the exchange of device information by reading and
writing electronic tags. With the development of RFID tag technology, tag fusion
intelligent sensor has become a new trend. The application of sensor labels can
effectively solve the problems which is difficult to collect environmental informa-
tion such as temperature, humidity, water level and access control of distribution
facilities such as ring main unit, cable branch boxes, switching stations and stan-
dardized stations, and provide data basis for intelligent operation and fine man-
agement of distribution network.

RFID tag encryption is an important measure to prevent information leakage,
data tampering and forgery of distribution network assets. It is also an inevitable
requirement to avoid misoperation of field operation and maintenance personnel,
and ensure accurate decision-making of production management system. Dealing
with the security of RFID is more challenging than dealing with the network
security of computer systems. That is for the following two reasons: (1) The data
transmission of RFID system is wireless, which is easier to be eavesdropped;
(2) Because of the low cost, the computing power of the tags cannot be very high,
so the data security is not guaranteed. The existing security solutions of RFID
system can be divided into two categories: The first is to prevent the communication
between tags and readers through physical methods; The second is to increase the
security mechanism of tags through logical methods.

2.2 Internet of Things Technology

The Internet of Things (IOT) enables objects to communicate with the outside
world and become “intelligent objects”. Technology includes perception layer,
network layer and application layer. The perception layer consists of data acqui-
sition sub-layer, short distance communication technology and collaborative
information processing sub-layer. Data acquisition in IOT involves sensors, RFID,
multimedia information acquisition, two-dimensional code and real-time position-
ing technology. The network layer transmits all kinds of information from the
perception layer to the application layer through the basic bearer network.

Lean Management Method for Distribution Network Assets Operation … 1009



The application layer provides general basic services such as information pro-
cessing, intelligent computing, data analysis and so on to realize the application of
IOT in many fields [8].

3 Design of Lean Management Method for Power
Network Assets Operation and Maintenance Based
on RFID

Based on the technology of RFID, IOT and the big-data processing, the proposed
method reads the content of RFID tags through handheld mobile terminals, and
enters the data into the lean management master station of distribution network
assets operation and maintenance through 4G network. Through the lean man-
agement master station of power network assets operation and maintenance, the
verification task and corresponding information of power network assets are sent to
the handheld mobile terminal. The handheld mobile terminal feeds back the veri-
fication information to the management master station by scanning the content of
the on-site RFID tag, so as to verify the accuracy of the data of the on-site
equipment in real time.

3.1 System Architecture

Lean management system of distribution network assets operation and maintenance
based on RFID includes management master station and assets operation and
maintenance equipment. Asset operation and maintenance equipment includes
RFID tags on distribution network assets and handheld mobile terminals for reading
the contents of RFID tags. The handheld mobile terminal is connected to the
management master station through secure access platform and 4G wireless net-
work. Handheld mobile terminals acquire distribution network assets information
through RFID tags and send it back to the management master station syn-
chronously, so as to achieve the consistency between the field distribution network
assets information and the management master station assets information.
Management master station sends operation and maintenance task information to
distribution network assets through handheld mobile terminal (see Fig. 1).

Management master station. The management master station includes asset
management module, task information management module, operation and main-
tenance task delivery module, and operation and maintenance information analysis
module. The asset management module is used to manage the physical information
and operational information of distribution network assets. The task information
management module is used to manage task information. The operation and
maintenance task delivery module is configured to send operation and maintenance
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task information to the handheld mobile terminal. The operation and maintenance
information analysis module is used to analyze the operation and maintenance
information returned by the handheld mobile terminal, including the statistics of the
field asset information errors and the statistics of the device loss.

Handheld mobile terminal. The handheld mobile terminal includes task receiving
module, information checking module and tag reading-writing module. Task
Receiving Module is used to receive the task information from the management
master station. The information verification module is used to verify whether the
information of field distribution network assets is consistent with the information of
distribution network assets in the asset management module. The tag
reading-writing module is used to read and write the contents of RFID tags. Among
them, “write” means to write the distribution network assets information in the asset
management module into the RFID tags, and “read” means to display the content of
the RFID tags and send it back to the asset management module. The handheld
mobile terminal is connected with the management master station through secure
access platform and 4G network. The system supports mobile terminals to return
the field operation data to the master station in two ways: (1) to return the field
operation information to the master station in quasi-real time, prompt the operation
steps and save or transmit the results in time according to the different types of field
operation; (2) to support off-line mode for field operation, and to upload infor-
mation with the master station in the case of 3/4G network or WIFI.

RFID tags. RFID tags can be passive or active. Among them, passive RFID tags
are non-contact automatic identification, anti-metal, high reliability, encryption,
high security, and expandable storage capacity. Active RFID tags can read farther
and can fuse sensor devices. With the development of RFID tag technology, tag
fusion intelligent sensor has become an application trend. The application of sensor
labels can effectively solve the problems which is difficult to collect environmental
information such as temperature, humidity, water level and access control of
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Download Module

Operation and 
Maintenance Information 

Analysis Module

Task Information Management Module
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Write Module
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Fig. 1 System architecture
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distribution facilities such as ring main unit, cable branch boxes, switching stations
and standardized stations, and provide data basis for intelligent maintenance of
distribution network and fine management.

By reading the content of RFID tags, handheld mobile terminals can acquire
distribution network assets information and realize real-time access to equipment
records. The management master station receives the information of distribution
network assets returned by the handheld mobile terminal, and realizes the real-time
input of power network assets account. Manage the master station to send
the verification task information and the corresponding grid assets information to
the handheld mobile terminal. The handheld mobile terminal scans the content of
the RFID tags, feeds back the verification information to the management master
station, and achieves the verification of distribution network assets information.

3.2 Business Process of Real-Time Entry Function
of Power Network Assets Record

Step 1. The tag reading-writing module of the handheld mobile terminal is used to
identify the content of RFID tags on distribution network assets and obtain the
physical information of distribution network assets.
Step 2. Through the handheld mobile terminal, real-time detection of distribution
network assets on-site data and synchronous return of management master station
are carried out.
Step 3. The management master station manages the physical information of dis-
tribution network assets and maintains the operation information through the asset
management module.
Step 4. By interacting with the management master station in real time, the hand-
held mobile terminal acquires the information of grid assets in the management
master station, including physical information and operation information.
Step 5. The handheld mobile terminal of distribution network assets maintenance
writes the information of distribution network assets acquired from the management
master station into the RFID tags through the tag reading-writing module.

3.3 Business Process of Real-Time Access Function
for Power Network Assets Record

Step 1. The tag reading-writing module of the handheld mobile terminal is used to
identify the content of RFID tags on distribution network assets and obtain the
physical information of distribution network assets.
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Step 2. The tag reading-writing module of the handheld mobile terminal reads the
specific asset information of the related equipment in the management master
station through the device information.

3.4 Business Process of Information Verification
Function for Power Network Asset

Step 1. The management master station sends the verification task information and
the corresponding grid asset information to the handheld mobile terminal of grid
assets maintenance through the maintenance task sending module. Among them,
the verification task information includes task time, executor, execution team, plan
completion time, task package name, and distribution network asset information
include asset ID, asset name, operation information and physical information.
Step 2. The task receiving module of handheld mobile terminal receives the veri-
fication task information from the management master station through wireless
network.
Step 3. According to the task content, the information verification module of the
handheld mobile terminal scans the RFID tags content through the tag
reading-writing module and manually checks the field data. Then, the module
compares the field data with the data in the asset management module from the
management master station, and synchronously transmits the comparison results
back to the master station to complete the field verification task. Among them, the
verification results include normal, inconsistent information, absence of field
equipment, and specific description.
Step 4. The management master station conducts real-time fault diagnosis through
online calculation of big data backstage. The information analysis module of
operations and maintenance statistical analysis of field feedback verification
information and check processing. At the end of the processing, modify the pro-
cessing status to “processed” and fill in the processing operation information.
Step 5. Through the task information management module, the management master
station manages the task information including task executor, completion time and
so on.

4 Practical Application

According to “Smart Grid Promoted by the New Information and Communication
Technologies” and “One Strong Three Excellences”—the modern company inno-
vation and development strategy of the Chinese State Grid Corporation, Ningbo
Power Supply Company was selected to indicate pilot application.
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On the basis of stock assets management, the management and application of
incremental assets are carried out. Through checking the assets information of 50
power lines and affiliated distribution equipment, and installing the RFID tags in 20
power lines, the basic information collection of 27 kinds of power distribution
network equipment such as medium voltage cables, distribution stations and ring
main unit under these power lines in the demonstration area is carried out with
single-hop lines as the unit. Through clearing up and checking the basic data of
more than 3000 distribution network equipment and subsequent timely maintenance
work, the distribution network assets and equipment have been successfully sorted
out and mastered. The average maintenance time of distribution station record is
reduced from 1.5 h to 3 min. The operation and maintenance of line can save 0.3
man-h/km, and the efficiency of field operation is greatly improved (Table 1).

5 Summary

Through the RFID tags direct scanning technology based on IOT, the proposed lean
management method for distribution network assets operation and maintenance
based on RFID could input, access and verify grid assets information by handheld
mobile terminals directly, could get high efficiency in the distribution network
assets information management, and could effectively ensure the consistency,
timeliness and synchronization in the information between on-site distribution
network assets and the management master station assets.

Through the handheld mobile terminal, the proposed method could detect the
field data of the equipment in real time, synchronously return the data to the
management master station, and view the real-time operation data of the distribu-
tion network online.

Through the online calculation of big data backstage, real-time fault diagnosis
can be made, and the results can be fed back to the mobile terminal on site in real
time to help the operation and maintenance personnel deal with faults on site.

With the function of distribution network assets information analysis, the pro-
posed method is easy to carry out error data statistics and loss statistics of distri-
bution network assets information, reduce the workload of distribution network
assets account management, significantly improve the accuracy of account and easy
to control in the process of operation and maintenance.

Table 1 Application results

Time consuming Traditional method This paper

Maintenance of distribution station room/station 1.5 h 3 min

Maintenance of line/kilometers 5–10 h/km <2 h/km

Maintenance of all equipment 3 months 20 days
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Research on Construction of Infrared
Image Classification Model
of Substation Equipment
Based on CNN

Kehui Zhou, Zhiwei Liao and Xiaochun Zang

Abstract Infrared Intelligent detection is the key research direction of infrared
fault detection of power equipment. However, different types of equipment and
different processing purposes lead to a variety of fault detection methods. If the
manual method is used to classify the equipment, the efficiency of fault detection
will be greatly reduced. In this paper, based on convolutional neural networks,
based on RGB and HSV color space conversion, a classification model suitable for
infrared images of power equipment is constructed. Firstly, the structure charac-
teristics and training process of CNN are introduced. After that, based on RGB and
HSV color space conversion, the infrared image of substation equipment is pro-
cessed, and the target area of suitable size is extracted to establish network training
and test set. Finally, a CNN-based infrared image classification model is estab-
lished, and its good applicability is verified by case analysis.

Keywords Substation equipment � Infrared detection � CNN � Image processing �
Image classification

1 Introduction

As an essential element of power system operation, electrical equipment analysis is
a powerful guarantee for the stable operation of power systems [1]. Infrared
detection technology based on the principle of infrared radiation has become the
necessary means for daily maintenance of electrical equipment with the advantages
of non-contact, high efficiency and intuitive image. It plays an important role in the
state detection of devices such as arresters, circuit breakers and insulator strings
[2–4]. However, the current technology also has the disadvantages of excessive
human factors and low intelligence. With the rise of inspection robots and intelli-
gent substations [5], infrared detection technology based on image processing and
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machine learning has become a development trend. The literature [6, 7] propose to
use the partial feature aggregation description vector as the fully connected layer of
the deep learning network to mark the insulator string in the infrared image. In [8],
the temperature histogram of the infrared image of the arrester is proposed to extract
the characteristic quantities such as the highest temperature, average temperature
and temperature standard deviation, which are used as part of the neural network
input to determine the state of the leakage current of the arrester.

From the above literature analysis and summary, different types of equipment
and different processing purposes lead to diversity in method selection, both in
image processing method selection and in machine learning method selection. If
selecting the processing method flow according to the traditional manual classifi-
cation result is still adopted, the infrared detection process will be further com-
plicated. Therefore, it is imperative to introduce image classification into the
infrared detection, which is helpful to greatly improve the intelligence degree. The
image classification method based on Convolutional Neural Network (CNN) has
gained extensive attention, research and application due to its excellent performance
in multiple image classification competitions [9, 10]. In [11], based on the char-
acteristics of each layer of convolution-al neural network, an insulator detection
method based on cross-connected convolutional neural network is proposed. In [12]
proposed a method for image recognition of power equipment combined with deep
learning and random forests to solve the problem of intelligent analysis and iden-
tification of massive unstructured image data. Based on the convolutional neural
network, this paper explores and constructs a classification model suitable for
infrared images of power equipment. Firstly, it introduces the structural charac-
teristics and training process of CNN. Then, an infrared image preprocessing
method for equipment classification is proposed. Based on this, a network of the
training and test is established. Finally, the good applicability of the CNN-based
infrared image classification model is verified from the classification accuracy and
classification efficiency by examples.

2 The Structure and Principle of CNN

At the end of the last century, foreign scholars proposed a character recognition
model based on CNN and achieved good results in handwritten digit recognition
[13]. Then, with proposal of deep learning concept, the expansion of database scale
and hardware development, CNN models with better recognition and deeper levels
emerge in an endless stream. Overall, the basic structures of the network are still
composed by input layers, convolution layers, excitation layer, pooling layer, fully
connected layer and the output layer.

The CNN realizes image feature extraction through the alternating of the con-
volution layer and the pooling layer, wherein the convolution layer convolves the
input image or the output of the upper layer through a learnable convolution kernel
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to obtain a feature map. Each convolution kernel can convolve a combination of
multiple feature maps, which is calculated as follows:

clj ¼
X
i2Mj

xl�1
i � klij þ blj ð1Þ

Wherein, clj is the value of the l convolutional layer j channel, which is obtained

by convolving the l� 1 layer feature map; Mj is a clj calculated feature atlas, which

can be a combination of l layer feature maps; klij is a convolution kernel whose

number determines the output characteristics of the layer; blj is the offset. For each l
layer output feature map, the convolution kernel corresponding to the calculated l
layer feature map may be different, and � represents the convolution calculation.
The formula is as follows:

Sij � Kij ¼
Xm
i¼1

Xm
j¼1

SijKij ð2Þ

Wherein, m is the convolution kernel size; K is the convolution kernel value, S is
the input image or the feature map value. The convolution kernel traverses the
entire image in a certain step size s to obtain a convolution result for the image.

Each feature map in the CNN greatly reduces the network parameters through
the weight sharing and partial perception of the convolution kernel. It extracts the
advanced features of the image through the combination of features from the bottom
layer to the upper layer. The output of the convolutional layer is nonlinearly
mapped by the excitation layer, and ReLU is the commonly excitation function in
CNN. The pooling layer, also known as the lower layer, is usually located in the
middle of a continuous convolution layer, which can reduce features and ensure
partial invariance of features [14]. Common pooling methods are maximum pooling
and average pooling. The maximum pooling usage is higher in reality. As shown in
Fig. 1, the same color area is a pooled area (taking 2 � 2 cores as an example), and
the maximum value in the area is taken as the output result and reconstitute the
feature map.

Fig. 1 The maximum
pooling method
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The fully connected layer is usually located in the upper layer of the CNN and is
connected to each neuron in the previous layer. The weighted summation of the
input feature map is spliced into a one-dimensional feature, which is equivalent to
convolution with the same convolution kernel as the size and size of the previous
layer, which is used to extract the advanced features of the image as input to the
classifier. For classification tasks, the output layer is usually a classifier, with
softmax being the most common [15].

CNN training is similar to traditional neural networks, used Gradient descent
algorithm and backpropagation algorithm. The training process consists of forward
propagation of signals and reverse propagation of errors. For forward propagation,
the weightsW and offsets b are first randomly initialized, and then the output values
H of each layer are calculated based on the initialization data:

H ¼ FðWXþ bÞ ð3Þ

Wherein, H is the calculated output value for each layer; W is the weight matrix;
b is the offset; F is the excitation function. The input data is calculated and
transformed by each layer to obtain the final output layer data Y .

In the case of backpropagation, the difference E between the actual output and
the expected output is calculated by constructing the error function. The form of E
is related to the selected error function type and the gradient descent method. The
commonly used error function is the sum of squared error functions. In the case of
using small batch gradients:

E ¼ 1
k

Xk
i¼1

1
2

Xm
j¼1

ðyij � tijÞ2 ð4Þ

Wherein, k is the number of samples in each mini-batch; m is the number of
output neurons; t is the expected output. Among them, the small batch gradient
descent method refers to dividing all samples equally into multiple Mini-batch, and
each parameter updating process uses one of them to calculate, which has the
advantages of both speed and accuracy. Update the weight and offset by gradient
descent so that the output of the network reaches or approaches the desired output.
The update formula is:

W ðiþ 1Þ ¼ W ðiÞ � g
@E
@W

bðiþ 1Þ ¼ bðiÞ � g
@E
@b

ð5Þ

Wherein, g is the learning rate [16].
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3 Infrared Image Background Separation
and Component Area Extraction

The number of devices in the substation is large and the distribution is dense. As a
result of infrared image acquisition, the window not only contains the target
equipment at the center position, but also includes many other surrounding
equipment and supporting steel frame and other background interference, as shown
in Fig. 2. The infrared image of the target device contains interferences such as
current transformers, isolation switches and steel frames, which seriously affect the
state judgment of the target equipment. If the original infrared image is directly
applied for classification and judgment, it not only has high requirements on
hardware such as computing resources, but also the accuracy of classification
cannot be guaranteed. Therefore, with reference to the current infrared detection
process, this paper first preprocesses the infrared image to improve the accuracy of
classification and lay the foundation for the intelligent judgment of the subsequent
device state.

3.1 Background Separation Based on RGB and HSV Color
Space Conversion

In order to better extract the target area from the original image, the conversion of
the RGB color space and the HSV color space is realized. The RGB color space is
based on three basic colors of red, green and blue, and forms a rich color expression

Fig. 2 Original infrared
image
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by superimposing different components; The HSV color space is based on hue,
saturation and value. The saturation refers to the degree of close to the spectral
color, and the value ranges from 0 to 1. The larger the value, the higher the
saturation, the darker the color, and the closer to the spectral color. The conversion
relationship between the RGB color space and the saturation S in the HSV color
space is:

S ¼ 0 max ¼ 0
1�min=max max 6¼ 0

�
ð6Þ

Wherein, max ¼ maxðR;G;BÞ, min ¼ minðR;G;BÞ.
In the RGB color space, the R component is [255, 0, 0]. According to (6), it

converts to the red saturation dimension value S = 1 in the HSV space. According
to this feature, a number of vertices are selected in the original image, respectively
marked and connected in red. The boundary is extracted and the enclosed area is
filled and the unrelated interference is eliminated to obtain the target area, as shown
in Fig. 3.

Fig. 3 Target area extraction
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3.2 A Subsection Sample Target Area Scaling

Generally speaking, due to the different models of the infrared camera, the size of
the infrared image captured is not the same. To unify the input image size and save
computing resources, it is necessary to scale the target and retain the target infor-
mation to the greatest extent. In this paper, we first detect the start and end rows,
columns (rmin, rmax, cmin and cmax) of the target area in Fig. 3, and extract the
minimum rectangular outline of the target device, and then extend the image
dimension to the adjacent square area with the center of the rectangular outline as
the origin. Taking the image size of the MNIST dataset and the CIFAR10 dataset as
a reference, this paper scales the extracted image of the target area of 300*300 to
the size of 32*32 dimension, as shown in Fig. 4.

4 The Structure and Principle of CNN-Based Infrared
Graphics Classification

4.1 Construction of a Training Set

Based on the image preprocessing method of Sect. 2, the original infrared images
acquired in the substation are extracted and adjusted to appropriate sizes, which lay
foundation to expand the scale of the training set, improve the applicability of the
model, perform enhanced processing such as rotation and translation on the pro-
cessed image and form a training set. This paper considers the classification of 7
types of 500 kV key equipment in substation, including arrester, circuit breaker,
current transformer, voltage transformer, insulator string, isolation switch and high
voltage casing. There are 1500 sheets of each training picture, a total of 10,500
pictures for training. Parts of the sample image is shown in Fig. 5.

Fig. 4 Target area scaling
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4.2 Network Construction

The infrared image classification CNN structure designed is as follows:

(1) Input layer-Input: input 32*32*3 the infrared image of the devices;
(2) Convolution layer-Conv1: the layer has 32 convolution kernels of 5*5,

expanding the boundary of the input image in each direction by 2 pixels
(Padding = 2) and moving step length is 1;

(3) The pooling layer-Pooing1: the layer adopts the maximum pooling; the
pooling area size is 3 � 3 and the moving step size is 2;

(4) Convolution layer-Conv2: the layer has 32 convolution kernels of 5*5;
Padding = 2 and the convolution kernel moves by 1 step;

(5) The pooling layer-Pooing2: the layer adopts the maximum pooling, the
pooling area size is 3 � 3, and the moving step size is 2;

(6) Convolution layer-Conv3: the layer has 64 convolution kernels of 5*5;
Padding = 2 and the moving step is 1;

(7) The pooling layer-Pooing3: the layer adopts the maximum pooling, the
pooling area size is 3 � 3, and the moving step size is 2;

(8) Fully connected layer-FC1: output 64 one-dimensional features;
(9) Fully connected layer-FC2: output 7 one-dimensional features, which is the

number of classifications;
(10) Output layer-Output.

There is a ReLU excitation layer between each convolution layer and the pooling
layer. The network structure is shown in Fig. 6.

Fig. 5 Parts of the sample image
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4.3 Network Training

This paper completes the construction, training and testing of CNN models on the
MATLAB platform. MATLAB fully updated the neural network toolbox in 2017b
version, which is more convenient for deep learning research and application from
model construction, parameter setting and hardware support. As described above,
after completing the CNN network structure construction, this paper uses the small
batch gradient descent algorithm to train on the GPU, where the Min-batch size is
set to 128, each Epoch contains 82 iterations, and the maximum iteration Epoch is
set to 40. The training platform parameters are shown in Table 1.

After repeated adjustments to select appropriate training parameters, the iterative
process of each step of the training process is shown in Fig. 7. As can be seen from
the Fig. 7, the network training process is faster. After 20 steps of iteration, the
recognition rate of each Mini-batch reaches 100%.

4.4 Case Analysis

After completing the network training, the selected part of the infrared image taken
from the 500 kV substation is preprocessed to form a test set. Testing the network
training result and the result is shown in Table 2.

From Table 2, the infrared image classification CNN of the substation key
equipment designed and trained in this paper has a high recognition accuracy rate.

Table 1 The training
platform parameters

Item Parameter

System version Windows 7 Ultimate SP1

CPU model Intel(R) Core (TM) i5-4590

Memory 8G

GPU model NVIDIA GTX750

Display memory 1G

Input layer
32×32×3

Convolution 
layer-Conv1

32@5×5
The pooling 
layer-Pool

12×2

Convolution 
layer-Conv2

32@5×5
The pooling 
layer-Pool2

2×2

Convolution 
layer-Conv3

64@5×5

The pooling 
layer-Pool3

3×3

Fully connected 
layer- FC1

64

Fully connected 
layer-FC2

7

Output 
layer

Fig. 6 The network construction
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On the test set of 4000 images, there are only three misidentification samples, which
has achieved a recognition rate of 99.9%. It has a high operational efficiency
comparable to that of the manual and is fully applicable to the level of practical
work. It lays a solid foundation for the subsequent intelligent diagnosis of key
equipment infrared images.

Fig. 7 Training progress

Table 2 The network training result

Equipment type Insulator string Arrester Circuit break CT

Number 693 810 732 810

Error recognition 0 1 2 0

Total time (s) 6.99 10.67 11.16 12.64

Average time (s) 0.010 0.013 0.015 0.015

Recognition rate (%) 100 99.9 99.7 100

Equipment type CVT Isolation switch High voltage casing

Number 735 243 96

Error recognition 0 0 0

Total time (s) 10.54 3.44 1.30

Average time (s) 0.014 0.014 0.014

Recognition rate (%) 100 100 100
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5 Conclusion

In this paper, the convolutional neural network is applied to the substation infrared
detection work to assist and promote the development of intelligent state judgment
based on infrared equipment. Aiming at the infrared image of the complex back-
ground in the substation, an image preprocessing method for target device
extraction is proposed. And based on this method, the image database of 7 type of
infrared devices including insulator string, arrester and circuit breaker are con-
structed. What’s more, CNN structure for image classification is proposed. The test
results show that the network structure has high recognition accuracy and opera-
tional efficiency.

With the gradual deepening of the standardization of infrared detection work, the
way of high-quality infrared image acquisition is more diversified. The introduction
of intelligent methods in the process of mass data processing is a research hotspot
and development trend. With strong learning and generalization capabilities, CNN
is widely favored in the field of computer vision. With the increasing and perfect
computing resources and large-scale databases, its application in infrared detection
and even power systems will be more extensive and in-depth.
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