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Preface

Coherence generally describes the statistical similarity of fields such as sound
waves, electromagnetic fields, and quantum wave packets at two points in space
and/or time. If a chosen pair of waves have a constant relative phase, they are said
to be coherent and can produce an interference pattern with finite visibility. The two
waves in perfect coherence are not distinguishable due to the complementarity
theorem relating distinguishability to visibility. In ultrafast optical and vibrational
spectroscopy, ultrashort pulses that have become readily available over the past two
decades can be used to generate coherent wave packets of vibrational/electronic
motions of molecules in condensed phases. Over a sufficiently short time, the
coherent oscillation of the wave packets consisting of charged particles maintains in
phase for all the chromophores interacted with each pulse and an electromagnetic
field with the same frequency can be generated from the material. However, on a
longer time scale, the relative phases of electromagnetic field-driven wave packet
oscillations of chromophores become uncorrelated due to different and rapid
chromophore-solvent dynamics that are intrinsically chaotic and indeterministic in
the time domain. This loss of coherence in oscillating wave packets of chro-
mophores in condensed phases has been referred to as a dephasing process.
Conventional one-dimensional spectroscopy whose signal is plotted with respect to
the frequency of applied electromagnetic field provides direct information on the
rate of dephasing because it is partially related to the width of measured spectrum as
well as on the average electronic/vibrational transition frequency that is averaged
over the ensemble of chromophores.

Over the past two decades, sources of ultrafast THz, IR, near-IR, visible, UV,
and X-ray pulses have become readily available, and they have been used to
develop a variety of time-resolved vibrational/electronic spectroscopic techniques.
One of the natural extensions of the general pump–probe, doorway–window, or
excitation–detection-type spectroscopy is multidimensional spectroscopy utilizing
multiple coherent laser pulses. The coherent nature of incident pulsed electro-
magnetic fields is transferred to chromophores via radiation–matter interactions,
and their electronic/vibrational wave packets oscillate in phase over a time period
set by the dephasing constant. Unlike conventional one-dimensional spectroscopy,
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multidimensional spectroscopy involves more than one coherent oscillation of
electronic, vibrational, or vibronic wave packets that are separated in the time
domain. To measure the amplitude and relative phase of coherent quantum
molecular waves, they are subjected to interfere with an additional pulsed elec-
tromagnetic field that serves as the reference wave. This phase-and-amplitude
measurement of nonlinear optical/vibrational spectroscopic signal electric field
enables quantitative characterization of nonlinear responses of molecules against
multiple laser pulses, which can be theoretically formulated in terms of multi-point
time-correlation functions. Indeed, the time correlations between multiple
time-separated quantum mechanical events on an ensemble of chromophores in
condensed phases provide invaluable information about molecular dynamics such
as electronic and vibrational relaxation processes, chemical reaction dynamics,
conformational transitions in biological molecules, exciton dynamics in natural
light-harvesting proteins and semiconductors, protein structural dynamics, and
ultrafast solvation dynamics in solutions, to name a few.

Due to the clear advantages of coherent multidimensional spectroscopy over
conventional approaches, this research field is rapidly expanding. Combining
multiple laser pulses whose frequencies are quite different, e.g., IR and visible
pulses, one can explore multidimensional frequency space that could not be reached
with conventional multidimensional vibrational or electronic spectroscopy utilizing
multiple IR or visible pulses not both. The marriage of ultrafast multidimensional
spectroscopy with microscopy is one of the most exciting developments in
molecular microspectroscopy experiments, which would be of great use to study
not just temporal correlations between vibrational and electronic wave packets of
chromophores in condensed phases but also spatial correlations between them in
coupled chromophore systems within and beyond the diffraction limit. Another new
direction of coherent multidimensional spectroscopy that we have witnessed over
the past few years is to use more than one coherent, ultrafast lasers that are
phase-locked with one another to a reference atomic clock frequency in the radio
frequency domain. This will enable wide dynamic range of measurements of
multidimensional spectroscopic signals without using mechanical time-scanning
devices. Multidimensional X-ray spectroscopy is still in its infancy but holds a
promise ultimately to allow one to elucidate electron correlation and dynamics of
molecular systems in the sub-femtosecond time domain.

This book presents the latest advances in the coherent multidimensional spec-
troscopy techniques and applications. I am much obliged to all the contributors who
are at the forefront of this and related research fields. Also, I owe special thanks to
my colleagues, the production editor, and staff of Springer Nature for their help and
encouragement.

Seoul, Korea (Republic of) Minhaeng Cho
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Chapter 1
Introduction to Coherent
Multidimensional Spectroscopy

Minhaeng Cho

Abstract Coherent multidimensional spectroscopy is a state-of-the-art technique
with applications in a variety of subjects, such as chemistry, molecular physics, bio-
chemistry, biophysics, and materials science. Due to dramatic advances in ultrafast
laser technologies, a diverse range of coherentmultidimensional spectroscopicmeth-
ods utilizing combinations of THz, infrared, visible, UV, and X-ray radiation sources
have been developed and used to study the real-time dynamics of small molecules
in solutions, proteins and nucleic acids in condensed phases and membranes, single
and multiple exciton states in functional materials like semiconductors, quantum
dots, and solar cells, photo-excited states in light-harvesting complexes, ions in bat-
tery electrolytes, electronic and conformational changes in charge or proton transfer
systems, and excess electrons and protons in water and biological systems. In this
chapter, we introduce the theory behind coherent multidimensional spectroscopy and
a summary of recent experiments.

1.1 Introduction

A spectrometer is a device that measures radiation intensity as a function of electro-
magnetic field frequency or wavelength, and it has become indispensable in modern-
day chemical and biological research. A variety of spectroscopic techniques have
been developed to study the interaction between matter and electromagnetic waves,
in particular investigating the spectra or distribution of the quantum eigenstates of
molecules and materials in the frequency domain and their population evolution and
coherent vibrational/electronic oscillatory motion in the time domain.

On a microscopic level, a number of fundamental molecular processes of interest
occur over a broad dynamic range of timescales, from femtoseconds (10−15 s) to
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nanoseconds (10−9 s) and even microseconds [1, 2]. For example, electrons transfer
from an electron-donating group to an electron-accepting group in femtoseconds to
nanoseconds, depending on the distance between them. In addition, energy transfer
and migration processes in light-harvesting protein complexes after photoexcitation
have a broad distribution of kinetic rate constants on a picosecond timescale. Simi-
larly, in aqueous solutions, water molecular reorientation takes place on a picosecond
timescale, and H-bonding network dynamics are subpicosecond processes that can
be slowed down when hydrophobic molecules are nearby. Dihedral rotations about
single chemical bonds are another important elementary process involved in a vari-
ety of conformational transitions of flexible polyatomic molecules and proteins. The
internal rotation of a small molecule about a carbon-carbon bond in solution, which
represents a barrier-crossing process, takes tens of picoseconds, which is clearly
dependent on the potential energy barrier along the reaction coordinate connecting
the two conformer states [3]. Small solvent molecules in solution around electronic
chromophore molecules (e.g., dyes) can reorganize themselves on a subpicosecond
to several picosecond timescale when the chromophore is electronically excited by
an impulsive light pulse [4, 5].

To understand the molecular processes taking place on femtosecond to nanosec-
ond timescales in chemistry, physics, and biology, ultrafast nonlinear spectroscopy
is a powerful experimental technique that has been used extensively [1, 2, 6–8].
For example, Ti:Sapphire oscillator and amplifier systems are commercially avail-
able, producing pulses with a duration in the tens of femtoseconds and a few mJ of
energy per pulse. Femtosecond pulses in the frequency range from UV-vis to mid-
IR and THz can be readily generated by various optical processes using nonlinear
crystals. Therefore, multiple time-separated coherent laser pulses whose amplitudes
and relative phases can be precisely controlled have been used to electronically or
vibrationally perturbmolecular systems under investigation. These field-matter inter-
actions put the systems into superposition states, where each of them can be described
as a linear combination of molecular eigenstates. The non-stationary states evolve
over time, and the randomly fluctuating solute-solvent interactions in solution allow
the systems to relax to a new thermal equilibrium state. These transitions and relax-
ations can be monitored with a probe pulse using other field-matter interactions.

Naturally, a variety of ultrafast nonlinear spectroscopic techniques have been used
to investigate the structure and dynamics of molecular systems. For instance, in the
pump-probe spectroscopy of chromophores in condensed phases, a strong pump
pulse coherently excites many molecules, and a time-delayed probe pulse is used
to monitor the collective relaxation of the non-equilibrium molecular systems as a
function of delay time. Because the probe absorption spectrum is recorded at a given
waiting time using dispersive optics and an array detector, the measured signals
are time and frequency-resolved pump-probe spectra that are plotted against probe
frequency.

To extend pump-probe spectroscopy to two-dimensional (2D)measurementmeth-
ods, it is necessary to include an additional control variable in the time or frequency
domain. Over the past two decades, many attempts have been made to develop 2D
electronic, vibrational, and electronic-vibrational hybrid spectroscopic techniques
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that can be used to study the congested dynamic information of molecular sys-
tems that cannot be extracted from one-dimensional spectra. This involves disen-
tangling the complex nonlinear response functions and susceptibilities of materials
or molecules of interest into two-dimensional (excitation and emission) frequency
space. A natural extension of widely used 2D spectroscopy is to add more time-
delayed pulses or frequency-scanning schemes with one or more phase-stabilized
coherent lasers to develop novel coherent multidimensional spectroscopy (CMS) [7,
8].

Of the many possible N-dimensional spectroscopic techniques, two-dimensional
(2D) optical and/or IR spectroscopy, which can be regarded as an ultrafast optical
analog of 2D nuclear magnetic resonance (2D NMR), is one of the most widely
used. Including the emissive field-matter interaction that produces the signal electric
field under detection, four-wave-mixing (4WM) 2D spectroscopy involves four field-
matter interactions, which are separated in time by three time intervals, denoted as
τ , T, and t, where the incident pulses are assumed to be Dirac delta function-like.
Thus, the measured signal can be expressed as S(t, T, τ ). The 2D spectrum S(ωt ,
T, ωτ ), which is obtained from the double Fourier transformation of S(t, T, τ ) with
respect to τ and t, provides information on the electronically/vibrationally resonant
transitions of molecules by pump fields at waiting time (T ) zero and those by a probe
field at a later waiting time. By monitoring the 2D spectra at different waiting times,
dynamic information on the system can be extracted. Time-dependent diagonal peak
intensities are determined by the survival probabilities of the excited states with
regard to population and orientation, whereas the time dependence of off-diagonal
peak intensities is associated with the conditional probability of finding the state in
resonance with a probe field at time T when the initial state at time zero was in
resonance with a pump field. Therefore, 2D electronic/vibrational spectroscopy is
capable of time-resolving the molecular dynamics of the relaxation of excited states
and state-to-state transitions between molecular quantum states.

Two-dimensional electronic spectroscopy (2D ES) is based on the electronic tran-
sition ofmolecular systems of interest induced by their interactionswith femtosecond
UV or visible pulses [7]. Often, the UV-vis absorption spectra of chromophores in
condensed phases are broad and featureless due to ultrafast electronic dephasing and
large inhomogeneous line-broadening. Interestingly, photon echo spectroscopy has
been shown to be useful for selectivelymeasuring the pure dephasing rate and spectral
diffusion. In addition, if chromophores are electronically coupled to produce delocal-
ized exciton states, 2D ES can be used to measure the electronic coupling strength
between chromophores, as well as exciton annihilation, migration, and coherence
transfer in coupled multi-chromophore systems. One of the most successful uses of
2D ES is in the investigation of photosynthetic light-harvesting complexes and exci-
ton dynamics in semiconductors, where the relaxation, energy transfer, and coherent
and incoherent evolution of created single and multiple exciton states have been of
great interest.

Two-dimensional infrared (2D IR) spectroscopy utilizing multiple IR pulses has
been widely used to analyze the structure and dynamics of molecular systems and to
probe the chemical exchange and conformational transition processes of complicated
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molecular systems in real time [8]. The IR absorption bandwidth of a given normal
mode is typicallymuch narrower than that of a broadbandmid-IR pulse (>250 cm−1),
so the entire band shape and intensity can be monitored with 2D IR spectroscopy.
Because vibrational frequency, intensity, and line shape are strongly affected by
the local environment and chemical structure, small IR probes that can be easily
incorporated into biomolecules and reactive species are excellent reporters for the
structure and dynamics of systems under study [9, 10]. For example, femtosecond
IR pulses are used to excite various fundamental vibrational modes of molecules
in the wavelength range of 2.5–7 μm (mid-IR range), such as −OH, −NH, −CH,
−CD, −CN, −SCN, −N3, and −C=O. Because each individual mid-IR photon
has an energy that is almost one order of magnitude smaller than that of UV or
visible photons, photochemical damage is not a serious issue even though multiple
IRexcitation-dissipationprocesses cause an increase in local temperature. Tobroaden
the probe spectral window, a plasma-generated continuum IR pulse has been used
to obtain a 2D IR spectrum that covers the entire mid-IR frequency range.

For coupled multi-oscillator systems, vibrational frequency and dynamics are
strongly affected by vibrational couplings between local modes through space via
intermolecular interactions and/or through bonds via anharmonicities on the multi-
dimensional potential energy surface. However, because the linear vibrational spec-
trum is mainly determined by harmonic properties such as fundamental transition
frequency and the 0–1 transition dipolemoment, it is difficult to quantitatively extract
weak features like the vibrational coupling constants and potential anharmonic coef-
ficients of coupled oscillators from the linear vibrational spectra. In contrast, coherent
multidimensional vibrational spectroscopic methods have been found to be excep-
tionally useful for estimating vibrational coupling constants by analyzing cross peaks
in 2D IR spectra [7, 8]. The changes in the line shapes and intensities of the cross
peaks provide crucial information on structural dynamics involving time-dependent
changes in the spatial proximity and relative orientation of vibrational chromophores.

Although 2D IR spectroscopy that employs three incident IR laser pulses is one of
the most widely used forms of coherent multidimensional vibrational spectroscopy,
variations of this method have also been developed for specific purposes. Examples
include surface-specific 2D sum-frequency-generation spectroscopy, 2D Raman and
terahertz spectroscopy, and 2D IR-IR-visible spectroscopy. (See the other chapters
in this book for more details on these.)

In parallel with the advances in experimental techniques, extensive theoretical and
computational research on coherent 2D electronic/vibrational spectroscopy has been
carried out over the years. Theory and computation can provide valuable insights into
themicroscopic origin of 2D spectroscopic features, aid in the interpretation of exper-
imental spectra, predict spectra for new systems, and, in some cases, even suggest
potentially useful novel nonlinear spectroscopy techniques [11]. Two-dimensional
spectroscopic observables are completely determined by the nonlinear response
functions of a system. This response function theory provides a framework for the
description of the 2D spectroscopy in general, and explicit expressions are available
for a number of important model systems [6]. In accordance with the theory, the
molecular response to multiple incident light pulses can be decomposed into quan-
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tum transition pathways with different time evolution patterns. In 2D spectroscopy,
these nonlinear electronic/vibrational transition pathways can be selectively mea-
sured, thus microscopic information on the system itself and the influence of the
environment can be extracted [7]. For more realistic systems composed of multi-
ple chromophores, the Frenkel exciton model provides an adequate description. The
nonlinear response functions derived from this model reflect the delocalization of
quantum states due to inter-chromophore couplings, i.e., resonance effects, and the
fluctuation in transition frequencies due to chromophore-solvent interactions, i.e.,
dephasing and rephasing phenomena. The individual components of these nonlinear
response functions can be calculated separately using electronic structure calculation
methods and molecular dynamics (MD) simulation methods. The former approaches
provide information on the transition energies, electronic couplings, and involved
transition dipole strengths, whereas the latter approaches are useful for taking into
account solute-solvent interaction-induced dephasing and line-broadening effects.
An alternative approach is also available for numerically simulating 2D vibrational
spectra of complex systems, which is based on the classical limit of the nonlin-
ear vibrational response function and utilizes MD simulations with hybrid quantum
mechanical/molecular mechanical (QM/MM) force fields.

In this chapter, a brief historical account of coherent 2D spectroscopy will be
presented in Sect. 2. Following this, a general theoretical framework and numerical
calculation methods for coherent 2D spectroscopy will be presented and discussed
in Sect. 3. Critical experimental techniques that have been developed over the past
decade will then be briefly discussed in Sect. 4. Finally, Sect. 5 will summarize the
various perspectives on coherent multidimensional spectroscopy experimentation
and theory and offer concluding remarks.

1.2 A Brief Account of the Early Developments in Coherent
Two-Dimensional Spectroscopy

Coherent 2D spectroscopy has rapidly developed over the past two decades, emerg-
ing as one of the most widely used nonlinear spectroscopic techniques. Older reports
alluded to the possibility of using multiple laser pulses to realize coherent 2D optical
spectroscopy. However, the experimental feasibility of this idea was only demon-
strated after lasers that were capable of generating ultrashort pulses had been devel-
oped. Today, two of the most popular techniques are 2D electronic spectroscopy and
2D IR spectroscopy. They are an extension of three-pulse stimulated photon echoes,
where three time-delayed pulses are used to create third-order material polarization
in the sample, which then acts as a radiation source. Weiner, De Silvestri, and Ippen
experimentally demonstrated three-pulse scattering spectroscopy [12], which was
later found to be of use for analyzing chromophore-solvent dynamics in condensed
phases. In addition, a few interesting theoretical studies on the principles underlying
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photon echo phenomena arising from chromophores with a heterogeneous distribu-
tion of transition frequencies have been reported.

Before the development of spectral interferometric detection, 4WM spectroscopy
experiments were performed by measuring the generated third-order (in electric
fields) signal field intensity |Es(r, t)|2, i.e., homodyne detection. Because the phase
information of the signal field is lost in this case, it was not possible to obtain the com-
plex 2D electronic response from optical chromophores in condensed phases. How-
ever, the inhomogeneous distribution of the transition frequencies of chromophores
in solution and its time-dependent change could be successfully investigated using
photon echo peak shift (PEPS) measurements. As shown by Cho and Fleming, the
PEPS signal with respect to waiting time T is directly related to the transition
frequency-frequency correlation function and spectral diffusion process [5]. The
Fleming research group showed that PEPS measurement is an exceptionally useful
method for studying ultrafast chromophore-solvent dynamics. As an extension of
this optical photon echo technique into the IR frequency domain, vibrational photon
echo measurements, which are an IR analog of the optical photon echo, were exper-
imentally demonstrated by the Fayer research group in 1993, who used IR pulses
from a free-electron laser [13].

Theoretically, Tanimura and Mukamel in 1993 proposed fifth-order 2D Raman
scattering spectroscopy, which allows the analysis of intermolecular vibrational
rephasing phenomena from Raman-active molecules whose intermolecular vibra-
tional frequencies are inhomogeneously distributed in liquids [14]. The fifth-order
Raman response function, which represents the nonlinear correlation of polarizabil-
ities at different times, depends on two time variables, which is why it was referred
to as the 2D time-domain Raman response function. Later, Tominaga, Yoshihara,
Fleming, Tokmakoff, Blank, Dwayne-Miller and many others attempted to mea-
sure fifth-order Raman signals from neat liquids such as CS2. However, undesired
cascading contributions to the detected signal (i.e., two third-order rather than truly
fifth-order) are often dominant, as shown by Blank, Fleming, and coworkers [15, 16].
Because the direct fifth-order Raman signal becomes large and dominant as the field
frequencies approach electronic transition frequencies, the resonant version of fifth-
order Raman scattering spectroscopy theoretically proposed by Cho in 1998 could
be of use in investigating 2D Raman responses from chromophores in condensed
phases [17].

Independently, Cho and Fleming in 1994 theoretically demonstrated that fifth-
order three-pulse scattering spectroscopy probing correlations of electronic transition
frequencies at two different times could be useful when investigating the inhomoge-
neous line-broadening effect on the optical spectrum of chromophores in condensed
phases [18]. In contrast to traditional integrated intensity photon echo spectroscopy,
which probes one electronic coherence evolution, fifth-order three-pulse scattering
spectroscopy can be considered fifth-order 2D electronic spectroscopy that is capable
ofmeasuring time-dependent changes in optical transition frequencies. However, due
to limitations in controlling the center frequencies ofmultiple pulses, only degenerate
fifth-order three-pulse scattering experiments were performed.
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After array detectors in the visible and IR frequency domains became available,
heterodyne-detected 2D spectroscopic techniques were developed. Once a generated
nonlinear signal electric field is allowed to interfere with an added local oscillator
field, a spectral interferogramcan be obtained using amonochromator (e.g., a grating)
and an array detector. Spectral interferometric detection has been particularly useful
in developing coherent multidimensional spectroscopy (CMS) because it enables the
simultaneous characterization of the phase and amplitude of a generated 4WM signal
electric field. Jonas and coworkers in 1998 showed that the spectral interferometric
detection of three-pulse scattering or a photon echo signal field is experimentally fea-
sible [19]. In 2D IR spectroscopy, Hamm, Lim, and Hochstrasser used a frequency-
tunable IR pump-probe spectroscopic method to obtain the reconstructed 2D amide
I IR spectra of polypeptides in solution, where amide I vibration is mainly carbonyl
stretch mode of an amide group or a peptide bond [20]. In their study, a narrowband
IR pump pulse was used to selectively excite resonant oscillators, and the transient
probe absorption spectrum was then measured. Scanning the pump frequency, they
obtained a series of time- and probe frequency-resolved pump-probe spectra, which
were used to construct time-resolved 2D IR spectra. Later, 2D IR photon echo exper-
iments were performed by Zanni, Hochstrasser, and coworkers and Tokmakoff and
coworkers to determine the solution structure of small oligopeptides.

In parallel with experimental studies using 2D IR spectroscopy, there have been
efforts to numerically simulate the 2D vibrational spectra of a variety of molecu-
lar systems. Two-dimensional vibrational spectroscopy can be used to achieve both
ultrafast time resolution and high spectral resolution. Therefore, this method pro-
vides rich information on molecular systems, such as homogeneous (anti-diagonal)
and inhomogeneous (diagonal) spectral broadening, vibrational anharmonicity, spec-
tral diffusion, vibrational mode-mode coupling strength, and their time-dependent
changes [7, 8].

Although the 2D IR and 2D ESmethods, which are based on heterodyne-detected
three-pulse scattering geometry, have been found to be useful, the center frequen-
cies of the pulses used were the same, i.e., degenerate. To study a wider range of
vibrational dynamics and intramolecular vibrational relaxations, two-color 2D vibra-
tional spectroscopic techniques have since been developed. Theoretically, Park and
Cho proposed a new class of non-degenerate 4WM 2D vibrational spectroscopy that
requires both IR and visible pulses [21]. Two IR pulses could be used to create two
consecutive vibrational coherences or super-position state evolutions. An incident
visible pulse, whose frequency is electronically non-resonant, puts the molecular
system into a state of electronic coherence. This third-order polarization radiates an
IR-IR-vis sum or a difference frequency field that provides information on the 2D
vibrational responses of electronically ground-state molecules. The Wright research
group experimentally demonstrated that an IR-IR-vis difference frequency gener-
ation scheme can be used to measure the cross peak between the C-C stretch and
C-N stretch of acetonitrile, which results from both the mechanical and electronic
anharmonic couplings between the two modes [22].

In the present section, a brief account of the early developments in coherent 2D
spectroscopy in the 1990s was presented. It should be emphasized that this account
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is far from complete, so readers are strongly recommended to read the representative
review articles cited in this chapter and other chapters in this book.

1.3 Theoretical Description and Numerical Simulation
Methods

In general, spectroscopic measurement involves both excitation and detection. In 2D
spectroscopy, the molecular system of interest interacts with three coherent laser
pulses and the generated signal field is then detected and presented with respect to
the excitation and detection frequencies [7]. In each of the four field-matter interac-
tion events, a quantum transition takes place between the eigenstates of the system.
Depending on both the configuration of the optical laser pulses, including the fre-
quency, direction of propagation (i.e., wave vector), and beam polarization, and the
detection method employed, different quantum transition pathways can occasionally
be selectively measured.

One of the most widely used methods for theoretically describing various non-
linear spectroscopic observables is to use the formalism of the nonlinear response
function [6], which naturally emerges from the application of quantum mechanical
time-dependent perturbation theory to the molecular system in the presence of per-
turbative light-matter interactions during the preparation step. In this section, I sketch
the theoretical analysis in a stepwise manner and present key results that are partic-
ularly relevant to coherent 2D spectroscopy, though the formal theory can easily be
generalized to describe other CMS measurement methods.

1.3.1 Third-Order Response Functions

In coherent 2D spectroscopy, themolecular system interactswith the incident electric
field and, in the electric dipole approximation, the interaction Hamiltonian can be
written as

Hint(r, t) = −μ̂ · E(r, t), (1.1)

where μ̂ is the electric dipole operator and E(r, t) is the superposition of the three X-
ray, UV-visible, IR, or THz pulses (depending on the specific experiment), which are
generally denoted as E1, E2, and E3. The approximate Hamiltonian of the composite
system is the sum of the molecular or material Hamiltonian H0 in the absence of
radiation and the field-matter interaction Hamiltonian H int(r, t). The system evolves
over time according to the quantum Liouville equation for the density operator ρ(r,
t) of the system, where ρ(r, t) is the state vector in the Liouville space, as follows:
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∂ρ(r, t)
∂t

= − i

�
[H0 + Hint(r, t), ρ(r, t)] (1.2)

The solution to this equation provides information about any physical observable
A(r, t) of the system through the expectation value of Tr[ Âρ(r, t)]. Here, Tr denotes
the trace of thematrix and Â is the operator associatedwith the observableA.Diagonal
element ρaa of the density matrix represents the probability that the system is in state
a, or the population of the system in state a. Off-diagonal element ρab of the density
matrix, which is related to the coherence or distinguishability of the two quantum
states, gives rise to the temporal oscillation of the aforementioned probability with
the frequency ω ≈ ωab = (Ea − Eb)/� determined by the energy difference of the
two eigenstates a and b.

Treating H int(r, t) as a perturbation to the system described by the molecular
HamiltonianH0, (1.2) can be solved by applying time-dependent perturbation theory.
The solution is expressed as a power series expansion of ρ(r, t) with respect to
the perturbation energy, the zeroth-order term of which is the equilibrium density
operator for the unperturbed system ρ(0)(t) = ρeq. The nth-order term ρ(n)(r, t)
contains n factors of H int(r, t) and is given by [6].

ρ(n)(r, t) =
(

− i

�

)n
t∫

t0

dτn

τn∫
t0

dτn−1 · · ·
τ2∫

t0

dτ1G0(t − τn)L int(τn)

G0(τn − τn−1)L int(τn−1) · · ·G0(τ2 − τ1)L int(τ1)G0(τ1 − t0)ρ(t0) (1.3)

whereG0(t) = exp(−i L0t/�) is the time-evolution operator in the absence of radia-
tion. The Liouville operators are defined as LaA= [Ha, A] for a= 0 or int. According
to (1.3), the system initially defined by ρ(t0) evolves freely without perturbation for
τ 1 − t0 as given by G0(τ 1 − t0) and then interacts with the radiation at time τ 1 as
given by Lint(τ 1). This propagation-interaction sequence is repeated n times until the
final field-matter interaction at τ n, as given by Lint(τ n). Finally, the system evolves
freely until observation time t for t − τ n according to G0(t − τ n). The multiple
integrals over τ 1, …, τ n account for all possible interaction times under the time
ordering condition t0 ≤ τ 1 ≤ … ≤ τ n ≤ t.

Each term of the power series expansion of ρ(r, t) in (1.3) gives rise to the
corresponding nth-order polarization P(n)(r, t) = Tr

[
μ̂ρ(n)(r, t)

]
in the system as

follows:

P(n)(r, t) =
∞∫
0

dtn . . .

∞∫
0

dt1R(n)(tn, . . . , t1)
...E(r, t − tn) . . .E(r, t − tn . . . − t1)..

(1.4)

The nth-order response function is formally given by
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R(n)(tn, . . . , t1) =
(
i

�

)n

θ(tn) · · · θ(t1) < μ(tn + · · · + t1)[μ(tn−1 + · · · + t1),

[· · · [μ(t1), [μ(0), ρeq]] · · · ]] > (1.5)

where μ̂(t) = exp(i H0t
/

�)μ̂ exp(−i H0t
/

�) is the dipole operator in the interaction
picture and the angular bracket in (1.5) denotes the trace of a matrix. The linear
response can be obtained by setting n = 1 in (1.5). The 2D spectroscopy signal
is determined by the third-order polarization P(3)(r, t) and the third-order response
functionR(3)(t3, t2, t1) [23]. Here, the latter is a fourth-rank tensor. Note that the time
variables t1, …, tn−1 in (1.4) and (1.5) are the time intervals between consecutive
field-matter interactions related to τ 1, …, τ n in (1.3) as tm = τm+1 − τm (1 ≤ m ≤ n
− 1), while tn = t − τ n is the time elapsed after the last field-matter interaction.
Therefore, t1, …, tn are all positive and the response function must vanish if any
of its time arguments tm (m = 1…n) are negative in accordance with the causality
principle, as imposed by theHeaviside step function s θ (t) in (1.5). In addition,R(n) is
a real function because P(n)(r, t) and E(r, t) in (1.4) are both real quantities, though
individual terms comprising R(n) are complex in general and represent different
quantum transition pathways.

The signal electric field E(n)
S (r, t) detected in nth-order nonlinear spectroscopy is

obtained by solving Maxwell’s equation where the material nonlinear polarization
P(n)(r, t) acts as a radiation source. After making the simplifying assumptions that (i)
the generated signal field is only weakly absorbed by the medium, (ii) the temporal
envelopes of the polarization and signal fields vary slowly in time compared to the
optical period, (iii) the signal field envelope spatially varies slowly compared to its
wavelength, and (iv) the frequency dispersion of themedium refractive index isweak,
the approximate solution can be obtained as [6, 7].

E(n)
S (t) ∝ iωs

n(ωs)
P(n)
S (t). (1.6)

Here, n(ω) is the refractive index of the medium and P(n)
S (t) is the polarization

component propagating with wave vector kS and frequency ωS , which represent one
of the combinations ±k1 ± k2 · · · ± kn and ±ω1 ± ω2 · · · ± ωn , respectively. These
components make up the total nth-order polarization as

P(n)(r, t) =
∑
l

P(n)
l (t) exp(ikl · r − iωl t). (1.7)

By appropriately changing the location of the detector, individual components of
the polarization with different wave vectors can be selectively measured.
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1.3.2 Nonlinear Response Function Components

Two-dimensional vibrational spectroscopy usually induces transitions up to the sec-
ond vibrational excited state. Therefore, a three-level system with eigenstates |g>,
|e>, and |f > is a useful model for the nonlinear response function relevant to coherent
2D spectroscopy. Because the third-order response function vanishes for a harmonic
oscillator (i.e., a molecular vibration or an electronic Lorentz oscillator), the model
system must represent an anharmonic oscillator where the fundamental transition
frequency ωeg differs from ωfe.

The evaluation of a realistic response function critically depends on an accu-
rate description of the system-bath interaction, which is essentially responsible for
dephasing, relaxation, spectral diffusion, and population and coherence transfers. To
highlight the structure of the response function, I consider a simple model where
a single three-level chromophore interacts with the environment according to the
following Hamiltonian:

H0 =
∑

m=g,e, f

[
�ωm + Vm(q) + HB(q)

]|m〉〈m|, (1.8)

where �ωm is the energy of the mth state in the absence of a bath. Vm(q) is the
chromophore-bath interaction energy of the state, where q represents the bath coor-
dinates. In (1.8), HB(q) is the energy of the bath. The off-diagonal elements of the
chromophore-bath interaction are assumed to be negligible for the sake of simplicity.
Using this Hamiltonian, the three nested commutators in the response function in
(1.5) can be expanded as the sum of eight terms:

R(3)(t3, t2, t1) =
(
i

�

)3

θ(t3)θ(t2)θ(t1)
4∑

i=1

[Ri (t3, t2, t1) − (c.c.)], (1.9)

where c.c. denotes the complex conjugate and the fourth-rank tensor components
Ri (t3, t2, t1) are given by

R1(t3, t2, t1) = μgeμegμgeμeg exp
[
i(−ω̄egt3 − ω̄egt1)

]
Fgege
1 (t3, t2, t1)

+ μgeμe f μ f eμeg exp
[
i(ω̄ f et3 − ω̄egt1)

]
Fgef e
1 (t3, t2, t1)

R2(t3, t2, t1) = μgeμegμgeμeg exp
[
i(−ω̄egt3 + ω̄egt1)

]
Fgege
2 (t3, t2, t1)

+ μgeμe f μ f eμeg exp
[
i(ω̄ f et3 + ω̄egt1)

]
Fgef e
2 (t3, t2, t1)

R3(t3, t2, t1) = μgeμegμgeμeg exp
[
i(−ω̄egt3 + ω̄egt1)

]
Fgege
3 (t3, t2, t1)

+ μgeμe f μ f eμeg exp
[
i(ω̄ f et3 + ω̄ f gt2 + ω̄egt1)

]
Fgef e
3 (t3, t2, t1)

R4(t3, t2, t1) = μgeμegμgeμeg exp
[
i(−ω̄egt3 − ω̄egt1)

]
Fgege
4 (t3, t2, t1)

+ μgeμe f μ f eμeg exp
[
i(−ω̄egt3 − ω̄ f gt2 − ω̄egt1)

]
Fgef e
4 (t3, t2, t1)

.

(1.10)
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Here, it is assumed that the system is initially in the ground state g. In (1.10),
μab is the transition dipole moment between states a and b, which is often
assumed to be independent of the bath coordinates (i.e., the Condon approxima-
tion). In (1.10), the energy gap averaged over bath degrees of freedom is defined
as �ω̄ab = �(ωa − ωb)+ < Va(q) − Vb(q) >B . F

gabc
n (t3, t2, t1) is the line shape

function expressed in terms of the time-ordered exponentials of the fluctuations in
the system-bath interactions, Um(q) = Vm(q)− < Vm(q) >B . The total response
function is composed of multiple quantum transition pathways represented by indi-
vidual Ri, each of which is the product of three factors determining the transition
strength (i.e., the products of transition moments), the transition frequency (i.e.,
coherence oscillation), and the line shape function (F1–4). To facilitate the compu-
tation of Fgabc

n (t3, t2, t1), the time-ordered exponential operators can be approxi-
mated by normal exponential functions containing the difference potential energies
Uab(q) = Ua(q) − Ub(q). Alternatively, the nonlinear line shape function can be
approximately described by invoking second-order cumulant expansion technique,
which becomes exactwhen the fluctuation of the transition frequency obeysGaussian
statistics [7, 11]. Because detailed theoretical expressions of line shape functions can
be found in other review articles and books [6–8, 23], I will not present them here.

The general formulation for multi-level systems has been reported and provides
an excellent framework for interpreting experimental results and for understanding
the effect of chromophore-solvent interaction dynamics on the diagonal and off-
diagonal peak shapes in 2D spectra. For instance, a distinction between homogenous
and inhomogeneous line broadening can be achieved by analyzing the extent of the
diagonal elongation of a given diagonal peak. Furthermore, time-dependent 2D peak
shape analysis of both diagonal and cross peaks provides critical information on the
timescale of solvent dynamics affecting transition frequency fluctuations and on the
correlation or anticorrelation of the solvent-induced frequency fluctuations of the
two associated states, respectively.

1.3.3 Classical Approximation to 2D Vibrational Response
Functions

Although the nonlinear response function formalism is exact, fully quantummechan-
ical simulations of 2D peak shape functions remain difficult and impractical for sys-
tems with many degrees of freedom. Thus, applicable and efficient methods based
on the classical mechanical description of molecular vibrations have been devel-
oped and used to calculate 2D vibrational response functions for coupled oscillator
systems [24].

One of these is to use trajectories of equilibrium MD simulations with classical
approximations of the vibrational response functions. First, the classical mechan-
ical response functions are derived using the relationship between the quantum
mechanical commutator and the Poisson bracket, i.e., (i�)−1[X,Y ] = {X,Y }PB,
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where X and Y are physical variables and the Poisson bracket is expressed as
{X,Y }PB = (∂X/∂q)(∂Y/∂p) − (∂X/∂p)(∂Y/∂q). For instance, the classical lin-
ear response function of a physical quantity A to a perturbation B is given as
(1/kBT )〈B ′(0)A(t)〉, where B ′ is the time derivative of B. The above relationship
between the quantum mechanical commutator and the classical mechanical Poisson
bracket can be applied to derive the classical nonlinear response function [25]. For
4WM-based 2D vibrational spectroscopy, the corresponding classical third-order
response function that is related to 2D IR spectroscopy is expressed as

R(3)(t1, t2, t3) = β〈{{μ(t1 + t2 + t3), μ(t1 + t2)}PB, μ(t1)}PBμ′(0)〉
= −β〈{μ(t1 + t2 + t3), μ(t1 + t2)}PB(βμ′(t1)μ′(0) − {μ(t1), μ

′(0)}PB)〉
(1.11)

Here, the Poisson brackets of the physical variables at two different times, e.g.,
{μ(t), μ(t ′)}PB, are calculated using equilibrium MD trajectories. This involves the
calculation of the stability matrix representing the transformation of the phase space
along the trajectory. Using this method, Jeon and Cho investigated 2D IR spec-
tra, employing a quantum mechanical/molecular mechanical (QM/MM) simulation
method for an accurate description of the intramolecular vibrations of the solute
molecules (deuterated N-methylacetamide [d-NMA] and HOD) [24]. They were
able to calculate the 2D IR spectra of the OD stretch of HODmolecules in water and
demonstrated that various 2D IR spectroscopic features can be successfully repro-
duced by this classical approach to calculate the 2D IR spectra.

However, because this approach requires stabilitymatrix calculations, it is compu-
tationally expensive and suffers from numerical instability, which makes it difficult
to calculate nonlinear response functions accurately. Another approach that has been
developed to overcome this problem utilizes the simulation of non-equilibrium MD
trajectories. In this case, nonlinear vibrational response functions are evaluated by
considering external field-matter interactions directly, in a similar way to real experi-
ments performed with pulsed electromagnetic fields. In other words, instead of using
equilibrium MD trajectories, the nonlinear vibrational responses can be calculated
by directly taking into consideration radiation-molecule interaction by means of car-
rying out a number of independent non-equilibrium MD simulations. For instance,
the linear response function can be approximately calculated using [26].

R(1)(t) = lim
ε→0

1

ε
{〈A(t)〉B(0) − 〈A〉}, (1.12)

where ε is the perturbation parameter. Here, the first term is the expectation value of
A(t) on the perturbed trajectory determined by the Hamiltonian H0 − εBδ(t), where
B is, for example, μ(r) · E(r, t). The second term 〈A〉 is the expectation value of
A on the trajectory in the absence of perturbation. In this non-equilibrium finite-
field method, the third-order response function for 2D vibrational spectroscopy is
expressed as
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R(3)(t1, t2, t3) = lim
ε→0

1

ε3

{〈μ(t1 + t2 + t3)〉E(0),E(t1),E(t1+t2) − 〈μ(t1 + t2 + t3)〉E(0),E(t1)

− 〈μ(t1 + t2 + t3)〉E(0),E(t1+t2) − 〈μ(t1 + t2 + t3)〉E(t1),E(t1+t2)

+ 〈μ(t1 + t2 + t3)〉E(0) + 〈μ(t1 + t2 + t3)〉E(t1)

+〈μ(t1 + t2 + t3)〉E(t1+t2) − 〈μ(t1 + t2 + t3)〉
}
. (1.13)

Jansen and coworkers have further developed an efficient method using positive
and negative electric fields [27].

Although non-equilibriumMDsimulationmethods do not require the direct calcu-
lation of a cumbersome stability matrix, it is still expensive computationally because
a number of non-equilibrium trajectories need to be obtained to accurately calculate
the nonlinear vibrational response functions. To save computational time, the Tan-
imura research group developed an efficient method that combines the equilibrium
MD simulation and non-equilibrium finite perturbation methods [28].

The third-order vibrational response functions obtained from equilibrium and/or
non-equilibriumMD simulations in principle allow any third-order vibrational spec-
tra to be predicted. However, despite these recent developments in computational
spectroscopy, it is still computationally demanding to calculate the third-order
response functions of complicated systems in solution. Furthermore, the fundamental
validity of the classical approximations used previously has been re-investigated by
several groups and it has been found that classical nonlinear response functions are
not stable for integrable systems and systems without dissipation. Sakurai and Tan-
imura examined the quantum effects on the IR and 2D IR spectra of aMorse oscillator
interacting with a collection of harmonic bath oscillators [29]. They showed that the
classical 2D IR spectra represent a good approximation of the quantum 2D IR spectra
when the system is largely modulated by the bath via a strong system-bath coupling
or when the bath modulation is fast even in a weak system-bath coupling regime.
Recently, this issue was investigated again by Reppert and Brumer, who showed
that the classical 2D IR spectra of a Morse oscillator mimicking amide I mode can
reproduce most of the qualitative features of the quantum 2D IR spectra very well
[30]. From these studies, it is clear that the validity of the classical approximation
when calculating linear and nonlinear IR spectra depends on system-bath coupling.

Although classical nonlinear spectral simulations have been shown to reproduce
spectra derived via quantum mechanical calculations reasonably well when system
vibrations are largely modulated by the bath, there remain intrinsic differences with
regards to the quantum mechanical description of vibrational transitions. In fact,
real vibrational spectra are described as transitions from one vibrational level to
another in quantum mechanics, whereas they are obtained from the fluctuation of
dipolemoments in classical mechanics. Furthermore, the anharmonic frequency shift
observed in 2D IR spectra is determined by information about the entire potential
energy function. In contrast, no discrete vibrational quantum states are considered in
any approaches based on classical mechanics. Trajectories in a classical mechanical
regime are determined by local information on coordinates and momenta. Conse-
quently, the anharmonic shift corresponding to the frequency difference between
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the positive and negative peaks in classical 2D IR spectra arises from the difference
between the curvatures of the trajectories perturbed by one and multiple electric
fields. Therefore, the anharmonic shifts found in the 2D IR spectra obtained with
classical approaches are small compared to those in the experimental or quantum
mechanically calculated 2D IR spectra [25].

The other important quantity determining each nonlinear vibrational response
function component is the transition dipole moment. In quantum mechanics, spec-
tral intensity is related to the transition dipole moments between vibrational lev-
els, whereas classical mechanically calculated spectra are determined by the dipole
moments induced by vibrational and conformational changes. Therefore, it is abso-
lutely crucial to model highly accurate potential function and transition (dipole,
polarizability, etc.) moments to correctly simulate nonlinear vibrational response
functions and corresponding spectra. Of course, fully quantum mechanical MD sim-
ulation methods exist, but the calculation of quantummechanical nonlinear response
functions that include all of the effects of the surrounding thermal bath remain chal-
lenging and impractical, despite the dramatic advances in computer technology and
algorithms. Therefore, other semiclassical approach es like semiclassical initial value
representation, centroid MD, and ring-polymer MD, which have been used to calcu-
late the linear spectroscopic properties of molecules in condensed phases, should be
employed in the calculation of various coherent 2D vibrational spectra in the near
future.

1.3.4 Numerical Integration of the Vibrational Schrödinger
Equation

Instead of considering the fluctuation in system-bath interaction-induced frequency
and the change in transition dipoles over time using MD simulations, the fluctuating
vibrational frequency and the transition dipole of the oscillator of interest in con-
densed phases can be described using theoretical models. The task remaining is then
to solve the time-dependent vibrational Schrödinger equation. This approach has
been referred to as the Numerical Integration of the Schrödinger Equation (NISE)
theory [31]. In this case, each oscillator is treated as a weakly anharmonic oscillator
with three vibrational levels that are coupled to bath degrees of freedom. The latter is
taken into account through their time-dependent modulation of the parameters of the
quantumoscillator, such as the harmonic frequency and transition dipole. For coupled
multi-oscillator systems interacting with external electric fields, the corresponding
time-dependent Hamiltonian can be written as

H(t) =
N∑
n

�ωn(t)a
†
nan +

N∑
n,m

Jnm(t)a†nam − 1

2

N∑
n


n(t)a
†
na

†
nanan
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+
N∑
n

E(t) · μn(t)
(
a†n + an

) +
N∑
n

E(t) · αn(t) · E(t)
(
a†n + an

)
(1.14)

Here, a†n and an are the creation and annihilation operators of the nth oscillator
considered quantum mechanically. The individual local modes are characterized
by their frequency ωn(t), transition dipole μn(t), transition polarizability αn(t), and
anharmonicity
n(t). Any pair of localmodes can bemixed by theirmutual couplings
Jnm(t). In this approach, the time dependence of these parameters strictly arises from
the coupling of each individual oscillator with bath degrees of freedom. The last two
terms in (1.14) account for the interaction of the oscillating dipoles and molecular
polarizabilities with the applied electric field(s) E(t), respectively, depending on the
specific experimental configuration.

Determining the fluctuating frequencies, transition moments, and coupling con-
stants in the above time-dependent Hamiltonian depends on the system under consid-
eration. Once there exist quantitatively reliablemodels for these parameters, approxi-
mate time-evolution operator approaches can be used to calculate the response func-
tions. The key step is to divide the propagation time into sufficiently short time
intervals so that the Hamiltonian during these intervals can be considered time-
independent. The solution for the time-dependent Schrödinger equation for each
short time interval can then be easily obtained. Successive applications of the finite-
difference time-evolution operator s for neighboring time-intervals enable the time-
dependent vibrational wavefunction of the coupled multi-oscillator systems to be
calculated.

The success of this NISE approach relies on the accuracy of the computed param-
eters needed to construct the time-dependent Schrödinger equation. The vibrational
frequency and transition moment of a given oscillator depends on the local environ-
ment and is determined by the intermolecular interaction potential and the vibra-
tional anharmonicity of the multidimensional intramolecular vibrational potential.
For instance, an early attempt to calculate the solute-solvent interaction-induced shift
of vibrational frequency was based on the assumption that the solute-solvent inter-
action is dictated by electrostatic interactions. The vibrational frequency shift of an
oscillator was assumed to be dependent on the solvent electric potential, electric field,
or sometimes the electric field gradient on specific sites of the solute molecule. These
vibrational frequency mappings have allowed the frequency trajectories of the cou-
pled oscillators to be obtained from equilibrium MD trajectories. However, recently
it has been shown that the vibrational solvatochromic frequency shift is determined
by not just electrostatic interactions but also dispersive interaction, short-range Pauli
repulsion, polarization, and even multipole-multipole interactions [32].

The anharmonicity of a given molecular vibration also depends on its interaction
with the solvent molecules. For multi-oscillator systems, the vibrational coupling
constant between any pair of local modes should be accurately calculated to describe
the delocalized nature of the vibrational modes. One of the most popular models is
the transition-dipole coupling model, which is based on the assumption that the two
oscillators interact with each other through electric dipole-dipole interactions. So
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far, this form of semiempirical mapping has been found to be exceptionally useful,
achieving a chemical accuracy within a few wavenumbers, something which cannot
be achieved using current classical or even ab initio MD simulation methods.

The quantum-classical methods discussed here have a number of crucial advan-
tages. One of the commonly used methods that incorporates second-order cumu-
lant approximation or another method that requires an assumption that the coupled
bath degrees of freedom are harmonic oscillators cannot account for intermolecu-
lar interaction-induced effects properly. On the other hand, the quantum-classical
methods take them correctly. Nevertheless, the quantum-classical methods still have
clear limitations. The time-dependent Hamiltonian for NISE does not allow for the
relaxations between the different excitation manifolds. Furthermore, while these
quantum-classical methods are able to account for the effect that the bath exerts
on the system, the feedback of the system to the bath when in an excited state is
unable to be considered. As a consequence, the method cannot reproduce the correct
thermalization in quantum systems, which results in artifacts at low temperatures.
Another inherent difficulty of NISE is that the quantum mechanical oscillators need
to be well defined and localized. If the nature of an oscillator changes over time (e.g.,
H-bond vibrations and delocalized intermolecular modes), it is not possible to treat
them quantum mechanically.

Asmentioned in this section, despite the prolonged efforts to develop approximate
theory and computational methods, clear limitations in the accurate calculation of
the coherent multidimensional spectra of molecules in condensed phases exist. The
next section will now switch focus to experimental techniques and their underlying
principles.

1.4 Experimental Methods

1.4.1 Femtosecond Laser Light Sources

Owing to the recent developments in high-power Ti:Sapphire lasers, stable fem-
tosecond pulses in the 750–900 nm wavelength range have been used in a variety of
ultrafast spectroscopic studies. Ti:Sapphire laser systems that produce pulses cen-
tered at 800 nm of ~50 fs in duration and a pulse energy of a fewmJ are commercially
available. The 800-nm pulses can then be used to generate femtosecond pulses in the
visible (400–700 nm), near IR (1.2–2.4 μm), mid-IR (2.5–7.0 μm), and even THz
(10–30 μm) frequency ranges by employing various nonlinear optical techniques
with appropriate nonlinear crystals, such as optical parametric amplification (OPA),
second and higher harmonic generation, sum frequency generation, and difference
frequency generation. Thus, the generated femtosecond pulses have been used to
carry out various forms of time-resolved spectroscopic research. More recently, 100-
kHz repetition rate lasers and optical frequency comb lasers with repetition frequen-
cies in the hundreds of MHz have been added to the list of radiation sources for
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coherent 2D spectroscopy experiments. In fact, two or more phase-stabilized optical
frequency comb lasers, with each producing a train of phase-stabilized pulses with
well-defined and constant repetition and carrier-envelop-offset frequencies, can be
used to construct double- and multiple-comb spectrometers. A review article writ-
ten by Kim et al. will be of interest for understanding state-of-the-art theories and
experiments regarding dual-comb-based nonlinear spectroscopy (see the chapter 16
written by Kim and Cho in this book too) [33]. They present an extensive discus-
sion of the advantages and limitations of this technique compared to conventional
time-resolved spectroscopic methods using a single mode-locked laser with beam
splitters and translational stages.

1.4.2 Interferometry

In spectroscopy and microscopy, various interferometric approaches to measuring
the phase and amplitude of an unknown field by having it interfere with a reference
field have been adopted. One of the most popular techniques used in nonlinear spec-
troscopy is Mach-Zehnder (MZ) interferometry (Fig. 1.1a). A single pulse from a
coherent radiation source (e.g., a laser) is split into two daughter pulses that propagate
along two different paths. The two beams are then combined by a beam combiner
placed before a photon detector. Now, suppose one of the two path lengths is changed
intentionally. As long as the two beams remain coherent with each other, the recorded
intensity at the detector will exhibit an interference fringe with respect to the differ-
ence in the path lengths. Let us denote the waves in the upper and lower paths as
ψu and ψl , respectively, and the incident wave as ψ0. For the sake of simplicity, it
is assumed that the incident beam is split into two by a 50:50 beam splitter that is
fabricated from a lossless material. The wave arriving at the detector is given by

ψ = ψu + ψl = (1/
√
2)ψ0(e

iφu + eiφl ), (1.15)

Fig. 1.1 Mach-Zehnder
interferometry for
spectroscopy. a The
incoming wave is divided in
two by a beam splitter. The
two waves pass through the
upper and lower paths and
then interfere to produce a
fringe of varying path length
differences. b The wave on
the lower path is modified by
the complex susceptibility of
the optical sample, which
changes the interference
pattern

D

D
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where φu (φl) is the phase acquired by the upper (lower) beam. The detected intensity
of the total wave is

|ψ |2 = |ψ0|2{1 + cos(φu − φl)}. (1.16)

The phase difference φu − φl is primarily determined by the difference in path
length and it determines the fringe spacing. The sinusoidal term in (1.16) represents
the coherence or distinguishability of the two waves. From the complementarity
relation D2 + V 2 = 1 for a single particle, distinguishability (D) is related to the
visibility (V ) of the fringe, where the former is a particle characteristic and the latter
a wave characteristic. Thus, any finite visibility in the interference pattern indicates
that the particle path is not completely distinguishable, i.e., |D| < 1. Now, suppose
that there exist media on one or both of the two paths that can induce random phase
fluctuations, ϕm(t), in the two waves, i.e., ψm = (1/

√
2)ψ0eiφm+iϕm (t) for m = l

and u. The interference term will then vanish when it is averaged over the broad
and randomly fluctuating phases. This is known as the dephasing process, which is
measurable with MZ interferometry.

Now, let us consider the case where a real optical sample that resonantly interacts
with the incident beam is placed on the lower beam path (Fig. 1.1b). Due to the
absorptive and dispersive properties of the sample, the wave passing through the
lower path is modified and can be written as ψl = (1/

√
2)ψ0e−κl+iηl+iφl , where

κl is the attenuation factor (α extinction coefficient) due to the resonant absorption
of the radiation by chromophores in the sample and ηl is the phase shift due to the
dispersion (α refractive index) of the sample. These two factors, κl and ηl , are related
to the imaginary and real parts of the linear susceptibility of the sample, respectively.
The measured signal in this case is

|ψs |2 = (1/2)|ψ0|2{1 + e−2κl + 2e−κl cos(φu − φl − ηl)}. (1.17)

In principle, by comparing this interference pattern with that produced without
an optical sample (or, more specifically, chromophores in the solution), quantita-
tive information about the real and imaginary parts of the linear susceptibility of
chromophores can be extracted.

Heterodyne-detected coherent 2D spectroscopic measurement [19, 34] is also
based on MZ interferometry (Fig. 1.2). Instead of placing a sample cell containing
molecules of interest on the lower beam path, the optical setup shown in the lower
box in Fig. 1.2 is employed there. The pulse incident into the 4WM setup is split
into three pulses, the relative delay times of which are controlled by two mechanical
delay devices. The three pulses interact with the optical sample of interest, which then
generates a third-order signal field propagating along the phase-matching direction.
This signal field interferes with the reference beam traveling along the upper path,
which closes theMZ interferometry circuit. In this formof coherent 2D spectroscopy,
the output wave from the lower path can be generalized as

ψl = (1/
√
2)ψ0e

−κl (t,T,τ )+iηl (t,T,τ )+iφl , (1.18)
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Fig. 1.2 Modified MZ
interferometry. The
experimental setup for 4WM
scattering is placed on the
lower beam path. The
generated third-order signal
electric field, which results
from the desired
phase-matching condition, is
combined with the local
oscillator (i.e., reference)
field passing through the
upper path. The interference
pattern is recorded using a
monochromator and array
detector pair or a single
detector depending on the
experimental configuration

D

ψu

ψl

ψ0

4WM

where κl(t, T, τ ) and ηl(t, T, τ ) represent the attenuation (extinction) factor and
the phase shift factor, respectively. Note that they depend on the two pulse-to-pulse
delay times τ and T and are related to the imaginary and real parts of the third-order
response susceptibility. The wave passing along the lower path interferes with the
wave from the upper path, and the interference term is selectively measured by the
detector (D).Depending on the specific experimental configuration, the spectral inter-
ferogram in the frequency domain or the temporal interferogram in the time domain
can be measured. In conventional 2D spectroscopy with laser pulses (Fig. 1.2), the
time delay between the local oscillator field and the signal field is usually fixed. Using
a monochromator and array detector, the spectral interferogram is measured experi-
mentally, which provides information on the phase and amplitude of the third-order
2D spectroscopic signal field.

Recently, dual frequency comb spectroscopy has been shown to be useful in
measuring the nonlinear electronic response functions of atomic (Rb) vapor or chro-
mophores in condensed phases [35, 36]. Because the down conversion factor, which
is determined by the ratio of the mean repetition frequency and the difference in
repetition frequency between the two comb lasers is in the order of 106–108, it is
possible to use a single detector to monitor ultrafast molecular response and relax-
ation processes with microsecond timescale detectors [37, 38]. Thus, for multiple
frequency comb spectroscopy, the time-domain interferogram is recorded with a
single detector and its Fourier transformation provides direct information about the
spectrum of the sample with respect to the probe frequency. Although the underlying
interferometry in dual and evenmultiple frequency comb spectroscopic techniques is
more similar to Michelson interferometry than to MZ interferometry, the underlying
principles are the same in the sense that the linear or nonlinear optical signal field
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is characterized by analyzing the interference patterns produced by the interference
between the signal field and the local oscillator (i.e., reference) field.

1.4.3 2D Electronic and Vibrational Spectroscopy

Two-dimensional electronic and vibrational spectroscopy that utilizes multiple laser
pulses whose frequencies cover a broad range from THz, UV, to X-ray can be con-
sidered a time-domain 4WM process. The first three femtosecond pulses propagate
along a non-collinear beam geometry. The pulse-to-pulse time intervals are con-
trolled by changing the relative optical path lengths with motorized translational
stages or dispersive materials such as a pair of wedged glasses. In coherent 2D
spectroscopy, the molecular system evolves on different density matrix elements.
The coherence evolution time τ is almost identical to the delay time between the
first and second pulses when they are assumed to be ultrashort compared to the
molecular relaxation processes. The waiting time T is the time interval between the
second and third pulses, and the detection time t is the time between the third pulse
and the emitted signal. Initially, the chromophores in condensed phases are in the
thermal equilibrium state. The first E1 field-matter interaction creates a coherence
state between the ground and excited states, i.e., the superposition of the ground and
excited states. The second interaction with the E2 pulse puts the molecular system
back to a population in either an excited or ground state. When there are multiple
vibrational states or electronically delocalized exciton states that can be excited by
spectrally broadband pulses, the state vector during T will demonstrate an oscillating
pattern, i.e., quantum beats. The third pulseE3 shifts the molecular system to another
coherence and it evolves for t. If the initial excitation frequency is different from the
emission frequency due to changes in the local environment or the chemical struc-
ture of the chromophores during the waiting time, quantitative information about
these processes can be extracted by analyzing the changes in both the diagonal and
cross-peak shapes and intensities.

Various nonlinear response function components can usually be conveniently clas-
sified into non-rephasing R(3)

NR(τ, T, t) and rephasing R(3)
R (τ, T, t) transition path-

ways. In experiments, the non-rephasing and rephasing signals can be selectively
measured by changing the time sequence of the first three pulses.

The emitted signal electric field is thus a function of the two delay times τ and
T, i.e., Es(t, T, τ ). To measure the phase and amplitude of this signal electric field, a
successful strategy is to have it interfere with an additional reference field, i.e., local
oscillator field ELO(kLO), and to measure and analyze the spectral interferogram
(Fig. 1.3). This detection technique is known as heterodyned detection because the
spectral distribution of the local oscillator can differ from that of the third-order
signal electric field. Because the spectral components of the total electric field are
measured using an array detector combined with a monochromator, the measured
spectrum is given by



22 M. Cho

M D

sample

LO

signal

ELO Esignal

ΔT

Fig. 1.3 Coherent 2D spectroscopy based on the measurement of a spectral interferogram. Delay
stages in the first black box are used to control the relative time intervals between pulses. M =
monochromator. D = detector

S(ωt , T, τ ) = |Es(ωt , T, τ ) + ELO(ωt )|2
= |ELO(ωt )|2 + |Es(ωt , T, τ )|2 + 2Re[E∗

s (ωt , T, τ ) · ELO(ωt )]
(1.19)

where ωt is the Fourier frequency conjugated with detection time t. In (1.19),
|ELO(ωt)|2 contributes to the measured spectral interferogram as a constant indepen-
dent from the two delay times τ and T so that it can be removed from the measured
intensity. The signal field intensity, which is often referred to as the homodyne sig-
nal, |Es(ωt , T, τ )|2, is negligibly small compared to the last interference term because
of the inequality |ELO(ωt)|�|Es(ωt , T, τ )|. Thus, the measured heterodyne-detected
signal that is needed to obtain the 2D spectrum is

Shet (ωt , T, τ ) ∝ 2Re[E∗
s (ωt , T, τ ) · ELO(ωt )]. (1.20)

To retrieve the complex signal electric field, i.e., both the real and imaginary
parts of the signal field, from the spectral interferogram, it should first be Fourier
transformed to the time domain data. The positive time component of the time-
domain signal is only taken into consideration for the subsequent inverse Fourier
transformation back to the frequency (ωt) domain. Thus, the obtained spectrum is
a function of τ , T, and ωt , which is denoted as S̄het(ωt , T, τ ). Finally, the Fourier
transformation of S̄het(ωt , T, τ ) with respect to τ produces the 2D spectrum S2D(ωt ,
T, ωτ ). The absorptive component of the signal is measured when the signal is in
phase with that of the LO field, whereas the dispersive component is obtained when
the signal is 90° out of phase with respect to the LO. In practice, the dispersive
and absorptive components of the heterodyned signal can be obtained using phase
cycling methods such as the dual phase scan method.

To obtain purely absorptive 2D spectra, the non-rephasing and rephasing signals
are measured independently using two different pulse time sequences at a fixed
waiting time T. These signals are Fourier transformed with respect to t and τ and are
added together to obtain the absorptive 2D spectrum:

Sabs(ωt , T, ωτ ) = SNR(ωt , T, ωτ ) + SR(ωt , T, ωτ ). (1.21)

In experiments, the time resolution is determined by the duration of the incident
pulses, whereas the spectral resolution is determined by (1) the characteristics of the
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monochromator (e.g., the grating and focal length), (2) the pixel size of the CCD or
IR array detector, and (3) the scanning range of the delay time τ between the first
and second pulses.

The measured 2D spectra are then displayed with respect to the excitation (pump)
frequency ωτ and the emission (probe) frequency ωt for varying waiting times T.
The horizontal axis labeled as ωτ provides information on the molecular transition
frequencies of an ensemble of chromophores, whereas the peak positions along the
vertical probe frequency (ωt) axis provide information on the quantum states involved
in the created superposition state of the systemafter thewaiting timeT. Thus, coherent
2D spectroscopy is composed of photon-labeling (i.e., writing), waiting, and photon-
detecting (i.e., reading) steps. A molecule labeled (i.e., excited) by the first two field-
matter interactions spontaneously undergoes a variety of relaxations, transitions,
or reactions, which essentially result in the change in the transition frequency of
the labeled molecule. The 2D optical spectrum can therefore be considered a 2D
frequency correlation map between the initial and final frequencies or states, which
provides quantitative information on the dynamics of molecules.

The overall experimental layout shown in Fig. 1.3 is also similar to the Mach-
Zehnder interferometer. Usually, the local oscillator field does not need to pass
through the optical sample. In practice, the amplitude ratio of |Es|/|ELO| is delib-
erately varied to optimize the signal-to-noise ratio. One of the most difficult issues
in measuring the 2D spectrum is to keep the relative phases of the pulses stable
and constant throughout the experimental time. The relative phase of the signal field
with respect to that of the LO (reference) field is determined by the relative phases
of incident pulses:

φ = φLO − φs = φLO − (φE1 − φE2 + φE3) = (φLO − φE3) − (φE1 − φE2). (1.22)

Here, the phase differences φE1 − φE2 and φLO − φE3 fluctuate in time because
the time delays between E1 and E2 and between E3 and ELO, respectively, fluctuate.
Usually, it is quite challenging to precisely control the relative phase between the
signal and LO fields. The heterodyne-detected signal inevitably consists of both
absorptive and dispersive contributions. Thus, to extract the purely absorptive spectra
from the measured spectral interferograms, the relative time delay errors between
the incident pulses and the chirps on the incident pulses need to be numerically
corrected afterward. This numerical procedure is often referred to as phasing. The
most successful and widely used method is based on the pump-probe projection
theorem. This theorem holds that the integrated spectrum of S2D(ωt , T, ωτ ) over
frequency ωτ should, in principle, be identical to the pump-probe spectrum with
respect to the probe frequency ωt . Therefore, the phase factor by which the complex
2D spectrum is multiplied should be adjusted to ensure the 2D spectrum projected
onto the ωt-axis better matches the pump-probe spectrum, thus completing phasing
correction.
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1.4.4 Phasing

As emphasized above, the important step for successful heterodyne-detected 2D
spectroscopy is to measure the amplitude and phase of the signal field Es with respect
to the local oscillator field ELO. The period of electromagnetic waves in the UV-
visible range is just a few femtoseconds per cycle, so it is difficult to accurately
and repeatedly measure the absorptive component of the third-order signals with
fixed relative phases. Suppose that the phases of incident pulses vary in time due to
fluctuations in the incident beam paths. The relative phase φ(t) can be written as
the sum of the time-averaged constant phase angle φ0 and the fluctuating component
δφ f (t) as φ(t) = φ0 − δφ f (t). If the relative phase between the signal and LO fields
varies randomly over the timescale of the experimental data collection, the measured
signal that represents the average of the fluctuating phases would be distorted or even
vanish depending on the amplitude of the phase fluctuation.

To stabilize the relative phase, an active phase-locking scheme has been devel-
oped using an additional interferometer to monitor the phase errors. A feedback
loop is then implemented to control the position of each individual optic compo-
nent on the incident beam path. Another approach is to use diffractive optics for
passive phase-locking. A diffractive optical element acts like a beam splitter. If two
beams propagating along different directions are focused onto the diffractive optical
element, each beam is split into two (±) first-order beams. The waiting time T is
controlled before the diffractive optics, but the other delay times are scanned with
a pair of sliding glass wedges. Thus, the four generated beams are reflected by the
same optical element, e.g., mirrors, and are focused onto the sample. Therefore, the
phase noise of the incident beams cancels out. This passive phase-locking technique
based on diffractive optics can be easily implemented within a coherent 2D spec-
trometer without requiring additional interferometer or feedback electronics. A 2D
optical spectrometer based on diffractive optics is compact and has been found to be
more effective for 2D electronic spectroscopy in the visible frequency domain.

1.4.5 Frequency-Scanning 2D Pump-Probe Spectroscopy

Unlike coherent 2D spectroscopy that utilizes three pulses with different propaga-
tion directions, coherent 2D spectroscopy based on a pump-probe geometry has a
relatively simple experimental configuration. Typical pump-probe spectroscopy is
performed with two pulses propagating non-collinearly. The pump beam Epu(kpu)
with frequency ωτ excites only those chromophores that are resonant with the ωτ

field. After a finite delay time of T, the probe beam Epr(kpr) is used to monitor the
relaxation processes of those excited molecules. In this case, the pump-pump-probe
electric field-matter interactions create the corresponding third-order polarization
P(3)(t), which in turn generates the pump-probe signal electric field E(3)(t), whose
wave vector is ks = −kpu + kpu + kpr. This pump-probe signal field propagates
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along the same direction as the probe beam, and the spectrum of the interference
between the signal and probe fields is measured with a monochromator and an array
detector. Because no additional local oscillator (reference) field is used to detect the
amplitude and phase of the pump-probe signal field, there is no need to precisely
control the relative phase. This is why it is known as self-heterodyne detection spec-
troscopy. Note that the pump-probe signal field is naturally in phase with the probe
beam, which allows the absorptive component of the 2D spectrum to be measured.

This pump-probe scheme has been used to obtain 2D spectra by scanning the
pump frequency. The excitation frequency ωτ of the pump can be selected using,
for example, a Fabry-Pérot interferometer. To obtain the 2D spectrum SPP(ωt , T,
ωτ ), the excitation frequency ωτ needs to be scanned over the molecular transition
band. The frequency resolution is therefore determined by the spectral bandwidth of
the frequency-selected pump beam. The temporal resolution of frequency-scanning
2D pump-probe spectroscopy is determined by the convolution of the frequency-
selected pump beam and the probe beam at the sample position. The narrow spectral
bandwidth of the pump beam unfortunately generates a 2D spectrum with poor time
resolution. In other words, there is a trade off between the temporal resolution and
the spectral resolution. Therefore, this frequency-scanning 2D pump-probe mea-
surement method has been used to study molecular systems with relatively slow
relaxation processes and chemical or biological reactions.

1.4.6 Time-Scanning 2D Pump-Probe Spectroscopy

Unlike frequency-scanning 2D pump-probe spectroscopy, time-scanning 2D pump-
probe spectroscopy utilizes three broadband femtosecond pulses in the pump-probe
geometry. In contrast to the three-pulse scattering geometry (Fig. 1.3), the first
two incident pulses (Epu1 and Epu2), which are separated by τ in time, propagate
collinearly along the direction set by the same wave vector kpu. The pump 1/pump
2/probe interactions with the chromophores generate the pump-probe signal field
along the probe direction due to the phase-matching condition of ks = −kpu + kpu

+ kpr = kpr. The generated signal electric field E(3)(t) interferes with the probe
field itself and the spectrum of this interference term is measured using a monochro-
mator and an array detector (Fig. 1.4). In contrast to pump frequency-scanning 2D
pump-probe spectroscopy, temporal interferograms are collected with respect to τ

at detection frequencies (ωt). Therefore, additional Fourier transformation of the τ -
dependent data provides additional frequency information for the nonlinear response
function along the ωτ axis. One of the advantages of this form of spectroscopy
is that the absorptive 2D spectra can be obtained without sacrificing the temporal
resolution. However, the desired 2D signal is measured together with the stronger
pump-probe signals originating from the pump 2/pump 2/probe interactions with
the chromophores, thus the noise inherently present in the two-beam pump-probe
signals contributes to the pump 1/pump 2/probe 2D signal. These strong two-beam
pump-probe signals act like an additional time-dependent local oscillator field, which
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Fig. 1.4 Schematic representation of time-scanning 2D pump-probe spectroscopy. The time delay
between pump 1 and pump 2 is controlled with a translational stage (or sometimes two sliding
wedged glasses). The probe field is delayed from pump 2 by waiting time T. The generated third-
order pump-probe signal field interferes with the probe beam itself. The spectrum of the interference
signal is measured by a monochromator (M) and an array detector (D)

causes the spectral distortion of the 2D signal. Furthermore, this time-scanning 2D
pump-probe method still requires phasing correction to obtain the 2D spectrum, even
though the number of phasing parameters is reduced. The timing error between Epu1

and Epu2 and the unbalanced chirp also give rise to the spectral distortion of the
measured 2D spectrum. In real experiments, the two beams E1 and E2 are usually
combined by a 50:50 beam combiner, which means that a loss of almost 50% in
the intensity of each beam is unavoidable. To overcome some of these problems,
pulse-shaping technology has thus been employed.

1.4.7 2D Spectroscopy with a Pulse Shaper

With the development of pulse-shaping technology, it has become possible to carry
out coherent 2D pump-probe spectroscopy experiments with commercially available
pulse shapers. In principle, this approach is similar to time-scanning 2D pump-probe
spectroscopy because a pair of collinearly propagating pump pulses are used to excite
molecules and a time-delayed probe pulse is used to monitor the relaxation processes
of the excited molecules in condensed phases. Here, it is the pulse shaper that gen-
erates the pair of femtosecond pump pulses that are temporally separated in time by
τ (Fig. 1.5). The underlying principle of a pulse shaper is well-known. Suppose that
an incident pulse electric field Ein(t) has the spectral distribution Ein(ω). To obtain
time-separated twin pulses, the pulse shapermodulates the spectral distribution of the
incident beam,which is achievedwith the use of amask in the frequency domain, pro-
ducing the shaped spectral pulse electric field Eout(ω) as Eout(ω) = M(ω)Ein(ω).
Here, the spectrum of the acousto-optic modulator (AOM) is in general given by
M(ω) = A(ω) exp[iϕ(ω)], where the spectral amplitude of the mask is denoted
as A(ω) and its spectral phase is ϕ(ω). The time profile of the generated electric
field Eout(t) is given by the inverse Fourier transformation of the output field spec-
trum Eout(ω). In principle, the phase and chirp of the shaped pulse or pulses can
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Fig. 1.5 2D pump-probe spectroscopy with a pulse shaper. A pair of twin pump pulses that are
separated by τ in time are generated by a pulse shaper on the lower path. The time (T) delayed
probe is used to generate the third-order pump-probe signal field and to produce the interference
signal detected by the monochromator and the array detector

be controlled by changing the mask spectrum. To generate a pair of femtosecond
pulses with a time delay of τ using the acousto-optic modulator, the static acoustic
wave needs to be electronically generated so that the mask spectrum is given by
M(ω) = cos(ωτ/2) exp[iωτ/2]. The time delay between the two pulses is inversely
proportional to the fringe spacing (wavelength) of the acoustic wave created by the
AOM. The maximum time delay is therefore limited by the resolution of the AOM.
In addition to the time delay between the two pulses, the relative phase and chirp
of the generated pulses can also be controlled using the pulse shaper. Essentially,
the throughput of the pulse shaper is determined by the efficiency of the grating as
well as the AOM. Often, a significant loss in the intensity of the input beam when it
passes through the pulse shaper cannot be avoided.

In this form of 2D pump-probe spectroscopy, the pulse shaper can modulate the
relative phase between the pump 1 and pump 2 pulses, i.e., 
φ = φE1 − φE2 = 0
and 
φ = π , and the absorptive 2D spectrum can be directly obtained by the phase-
cycling method. A pulse shaper with a laser system operating at a repetition rate of
1 kHz can produce 500 data points per second. Therefore, a complete 2D spectrum at
fixed waiting time T can be collected within a few seconds. However, a drawback of
this method is that it cannot control the polarization states of the three beams, which
limits its use in exploring all fourth-rank tensor properties of the nonlinear response
function of molecules in condensed phases.

Over the past decade, a variety of coherent 2D spectroscopic techniques have been
developed anddemonstrated.Using a two-dimensional arraydetector (CCD)working
in the visible frequency domain, it has been shown that single-shot 2D electronic and
IR spectroscopic measurements are feasible [39, 40]. Using combined spherical and
cylindrical lenses, the different spectral components of a broadband pulse can be
encoded onto different positions of the sample in space and different pixels on a
2D array detector are used to record the different spectral components of coherent
2D signals. Another possibility is using a wedge-shaped material to induce a pump-
to-pulse time delay gradient along the wedge axis. This approach is advantageous
because neither a mechanical translational stage nor a pair of sliding wedged glasses
is needed to control the time delay between the pulses. Nevertheless, the principles
behind these techniques do not differ from those discussed above.
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1.5 Perspectives and Concluding Remarks

1.5.1 Coherent Multidimensional Spectroscopy with Mixed
IR and Visible Beams

Nonlinear IR (e.g., near-IR, mid-IR, far-IR, and THz) spectroscopy provides criti-
cal information on molecular structure and dynamics because vibrational properties
are highly sensitive to chemical structure and intermolecular interactions. Although
the theory and experimental feasibility of mixed IR-vis 4WM spectroscopy was
proposed in 1998 and demonstrated in 1999, only recently have fully time-resolved
mixed IR-vis 4WM experiments been performed. They are an IR-optical analogue of
heteronuclear 2D NMR because there are two different kinds of oscillating charged
particles that are resonant with external fields: electrons and nuclei. Because mixed
IR-vis 2D spectroscopy can be used in the analysis of vibration-electronic cou-
pling, it is especially useful for investigating electronic transition-induced changes
in molecular structures and the long-lived electronic states or vibrational coherences
of photo-excited molecules during chemical reactions.

Another important development in CMS is fluorescence-detected coherent 2D
electronic or vibrational spectroscopy [41]. Instead of measuring third-order signal
electric fields using spectral interferometric detection, the population of excited state
molecules can bemeasured by detecting the fluorescence intensity after themolecular
system interacts with a sequence of optical or IR pulses whose relative phases are
accurately controlled. This form of fluorescence-detected 2D spectroscopy can be
extended to coherent 2D microspectroscopy by combining it with a microscope
system.

1.5.2 Coherent Multidimensional Spectroscopy with More
Than One Phase-Stabilized Mode-Locked Laser

Most CMS techniques developed and used over the past two decades use a single
mode-locked laser. Although it produces a train of femtosecond pulses, each CMS
signal field is generated by considering one pulse at a time. More specifically, a
single laser pulse is split into two or more pulses and their relative delay times are
controlled with mechanical delay devices (Fig. 1.6a). The generated daughter pulses
thus originate from the same mother pulse, meaning they should remain coherent.
However, in practice, this is not always the case because the beam paths fluctuate
due to the environmental vibrations of optical mounts and chaotic air flow, which
results in the decoherence of pulsed electric fields. However, as long as this noise
is actively or passively controlled, each individual signal measurement is performed
with one pulse from the laser at a time. The 2D spectrum is thus the average of the
signals obtained from many thousands of laser pulses.
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Fig. 1.6 a Conventional interferometric measurement of a sample’s linear or nonlinear optical
response signal field. Here, only one mode-locked laser producing a train of femtosecond pulses
is used. b Schematic representation of dual optical frequency comb (OFC) spectroscopy. The two
frequency comb lasers are phased-locked with each other using one standard atomic clock radio
frequency. Any pair of pulses from the two OFC lasers will thus have a fixed phase relationship,
which means that the pulsed fields are coherent. The upper wave fromOFC1 is used as the reference
field, which is then allowed to interfere with the sample’s generated linear or nonlinear optical
response signal field. By deliberatelymaking the two repetition frequencies differ slightly from each
other, automatic time scanning can be achieved, and the down-converted temporal interferogram
can be measured with a single detector

Very recently, an interesting development in CMS has been reported, in which
more than one mode-locked laser is used, where the phase-stabilized ultrafast laser
is referred to as an optical frequency comb, which generates a train of pulses with
highly stable repetition and carrier-envelop-offset frequencies. To understand how
this differs from more conventional Ti:Sapphire lasers, it should be noted that the
optical phase of a pulse from an ordinary 1 kHz Ti:Sapphire laser has no correlation
with that of another pulse separated by 1 ms. On the other hand, there is a fixed
phase relationship between any pair of pulses within the train of pulses from a
highly stabilized frequency comb laser. This long-term coherence among the pulses
is a key feature of the frequency comb. If two frequency comb lasers are stabilized
simultaneously with respect to one standard frequency, e.g., a GPS-disciplined Rb
atomic clock, the two trains of pulses from the two comb lasers will have a precisely
defined phase relationship. Therefore, these two radiation sources together can be
used to carry out coherent nonlinear spectroscopicmeasurements (Fig. 1.6b). This can
be viewed asYoung’s double slit interference, where the coherent waves from the two
slits that will combine to produce an interference fringe pattern are replaced with two
phase-stabilized comb lasers. Due to the fixed phase relationship between any pair
of pulses from the two frequency comb lasers, the two waves are coherent with each
other. One of the two trains of pulses can be used as the reference (i.e., local oscillator)
field, whereas the other linearly or nonlinearly interacts with molecular systems. The
signal field from the latter then interferes with the reference field to produce a time-
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domain interferogram. Its Fourier transformation provides information about the
spectrum ofmolecular quantum eigenstates. Therefore, CMS signals can be obtained
with a single detector [42]. It is anticipated that a variety of CMS techniques will be
developed by combining optical frequency comb and IR frequency comb lasers in
the future.

1.5.3 Nonlinear Microspectroscopy

A natural extension of nonlinear optical spectroscopy is to combine it with a
microscope to develop novel microspectroscopy techniques. One of the most suc-
cessful label-free imaging techniques is coherent Raman scattering microscopy.
Since the first experimental demonstration of coherent anti-Stokes Raman scattering
microscopy, a number of papers have reported a variety of coherent nonlinear optical
or vibrational microspectroscopy techniques. For 2D electronic microspectroscopy,
the detection of the fluorescence emitted by chromophores that are excited by mul-
tiple femtosecond laser pulses can be used, where the coherent 2D spectroscopic
signal is selectively measured using phase-cycling techniques.

To achieve coherent 2D IR microspectroscopy, reflective objective lenses or
upconversion techniques can be used to measure the 2D IR response with detec-
tors in the visible frequency range.

1.5.4 Computational Spectroscopy

Anumber of computational methods for calculating 2D vibrational spectra have been
developed and demonstrated to be of exceptional use in simulating and interpreting
experimental results. In addition to pairwise couplings, diagonal and off-diagonal
potential anharmonicities, and mode-mode frequency correlation, more information
about multiple oscillator systems can be obtained from higher-order CMS meth-
ods generating multidimensional spectra. For example, 3D infrared spectroscopy
has been explored experimentally and simulated based on classical or semiclassical
methods. Nevertheless, it is still difficult to fully interpret these 2D spectra because
of the increased number of couplings and the higher dimensionality of the relevant
potential energy surface.

In the numerical integration of the Schrödinger equation method, an essential step
is the modeling and parameterization of the multi-chromophore Hamiltonian from
the electronic structure calculations of their static structures. In contrast, the classi-
cal mechanical approach relies on an accurate description of molecular vibrational
properties in the context of classical dynamics. This often requires the use of sophis-
ticated molecular mechanics potential models or quantum mechanical potential. In
this regard, recently proposed ab initio theories of vibrational solvatochromism and
direct QM/MM or full ab initio MD simulations of vibrational spectra can be fruit-
fully adapted for either approach to improve their efficiency and accuracy.
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Two-dimensional vibrational spectra can be calculated using the exact hierarchical
equation of motion (HEOM) approach. It should be noted, however, that this HEOM
approach is based on the assumption that the spectral density description of the
bath is valid and accurate. This means that the bath is modeled as a collection of
independent harmonic oscillators, i.e., the Caldeira-Leggett quantum dissipative bath
model, and the spectral distribution of solute-solvent coupling constants is well-
known. Under this assumption, the quantum correlation between the system and the
bath can be accounted for. However, this method scales rather unfavorably, limiting
its application to relatively small systems even though a number of approximations
have been developed to improve its efficiency. Another limitation is that the method
requires the parameterization of the spectral density.

1.5.5 Summary

In this chapter, I have presented a brief introduction to the fundamental theory, com-
putational methods, and experimental techniques that have been used to describe or
measure a variety of coherent multidimensional spectroscopic signals. Theoretically,
the formalism of the nonlinear response function has been developed to describe var-
ious CMS methods. For nonlinear vibrational spectroscopy, one of the widely used
theoretical approaches is based on the approximation that the associated quantum
mechanical nonlinear vibrational response function can be evaluated using the MD
simulation trajectories of either equilibrium or non-equilibrium systems. Another
popular method of choice is to solve the time-dependent vibrational Schrödinger
equation of coupled oscillators where their frequencies, coupling constants, and
anharmonicities, which fluctuate in time due to the system-bath interactions, can be
obtained with independent computational methods and theoretical models. Experi-
mentally, over the past decade, a variety of 2D vibrational and/or electronic spectro-
scopic techniques that utilize femtosecond IR, THz, and/or UV-visible pulses have
been developed and used to study molecular structure and dynamics, protein confor-
mation and folding-unfolding processes, large-scale delocalizedmodes in condensed
phases, and ultrafast reaction dynamics during chemical and biological reactions.
We have recently witnessed novel forms of coherent multidimensional spectroscopy,
such as multiple frequency comb spectroscopy and nonlinear optical and vibrational
microspectroscopy. There is no doubt that the theory and experimentation in coher-
ent multidimensional spectroscopy and microspectroscopy will pave the way for the
development of novel time and space resolved spectroscopy and microscopy tools
that are useful for understanding the underlying principles, mechanisms, and func-
tions of novel materials and synthetic and biological molecules in condensed phases.
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Chapter 2
Two-Dimensional Electronic Vibrational
Spectroscopy

Graham R. Fleming, Nicholas H. C. Lewis, E. A. Arsenault, Eric C. Wu
and Sabine Oldemeyer

Abstract Two-dimensional infrared and electronic spectroscopies have reached
considerable levels of maturity as articles elsewhere in this volume demonstrate.
Two-dimensional electronic-vibrational (2DEV) spectroscopy.

2.1 Introduction

Two-dimensional infrared and electronic spectroscopies have reached considerable
levels of maturity as articles elsewhere in this volume demonstrate. Two-dimensional
electronic-vibrational (2DEV) spectroscopy brings together some of the advantages
of both the degenerate spectroscopies, but also contains new information not read-
ily obtainable from other time-resolved spectroscopies. 2DEV spectroscopy can be
viewed as a kind of extreme cross peak spectroscopy (see Fig. 2.1) where the very
large frequency difference between the visible and infrared pulses precludes the con-
venient use of phase matching techniques to isolate the signal of interest. This brings
in the need to utilize phase cycling detection methods so that the experiment can be
performed in the pump-probe geometry.

2.2 The Information Content of 2DEV Spectroscopy

2DEV spectroscopy contains a wide variety of different types of information, some
ofwhich appear to be unique to themethod. The fundamental aspect of 2DEV spectra
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Fig. 2.1 Left: two-dimensional spectroscopies and their relative positions in frequency space. Both
2DIR and 2DES lie on the diagonal while 2DEV corresponds to an extreme cross peak. Right Upper:
example experimental spectra for 2DES [1] with some of the typical information gained to the right.
Right Lower: experimental 2DES spectrum for the dye DCM in methanol [2] along with typical
information context

as a function ofwaiting time is that they correlate the electronic and nuclear dynamics
so that, for example the degree of concertedness in a proton coupled electron transfer
can be directly assessed from the changes and the spectral features along the two
axes. The much higher spectral resolution of vibrational versus electronic spectra
enable, for example, clear resolution of the 5- or 6-coordinate chlorophyll species in
solution [3], or readily distinguishing chlorophyll b from chlorophyll a in the con-
gested spectrum of a light harvesting complex containing both [4]. In both these cases
the 2D electronic spectrum lacks the spectral resolution to distinguish these species.
Perhaps nearly unique to chlorophyll bound in photosynthetic proteins, the fact that
vibrational frequencies are little affected by whether the chlorophyll is electroni-
cally excited or not [5–7], but somewhat sensitive the specific binding site, enables
a mapping of evolution in energy to evolution in space [4]. 2DEV spectroscopy
in conjunction with high-level electronic structure calculation enables dynamics on
complex potential energy services to be followed [8]. Here the vibrational intensity
profiles as a function of waiting time as well as the 2DEV lineshapes provide impor-
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tant new information [8]. The evolution of the 2DEV lineshape as characterized by
the center line slope (CLS) appears to provide novel information [8–10]. The CLS
decay provides vibrational dephasing rates and information on the relative strengths
vibrational coupling to phonons in ground and excited electronic states. Because
the CLS can be positive, negative, or zero depending on the sign of the correlation
between the distribution of the electronic frequencies and that of the vibrational fre-
quencies, it is sensitive to rapid changes in the electronic structure such as a reverse in
direction of themolecular dipolemoment above and just below a conical intersection.

Figure 2.2 shows a simple example of the center line slope and its decay in this
case for a dye molecule (DDTCI in CDCl3) undergoing solvation dynamics [9, 10].
In this case the CLS begins with a positive slope in both spectral dimensions which
decays with the same 2 ps timescale to zero. In this case the CLS was determined
by simply plotting the line of maximum points versus either frequency axis, though
we have found that when the line is asymmetric the precision with which the CLS
can be determined is higher when the slope is determined with respect to the visible
axis because of the higher number of points in that dimension [8]. Although the CLS
behavior shown in Fig. 2.2 is quite straightforward we have found much richer CLS
behavior in 2DEV spectra taken for the major light-harvesting complex, LHCII [4,
11]. At first sight it might be expected that systems with ultrafast dynamics such as
electronic energy transfer (EET), any correlation between vibrational and electronic
frequencies would be very rapidly lost, this assumption is not correct for LHCII at

Fig. 2.2 Upper: Evolution of a single ground state bleach peak in the 2DEV spectrum of DTTCI in
CDCl3 [9]. The decay center line slope (CLS) of the peak obtained versus the electronic frequency
axis b or the infrared frequency axis. c Both plots give the same decay time ~1.6 ps
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77 K where a wide variety of rather complex CLS behavior is observed [11]. Part of
the reason for this complex behavior likely arises from the bias in energy transfer rates
to specific parts of the donor and acceptor inhomogeneous (on the EET timescale)
distributions. We are in process of developing a full dynamic theory for the CLS in
EET systems.

The comments above apply to individual molecules in an ensemble or to multi-
component systems where the mixing (coupling) is relatively weak. In more strongly
coupled systems the 2DEV spectrum becomes considerablymore complexwithmul-
tiple new pathways being opened up in vibronically mixed systems. In a strongly
vibronic-coupled system, such as a molecular dimer with strong electronic coupling,
there are a number of new factors that come into interpretation of a 2DEV spectrum.
First, the initial populations of the various exciton levels, for example, the six exci-
tons in a dimer with each monomer having a single vibration, will vary strongly with
only the nearly pure electronic levels, and (near) resonant vibronic level(s) carry-
ing significant oscillator strength. Second, for the third and fourth interactions the
infrared transition moments must be considered. IR transitions that are mostly within
one molecule will be significantly stronger than those involving “cross-molecule”
excitation. Conversely, weak optical transitions that might not be discernable in
the electronic spectrum or in a 2D electronic spectrum can become evident in a
2DEV spectrum through the IR transition moments. Additionally, relaxation path-
ways induced by vibronic coupling to the phonon bath must be considered. The
combination of all these factors is required to analyze a strongly coupled vibronic
system.

Two aspects of a moderately strongly coupled vibronic system that deserve com-
ment are (1) peaks that involve coherences between vibronic states can be strong
at short times. Such coherences decay on timescales of a few hundred (200–300)
fs [12], rather slower than pure electronic coherences that might be observed in 2D
electronic spectra. The amplitude of the vibronic coherences may also show weak
oscillations [12]. (2) While in weakly coupled systems it is often possible to avoid
vibrational excitation in the excited state by suitable selection of the visible pump
bandwidth and center wavelength, this is likely to be more difficult in vibronic sys-
tems as a result of the level spacing and oscillator strengths. This means that simple
discrimination of the ground and excited state features by the sign of the 2DEV peaks
may no longer be possible as excited state stimulated IR emission becomes possible
[12, 13].

To date 2DEV spectroscopy has been applied to the following systems: coni-
cal intersection dynamics [8, 14], proton-coupled electron transfer [15, 16], energy
transfer dynamics [4, 11], solvation dynamics [2, 9, 17], vibration-phonon coupling
[9, 10], vibronically mixed systems [12], and metal-to-ligand charge-transfer com-
plexes [18]. Theoretical aspects have been explored in [9–13]. In the following after
describing the experimental systemwe have constructed [2, 19] and signal extraction
[19] we focus on an application to barrierless photochemical reactions.
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2.3 Experimental Design

A schematic of the experimental setup, which is essentially a high time resolution
transient IR absorption spectrometer with the addition of a pulse shaper into the
visible pump beam, is shown in Fig. 2.3. The excitation laser is derived either directly
from a Ti:Sapphire (Ti:Saph) regenerative amplifier (Coherent Legend Elite) seeded
by a Ti:Saph oscillator (Coherent Micra), or from a home-build non-collinear optical
parametric amplifier (NOPA). The IR probe pulse is derived from a home-built near-
IR OPA equipped with difference frequency generation between the signal and idler
to convert the laser to the mid-IR [20, 21].

After the pump beam passes through the prism compressor immediately following
the NOPA, it is rotated by a half wave plate to the polarization required for the pulse
shaper (Fastlite Dazzler). The pulse shaper is used to compress the pulse to nearly
the Fourier transform limit, and to split the pulse into two identical pulse pairs with
a controlled time delay t1, as well as a controlled relative phase ϕ12. The details of
the phase cycling used to isolate the 2DEV signal are described below. The pump
pulse pair is then reflected from a retroreflector mounted on a computer-controllable
delay stage (Newport) which is used to control the relative delay between the visible
pump pulse and the IR probe pulse t2. The beam is then passed through another
half wave plate mounted on a computer controllable rotation stage (Thorlabs) to
control the relative polarization between the pump and probe beams, allowing for
the measurement of the anisotropy response of the transient signal. The pump beam
is then focused into the sample by a silver coated f = 25 cm 90° off-axis parabolic
mirror (OAP) to a spot of ∼250 μm, where it is spatially overlapped with the IR
probe beam.

Fig. 2.3 Schematic of the 2DEV experimental setup. The visible pump beam is shown in red, and
the IR probe beam is shown in purple. The t1 time delay and φ12 relative phase difference between
the pump pulse pair is generated and controlled by the pulse shaper (Dazzler), while the t2 time
delay between the pump and the probe is controlled with the delay stage. A reference beam (dashed
purple line) follows next to the probe beam through the sample and is imaged onto a second array
in the detector. The signal is self heterodyned by the collinear probe beam. The relative polarization
between the pump and the probe is determined by the half wave plate in the pump beam before the
focusing OAP
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The IR beam, which, for alignment purposes, is combined with a mode-matched
He–Ne on the mid-IR long-pass filter in the OPA, first passes through a series of
Ge plates (removed during alignment with the He–Ne). These are used to compress
the pulse by compensating for the other materials in the probe line, such as the
ZnSe beam splitter, the CaF2 sample windows and, if the experiment is performed
at cryogenic temperatures, the ZnS and CaF2 cryostat windows [22]. The reference
beam is then split from the probe beam with a ZnSe beamsplitter (∼40% R). The
probe and reference beams are focused through the sample by a f = 15 cm 90°
gold coated OAP to a spot size of ∼160 μm, such that the focal spots of the probe
and reference are displaced and only the probe is overlapped with the pump beam.
The beams are then recollimated by a matched OAP, and focused onto the slit of a
spectrometer (HORIBATRIAX 190) with a f = 10 cmZnSe lens, such that the probe
and reference beams are imaged onto the two 64 element HgCdTe photodiode arrays
of the detector (InfraredAssociates). The signal is then passed through a 128-channel
boxcar integrator (Infrared Systems Development) balanced to match the responses
of the individual HgCdTe elements. The probe spectrum is then normalized by the
reference spectrum on a pulse-to-pulse basis to mitigate the fluctuations in the IR
laser power.

2.4 Signal Extraction

The 2DEV signal can be considered as arising from a time dependent third-order
polarization, which can be calculated using standard perturbation theory approaches
[23] as the triple convolution of the third-order response function S(3)(t1, t2, t3) with
the electric field of the laser pulses E(t) given by

P (3)(t) =S(3) ⊗ E ⊗ E ⊗ E

=
∞∫

0

∞∫

0

∞∫

0

S(3)(τ1, τ2, τ3)E(t − τ1 − τ2 − τ3)

E(t − τ2 − τ3)E(t − τ3)dτ1dτ2dτ3

For a sequence of three short laser pulses, the electric field at the sample can be
described as

E(t) =
3∑

i=1

Ai (t − t1) exp
[−iω0

i (t − ti ) − iφi + iki · r]

where Ai is the time dependent amplitude, ω0
i is the carrier frequency, φi is the

carrier-envelope phase imparted by the pulseshaper and ki is the wavevector.
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Traditional degenerate or near-degenerate 2D spectroscopic techniques can take
advantage of these phase matching conditions to generate the desired signal spatially
separated from the other undesired signals by arranging the three beams in useful
geometries, such as the square so-called boxcar geometry [24]. For highly non-
degenerate experiments like 2DEV, however, the geometries necessary, while not
impossible [25], become difficult and impractical. This is due to the nearly order of
magnitude difference between the wavelengths of the visible pump pulses and the IR
probe pulse, which affects the phase matching direction by the relation between the
magnitude of the wavevector and the wavelength of the light |k| = 2π/λ. Because
of the practical difficulties of implementing the experimental geometries necessary
for the background-free 2DEV signal, especially when accounting for the necessity
of accurate and stable sub-wavelength delay control of the visible pulses for the
interferometric measurement of the photon echo signal, it is highly advantageous to
instead use the partially collinear pump-probe geometry k1 = k2 �= k3 with phase
cycling methods to isolate the desired signal from the background. In the pump-
probe geometry, the signal that is detected will include the desired 2DEV signal
together with the transient absorption arising from two interactions with either of the
visible pump pulses and the static background of the probe beam. The total measured
amplitude to third order is given by

∣∣∣S̃(3)
T (t1, t2, ω3;�φ12)

∣∣∣2 =
∣∣∣
(
S̃(3)
123(t1, t2, ω3) + S̃(3)

113(t1, t2, ω3) + S̃(3)
223(t1, t2, ω3) + 1

)
E3(ω3)

∣∣∣2

=
∣∣∣S̃(3)
123(t1, t2, ω3)E3(ω3)

∣∣∣2 +
∣∣∣
(
S̃(3)
113(t1, t2, ω3) + S̃(3)

223(t1, t2, ω3) + 1
)
E3(ω3)

∣∣∣2

+ 2Re
[
ei�φ12 S̃(3)

123(t1, t2, ω3)
(
S̃(3)
123(t1, t2, ω3) + S̃(3)

223(t1, t2, ω3) + 1
)∗]∣∣Ek (t3)∣∣2

where

S̃(3)
i j3(t1, t2, ω3)Ek(ω3) = ∫ e−iω3t3 S(3)(t1, t2, t3) ⊗t1 E

∗
i (t1) ⊗t2 E j (t2) ⊗t3 E3(t3)

is the convolution of the third-order response function with the electric fields of the
laser pulses.

The cross-terms between the 2DEV signal and the transient absorptions terms
cannot be completely removed, but because they scale as the square of a third-order
field they will be negligible compared to the desired signal, which is linear in the
third-order field.When the probe spectrum is removed in the division by the reference
spectrum, we have then effectively isolated the desired 2DEV signal. To convert this
to the purely absorptive 2DEV spectrum, this signal can be Fourier transformed about
t1, though it is typically beneficial to process the data further to improve the quality
of the signal.

If it is desired to separate the rephasing pathways from the nonrephasing pathways,
a time domain windowing method can be used. The separation will rely on the
difference in the relative sign of the phase evolution for these pathways during t1 and
t3, which means that they can only be separated if the number of relative phases used
in the phase cycling n ≥ 3, so that both the real and imaginary parts of the signal have
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been obtained. Once the phase cycling has been applied, the signal must be Fourier
transformed along ω3 to the pure time domain response. Because only the positive
values of t1 have been measured, this places the rephasing signal in the quadrant with
t3 ≤ 0, because of the opposite signs of the phase evolution during these time periods
for these pathways, while the nonrephasing signal, which evolves with the same sign
during these time periods, will be constrained to the t3 ≥ 0 quadrant. The separate
rephasing and nonrephasing spectra can then be obtained by using an appropriate
windowing function to select one or the other of these regions, then converting the
signal back into the frequency domain using the Fourier transform about both t1
and t3. It is important to note that both rephasing and nonrephasing must contain t3
= 0 when performing this apodization, otherwise the projection-slice theorem will
cause a dramatic distortion of the spectrum. A demonstration of the phase control
capabilities with the pulse shaper is shown in Fig. 2.4.

Fig. 2.4 Comparison between theoretical (left) and experimental (right) interference pat-
terns between the pump pulse pair as a function of delay time for relative phases �φ =
0, π/2, n, and 3π/2
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The interferogram generated by dispersing the pulse pair on a spectrometer is
shown as a function of the delay between the pulses for a series of different relative
phases between the pulses. The comparison between the measured interferograms
and the interferograms calculated from a simple model shows strong agreement,
which confirms that the pulse pair is being generated and controlled correctly.

2.5 Application to Barrierless Photochemical Reactions

A formalism to describe reactions that proceed without a barrier was given in 1983
by Bagchi et al. [26] Such reactions involve significant molecular rearrangement
towards a region of the potential surface near to a conical intersection. Despite this
early work, quantitative confrontation with real experimental systems was limited
because of lack of tools to (a) calculate the electronic structure along the reaction
path and (b) observe the system as it evolved on the initial and final potential surfaces.
In the intervening 35 years electronic structure theory has advanced enormously and
multidimensional spectroscopies have become key tools in unravelling the dynamics
of complex systems. The 2DEV technique seems well-suited to address the conical
intersection (CI)—related barrierless reactions because of its ability to correlate the
evolution of the electronic and nuclear degrees of freedom. It thus seemed appro-
priate to revisit the photophysics of the triphenyl methane dyes that have served
as exemplars of barrierless CI relaxation since at least the work of Forster and
Hoffmann [27]. The structure of the two most common triphenyl methane dyes,
crystal violet (CV) and malachite green (MG) are shown in Fig. 2.5 along with
sketches of the potential surfaces as a function of the dihedral angle [8].

Figure 2.6a shows the 2D electronic spectrum for malachite green in methanol
at three waiting times, recorded with 17 fs pulses. The spectra are fairly featureless
but do show modulation with a frequency of 303 cm−1 corresponding to the in plane
phenyl-C-phenylmotion observed in theRaman spectrum [28, 29]. Figure 2.6b shows
the visible pump-IR probe spectrum of crystal violet. Three features are readily
apparent—the ground state bleach (red contours), the rapid excited state decay (blue
contours) and the delayed appearance of a new absorption band at ~1590 cm−1 which
we assign to the twisted ground state formed after passage through the region of the
CI (see below).

Figure 2.7a shows 2DEV spectra for CV in methanol where four distinct peaks
are apparent and Fig. 2.7b gives 2DEV spectra for MG where in the latter five peaks
are evident one with a delayed appearance.

The ability to resolve the dynamics in the 2DEV spectrum becomesmore apparent
when the time dependence of the amplitude of the peaks is plotted as in Fig. 2.8.

Taking the case of CV in methanol and propanol as an example, the fact that the
1513 cm−1 peak reaches themaximumpromptly but the 1577 cm−1 peak has a slower
and viscosity dependent rise suggests the two peaks arise from differing locations on
the excited state potential surface sketched in Fig. 2.5. In combinationwith electronic
structure and vibrational oscillator strength calculations we assign the 1513 cm−1
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Fig. 2.5 (top) Structure of crystal violet andmalachite green. (bottom) Schematic potential surfaces
as a functions of dihedral angle for crystal violet (left) and malachite green (right) [8] MECP:
Minimum energy crossing point

peak to the Franck Condon/S1,meta region while the 1577 cm−1 peak is assigned to the
S1 minimum. Very apparent is the delayed and viscosity-dependent appearance of
the 1589 cm−1 peak which we assign to the ground state immediately after passage
through the CI (Note the different timescales on the plots formethanol and propanol).
More evidence for this scenario comes from the center line slopes (CLS) for the two
molecules shown in Fig. 2.9. Beginning with the crystal violet data we see that the
CLS for the ground state bleach is positive, indicating positive correlation between
the electronic and vibrational frequencies (the negative CLS after ~3 ps likely arises
from overlap with the new twisted ground state band at 1589 cm−1). In contrast the
band assigned to S1,min has a clear negative CLS initially while the twisted ground
state band has a positive CLS immediately on appearance. This is not the case in
malachite green where no sign change is evident in the three CLS plots in Fig. 2.9.
These results are entirely consistent with the electronic structure calculations of
Ge and Head-Gordon [8] who find that in CV the molecular dipole moment reverses
direction between S1,min and the twisted ground state (the equilibrium ground state in
CV has no dipole moment). In contrast, for MG the direction of the molecular dipole
moment remains the same above and below the CI. Thus, the CLS is a valuable
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Fig. 2.6 Top: 2DES for malachite green in methanol at three waiting times. Bottom: Visible pump-
IR probe data for crystal violet in MEOD

Fig. 2.7 2DEV spectra for crystal violet in MEOD at six waiting times [8]. The 2DEV spectra for
malachite green in MEOD are similar to that for crystal violet
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Fig. 2.8 Time dependence of the infrared peaks from the 2DEV spectra of crystal violet (left) and
malachite green (right). Solvents methanol (a) and (b), propanol (c) and (d) The solid lines are
bi-exponential fits to the data

Fig. 2.9 Center line slopes for crystal violet (top row) and malachite green (bottom row) for the
bands indicated on the figure. Solvent methanol
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Fig. 2.10 A cartoon illustrating the photoinduced excitation, subsequent evolution and ultimate
radiationless decay through conical intersection of CV. The orbitals pictured are the dominant virtual
NTOs for S1,FC and S1,min and the dominant occupied NTOs for S0,eq and S0,twist. Reproduced with
permission from [8]

tool for exploring the large changes in electronic structure accompanying conical
intersection dynamics.

A summary of the sequence of events is given in Fig. 2.10 using the dominant nat-
ural transition orbitals (NTOs) [30] to illustrate the remarkable changes in electronic
structure in the apparently simple system.

2.6 Concluding Comments

2DEV spectroscopy provides a significant addition to the tool box of coherent multi-
dimensional spectroscopies. In addition to enhanced resolution ofmedium frequency
vibrational features giving clear insight into reactions involving both nuclear and
electronic rearrangements such as proton-coupled electron transfer, it provides novel
information via the center line slope of the spectral features, and reveals vibronic
coherences in strongly coupled systems. No doubt many other perspectives will
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emerge from 2DEV spectroscopy of complex material and molecular systems as the
theoretical underpinnings of the experiment continue to be developed.
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Chapter 3
Nuclear Wave-Packet Dynamics in
Two-Dimensional Interferograms of
Excitation-Transfer Systems

Jeffrey A. Cina and Alexis J. Kiessling

Abstract We propose a general framework for calculating and interpreting mul-
tidimensional electronic spectroscopy signals in terms of the wave-packet-shaping,
amplitude-transferring effects of femtosecond laser pulses on time-dependentmolec-
ular states. The chapter sets up basic expressions for two-dimensional wave-packet
interferometry (WPI) experiments on an electronic energy-transfer (EET) system as
a quantum yield-weighted sum of contributing overlaps between multi-pulse wave
packets. Further, we identify the ranges of interpulse delaywithinwhich each overlap
is not excluded by its order of pulse action fromcontributing to theWPI signal. Exam-
ple calculations are carried out for the case of a spatially oriented, weakly-coupled
EET dimer. Semiclassical analyses of the necessary conditions for phase-space coin-
cidence between the bra and ket, the dynamical consequences of a site-energy differ-
ence between the two chromophores, and the sensitivity of contributions accessing
or originating from doubly electronically excited states of the dimer to the possi-
ble presence of an exciton shift all provide physical interpretations of individual
wave-packet overlaps.

3.1 Introduction

Optically phase-coherent two-dimensional electronic spectroscopy has proved itself
in recent years as an effective technique for revealing unprecedentedly detailed infor-
mation on electronic excitation transfer (EET) within chromophore arrays [1, 2].
Because the molecular systems under study often comprise several participating
excitation sites and a large number of interacting vibrational modes, all present in
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a variety of overall orientations with respect to the polarization of the incident light
pulses, their signals’ simulation and interpretation can become rather involved [3–5].

Here, for the sake of sharpening our thinking about some basic aspects of the infor-
mation content of multi-dimensional spectroscopy and its interpretation in terms of
the underlying, entangled electronic and nuclear dynamics, we undertake an exer-
cise of reframing the basic theory with an emphasis on the role of nonstationary
nuclear wave functions under the influence of laser pulse- and energy transfer-driven
transitions among relevant site, adiabatic, or spatially-extended exciton states. While
our treatment conforms in its physical content with those based on nonlinear opti-
cal response functions, its set-up differs from conventional approaches in reversing
the order of quantum-mechanical averaging and temporal integration over the exter-
nal fields. It performs the latter operation first, with the interpretive and computa-
tional advantages that the analysis then turns on the dynamics of the nonstationary
molecular states actually prepared and probed by phase-coherent, short-pulse optical
spectroscopy.

This work expands on a previous study by Cina et al. [6], who investigated two-
dimensional signals from model systems similar to that used for illustration here,
but made some additional simplifying assumptions. The model used here consists
of a dimer that interacts with four identically shaped laser pulses resonant with the
bare electronic transition frequency of the constituent chromophores. The total time-
dependent wave function is expressed as a sum of nuclear wave packets evolving in
different electronic states that have various different interactions with the pulses. The
quantum mechanical overlaps of these wave packets give rise to the 2D ES signal.
The dynamics of an individual wave packet is determined by its episodes of motion
under the relevant vibronic Hamiltonians describing both evolution on a particular
electronic potential energy surface and energy-transfer and/or nonadiabatic transi-
tions between surfaces, interspersed with pulse actions that shape it and also effect
its inter-surface transfer. The resulting spectra, plotted with respect to combinations
of pulse-to-pulse delay times, are interpreted in terms of these dynamics.

In addition to the prior analysis of Cina, Kilin, andHumble, otherworks somewhat
similar in spirit include that carried out by Tiwari et al. [7] to explore the origin
of oscillating peaks in 2D ES spectra and a theoretical study of the transfer and
trapping of coherent vibrational motion in EET by Cina and Fleming [8]. The latter
provided an explanation for the behavior of vibrational quantum beats observed
in time-resolved polarized fluorescence up-conversion measurements of LH-1 by
Bradforth et al. [9], and the analysis of Tiwari et al. endeavored to illuminate the
roles of coherent electronic and vibrational dynamics in producing signal oscillations
from EET systems. Both of those reports make use of models similar to the one
studied here. Butkus et al. [10] explored similar questions, comparing calculated
signals from a monomer model with only vibronic coupling and a dimer model with
only electronic coupling. Biggs and Cina investigated the influence that preparing
nonstationary states of nuclear motion can exert on EET after subsequent electronic
excitation [11–13].

In a four-wave mixing (FWM) rendition of 2D ES, the experiments detect the
interference between a laser pulse that serves as a local oscillator and a signal beam
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emitted by the oscillating third-order dipole moments induced in the sample by the
other three pulses [14]. While it is possible to describe this kind of signal using a
wave-packet framework, we restrict ourselves for the present to wave-packet inter-
ferometry (WPI) by fluorescence detection. Two-dimensional fluorescence spec-
troscopy measurements employing optical phase modulation came into prominence
with the works of Tekavec et al. [15] and Lott et al. [16]. With certain differences
due to fluorescence-yield weighting of contributions from singly- versus doubly-
excited electronic states, phase-modulated WPI signals effect an isolation of sum-
and difference-phased overlap combinations that is similar to the separation in FWM
approaches between different wave-vector-matched directions.

This chapter continues by describing an EET dimer model consisting of interact-
ing chromophores whose states of electronic excitation are coupled to a collection of
intra-complex or environmental vibrational degrees of freedom. Basic expressions
are derived for the fluorescence-detected wave-packet interferometry signal result-
ing from the dimer’s interaction with two optically phase-controlled ultrashort laser
pulse-pairs. Contributions to the 2DWPI signal are calculated for the exemplary case
of a spatially-oriented pair of weakly-coupled monomers with perpendicular elec-
tronic transition moments, each possessing a single Franck-Condon-active internal
vibrational mode.

3.2 Energy-Transfer Dimer

We start by describing a molecular dimer model comprising four site states, |ḡg〉,
|ēg〉, |ḡe〉, and |ēe〉, in which neither, one, or both of the monomers are electroni-
cally excited.1 Such a complex can exhibit electronic energy (or excitation) transfer
between the two singly excited states. The dimer Hamiltonian is H = T + Hel(Q̂),
where T is the nuclear kinetic energy. The electronic Hamiltonian in the site basis is

Hel(Q) = |ḡg〉Vḡg(Q)〈ḡg| + |ēg〉Vēg(Q)〈ēg| + |ḡe〉Vḡe(Q)〈ḡe|
+ |ēe〉Vēe(Q)〈ēe| + J (Q)(|ēg〉〈ḡe| + |ḡe〉〈ēg|) . (3.1)

Q stands for the full collection of intramolecular and intermolecular nuclear coor-
dinates, including those of any surrounding medium. Alternatively, the electronic
Hamiltonian can be expressed in terms of the adiabatic electronic states as

Hel(Q) = |0〉E0(Q)〈0| + |1̄(Q)〉E1̄(Q)〈1̄(Q)|
+ |1(Q)〉E1(Q)〈1(Q)| + |2〉E2(Q)〈2| . (3.2)

It is easy to specify the relationship between these two representations. Let

1The monomers may be the same or different. Our model neglects states such as |ē′g〉 or |ē′e′′〉 in
which one or both of the molecules occupy higher-lying electronic excited states.
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Fig. 3.1 Parameters of the
electronic Hamiltonian.
J (Q) is the energy-transfer
coupling at nuclear
configuration Q. K (Q) is
half the local site-energy
difference. M(Q) is half the
resultant energy difference
between adiabatic
singly-excited electronic
states

Pone = |ēg〉〈ēg| + |ḡe〉〈ḡe| , (3.3)

σx = |ēg〉〈ḡe| + |ḡe〉〈ēg| , (3.4)

σy = −i |ēg〉〈ḡe| + i |ḡe〉〈ēg| , (3.5)

and
σz = |ēg〉〈ēg| − |ḡe〉〈ḡe| . (3.6)

Introducing the following functions of nuclear coordinates,

K (Q) = 1

2

(
Vēg(Q) − Vḡe(Q)

)
, (3.7)

L(Q) = 1

2

(
Vēg(Q) + Vḡe(Q)

)
, (3.8)

M(Q) =
√
J 2(Q) + K 2(Q) , (3.9)

and

θ(Q) = arctan

(
J (Q)

K (Q)

)
, (3.10)

as illustrated in Fig. 3.1, allows us to rewrite (3.1) as

Hel(Q) = |ḡg〉〈ḡg|Vḡg(Q) + σx J (Q) + σz K (Q) + PoneL(Q) + |ēe〉〈ēe|Vēe(Q)

= |ḡg〉〈ḡg|Vḡg(Q) + PoneL(Q)

+ e−iσyθ(Q)/2σze
iσyθ(Q)/2M(Q) + |ēe〉〈ēe|Vēe(Q) . (3.11)

The adiabatic eigenenergies appearing in (3.2) can be seen from (3.11) to be
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E0(Q) = Vḡg(Q) , (3.12)

E1̄(Q) = L(Q) + M(Q) , (3.13)

E1(Q) = L(Q) − M(Q) , (3.14)

and
E2(Q) = Vēe(Q) . (3.15)

The ground and doubly-excited adiabatic eigenstates of the model dimer, |0〉 = |ḡg〉
and |2〉 = |ēe〉, respectively, remain unchanged from the site basis. The singly-excited
adiabatic states can be defined as

|1̄(Q)〉 = e−iσyθ(Q)/2|ēg〉 , (3.16)

and
|1(Q)〉 = e−iσyθ(Q)/2|ḡe〉 . (3.17)

The electronicHamiltonian for this dimer has been diagonalized by aQ-dependent
unitary transformation. But the remaining contribution to the full Hamiltonian, the
nuclear kinetic-energy operator T, may couple the adiabatic electronic states of the
single-excitation manifold in the presence of sufficiently rapid nuclear motion. We
shall see shortly that the dipole moment operator connecting single-excitation states
to the electronic ground state or to the doubly excited state become Q-dependent in
the basis of adiabatic electronic states. This feature can complicate the description
(using pulse propagators, as described below) of short-pulse-driven electronic tran-
sitions. Such complications do not arise in the site basis, with its nuclear coordinate-
independent electronic states.

Another popular basis featuring Q-independent electronic states is the exciton
basis. It consists of the four eigenstates of the electronic Hamiltonian evaluated at
the equilibrium nuclear configuration of the electronic ground state Hel(Q = 0): |0〉,
|1〉 ≡ |1(0)〉, |1̄〉 ≡ |1̄(0)〉, and |2〉. Thematrix elements of the electronicHamiltonian
in this basis are readily obtained. For example,

〈1̄|Hel(Q)|1̄〉 = 〈1̄|1̄(Q)〉〈1̄(Q)|1̄〉E1̄(Q) + 〈1̄|1(Q)〉〈1(Q)|1̄〉E1(Q)

= 〈ēg|e−i δθ(Q)

2 σy |ēg〉〈ēg|ei δθ(Q)

2 σy |ēg〉E1̄(Q)

+ 〈ēg|e−i δθ(Q)

2 σy |ḡe〉〈ḡe|ei δθ(Q)

2 σy |ēg〉E1(Q) , (3.18)

with δθ(Q) = θ(Q) − θ(0) ≡ θ(Q) − θ. Simplification leads to

〈1̄|Hel(Q)|1̄〉 = L(Q) + M(Q) cos δθ(Q) . (3.19)
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By similar analyses,

〈1|Hel(Q)|1〉 = L(Q) − M(Q) cos δθ(Q) , (3.20)

and
〈1|Hel(Q)|1̄〉 = 〈1̄|Hel(Q)|1〉 = M(Q) sin δθ(Q) . (3.21)

Using the definition of δθ(Q), we easily find

cos δθ(Q) = K (Q)K + J (Q)J

M(Q)M
, (3.22)

and

sin δθ(Q) = J (Q)K − K (Q)J

M(Q)M
. (3.23)

Combining these results and introducing the definitions δJ (Q) = J (Q) − J and
δK (Q) = K (Q) − K , we arrive at the expression

Hel(Q) = |0〉〈0|E0(Q) + |1̄〉〈1̄|
{
L(Q) + M + K δK (Q) + JδJ (Q)

M

}

+ |1〉〈1|
{
L(Q) − M − K δK (Q) + JδJ (Q)

M

}

+ (|1̄〉〈1| + |1〉〈1̄|)
{K δJ (Q) − JδK (Q)

M

}
+ |2〉〈2|E2(Q) , (3.24)

for the electronic Hamiltonian in the exciton basis.
In order to choose between the two nuclear coordinate-independent electronic

bases in a given instance, we can compare the respective ratios of the off-diagonal
matrix elements of their Hamiltonians to the difference between the two diagonal
matrix elements within the singly-excited manifold. The site basis is seen to be
favored by small values of the quantity

∣∣∣
J (Q)

Vēg(Q) − Vḡe(Q)

∣∣∣ = 1

2

∣∣∣
J (Q)

K (Q)

∣∣∣ . (3.25)

On the other hand, small values of

∣
∣∣∣
K δJ(Q) − JδK(Q)

M

1

2
(
M + K δK(Q)+JδJ(Q)

M

)
∣
∣∣∣ = 1

2

∣∣∣
K δJ(Q) − JδK(Q)

M2 + K δK(Q) + JδJ(Q)

∣∣∣

(3.26)
support a choice of the exciton basis. These criteria indicate that the site (exciton)
basis is preferred under conditions of weak (strong) energy-transfer coupling.



3 Nuclear Wave-Packet Dynamics in Two-Dimensional Interferograms … 57

Fig. 3.2 Electric field envelopes in a 2DWPI experiment are shown schematically, along with their
arrival times and controlled intrapulse-pair optical phase shifts

3.3 Whoopee Signal

3.3.1 Interaction Hamiltonian

Next, we develop basic formulas for the fluorescence-detected WPI signal from the
dimer complex. In order to carry out this derivation, we add to the Hamiltonian a
time-dependent perturbation accounting for the dimer’s interaction with a sequence
of four ultrashort laser pulses,

V (t) =
∑

I=A,B,C,D

VI (t) , (3.27)

with
VI (t) = −m̂ · EI (t) . (3.28)

The electric fields are

EI (t) = eI EI f I (t − tI (r)) cos [�(t − tI (r)) + ϕI ] , (3.29)

in which tI (r) = tI + nI · r/c. The quantity eI in (3.29) is the polarization unit
vector (assumed to be real) and tI (r) is the arrival time of the pulse at the molecular
location (r = 0), with tI being the arrival time at some origin within the sample
and nI being a unit vector in the direction of the laser beam’s spatial propagation.
We are specializing to the common situation in which the optical phase differences
ϕBA ≡ ϕB − ϕA and ϕDC ≡ ϕD − ϕC are under experimental control even though
the individual ϕI may vary randomly on successive laser shots due to mechanical
jitter in the optical setup. As illustrated in Fig. 3.2, the pulse sequence comprises two
phase-controlled pulse-pairs. The variable intrapulse-pair delays tBA ≡ tB − tA and
tDC ≡ tD − tC , or their conjugate frequency variables, are the two “dimensions” of
a 2DWPI experiment. The pulse arrivals at the sample origin obey tA ≤ tB , tC ≤ tD ,
and tA + tB ≤ tC + tD (as explained on p. 10).

The dipole operator is
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m̂ = ma (|ēg〉〈ḡg| + |ēe〉〈ḡe|) + mb (|ḡe〉〈ḡg| + |ēe〉〈ēg|) + H.c. (3.30)

We can find this operator in the adiabatic electronic basis by calculating its matrix
elements,

〈1̄(Q)|m̂|0〉 = ma〈1̄(Q)|ēg〉 + mb〈1̄(Q)|ḡe〉
= ma cos

θ(Q)

2
+ mb sin

θ(Q)

2
, (3.31)

〈1(Q)|m̂|0〉 = −ma sin
θ(Q)

2
+ mb cos

θ(Q)

2
, (3.32)

〈2|m̂|1̄(Q)〉 = ma sin
θ(Q)

2
+ mb cos

θ(Q)

2
, (3.33)

and

〈2|m̂|1(Q)〉 = ma cos
θ(Q)

2
− mb sin

θ(Q)

2
. (3.34)

From these we obtain

m̂ = |1̄(Q)〉〈0|
{
ma cos

θ(Q)

2
+ mb sin

θ(Q)

2

}

+ |1(Q)〉〈0|
{

− ma sin
θ(Q)

2
+ mb cos

θ(Q)

2

}

+ |2〉〈1̄(Q)|
{
ma sin

θ(Q)

2
+ mb cos

θ(Q)

2

}

+ |2〉〈1(Q)|
{
ma cos

θ(Q)

2
− mb sin

θ(Q)

2

}
+ H.c. (3.35)

Setting Q = 0 in (3.35) yields the dipole operator in the exciton basis:

m̂ = |1̄〉〈0|
{
ma cos

θ

2
+ mb sin

θ

2

}
+ |1〉〈0|

{
− ma sin

θ

2
+ mb cos

θ

2

}

+ |2〉〈1̄|
{
ma sin

θ

2
+ mb cos

θ

2

}
+ |2〉〈1|

{
ma cos

θ

2
− mb sin

θ

2

}
+ H.c.

(3.36)

3.3.2 2D Signal

The two-dimensional whoopee signal S depends on the quadrilinear contributions
(proportional to EAEBEC ED) to the population of each of the several electronic
excited states. For a sample havinguniformdimer densityρ throughout an illuminated
volume V, it can be written
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S = ρ

∫

V
d3r

{
Qēe Pēe(r) + Qēg Pēg(r) + Qḡe Pḡe(r)

}

= ρ

∫

V
d3r

{
Q2P2(r) + Q 1̄P1̄(r) + Q1P1(r)

}
, (3.37)

where Pξ(r) is the quadrilinear portion of the ξ-state population of a dimer at position
r and Qξ is the fluorescence quantum yield in that state.2 The r-dependence of the
quadrilinear populations would become important if we wished to describe a set-up
in which the four incident laser beams were noncollinear; in that case, wave-vector-
matching conditions among the nI would play a role analagous to or in concert with
optical phase cycling in helping to isolate a particular quadrilinear contribution to the
signal (i.e. one having a sum or difference optical phase combination, ϕDC + ϕBA or
ϕDC − ϕBA, respectively). In order to simplify subsequent formulas, we shall omit
the r-dependence from here on out, but it could easily be restored. The resulting
formulas will apply as they are in the case of four collinear beams or in the in-
principle-possible case of experiments on a singlemolecule, with the spatial integrals
of (3.37) also being omitted in the latter instance.

3.3.2.1 Singly Excited-State Populations

We focus first on the contributions to (3.37) arising from the population of singly-
excited electronic states. Among the 48 quadrilinear overlaps contributing (along
with their complex conjugates) to the population of a given singly-excited state, we
may omit the sixteen overlaps carrying an uncontrolled optical phase factor of the
form exp{±i(ϕA + ϕB) ± i(ϕC + ϕD)}, as these average to negligibility over the
many laser shots needed to accumulate a WPI signal. The remaining, phase-stable
contributions to Pξ can be broken into separately measurable sum- and difference-
phased components (see Sect. 3.3.2.3). Thus Pξ = P (s)

ξ + P (d)

ξ , where

P (s)
ξ = 2Re

{〈↑A↓B↑C |ξ〉〈ξ| ↑D〉 + 〈↑A↓D↑C |ξ〉〈ξ| ↑B〉 + 〈↑C |ξ〉〈ξ| ↑B↓A↑D〉
+ 〈↑A |ξ〉〈ξ| ↑B↓C↑D〉 + 〈↑C↓B↑A |ξ〉〈ξ| ↑D〉 + 〈↑C↓D↑A |ξ〉〈ξ| ↑B〉
+ 〈↑C |ξ〉〈ξ| ↑D↓A↑B〉 + 〈↑A |ξ〉〈ξ| ↑D↓C↑B〉
+ 〈↑A↑C↓B |ξ〉〈ξ| ↑D〉 + 〈↑A↑C↓D |ξ〉〈ξ| ↑B〉 + 〈↑C |ξ〉〈ξ| ↑B↑D↓A〉
+ 〈↑A |ξ〉〈ξ| ↑B↑D↓C 〉 + 〈↑C↑A↓B |ξ〉〈ξ| ↑D〉 + 〈↑C↑A↓D |ξ〉〈ξ| ↑B〉
+ 〈↑C |ξ〉〈ξ| ↑D↑B↓A〉 + 〈↑A |ξ〉〈ξ| ↑D↑B↓C 〉} , (3.38)

and (by swapping Cs and Ds throughout)

2We do not include an average over any possible orientational distribution of the dimer at a given
location, regarding this as being implicitly included in the spatial distribution of population.
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P (d)

ξ = 2Re
{〈↑A↓B↑D |ξ〉〈ξ| ↑C 〉 + 〈↑A↓C↑D |ξ〉〈ξ| ↑B〉 + 〈↑D |ξ〉〈ξ| ↑B↓A↑C 〉

+ 〈↑A |ξ〉〈ξ| ↑B↓D↑C 〉 + 〈↑D↓B↑A |ξ〉〈ξ| ↑C 〉 + 〈↑C↓D↑A |ξ〉〈ξ| ↑B〉
+ 〈↑D |ξ〉〈ξ| ↑C↓A↑B〉 + 〈↑A |ξ〉〈ξ| ↑C↓D↑B〉
+ 〈↑A↑D↓B |ξ〉〈ξ| ↑C 〉 + 〈↑A↑D↓C |ξ〉〈ξ| ↑B〉 + 〈↑D |ξ〉〈ξ| ↑B↑C↓A〉
+ 〈↑A |ξ〉〈ξ| ↑B↑C↓D〉 + 〈↑D↑A↓B |ξ〉〈ξ| ↑C 〉 + 〈↑D↑A↓C |ξ〉〈ξ| ↑B〉
+ 〈↑D |ξ〉〈ξ| ↑C↑B↓A〉 + 〈↑A |ξ〉〈ξ| ↑C↑B↓D〉} . (3.39)

Reading from left to right within any bra or ket, the pulses must act on the dimer
in the order listed, irrespective of their order of temporal arrival, driving upward
(absorptive) or downward (emissive) electronic transitions. Explicit expressions for
the contributingmulti-pulse amplitudes are developed subsequently.We havewritten
the various quadrilinear populations so the displayed overlaps have phase signature
e−iϕBA−iϕDC and e−iϕBA+iϕDC in P (s)

ξ and P (d)

ξ , respectively. The first eight overlaps
in each of the quadrilinear ξ-state populations do not access the doubly excited
electronic state at any stage in the amplitude-transfer process described by the three-
pulse bra or ket. In the last eight overlaps of P (s)

ξ and P (d)

ξ , amplitude is generated
in the doubly excited state by the action of the second pulse of the three-pulse bra or
ket.

If we make the reasonable assumption that the quantum yields for fluorescence
(or other action-spectroscopy signal) following excitation of the ēg- and ḡe-states
are equal, Qēg = Qḡe = Qone, then the total quadrilinear population of both singly-
excited site states P (s/d)

one = P (s/d)

ēg + P (s/d)

ḡe is all thatmatters. Expressions for P (s)
one and

P (d)
one could be obtained from (3.38) and (3.39), respectively by replacing |ξ〉〈ξ| with

Pone = |ēg〉〈ēg| + |ḡe〉〈ḡe|. But all the one- and three-pulse bras and kets appearing
there generate amplitude only in the singly electronically-excited manifold. So the
operator |ξ〉〈ξ| can simply be removed to give P (s/d)

one . The same sort of argument of
course applies in the exciton basis.

The various quadrilinear overlaps differ in their dependence on the interpulse
delays, and it is through this delay dependence that WPI data provide information
on the dynamics of the energy-transfer system. For bookkeeping purposes—and
without any sacrifice of experimental data—we require that tA ≤ tB , tC ≤ tD , and
(tA + tB)/2 ≤ (tC + tD)/2. Assuming that all four pulses have identical envelopes,
any data obtainedwith tB less than tA would coincidewith thosewithin the prescribed
range having tA and tB interchanged and ϕBA changed in sign; a similar statement
holds for datawith tD less than tC . Datawith themidpoint of tC and tD less than that of
tA and tB exist in the prescribed range with tA interchanged with tC , tB interchanged
with tD , and ϕBA swapped with ϕDC . An exhaustive range of interpulse delays thus
spans a three-dimensional space {tBA, tDC , tCB} with tBA and tDC greater than or
equal to zero and tCB greater than or equal to −(tDC + tBA)/2. Notice that under
these restrictions, tB can be before, between, or after tC and tD , and tA can come
before or after tC , provided tDC + 2tCB + tBA remains nonnegative.

Because the pulses have short durations that sometimes preclude their acting in
the required order, each of the wave-packet overlaps in (3.38) and (3.39) is restricted
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Fig. 3.3 Three-dimensional region of time-delay parameter space in which the ground-state-bleach
contribution to the difference-phased 2D-WPI signal may be nonvanishing. The region shown is to
be extended to arbitrarily large, positive values of tBA and tDC , and to arbitrarily large positive and
negative values of tCB (while maintaining tCB greater than both −(tDC + tBA)/2 and −σ − tDC ).
The stimulated-emission overlapmaybenonzero in the temporal regiongenerated from that depicted
here by reflection through the tDC = tBA plane

in the range of interpulse delays for which it can make a contribution to the WPI
signal. Let’s identify the three-dimensional regions of the “delay space”withinwhich
each of the overlaps participating in P (d)

one may be active.
First we consider 〈↑A↓B↑D | ↑C 〉, which is responsible for bleaching the elec-

tronic ground state. Since the D pulse acts after the B pulse in this term, the over-
lap vanishes if tD precedes tB by more than approximately the pulse duration,
whence tD − tB > −σ, or tDC + tCB + σ > 0. Together with the general restric-
tion that tDC + 2tCB + tBA be nonnegative, this condition confines the overlap to
the 3D temporal region plotted in Fig. 3.3. A similar argument for the stimulated-
emission overlap, 〈↑A↓C↑D | ↑B〉, shows that it can only exist within the 3D region
where tCB + tBA + σ > 0 and tDC + 2tCB + tBA > 0, which corresponds to the mir-
ror image of the volume shown in Fig. 3.3 through the vertical plane tDC = tBA,
containing the tCB axis.

There are also fully three-dimensional regions of interpulse delays where the
overlaps 〈↑A | ↑C↓D↑B〉 and 〈↑D | ↑C↓A↑B〉 may be nonnegligible. Since pulse D
acts before pulse B in the first of these, its arrival times must obey tD − tB < σ,
and 〈↑A | ↑C↓D↑B〉 is therefore confined to the shared range of tDC + tCB < σ and
tDC + 2tCB + tBA > 0 plotted in Fig. 3.4. For 〈↑D | ↑C↓A↑B〉 on the other hand,
pulse C must act before pulse A, whence tC − tA < σ. This overlap can make a
nonvanishing contribution to P (d)

one when tCB + tBA < σ and tDC + 2tCB + tBA > 0.
This region mirrors the volume shown in Fig. 3.4 through the tDC = tBA plane. Note
that the delay-range regions where both of these overlaps may contribute are largely
limited to negative tCB .
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Fig. 3.4 Delay region in which the contribution of 〈↑A | ↑C↓D↑B〉 to the difference-phased 2D-
WPI signal may not vanish. The pictured volume is to be extended to arbitrarily large, positive
values of tBA and tDC , while maintaining tCB greater than −(tDC + tBA)/2 and less than σ − tDC .
The region of possibly nonvanishing 〈↑D | ↑C↓A↑B〉 is the mirror image of this one through the
vertical tDC = tBA plane

Fig. 3.5 Quasi-2D
time-delay region in which
the overlap 〈↑A | ↑B↓D↑C 〉
may contribute to the
2D-WPI signal; it is to be
extended to arbitrarily large,
positive values of tBA and
tCB . Reflection in the plane
tDC = tBA yields the slab
within which
〈↑D | ↑B↓A↑C 〉 may take
nonzero values

In 〈↑A | ↑B↓D↑C 〉, the D pulse acts before the C pulse, despite the fact that
by definition the arrival time tD follows tC ; tDC < σ. Since the B pulse also acts
before the C pulse in this overlap, but tC can precede tB in the specified range of
unique interpulse delays, tB − tC has to be less than the pulse length, so tCB > −σ
is required as well. Together with tDC + 2tCB + tBA > 0, these conditions restrict
〈↑A | ↑B↓D↑C 〉 to the quasi-2D time-delay region illustrated in Fig. 3.5. The delay
region for 〈↑D | ↑B↓A↑C 〉 is obtained by reflecting this slab in the tDC = tBA plane.

The two remaining overlaps in P (d)
one which do not access the doubly-excited state

are limited to quasi zero-dimensional delay regions. Since pulse B and D both act
before pulse A in 〈↑D↓B↑A | ↑C 〉, this overlap cannot contribute unless tBA and
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Fig. 3.6 Delay region where
〈↑D↓B↑A | ↑C 〉 may take
nonnegligible values. This
region is quasi zero-
dimensional because it
shrinks towards nonexistence
in all three directions as the
pulses become shorter. The
overlap 〈↑D↓C↑A | ↑B 〉
may exist only inside a
region mirroring this one
through the tDC = tBA plane

tD − tA = tDC + tCB + tBA are less than about σ. These conditions, together with the
restriction to nonnegative tDC + 2tCB + tBA, limit this overlap to the region shown
in Fig. 3.6. The mirror image of this region through tDC = tBA similarly confines
〈↑D↓C↑A | ↑B〉.

It is apposite to recall that—despite their differing phase signatures, pulse order-
ings, and confining regions of time-delay space—the first eight overlaps appearing in
each of (3.38) and (3.39) are essentially the same from the dimer’s point of view; each
term records a contribution to the population of the one-exciton manifold resulting
from the interference between an amplitude generated by the action of a single res-
onant electric-field interaction and another generated by an excitation-deexcitation-
reexcitation process driven by three sequential interactions with resonant fields. The
pulse labels attached to the participating fields don’t evince themselves in a single
population-generation process, but only in the way the measured quadrilinear con-
tribution to the singly-excited population varies with the experimentally specified
pulse polarizations, intrapulse-pair phase shifts, and interpulse delays. The same is
true among the second set of eight overlaps in (3.38) and (3.39); each of these rep-
resents the interference population between a singly-excited wave packet generated
by the action of one pulse and another driven by a three-pulse process of excitation-
excitation-deexcitation.

Each of the last eight overlaps in (3.38) and (3.39), those involving a three-
pulse bra or ket whose amplitude visits the doubly-excited electronic state between
the second- and third-acting pulse, can also be confined to a specified region of
{tBA, tDC , tCB}. Here we identify the delay-space volumes for the last eight quadri-
linear overlaps contributing to P (d)

one .
The overlap 〈↑A↑D↓B |↑C 〉 is confined to negative or very short positive tCB .

Because it depends on pulse D acting before B, tDC + tCB can be no larger than the
pulse duration σ. The data-organizational requirement that the temporal midpoint
of C and D follow that of A and B is the only other restriction, so this overlap’s
admissible delay range is the quasi-3D region displayed in Fig. 3.7.
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Fig. 3.7 Region of
interpulse delays where the
effects of the order of pulse
action alone do not prevent
〈↑A↑D↓B |↑C 〉 from taking
significant values. This delay
volume extends to arbitrarily
large positive tBA and tDC ,
and arbitrarily large negative
tCB

Fig. 3.8 Delay region where
〈↑A↑D↓C |↑B〉 may be
nonzero. This pulse-
duration-thick slab extends
to arbitrarily large positive
tBA and tCB , and to
tCB ≈ −tBA/2

The signal contribution from 〈↑A↑D↓C |↑B〉 can only be sizable in the quasi-
2D delay region shown in Fig. 3.8. For tDC must be less than σ and, as usual,
2tCB + tBA + tDC > 0. The condition tC − tA = tCB + tBA > −σ imposes no addi-
tional restriction.

The three-pulse wave packet participating in 〈↑D |↑B↑C↓A〉 can only be formed
under the stringent conditions tBA < σ, tCB > −σ, and tCB + tBA < σ, along with
2tCB + tBA + tDC > 0. These requirements restrict its nonnegligible contributions
to the quasi one-dimensional tDC range plotted in Fig. 3.9.

Contributions to the P (d)
one WPI signal from 〈↑A |↑B↑C↓D〉 can arise whenever

tCB > −σ. The condition 2tCB + tBA + tDC > 0 has an impact only at very small
intrapulse-pair delays. This important overlap may therefore exist anywhere within
the 3D delay volume portrayed in Fig. 3.10.

Because pulse D acts before A in its bra, 〈↑D↑A↓B |↑C〉 can only exist for very
small values of all three interpulse delays. Thus tD − tA = tDC + tCB + tBA < σ
combined with 2tCB + tBA + tDC > 0 confines nonnegligible values of this overlap
to the quasi-1D region illustrated inFig. 3.11. The overlap 〈↑D↑A↓C |↑B〉 is restricted
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Fig. 3.9 Narrow region of
delay-space to which
nonnegligible contributions
from 〈↑D |↑B↑C↓A〉 are
confined

Fig. 3.10 Volume in
{tBA, tDC , tCB}, extending to
indefinitely large values of
all three delays, where
〈↑A |↑B↑C↓D〉 can in
principle make a signal
contribution

Fig. 3.11 The small
delay-range region within
which the overlaps
〈↑D↑A↓B |↑C 〉 and
〈↑D↑A↓C |↑B〉 are expected
to contribute to P(d)

one

to the same region: tD − tA must again be less than the pulse duration, and the
condition tC − tA = tCB + tBA < σ proves to be redundant.

The ket in 〈↑D |↑C↑B↓A〉 vanishes unless both tC − tA = tCB + tBA and tBA alone
are less than the pulse duration. Along with 2tCB + tBA + tDC > 0, these lead to the
delay region of significance sketched in Fig. 3.12.

It is worth recalling that outside its prescribed interpulse-delay region, a particular
overlap vanishes simply because the delay combinations are inconsistent with the
required order of pulse action in the participating three-pulse bra or ket. But criteria
specific to the dimer’s Hamiltonian, including internal molecular and host-medium
nuclear degrees of freedom, will sometimes diminish the overlaps for certain delay
combinations inside these regions. In multimode systems for instance, electronic
dephasing driven by electronic-nuclear couplingwill often severely limit themaximal
intrapulse-pair delays tBA and tDC over which the electronic coherence on which a
nonvanishing 2D-WPI signal depends can be effectively maintained. Because the B-
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Fig. 3.12 Interpulse-delay
region, extending to
arbitrarily large positive tDC
and negative tCB , where
〈↑D |↑C↑B↓A〉 may give
rise to significant signal

and C-pulses are not phase-locked, signal contributions tend to be less susceptible
to dynamical truncation along tCB .

3.3.2.2 Doubly Excited-State Population

As indicated in (3.37), the quadrilinear portion of the population of the doubly-
excited electronic state contributes to the 2D-WPI signal with a certain quantum
yield Qēe = Q2 ≡ Qtwo. Eliminating as unmeasured the four overlaps appearing in
the doubly-excited population whose optical phases are uncontrolled allows us to
write Ptwo as a sum of two experimentally isolable portions,

P (s)
two = 2Re

{〈↑A↑C |↑B↑D〉+〈↑A↑C |↑D↑B〉+〈↑C↑A |↑B↑D〉+〈↑C↑A |↑D↑B〉} ,

(3.40)
and (by interchanging Cs and Ds)

P (d)
two = 2Re

{〈↑A↑D |↑B↑C 〉+〈↑A↑D |↑C↑B〉+〈↑D↑A |↑B↑C 〉+〈↑D↑A |↑C↑B〉} .

(3.41)
Let’s work out the region of {tBA, tDC , tCB} to which each of the difference-phased

quadrilinear contributions to the population of the doubly-excited state, seen in (3.41),
is exclusively confined. In 〈↑A↑D |↑B↑C 〉, the pulses act in their nominal order (A
beforeD and B beforeC), so the overlap can be nonnegligible in a three-dimensional
region of delay-space. More specifically, tC must exceed tB − σ, or the B-pulse
could not act before C; hence tCB > −σ. But the bookkeeping restriction tD + tC >

tB + tA also requires tCB > − 1
2 (tDC + tBA), which is slightlymore restrictive for tiny

intrapulse-pair delays. All three interpulses delays can take arbitrarily large positive
values. These are the same restrictions as apply to 〈↑A |↑B↑C↓D〉, so the relevant
delay volume is identical to Fig. 3.10.

In the ket of 〈↑A↑D |↑C↑B〉,C-pulse action precedes B-pulse action. In order that
this overlap not vanish, tCB must therefore be shorter than σ. As the general condition
tCB > − 1

2 (tDC + tBA) also applies, nonvanishing values can only reside in the delay
region plotted in Fig. 3.13.
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Fig. 3.13 Region of
interpulse delays where
〈↑A↑D |↑C↑B〉 can be
nonzero

The overlap 〈↑D↑A |↑B↑C 〉 can only be nonnegligible when tD − tA = tDC +
tCB + tBA is less than the pulse duration. But tCB must exceed − 1

2 (tBA + tDC), so

this contribution to P (d)
two can exist only in a quasi zero-dimensional regionof very short

interpulse delays. The same restrictions apply to 〈↑D↑A |↑C↑B〉, for nonnegligibility
of this overlap again requires tDC + tCB + tBA < σ. The weaker condition tCB < σ
adds no additional constraint. The resulting common delay region coincides with
that illustrated in Fig. 3.11 for 〈↑D↑A↓B |↑C 〉 and 〈↑D↑A↓C |↑B〉.

3.3.2.3 Signal Isolation

As we have mentioned, it is possible to separate experimentally the sum-phased sig-
nal arising from (3.38) and (3.40), on one hand, and the difference-phased signal
from (3.39) and (3.41), on the other. This is accomplished by combining WPI mea-
surements S(ϕBA,ϕDC) having different combinations of the optical phase shifts
ϕBA and ϕDC . In fact, the same “phase-cycling” methods enable the isolation of
the quantum yield-weighted sum of the complex-valued quantities inside the braces
of the first two or the second two of those expressions. We can illustrate the basic
strategy with a simple example; more complicated schemes may have advantages in
practice.

Writing the signal with particular phase shifts as

S(ϕBA,ϕDC ) = 2Re{e−iϕBA−iϕDC ξs + e−iϕBA+iϕDC ξd} , (3.42)

and denoting ξs/d = ξ′
s/d + iξ′′

s/d , leads to distinct combinations such as

S(0, 0) = 2(ξ′
s + ξ′

d) , (3.43)

S( π
2 , 0) = 2(ξ′′

s + ξ′′
d ) , (3.44)
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S(0, π
2 ) = 2(ξ′′

s − ξ′′
d ) , (3.45)

and
S( π

2 , π
2 ) = 2(−ξ′

s + ξ′
d) . (3.46)

From these we can reconstruct the sought-after quantities

ξs = 1
4 {S(0, 0) − S( π

2 , π
2 ) + i S( π

2 , 0) + i S(0, π
2 )} , (3.47)

and
ξd = 1

4 {S(0, 0) + S( π
2 , π

2 ) + i S( π
2 , 0) − i S(0, π

2 )} . (3.48)

3.3.3 One-, Two-, and Three-Pulse Kets

Using time-dependent perturbation theory, we now seek explicit expressions for the
various multi-pulse bras and kets whose overlaps determine the 2D-WPI signal from
an EET complex. Under the dimer Hamiltonian H = T + Hel(Q̂) (see (3.1)) and
the interaction potential V (t), given in (3.27) with the pulse arrival times reckoned
at r = 0, the quantum mechanical state obeys

i�
∂

∂t
|�(t)〉 = (

H + V (t)
)|�(t)〉 . (3.49)

The initial condition is taken to be |�(t
 tA)〉 = [t − tA]|ḡg〉|ψ0〉 (using the nota-
tion [t] ≡ exp{−i Ht/�}), where |ψ0〉 is some eigenket of the ground-state nuclear
Hamiltonian, T + 〈ḡg|Hel(Q)|ḡg〉. In the interaction picture, (3.49) becomes

i�
∂

∂t
|�̃(t)〉 = Ṽ (t)|�̃(t)〉 , (3.50)

with Ṽ (t) = [−t + tA]V (t)[t − tA] and |�̃(t
 tA)〉 = |ḡg〉|ψ0〉.
Since the quadrilinear signal contributions all take the form of an overlap between

a two-pulse bra and a two-pulse ket, or between a one-pulse bra and a three-pulse
ket, it is enough to solve (3.50) through third order in the external fields:

|�̃(t)〉 ∼=
{
1 + 1

i�

∫ t

−∞
dτ Ṽ (τ ) +

(
1

i�

)2∫ t

−∞
dτ

∫ τ

−∞
d τ̄ Ṽ (τ )Ṽ (τ̄ )

+
(
1

i�

)3∫ t

−∞
dτ

∫ τ

−∞
d τ̄

∫ τ̄

−∞
d ¯̄τ Ṽ (τ )Ṽ (τ̄ )Ṽ ( ¯̄τ )

}
|ḡg〉|ψ0〉 .

(3.51)

This perturbative solution can be rewritten in terms of pulse propagators which
encapsulate the effect of each finite-duration laser pulse in the instantaneous action
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of a single quantummechanical operator. Upon reversion to the Schrödinger picture,
this reframing results in an equivalent solution,

|�(t)〉 = {[t − tA] + i
∑

I=A,B,C,D

[t − tI ]PI (t − tI ; τ )[tI A]

+ i 2
∑

I J

[t − tJ ]PJ (t − tJ ; τ )[tJ I ]PI (τ + tJ I ; τ̄ )[tI A]

+ i 3
∑

I J K

[t − tK ]PK (t − tK ; τ )[tK J ]PJ (τ + tK J ; τ̄ )[tJ I ]

× PI (τ̄ + tJ I ; ¯̄τ )[tI A]
}|ḡg〉|ψ0〉 ,

(3.52)

in which the I th pulse propagator is

PI (t; τ ) = EI

�

∫ t

−∞
dτ f I (τ ) cos(�τ + ϕI ) [ −τ ] eI · m̂ [ τ ] . (3.53)

The first argument of a pulse propagator is the upper integration limit and the second
designates the variable of integration.

By extracting terms from (3.52) we can develop formulas for the wave-packet
overlaps contributing to the 2D-WPI signal using any electronic basis. Portions of
the two- and three-pulse sums in this expression of quadratic or cubic order in the
field-strength of an individual pulse are of course irrelevant. We bypass the adiabatic
electronic basis in favor of the two fixed bases, letting |ξ〉 denote either a site or
an exciton state. Electronic matrix elements of the pulse propagator (3.53) can be
conveniently expressed in terms of reduced pulse propagators,

p(ξξ̄)
I (t; τ ) =

∫ t

−∞
dτ

σ
f I (τ )e∓i�τ [−τ ]ξξ[τ ]ξ̄ξ̄ , (3.54)

by making a rotating-wave approximation and invoking one of the forms (3.30)
or (3.36) for the dipole operator. We have written 〈ξ|[τ ]|ξ̄〉 = [τ ]ξξ̄ and made a
significant simplification by assuming that electronic transitions between different
singly excited states in the appropriate basis can be neglected on the timescale of the
pulse duration. The upper (lower) sign in (3.54) applies in the case of an absorptive
(emissive) transition ξ ← ξ̄ (ξ̄ → ξ).With the sameapproximations and conventions,
the nonvanishing elements of the overall pulse propagator (3.53) can be written as

〈ξ|PI (t; τ )|ξ̄〉 = F (ξξ̄)
I e∓iϕI p(ξξ̄)

I (t; τ ) , (3.55)

where F (ξξ̄)
I ≡ FI 〈ξ|m̂ · eI |ξ̄〉 with FI = EIσ/2�.3

3Note that any polarization dependence of a 2D-WPI signal enters through the F (ξξ̄)
I .
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Fig. 3.14 Site-state labels
arranged so that each pair is
separated in the direction of
the monomer transition
moment that connects them

3.4 Illustrative Calculations

3.4.1 Overlaps

The stage is set for a variety of calculations ofWPI signals fromEET dimers and their
interpretation in terms of the underlying nuclear wave-packet and energy-transfer
dynamics. For illustration, we drastically pare the vast range of possible molecular
parameters expressible in terms of the electronic Hamiltonian (3.1) and experimental
choices by investigating the difference-phased fluorescence-detected signal from a
space-fixed dimer with perpendicularly oriented monomer transition dipoles, ma =
ma x̂ andmb = mbŷ.4 We restrict attention to the situation in which the A, B,C, andD
pulses arrive in their nominal order and are short enough that temporal pulse overlap
can be neglected.5 Consulting the relevant delay regions shown in Sects. 3.3.2.1
and 3.3.2.2 confirms inspection of (3.39) and (3.41) in showing that, under these
circumstances, the quadrilinear singly- and doubly-excited populations simplify to

P (d)
one = 2Re

{〈↑A↓B↑D | ↑C 〉 + 〈↑A↓C↑D | ↑B〉 + 〈↑A | ↑B↑C↓D〉} , (3.56)

and
P (d)
two = 2Re

{〈↑A↑D | ↑B↑C 〉} . (3.57)

We assume that the electronic excitation-transfer coupling is sufficiently weak
that the site states are an appropriate electronic basis. Provided the interpulse delays
are not too long, the condition |J tI K |/� 
 1 then ensures that theWPI signal will be
at most of first order in J. It is easy to show that if all four laser pulses have the same
(x or y) polarization, then first-order EET cannot contribute to the signal. To see this,
we can arrange the site-state labels as in Fig. 3.14, so the directions between them
are those of the connecting transition moments. Four x-polarized pulses combined
with a single EET-driven amplitude transfer can then be seen to generate one- and
three-pulse wave packets in different electronic states, as illustrated in Fig. 3.15; their

4The net signal from an isotropic sample of dimers with a certain internal geometry would be a
weighted sum of signals from a handful of representative space-fixed orientations.
5Specifically, these assumptions mean that tCB is positive and greater than the pulse duration. In
addition, since tBA and tDC are defined to be positive, they also mean that pulse-overlap effects will
be ignored when either is very short.
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Fig. 3.15 Three combinations of one- and three-pulse states formed by all x-polarized pulses, with
one state or the other being linear in J. Each of the three pairs forms a vanishing wave-packet overlap

Fig. 3.16 Illustration that a pair of two-pulse wave packets, one of them linear in J, formed by four
x-polarized pulses produce a vanishing overlap

overlaps vanish and hence make no contribution to Pone. Four x-pulses are similarly
unable to contribute to Ptwo linearly in J, as Fig. 3.16 reveals.

As an example of a polarization combination that produces a nonzero difference-
phased interference signal of first order in J from our oriented model dimer (and no
signal in the absence of energy transfer), we consider the case eA = ŷ, eB = eC =
eD = x̂. The sequences of pulse- and EET-driven electronic transitions making up
the quadrilinear overlaps of P (d)

one are sketched in Fig. 3.17, while those responsible
for P (d)

two are illustrated in Fig. 3.18.
6

In the simple version of the dimer Hamiltonian (3.1) used here, each monomer
will be assigned a single internal vibrational mode, so the kinetic energy is

T = p2a
2m

+ p2b
2m

, (3.58)

and the site-state potential functions are

Vḡg(qa, qb) = mω2

2
(q2

a + q2
b ) , (3.59)

Vēg(qa, qb) = εēg + mω2

2

(
(qa − d)2 + q2

b

)
, (3.60)

62D interferograms from 〈↑A |↑B↑C↓D〉 alone in model dimers akin to that considered here, under
the same polarization conditions—but with arbitrarily abrupt laser pulses—were the subject of
earlier work by Cina et al. [6].
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Fig. 3.17 Sequence of electronic transitions under Ay BxCx Dx polarization in each pair of states

whose overlap contributes to P(d)
one at first order in J

Fig. 3.18 Electronic
transitions under Ay BxCx Dx
polarization in the two states
whose overlap determines
P(d)
two at first order in J

Vḡe(qa, qb) = εḡe + mω2

2

(
q2
a + (qb − d)2

)
, (3.61)

and

Vēe(qa, qb) = εēe + mω2

2

(
(qa − d)2 + (qb − d)2

)
. (3.62)

We focus on a case of “downhill” energy transfer with εēg − εḡe = mω2d2, so the
intersection line between the singly-excited site-state potentials passes through the
minimum point (qa, qb) = (d, 0) of the higher-energy, “donor-state” potential, as
shown in Fig. 3.19. We pick a moderate Franck-Condon displacement d = qrms,
where qrms = √

�/2mω. The condition (3.25) for weak energy-transfer coupling
underlying our choice of the site basis here implies |J | 
 mω2d2 = �ω/2. We treat
J as a constant, dismissing any nuclear-coordinate dependence.

The weak-coupling condition just invoked ensures |J tI K /�| 
 ωtI K /2 in the
present instance. So the effect of energy transfer is small and can be treated perturba-
tively through first order in J, as we wish to do, over interpulse delays up to several
vibrational periods in length. Other than assuming that weak coupling is operative
and stating the sign of J, we need not specify it any more precisely. In theWPI signal
calculations presented below the sign of J is taken positive; all the interferograms
would change sign if it were instead made negative.
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Fig. 3.19 Plot of Vēg and
Vḡe with their minima
labeled. Dashed diagonal is
the line of intersection
between Vēg and Vḡe for the
chosen bare site-energy
difference. Minimum points
of Vḡg and Vēe are also
shown

From (3.52) we extract formulas for each of the wave packets appearing in (3.56)
and (3.57). We find, for instance,

| ↑C 〉 = ie−iϕC
∑

ξ,ξ1=ēg,ḡe

|ξ〉F (ξ1 ḡg)
C [t − tC ]ξ ξ1 p

(ξ1 ḡg)
C [tC A]ḡg ḡg|ψ0〉 , (3.63)

and

| ↑A↓B↑D〉 = −ieiϕBA−iϕD
∑

ξ,ξ2,ξ3,ξ4=ēg,ḡe

|ξ〉F (ξ2 ḡg)
D F (ḡg ξ3)

B F (ξ4 ḡg)
A

× [t − tD]ξ ξ2 p
(ξ2 ḡg)
D [tDB]ḡg ḡg p(ḡg ξ3)

B [tBA]ξ3 ξ4 p
(ξ4 ḡg)
A |ψ0〉 . (3.64)

Because temporal pulse overlap is being neglected, we have replaced the first argu-

ment of each reduced pulse propagator by infinity and written p(ξξ̄)
I (∞; τ ) = p(ξξ̄)

I .
The “observation time” t disappears when we take the inner product between the

wave packets (3.63) and (3.64) and sumover the state index ξ. Since unitary evolution
of both wave packets, including subsequent energy transfer, does not affect their
contribution to the singly-excited population, the resulting overlap can be formally
evalutated at t = tD:

〈↑A↓B↑D | ↑C 〉 = −e−iϕBA+iϕDC
∑

ξ1 ξ2 ξ3 ξ4

F (ḡg ξ4)
A F (ξ3 ḡg)

B F (ḡg ξ2)
D F (ξ1 ḡg)

C 〈ψ0| (3.65)

× p(ḡgξ4)
A [−tBA]ξ4ξ3 p(ξ3 ḡg)

B [−tDB]ḡg ḡg p
(ḡgξ2)
D [tDC ]ξ2ξ1 p(ξ1 ḡg)

C [tC A]ḡg ḡg|ψ0〉.
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The overlap (3.65) serves as a template for the others appearing in (3.56) and (3.57),
which can be written out directly:

〈↑A↓C↑D | ↑B〉 = −e−iϕBA+iϕDC
∑

ξ1 ξ2 ξ3 ξ4

F (ḡg ξ4)
A F (ξ3 ḡg)

C F (ḡg ξ2)
D F (ξ1 ḡg)

B 〈ψ0| (3.66)

× p(ḡgξ4)
A [−tC A]ξ4ξ3 p(ξ3 ḡg)

C [−tDC ]ḡg ḡg p
(ḡgξ2)
D [tDB]ξ2ξ1 p(ξ1 ḡg)

B [tBA]ḡg ḡg|ψ0〉 ,

〈↑A | ↑B↑C↓D〉 = −e−iϕBA+iϕDC
∑

ξ1 ξ2 ξ3 ξ4

F (ḡg ξ1)
A F (ξ2 ēe)

D F (ēe ξ3)
C F (ξ4 ḡg)

B 〈ψ0| (3.67)

× p(ḡg ξ1)
A [−tDA]ξ1ξ2 p(ξ2 ēe)

D [tDC ]ēe ēe p(ēe ξ3)
C [tCB]ξ3ξ4 p(ξ4 ḡg)

B [tBA]ḡg ḡg|ψ0〉 ,

and

〈↑A↑D | ↑B↑C 〉 = e−iϕBA+iϕDC
∑

ξ1 ξ2 ξ3 ξ4

F (ḡg ξ1)
A F (ξ2 ēe)

D F (ēe ξ3)
C F (ξ4 ḡg)

B 〈ψ0| (3.68)

× p(ḡg ξ1)
A [−tDA]ξ1ξ2 p(ξ2 ēe)

D [tDC ]ēe ēe p(ēe ξ3)
C [tCB]ξ3ξ4 p(ξ4 ḡg)

B [tBA]ḡg ḡg|ψ0〉 .

It is to be noted that 〈↑A↑D | ↑B↑C 〉, which describes excited-state absorption from
the singly- to the doubly-excited electronic manifold, equals minus 〈↑A | ↑B↑C↓D〉,
which accounts for “bleaching” of the singly-excited states in the same process. The
degree to which the contributions of these overlaps cancel in theWPI signal depends
on the relative fluorescence quantum yield following double and single excitation.

Each of the overlaps (3.65)–(3.68) contains two periods of free molecular evo-
lution in the singly-excited manifold of the form [tK L ]ξ ξ̄ during which site-to-site
electronic excitation transfer may not or must occur, according to whether ξ is or
isn’t equal to ξ̄; these free molecular-evolution operators consist exclusively of terms
of even or odd powers of J , respectively. Thus, an expansion of the signal through
first order in J could be found by collecting terms of zeroth and first order in (3.65)–
(3.68). But the task is simplified when we consider the chosen dimer orientation and
the polarization directions. For the y-polarized A-pulse we have

F (ḡg ēg)
A = 0 ;

F (ḡg ḡe)
A = mbFA (3.69)

(see below (3.55)). For I = B,C, and D, which are x-polarized,

F (ḡg ξ)
I = δξ ēgmaFI ,

F (ēg ξ)
I = δξ ḡgmaFI ,

F (ḡe ξ)
I = δξ ēemaFI ,

F (ēe ξ)
I = δξ ḡemaFI . (3.70)
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Under these circumstances, net transfer occurs during one particular evolution inter-
val in each of the contributing overlaps. All of them vanish at zeroth order in J, and
the sought-after first-order overlaps reduce to

〈↑A↓B↑D | ↑C 〉 = −e−iϕBA+iϕDCF 〈ψ0|p(ḡg ḡe)
A [−tBA](1)ḡe ēg p

(ēg ḡg)
B

× [−tDB]ḡg ḡg p(ḡg ēg)
D [tDC ](0)ēg ēg p

(ēg ḡg)
C [tC A]ḡg ḡg|ψ0〉 , (3.71)

〈↑A↓C↑D | ↑B〉 = −e−iϕBA+iϕDCF 〈ψ0|p(ḡg ḡe)
A [−tC A](1)ḡe ēg p

(ēg ḡg)
C

× [−tDC ]ḡg ḡg p(ḡg ēg)
D [tDB](0)ēg ēg p

(ēg ḡg)
B [tBA]ḡg ḡg|ψ0〉 , (3.72)

〈↑A | ↑B↑C↓D〉 = −e−iϕBA+iϕDCF 〈ψ0|p(ḡg ḡe)
A [−tDA](0)ḡe ḡe p

(ḡe ēe)
D

× [tDC ]ēe ēe p(ēe ḡe)
C [tCB](1)ḡe ēg p

(ēg ḡg)
B [tBA]ḡg ḡg|ψ0〉 , (3.73)

and

〈↑A↑D | ↑B↑C 〉 = e−iϕBA+iϕDCF 〈ψ0|p(ḡg ḡe)
A [−tDA](0)ḡe ḡe p

(ḡe ēe)
D

× [tDC ]ēe ēe p(ēe ḡe)
C [tCB](1)ḡe ēg p

(ēg ḡg)
B [tBA]ḡg ḡg|ψ0〉 , (3.74)

where F = m3
ambFAFBFC FD . Free-evolution operators of zeroth and first order in

J within the singly excited manifold are marked with superscripts. More explicitly,
[t] ∼= [t](0) + [t](1), where [t](0) = exp {−i H (0)t/�} (with H (0) being T + Hel(Q)

in which J is set to zero) and, by first-order time-dependent perturbation theory,

[t](1) = − i J

�

∫ t

0
dτ [t − τ ](0)(|ēg〉〈ḡe| + |ḡe〉〈ēg|)[τ ](0) . (3.75)

In the calculated interferograms shown here, the common envelope function for
all four pulses is taken to be f (t) = exp{−t2/2σ2} with σ = 0.09(2π/ω) ≡ 0.09τv.
From (3.54), the reduced pulse propagators,

p(ξξ̄) =
∫ ∞

−∞
dτ

σ
e−τ 2/2σ2

e∓i�τ [−τ ](0)ξξ [τ ](0)
ξ̄ξ̄

, (3.76)

are seen to become proportional to Fourier components of the envelope evaluated at
the offset between � and the ξ̄-to-ξ vibronic transition frequency.

In order to calculate theWPI signal from the excited-state populations, we have to
specify the relative fluorescence quantum yield from the singly- and doubly-excited
manifolds.We set Qone = 1 and illustrate several possibilities by taking Qtwo = 0, 1,
or 2. The first choice would be appropriate if some rapid, nonradiative process were
to shut off fluorescence from doubly-excited dimers; the second applies if the dimer
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undergoes quick internal conversion to the singly-excited manifold prior to radiative
decay; and the last value would be applicable if simultaneously excited monomers
within a dimer decay by emitting one photon each.

We have not yet stated a value for the bare electronic energy εēe seen in (3.62). One
could imagine that it is simply the sum of the individual excitation energies, εēg and
εḡe, and some of our calculations will make this assumption. It’s also possible, how-
ever, that an “exciton shift” alters the excitation energy for one monomer when the
other is already excited, perhaps lowering it due to stronger dispersion interactions
between two excited monomers than between one excited and another unexcited
species. We’ll entertain the possible effect of a nonvanishing exciton shift by consid-
ering a particular choice, εēe = εēg + εḡe − �ω/2. Due to the phase-sensitive nature
of 2D WPI, even this small shift will be seen to influence nonnegligibly the form of
the calculated interferograms. A significantly stronger exciton shift might evenmove
singly-to-doubly-excited transitions outside the power spectrum of the laser pulses,
driving the relevant matrix elements of p(ēe ḡe)

C and p(ḡe ēe)
D effectively to zero in (3.73)

and (3.74) and eliminating contributions from those overlaps. This consequence of
a strong exciton shift could be similar to that of a Qtwo = Qone cancelation between
the same two overlaps.

Shown below are the real part and the absolute value of each of the contributing
overlaps as well as those of the quantum yield-weighted sum of overlaps ξd determin-
ing the measured 2D signal (see Sect. 3.3.2.3), calculated under the conditions just
described. All the time-evolution operators and pulse propagators are represented as
matrices in a two-dimensional harmonic oscillator basis. The waiting time is set to
half a vibrational period (tCB = τv/2) to allow optically generated excited-state wave
packets at most one pass through the Vēg = Vḡe intersection during this interval. The
overlaps are multiplied by exp{i�(tDC − tBA)} to eliminate optical-frequency oscil-
lations and by exp{iϕBA − iϕDC } to specify the ϕBA = ϕDC = 0 case. All overlaps
and signals are plotted in units of |J |/�ω times m3

ambFAFBFC FD .
Figure3.20 plots 〈↑A↓B↑D |↑C 〉 and 〈↑A↓C↑D |↑B〉, which appear in P (d)

one . Since
the three-pulse bra in each of these overlaps does not access the doubly excited state,
they would be impervious to the presence of an exciton shift. In Fig. 3.21 is seen
the overlap 〈↑A | ↑B↑C↓D〉, also appearing in P (d)

one , whose three-pulse ket involves
ēe-state wave-packet dynamics between tC and tD . This overlap will be recalculated
below with an exciton shift included. It is not necessary to make a separate plot for
the overlap 〈↑A↑D | ↑B↑C 〉 determining P (d)

two, as it equals minus 〈↑A | ↑B↑C↓D〉
without or with an exciton shift.

For the model dimer under study, it is possible to understand many key features
of the delay dependence of the overlaps shown in Figs. 3.20 and 3.21 in terms of
the underlying energy-transfer and nuclear wave-packet dynamics. The vanishing of
〈↑A↓B↑D |↑C 〉 for tBA = 2nτv is a striking consequence of the half-quantum offset
between εēg and εḡe. We see from (3.71) that first-order energy transfer must occur
during tBA for this overlap to be nonzero. When tBA = 2nτv, this EET event could
take place during any 2τv-long interval, so we can write
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Fig. 3.20 The two upper panels are the real part (left) and absolute value (right) of 〈↑A↓B↑D
|↑C 〉. Intrapulse-pair delays are in vibrational periods τv = 2π/ω, and the waiting time is fixed at
tCB = τv/2. Lower panels are for 〈↑A↓C↑D |↑B〉. Neither of these overlaps would be affected by
an “exciton shift” in the singly-to-doubly-excited transition energy
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Fig. 3.21 The left panel gives Re{〈↑A | ↑B↑C↓D〉} (or −Re{〈↑A↑D | ↑B↑C 〉}) for the model
dimer without an exciton shift, and the right panel shows its absolute value
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[−2nτv](1)ḡe ēg = [−2τv](1)ḡe ēg [−2(n − 1)τv](0)ēg ēg

+ [−2τv](0)ḡe ḡe [−2τv](1)ḡe ēg [−2(n − 2)τv](0)ēg ēg

+ · · · + [−2(n − 1)τv](0)ḡe ḡe [−2τv](1)ḡe ēg . (3.77)

We can break up the first-order factors as

[−2τv](1)ḡe ēg = − i J

�

∫ −2τv

0
dτ [−2τv − τ ](0)ḡe ḡe [τ ](0)ēg ēg

= − i J

�

∫ −τv

0
dτ [−2τv − τ ](0)ḡe ḡe [τ ](0)ēg ēg

− i J

�

∫ −2τv

−τv

dτ [−2τv − τ ](0)ḡe ḡe [τ ](0)ēg ēg

= − i J

�

∫ −τv

0
dτ [−2τv − τ ](0)ḡe ḡe [τ ](0)ēg ēg

− i J

�
ei

τv
�

(εēg−εḡe)

∫ −τv

0
d τ̄ [−2τv − τ̄ ](0)ḡe ḡe [τ̄ ](0)ēg ēg = 0 ; (3.78)

the nuclear wave packet generated in the ēg-state by EET during the second half of
each 2τv-interval is opposite in sign from that formed during the first half, giving rise
to complete destructive interference and no net amplitude transfer. The first-order
evolution operator in (3.77) therefore vanishes entirely.

A necessary condition for 〈↑A↓B↑D |↑C 〉 to have a sizable value is that the over-
lapped one- and three-pulse wave packets reside in similar regions of phase space.
That is to say, the expectation values of their coordinate and momentum must nearly
coincide, for both a and b modes. Schematic diagrams for both modes of both wave
packets are sketched in Fig. 3.22. The A pulse excites the dimer to the ḡe state, where
b-modemotion ensues. The local splitting between the two site-states becomes larger
than its Franck-Condon value of �ω/2 at positive qb, so the most likely elapsed times
before an energy-transfer transition to ēg, denoted by tJ A, will be integer multiples
of τv. The condition for a-mode coincidence can then be written

ωd
(
1 − e−iωtDC

) = ωd
(
1 − e−iωtB J

)
e−iωtDB

≈ ωd
(
1 − e−iωtBA

)
e−iωtDC−iω τv

2 , (3.79)

which reduces to tDC + tBA = mτv and rationalizes the slanted form of the peaks in
the upper right panel of Fig. 3.20. The b-mode coincidence requirement 0 = ωd(1 −
exp{−iωtJ A}) simply reinforces the condition tJ A ≈ nτv.

The exciton shift affects the two contributing overlaps which involve wave-packet
motion in the doubly excited electronic state. 〈↑A | ↑B↑C↓D〉with the chosen exciton
shift (see p. 27) is illustrated in Fig. 3.23. 〈↑A↑D | ↑B↑C 〉 has the opposite sign.
The complex-valued overlap itself changes drastically between Figs. 3.21 and 3.23,
illustrating the sensitivity of the overlaps determining the 2D-WPI signal to small
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Fig. 3.22 The upper two panels show approximate phase-space paths for | ↑C 〉 while the lower
two show those for | ↑A↓B↑D〉, in the case tCB = τv/2
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Fig. 3.23 The left panel shows Re{〈↑A | ↑B↑C↓D〉} (or −Re{〈↑A↑D | ↑B↑C 〉}) for the model
dimer with an exciton shift, and the right panel plots its absolute value

changes in the relative phase of the interfering wave packets. The absolute value of
the overlap changes only slightly as a result of this small shift, reflecting minute
changes in the location of the dimer’s singly-to-doubly-excited vibronic transition
energies within the power spectrum of the pulses.

The bra and ket trajectories whose final-point coincidence determines the delay
combinations of maximal overlap visible in the right panels of Figs. 3.21 and 3.23
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Fig. 3.24 The top (bottom) panels showmomentum-versus-position expectation-value trajectories
for the bra (ket) of 〈↑A | ↑B↑C↓D〉. Coincidence between the endpoints of these phase-space paths
is a prerequisite for this overlap to be large

are drawn schematically in Fig. 3.24. The requirement for agreement between the
two a-mode ending points can be written

0 = ωd
[(
1 − e−iωtJ B

)
e−iω(tCB−tJ B ) − 1

]
e−iωtDC + ωd , (3.80)

where tCB = τv/2 and tJ B estimates the delay between B-pulse arrival and amplitude
transfer by EET from ēg to ḡe. This requirement reduces to tDC = kτv + tJ B . The
corresponding condition for the b-mode is

ωd
(
1 − e−iωtDA

) = ωd
(
1 − e−iωtDJ

)
, (3.81)

or tBA = lτv − tJ B . Since tJ B ≈ τv/4 in the present situation, the coincidence require-
ments predict peaks at (tBA, tDC) ≈ (l − 1

4 , k + 1
4 )τv, just as seen in the absolute-

value plots.
It is interesting that, in the weak EET-coupling situation illustrated here, purely

classical descriptions of intramolecular nuclear motion provide reliable explanations
for the delay-dependence of 2D WPI signal intensity despite the fact that the spatial
range of motion is similar to the width of the nuclear wave packets.
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Despite the close similarity between the right-hand panels of Figs. 3.21 and 3.23,
the phase dependence exhibited on the left is quite different. The residual electronic
phase factor of the aliased overlap is

ei�(tDC−tBA)〈↑A | ↑B↑C↓D〉 ∼ exp

{
i

�

(
εḡe + �ε

2

)(
tDC − tBA

)

+ i

�
εḡe

(
tDC+ τv

2
+tBA

)
− i

�

(
2εeg+�ε+δε

)
tDC

+ i

�
εḡe

(
tJ B − τv

2

)
− i

�

(
εēg + �ε

)
tJ B

}

= exp

{
− i

�
�ε

(
tDC + tBA

2
+ tJ B

)
− i

�
δε tDC

}

(3.82)

(see p. 26), where �ε = εēg − εḡe = �ω/2 is the site-energy offset and δε = 0,
−�ω/2 is the exciton shift. In the absence of the latter,

ei�(tDC−tBA)〈↑A | ↑B↑C↓D〉 ∼ exp

{
− iω

(
tDC + tBA

4
+ tJ B

2

)}
, (3.83)

while in its presence,

ei�(tDC−tBA)〈↑A | ↑B↑C↓D〉 ∼ exp

{
iω

(
tDC − tBA

4
− tJ B

2

)}
. (3.84)

Equations (3.83) and (3.84) account for the constant phase of the overlap along lines
of constant tDC + tBA and tDC − tBA seen in Figs. 3.21 and 3.23, respectively.

3.4.2 Signals

While the delay dependence of the individual overlaps is relatively easy to analyze
in terms of wave-packet dynamics, the 2D-WPI signal (3.37) comprises a quantum-
yield-weighted sum of the several contributing overlaps. Under the assumptions
described on p. 10, the difference-phased whoopee signal from our model dimer
becomes

S(d) ∝ QoneP
(d)
one + QtwoP

(d)
two = 2Re{e−iϕBA+iϕDC ξd} , (3.85)

where the relevant quadrilinear populations are given by (3.56) and (3.57). Since
one of the equal-and-opposite overlaps involving access to the doubly excited state
contributes to P (d)

one and the other determines P (d)
two, their degree of cancellation will

depend on the relative quantum yield from populations in the singly- and doubly-
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Fig. 3.25 The top two panels exhibit Re{ξd } = ξ′
d and |ξd | for the EET dimer with Qtwo/Qone = 0

in the absence of an exciton shift. Their forms in the presence of a small, negative shift are shown
in the bottom row

excited manifolds. As described on p. 27, we shall examine calculated signals for
Qtwo/Qone = 0, 1, and 2.

Figure3.25 presents the 2D interferogramdetermined by the calculated overlaps in
the case Qtwo/Qone = 0. In the top (bottom) roware the real part and absolute value of
ξd without (with) an exciton shift. Although 〈↑A↑D | ↑B↑C 〉 fails to contribute in this
case, the interferogram remains sensitive to the exciton shift through 〈↑A | ↑B↑C↓D〉;
both complex-valued and absolute interferograms differ markedly in the two cases.

If Qtwo/Qone = 1, the case of equal fluorescence yields from the singly- and
doubly-excited manifolds, then 〈↑A | ↑B↑C↓D〉 and 〈↑A↑D | ↑B↑C 〉 cancel each
other exactly; the interference signal becomes independent of any exciton shift. The
2D WPI signal, illustrated in Fig. 3.26, is now determined by the two remaining
overlaps contributing to P (d)

one .
Sensitivity to the exciton shift returns when Qtwo/Qone = 2, meaning that the

doubly-excited state is twice as productive of fluorescent photons as a singly-excited
state. Here, the contribution from 〈↑A↑D |↑B↑C 〉 outweighs that from 〈↑A |↑B

↑C↓D . 〉ξd for the EET dimer for this yield ratio is shown in Fig. 3.27.
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Fig. 3.26 The real part and absolute value of the WPI signal for Qtwo/Qone = 1, which is not
affected by an exciton shift
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Fig. 3.27 The top panels show ξd with Qtwo/Qone = 2 and no exciton shift. The bottom two
include a small down-shift for singly-to-doubly excited transitions
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The calculations presented in this section illustrate the physical information con-
tent and dynamical interpretation of two-dimensional wave-packet interferometry
signals from an energy-transfer dimer for a specific set of molecular features and
experimental parameters. Many elaborations and generalizations remain to be inves-
tigated. While the present illustrative calculations yield interferograms of undimin-
ished signal intensity with increasing tBA and tDC , more realistic simulations includ-
ing (perhaps weak) electronic-nuclear coupling for a large number of intra- and inter-
molecular modes would of course exhibit “optical dephasing.” As a result, increasing
intrapulse-pair delays would be accompanied by decreasing signal size [3].

3.5 Conclusion

This chapter spells out a straightforward, general framework for calculating and
interpreting multidimensional electronic spectroscopy signals in terms of the wave-
packet-shaping, amplitude-transferring effects of femtosecond laser pulses on time-
dependent molecular states. It sets up the basic expressions for two-dimensional
wave-packet interferometry experiments on an energy-transfer system as a quantum
yield-weighted sum of contributing overlaps between multi-pulse wave packets, and
identifies the ranges of interpulse delay within which each overlap is not excluded
by its order of pulse action from contributing to the WPI signal.

Example calculations are presented for a spatially oriented, weakly coupled EET
dimer for whose individual overlaps physical interpretations are readily found using
semiclassical analyses of the necessary conditions for phase-space coincidence
between the bra and ket, the dynamical consequences of a site-energy difference
between to two chromophores, and the sensitivity of contributions accessing or orig-
inating from doubly electronically excited states of the dimer to the possible presence
of an exciton shift.

The version of the model used for illustration is among the simplest conceivable
for basic examination of the information content of 2DES in the context of electronic
excitation transfer, and many possibilities exist for increasing its complexity. One
possible change would be to incorporate electronic decoherence by adding site-state-
dependent electronic-nuclear coupling to a multiplicity of intra- and intermolecular
modes of various frequencies [3]. Another natural step is to increase the number
of participating monomers. For example, a tetramer of chromophores arranged in
a square geometry could give rise to a conical intersection between single-exciton
states, which would in principle generate geometric-phase effects in the EET dynam-
ics. In addition, the occurrence of excitation transfer to more than one neighboring
chromophore could result in spatial interference akin to that seen in double-slit exper-
iments. For instance, excitation could transfer from an individual chromophore to
the non-adjacent one by taking more than one pathway. Of interest would be the
extent to which electronic-nuclear coupling suppresses the resulting interference in
excitation transfer by “observing” through which of the neighboring chromophores
the excitation was passed. Possibilities may also exist for altering the interference
by prior preparation of nuclear motion in the electronic ground state via impulsive
stimulated Raman excitation.
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Chapter 4
The Development and Applications
of Phase Cycling in Multidimensional
Optical Spectroscopy

Howe-Siang Tan

Abstract Although most experiments are performed using a non-collinear beam
geometry, multidimensional optical spectroscopy experiments can also be performed
using collinear and partially collinear beam geometries. Phase cycling is an impor-
tant procedure to enable multidimensional optical spectroscopy experiments to be
performed in collinear and partially collinear beam geometries. In this chapter, we
present the general theory of phase cycling and summarizes the development and
applications of the phase cycling procedures in various multidimensional optical
spectroscopies. These applications include fully collinear two dimensional optical
spectroscopy, pump-probe geometry third order and fifth order two dimensional opti-
cal spectroscopies, and fifth order three dimensional optical spectroscopy.

4.1 Introduction

Coherent Multidimensional Optical Spectroscopy (CMDOS) is an important and
essential tool in the study of various physical, chemical, and biological systems
[1–3]. In CMDOS, nonlinear optical signals representative of the samples’ response
functions are obtained as a function of the inputs of multiple pulses. The most typical
of CMDOS is the third order two-dimensional optical spectroscopy (2DOS). 2DOS
can be viewed as the two dimensional Fourier transform of a three-pulse photon
echo signal s(t; τ, T ). Here, τ is the delay between the first and second pulses and
is typically termed the first coherence time. T is the delay between the second and
third pulses and is termed the population (or waiting) time. T is analogous to the
pump probe delay in a transient absorption experiment. Further developments has
led to optical spectroscopies of higher order and higher dimensions.

As there exists in general, huge number of possible nonlinear optical signals
apart from the desired photon echo signal, a sound experimental design is needed to
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isolate and acquire the desired signal. There are several techniques in the experimental
implementation of CMDOS. The most common approach is to use directional phase
matching. In phase matching, pulses incident at different directions result in the
different nonlinear signals exiting the sample at different distinct directions. The
desired nonlinear signal can then be selectively measured in a distinctive direction.
The other approach is to perform CMDOS using all interacting pulses in a collinear
beam geometry. In this approach, as all signals are emitted in the same collinear
direction, the interpulse phases are managed in order to extract the signal of the
desired process. This is the basis of the phase cycling procedure. In phase cycling,
we repeat an experiment with a series of different pulse phases. Judicious linear
combination of these phase dependent data will then yield the spectrum of the desired
nonlinear optical process.

The first discussion and theoretical study of using phase cycling in CMDOS was
found in an article by Keusters et al. [4]. It showed that directional selective phase
matching and phase selective phase cycling are theoretically equivalent and pro-
pose that a 1 × 4 × 4 = 16-step phase cycling scheme can be performed using three
collinear phase coherent pulses tomeasure a two-pulse photon echo two-dimensional
optical spectrum. The phase cycling scheme comprises of repetitions of the experi-
ment with the cycling of the phase of the second and third pulses through 0°, 90°,
180°, and 270° relative to the phase of the first pulse. The summation of the 16 sets of
data with specific weights will then yield the desired photon echo 2DOS spectrum.
This was experimentally demonstrated by acquiring the electronic 2DOS spectrum
of rubidium atoms [5]. However, at that time, no procedure was available to deter-
mine what other phase cycling schemes can perform the same task. A general theory
of phase cycling and phase cycling scheme selection procedure was later presented
[6]. This study also included additional CMDOS experiments that can be performed
using phase cycling. These include obtaining the 2DOS spectrum of purely absorp-
tive three-pulse echo experiments and 2DOS that correlates two-quanta transitions
to one-quantum transitions. It was recognized that there will be experiments that will
make use of both directional phase matching and phase cycling [4]. This was made
possible with the advent of 2DOS performed in a ‘pump-probe’ beam geometry [7].
Phase cycling was first used in pump-probe 2DOS in the mid infrared (MIR) [8]
and soon applied to visible electronic 2DOS [9]. Phase cycling was also extended to
enable fifth order three dimensional optical spectroscopy (5O3DOS) to be performed
in a pump-probe geometry [10].

In Sect. 4.2, we present the general theory of phase cycling and the procedure
on how a phase cycling scheme can be selected given a particular experimental
configuration. In Sect. 4.3, we will present in more details, the CMDOS signals
obtainable from different possible experimental configurations, and the appropriate
phase cycling scheme and data management needed to acquire the CMDOS spectra
of interest.
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4.2 Theory of Phase Cycling

In a non-linear optical spectroscopic experiment, a sample interacts with an electric
field E(t) consisting a series of optical pulses

E(t) = ∑

i
Ai (t + τi ) exp(−i[ωi t + ki · r + φi ]) (4.1)

where Ai are the envelope functions of the interacting pulses with delays τi . Under
the framework of the time dependent diagrammatic perturbation theory [3, 11], the
nonlinear optical signals resulting from different processes acquire the phase terms
exp(±iki · r) and exp(±iφi ) with each successive interactions [4]. If the interacting
pulses are all non-collinear, the signal pulses will acquire a net direction ksig, while
the phase terms φi will in general cancel out spatially. On the other hand, if the
interacting pulses are collinear, the final directional k will be in the same direction as
the collinear pulses, and hence will have no directional discriminating effect as in the
phase matching case. However, in the collinear geometry, the pulse phases φi may
interfere constructively or destructively, thus enabling us to perform phase cycling.
For nonlinear experiments that have a combination of collinear and noncollinear
beam geometry, phase cycling can be applied to portions of experiments that are
collinear.

We shall discuss a most common example as a conceptual illustration, before
laying out the general equations for phase cycling. Figure 4.1a depicts the coherence
transfer pathways or double sided Feynman diagrams (DSFD) [3, 11] for a three
pulse photon echo (rephasing) process performed using a phase matching approach
detected in the ksig = −k1 + k2 + k3 direction.

Likewise for an experiment with three collinear pulses, the signal will acquire a
phase of φsig = −φ1 + φ2 + φ3. Typically the photon echo signal is not detected
collinearly as it is weak, so it is converted into population and detected as a population
based action spectrum such as fluorescence and photoconductivity [12, 13]. This
necessitates an extra pulse to convert the polarization to population. This is illustrated
in Fig. 4.1bwhere the final population acquires a phase termofφsig = −φ1+φ2+φ3−
φ4. The area shaded in grey denotes where phase cycling is applied over. The phase
termφsig ‘tags’ different processes,much like how ksig serves to discriminate between
different processes, and forms the basis of phase cycling. This desired signal will

Fig. 4.1 Double sided Feynman Diagram (DSFD) a three pulse photon echo (rephasing) process
for a phase matching noncollinear beam geometry, b phase cycling collinear beam geometry
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have the population signal p̃echo exp[i(−φ1 + φ2 + φ3 − φ4)]. This signal however,
is just one of the many component signals of the total pulse phase dependent signal
P(φ1, φ2, φ3, φ4) that one measures

P(φ1, φ2, φ3, φ4) =
∑

{α j}
p̃(α1, α2, α3, α4) exp[i(α1φ1 + α2φ2 + α3φ3 + α4φ4)]

(4.2)

where {α j } denotes all possible kinds of processes arising from all possible combi-
nations of interactions. The aim of a phase cycling scheme is to perform experiments
to obtain selectively only the p̃echo signal.

We now consider some conditions placed on the {α j } values.

α1 + α2 + α3 + α4 = 0 (4.3)

This condition arises from the fact that the measurable signal comes from the
diagonal or population elements of the density matrix. This can be understood by
inspecting a DSFD that traces the evolution of the density matrix of a system inter-
acting with the light fields. To start from an initial diagonal element of a density
matrix and finally ending in another diagonal element requires that the total number
of arrows pointing to the right equates the number of arrows pointing to the left
(Fig. 4.1b is an example). As we typically do not control the absolute pulse phases
and can only maintain interpulse phase relations, (4.2) [upon substituting (4.3)] gives

P(φ21, φ31, φ41) = ∑

{α j}
p̃(α2, α3, α4) exp[i(α2φ21 + α3φ31 + α4φ41)] (4.4)

Without a lack of generality, we have referenced the interpulse phase relation to
the first pulse, φ j1 = φ j − φ1. The measured signal P(φ21, φ31, φ41) contains all
the terms with an even number of interactions with the four interacting light fields.
Mathematically, to extract any signal p̃(α2, α3, α4) such as the desired echo signal
p̃(+1,+1,−1) from P(φ21, φ31, φ41), we need to take the three dimensional Fourier
transform of P(φ21, φ31, φ41)

p̃(α2, α3, α4) ∼
2π̊

0

dφ41dφ31dφ21P(φ21, φ31, φ41)

× exp(−iα2φ21) exp(−iα3φ31) exp(−iα4φ41) (4.5)

Experimentally, we can only sample the φ21-space, φ31-space and φ41-space finite
many times by performing the multipulse experiments with different interpulse
phases. This necessitates a discrete Fourier transform evaluation of the Fourier series
coefficient
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p̃(α2, α3, α4) = 1

K2K3K4

K2−1∑

k2=0

K3−1∑

k3=0

K4−1∑

k4=0

P(k2�φ21, k3�φ31, k4�φ41)

× exp(−iα2 · k2�φ21) exp(−iα3 · k3�φ31) exp(−iα4 · k4�φ41)

(4.6)

with K2, K3 and K4 being the number of sample points in the φ21-space, φ31-space
and φ41-space, respectively. The relationships between the continuous and discrete
variables are

dφ21 → �φ21 ≡ 2π
K2

, φ21 → k2�φ21

dφ31 → �φ31 ≡ 2π
K3

, φ31 → k3�φ21

dφ41 → �φ41 ≡ 2π
K4

, φ41 → k4�φ21

(4.7)

Experimentally, this means a series of 1 × K2 × K3 × K4 experiments need to
be repeated at the different interpulse phases φ21, φ31 and φ41. The desired Fourier
coefficient p̃(α2, α3, α4) can then be extracted by the summation of these experiments
with the appropriate weights as defined in (4.6).

The periodic property of discrete Fourier transform introduces aliased signals.
In a 1 × K2 × K3 × K4 phase-cycling experiment, the weighted sum of the phase
dependent population cannot distinguish between the signals

p̃(α2, α3, α4) and p̃(α2 + pK2, α3 + qK3, α4 + r K4) (4.8)

where p, q and r are integers. The aliased signals can be suppressed by choosing the
appropriate phase cycling scheme. We will outline here the procedure to select the
appropriate phase-cycling scheme. Assuming that we can ignore sixth- and higher-
order contributions, we will have an additional condition for the {α j } values

|α1| + |α2| + |α3| + |α4| ≤ 4 (4.9)

The aim is in choosing an appropriate phase cycling scheme that will minimize
the number of total phase cycling steps but still be able to uniquely obtain the desired
signal free of aliasing. This can be done easily by enumerating all possible α2, α3, α4

values that satisfy (4.3) and (4.9). The phase cycling scheme selection criteria is in
determining K2, K3 and K4, such that the number of cycles 1 × K2 × K3 × K4 are
minimized but simultaneously avoiding the aliasing of (4.8).

For the case mentioned here, there is a total of 55 possible α2, α3, α4 values and
to obtain exclusively the rephasing echo signal, p̃(α2 = +1, α3 = +1, α4 = −1), a
1 × 3 × 3 × 3 = 27 phase cycling scheme is needed [6].

We now consider the general case for a n-pulse experiment, and set up the nec-
essary phase cycling equations. These n-pulses can be the collinear part of a higher
pulse number experiment, giving rise to a pulse phases dependent final measured
signal S(φ1, φ2, . . . , φn).
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The total signal from the n-pulse experiment can be expressed as a summation
over all possible set of {α j } values which represents all the different nonlinear optical
processes.

S(φ1, φ2, . . . , φn) = ∑

{α j}
s̃(α1, α2, . . . , αn) exp[i(α1φ1 + α2φ2 + · · · + αnφn)]

(4.10)

We can lay down the general conditions of what these {α j } values can be

n∑

j
α j = 0 (4.11)

where α j denotes the interactions with the system by pulse j. The sum of these
values leads to zero for a population state. In principle, it is possible to consider
interactions leading up to polarization, in which case, the sum will then lead to 1.
Another condition on the

{
α j

}
values arises from the consideration of the order of

nonlinearity M that we need to consider in an experiment.

n∑

j

∣
∣α j

∣
∣ = M (4.12)

Typically we cannot control the absolute phases and can only maintain interpulse
phase relations. Without any lack of generality, we reference the interpulse phase to
the first pulse and obtain from (4.10)

S(φ21, . . . , φn1) =
∑

{α j}
s̃(α1, α2, . . . , αn)

exp
[
i
([

� jα j
]
φ1 + α2φ21 + · · · + αnφn1

)]
(4.13)

For measurements from population density matrix elements, the first term of
above equation reduces to zero according to (4.11). In order to extract a particular
s̃(α1, α2, . . . , αn) term, we need to perform a (n− 1)-Dimensional Fourier transform

s̃(α2, . . . , αn) ∼
¨

. . .

2π∫

0

dφn1 . . . dφ21S(φ21, . . . , φn1)

× exp(−iα2φ21) . . . exp(−iαnφn1) (4.14)

In the discrete Fourier transform form, we have the phase cycling equation
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s̃(α2, . . . , αn) = 1

K2 . . . Kn

K2−1∑

k2=0

. . .

Kn−1∑

kn=0

S(k2�φ21, . . . , kn�φn1)

× exp(−iα2 · k2�φ21) . . . exp(−iαn · kn�φn1) (4.15)

We shall now discuss the applications of these expressions, especially (4.11),
(4.12) and (4.15) to various different types of CMDOS experiments performed in
different configurations.

4.3 Applications to Specific Configurations

4.3.1 2DOS in a Collinear Beam Geometry

We have started our discussion in the previous section with the collinear four-pulse
photon echo process. In general, there are two processes of interest, Fig. 4.2a, b
depict the DSFDs for the non-rephasing (anti-echo) and rephasing (echo) processes
respectively.

As mentioned in the earlier section, the conditions on {α j } for such experiments
are

α1 + α2 + α3 + α4 = 0 and |α1| + |α2| + |α3| + |α4| ≤ 4 (4.16)

The argument has already been made earlier that a 1 × 3 × 3 × 3
= 27 phase cycling scheme is needed to exclusively select the rephasing
s̃(α2, α3, α4 = +1,+1,−1) signal. The same data set can also be processed to
acquire the nonrephasing signal s̃(α2, α3, α4 = −1,+1,−1) by using different
coefficients for the summation. Upon closer observation, there is a possibility of
reducing the phase cycling steps further. From the DSFDs in Fig. 4.2, it can
be seen that the rephasing process s̃(α2, α3, α4 = +1,+1,−1) and nonrephasing
signal s̃(α2, α3, α4 = −1,+1,−1) has oscillatory terms exp(+iω10τ − iω10t) and
exp(−iω10τ − iω10t) repectively. Upon 2D Fourier transform to yield the 2D spec-
tra, the s̃(α2, α3, α4 = +1,+1,−1) and s̃(α2, α3, α4 = −1,+1,−1) signals will be
located in the positions centered at (ωτ , ωt ) = (−ω10, ω10) and (ωτ , ωt ) = (ω10, ω10)

Fig. 4.2 DSFDs of
a non-rephasing, and
b rephasing processes from a
four pulse collinear 2DOS
experiment
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respectively. The two signals are thus distinctly located on different quadrants of the
2D spectrum. Therefore with a 1 × 2 × 2 × 2 = 8 phase cycling scheme, which
due to aliasing, will simultaneously acquire both signals on the same 2D spectrum,
the two signals being on two different quadrants of the 2D spectrum, can be easily
differentiated.

Phase cycling based 2DOS performed in a collinear configuration has the advan-
tage that it can be applied to experimental situations where the sample volume is
very small, or in a restricted geometry [4], in which case action spectroscopies that
measures populations as fluorescence or photocurrent can be used [12, 13]. Applica-
tions of phase cycling enabled collinear 2DOS experiments, include measuring the
2D spectrum of a sample in a flow capillary [14]. Sub-micron spatial resolution at
diffraction limit was also achieved with collinear 2DOS performed through a micro-
scope objective lens [15]. By confocal imaging of the fluorescence signal followed
by a spatial filter, it is also possible to utilize noncollinear beam geometry to perform
what can be measured in a collinear beam geometry [16].

Collinear geometry 2DOScan also be carried out using a three pulse train,whereby
the sample interacts twice with the second pulse and the third pulse converts the
polarization to population. One can interpret this experiment as a subset of the four
pulse collinear 2DOS experiment discussed above, with no delay between the second
and third pulses resulting in zero population time, T = 0.

In this case, the conditions on the values of
{
α j

}
becomes

α1 + α2 + α3 = 0 and |α1| + |α2| + |α3| ≤ 4 (4.17)

Historically, this was the first phase cycling problem that was first identified
[4] and demonstrated experimentally [5]. It was first recognized that a 1 × 4 ×
4 = 16-step phase-cycling scheme can selectively measure the photon echo signal
s̃(α2, α3 = +2,−1). It was later determined theoretically that a 1 × 5 × 2 = 10-
step phase-cycling scheme is sufficient [6]. It should be pointed out that for a three
pulse collinear 2DOS, the non-rephasing process s̃(α2, α3 = 0,−1) is not easily
measurable as it will be drowned out by a second order process signal which has an
identical phase label, and cannot be separated by phase cycling.

Apart from the process depicted in Fig. 4.3a, at least two other processes can also

Fig. 4.3 DSFDs of processes measured using three pulse collinear beam geometry. a Photon echo
(zero waiting time), b 2Q-2D, c 1Q-2Q correlation
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be measured. Figure 4.3b depicts an experiment to measure third-order 2Q-2D spec-
trum s̃(α2, α3 = −1,−1)where the first two interactions with the first pulse create a
double quantum coherence in the system [17]. This is allowed to evolve over the first
coherence time period until the second pulse sets it back to one-quantum coherence
to evolve over the second coherence time. The interaction by a third pulse brings the
process to the population state to be detected. Figure 4.3c depicts another process that
is related to the third order 2Q-2D process. This process is termed the 1Q-2Q 2D cor-
relation spectrum. This pathway can be represented by s̃(α2, α3 = +1,−2). In this
process, the interaction with the first pulse creates a one-quantum coherence, oscil-
lating during the first coherence time period. One interaction with the second pulse
transfers the one-quantum coherence to a double-quantum coherence that oscillates
during the second coherence time period. With a 1 × 4 × 4 = 16-step phase-cycling
scheme, all three processes (Fig. 4.3a–c) can be obtained from same set of data [6].
This has been experimentally demonstrated by Brixner et al. in measuring the 2DOS,
2Q-2D and 1Q-2Q fluorescence spectra of cresyl violet [18].

4.3.2 2DOS in a Pump Probe Beam Geometry

2DES performed in a partially collinear or pump–probe beam geometry involves
interactionswith twocollinear excitationpulseswith precise control in thedelay τ and
interpulse phase φ21 which can be easily produced using an optical pulse shaper. In
an analogy of ‘pump-probe’ spectroscopy one can view the first two collinear pulses
as a two-pulse ‘pump’. Considering the photon echo signals, two interactions from
this first two pulses brings it to a population state. A third pulse that is noncollinear
with the first two pulses with a delay of T after the first two pulses, provides the third
interaction. This third pulse can thus be viewed as a ‘probe’ pulse. As the emitted
signal is in the same direction as the third excitation pulse, the third pulse also acts
as a local oscillator that heterodyne-detects the signal and frequency resolved after a
spectrometer with a square-law detector to give a signal S(φ21; τ, ωt ). This approach
was first demonstrated in the MIR without the use of a pulse shaper by Tokmakoff
et al. [7]. Subsequently, it was implemented in MIR [8], visible [9] and ultraviolet
[19] wavelengths using a pulse shaper.

As the first two pulses and interactions are collinear leading to a population state,
we can apply phase cycling procedure over these two pulses. Figure 4.4 depicts
the possible DSFDs of third order nonlinear optical processes that arise from such
geometry. They consist of the non-rephasing (Fig. 4.4a), rephasing (Fig. 4.4b) and
conventional pump probe (Fig. 4.4c and d) processes. Usually, only the processes
depicted in Fig. 4.4a, b are desired.

For brevity, assuming that the interaction pulses are delta functions in time, the
measured signal S(φ21; τ, ωt ) which contains the DSFDs depicted in Fig. 4.4, can
be described as
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Fig. 4.4 DSFDs for third order signals from a pump-probe geometry 2DOS experiment. a Non-
rephasing, b rephasing, c pump-probe from interactions only from first pulse, d pump-probe from
interactions only from second pulse

S(φ21; τ, ωt ) = �e
[
FR(τ, ωt − ω10) exp(iω10τ) exp(iφ21)

+FNR(τ, ωt − ω10) exp(−iω10τ) exp(−iφ21) + PP
]

= {
FR + F∗

N R

}
(τ, ωt − ω10) exp(iω10τ)exp(iφ21)

+ {
FNR + F∗

R

}
(τ, ωt − ω10) exp(−iω10τ)exp(−iφ21) + PP

(4.18)

The real value arises from heterodyne detection [3]. The PP term contains all sig-
nals that are φ21-independent and will also have no exp(iω10τ) or exp(−iω10τ)

dependence. PP usually dominates any set of data taken as they include the
pump–probe signals from individual pulses and linear absorption contributions.Upon
Fourier transform about τ , of (4.18) to yield a 2D spectrum, we have

S(φ21;ωτ , ωt ) ≡
∑

{α j}
s̃(α2;ωτ , ωt ) exp[iα2φ21]

= FR(ωτ + ω10, ωt − ω10) exp(iφ21)

+ F∗
N R(ωτ + ω10, ωt − ω10) exp(iφ21)

+ F∗
R(ωτ − ω10, ωt − ω10) exp(−iφ21)

+ FNR(ωτ − ω10, ωt − ω10) exp(−iφ21) + PP(ωτ , ωt − ω10)

(4.19)

As after two interaction, it is in the population state, the conditions of (4.11) and
(4.12) becomes

α1 + α2 = 0 and |α1| + |α2| ≤ 2 (4.20)
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The second condition above arises if we restrict ourselves to processes of third
and lower orders while ignoring higher order terms, we need consider only up to two
interactions from the first two pulses.

The phase cycling equation for this case can then be expressed as

s̃(α2; τ, ωt ) = 1

K2

K2−1∑

k2=0

S(k2�φ21; τ, ωt )

× exp(−iα2 · k2�φ21) (4.21)

where a 1 × K2 phase cycling is implemented over the second pulse. From (4.20),
it can be seen that the possible values of α2 are −1 ≤ α2 ≤ +1. To prevent aliasing,
the smallest K2 value is K2 = 3 [20]. However, the rephasing and non-rephasing
signals cannot naturally be separated. This can be seen when phasing cycling is used
to select the s̃(α2 = +1) terms, both the FR and F∗

N R signal will be collected in the
same position centred at (ωτ , ωt ) = (−ω10, ω10). Due to themeasurement of only the
real part of the combined rephasing and nonrephasing signals, only pure absorptive
peakshapes are obtained. For many applications this is an asset, as it does away with
the need of phasing to acquire an absorptive spectrum [2]. The 1 × 3 phase cycling
has been experimentally demonstrated in the visible [21] and in the IR [22].

However, it turns out that for normal usage, a 1× 2 phase cycling scheme suffices.
A 1 × 2 phase cycling scheme suffices to separate away the s̃(α2 = 0) PP terms.
Although the same 1 × 2 phase cycling scheme will cause both s̃(α2 = +1) and
s̃(α2 = −1) terms to be selected, they will appear on distinctly different regions
of the 2D spectrum [20]. The s̃(α2 = +1) signals will appear centred at (ωτ , ωt ) =
(−ω10, ω10) and the s̃(α2 = −1) signalswill appear centred at (ωτ , ωt ) = (ω10, ω10).
Both these signals are mirror images of each other. Typically, only the former signal
at the (ωτ , ωt ) = (+ve, +ve) part of the spectrum is presented as the 2D spectra.

Phase cycling enabled pump probe 2DOS has been gradually adopted by increas-
ing number of 2DOS practitioners. Examples of applications of this approach include
the measurement of spectral diffusion dynamics of vibrational and electronic transi-
tions [22, 23], elucidating excitation energy transfer pathways in photosynthetic light
harvesting systems [24], exciton dynamics in colloidal CdSe quantum dots [25], and
singlet fission dynamics [26].

We can expand the pump probe method to study processes of higher order. In fifth
order two-quanta 2D spectroscopy (5O2Q2D) [27], (DSFD depicted in Fig. 4.5),
the double quanta coherence over the first coherence period τ is created by two
interactions with a first pulse, followed by two interactions with a second pulse.
After a population time T, where the population of the two-quanta state relaxes to
a one-quantum state, an interaction with the third pulse (‘probe’ pulse) brings it
to a one-quantum coherence. 5O2Q2D allows the study of correlations between a
two-quanta coherence a one-quantum coherence over a variable time delay of T.
Furthermore, both ‘non-rephasing’ (Fig. 4.5a) and ‘rephasing’ (Fig. 4.5b) can be
measured to acquire a purely absorptive spectrum.
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Fig. 4.5 DSFDs of
a non-rephasing, b rephasing
processes of fifth order
two-quanta 2DOS with four
puls collinear beam
geometry

The measured signals in a pump probe 2D experiment will include the processes
from DSFDs from Fig. 4.4 representing the one-quantum 2D signals and Fig. 4.5
representing the two-quanta 2D signals, and can be expressed as

S(φ21; τ, ωt ) = �e
[
F2QR(τ, ωt − ω10) exp(iω20τ) exp(i2φ21)

+ F2QN R(τ, ωt − ω10) exp(−iω20τ) exp(−i2φ21)

+ F1QR(τ, ωt − ω10) exp(iω10τ) exp(iφ21)

+ F1QN R(τ, ωt − ω10) exp(−iω10τ) exp(−iφ21) + PP
]

(4.22)

The aim of the phase cycling scheme is to be able to differentiate between the
third order and fifth order signals. If we consider up to the fifth order signals, the
conditions on α1 and α2 becomes

α1 + α2 = 0 and |α1| + |α2| ≤ 4 (4.23)

It can be seen that −2 ≤ α2 ≤ +2 and a 1 × 5 phase cycling scheme will
be needed to fully discriminate all the terms with different α2 values without any
aliasing. However, a 1 × 4 phase cycling scheme should suffice for most cases. In a
1× 4 phase cycling scheme, the α2 = +2 and α2 = −2 signals cannot be exclusively
separated, However, upon Fourier transform about τ , the s̃(α2 = +2) signals will
appear centred at (ωτ , ωt ) = (−ω20, ω10) and the s̃(α2 = −2) signals will appear
centred at (ωτ , ωt ) = (ω20, ω10). Both these signals are purely absorptive and are
mirror image of each other, on opposite sides of the ωτ axis, thus allowing them to
be presented separately. The pump probe geometry 2Q 2DOS with a 1 × 4 phase
cycling scheme has been experimentally applied recently to measure the 2DOS of
biexcitons in a J-aggregate. The T dependent annihilation dynamics can be used to
measure the exciton diffusion constant [28].
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4.3.3 Fifth Order 3DOS in a Pump Probe Beam Geometry

It is a natural progression in technique development to extend the well-established
two-dimensional (2D) third-order optical spectroscopies to three-dimensional fifth-
order optical spectroscopies [29] (5O3DOS). In a full version of 5O3DOS, the time t
- dependent signal s(t; τ1, T1, τ2, T2) resulting from five interactions with five pulses
with delays τ1, T1, τ2 and T2 between first till fifth pulse is collected. The signal is
Fourier transform over the three coherence time periods τ1, τ2 and t to give the three
spectral axes with the two population or waiting times T1 and T2 as parameters. A
limited form of 5O3DOS can be performed using four pulses (including the local
oscillator), as is demonstrated in the MIR [30] and visible [31] wavelengths where
multiple interactions are achieved by the second and third pulses, tomeasure the fifth-
order signal. A full form of 5O3DOSwith control over both the population times was
performed in theMIRusing a non-collinear phase-matching geometrywith six pulses
(including the local oscillator) independently controlled using computer-controlled
mechanical translational stages [32]. A full form of 5O3DOS was demonstrated in
the visible using a pump-probe geometry which is an adaptation of the technique
used to perform pump probe 2DOS [10] presented in Sect. 4.3.2. In this approach,
the first four “pump” pulses are provided collinearly by a pulse shaper, followed by
subsequent interaction by a non-collinear probe pulse. Just like in the pump probe
2DOS case, where the phase cycling is performed over the two collinear pulse train,
phase cycling can be performedover the four collinear pulses in the 5O3DOS (marked
out in grey in Fig. 4.6).

The phase cycling over the four pump pulses leading to a population period in the
second waiting time is reminiscent of the collinear 2DOS experiment where a four
wave mixing process leads to a population state (Sect. 4.3.1). The conditions on the
values of

{
α j

}
becomes

α1 + α2 + α3 + α4 = 0 and |α1| + |α2| + |α3| + |α4| ≤ 4 (4.24)

The pump probe signal becomes

Fig. 4.6 DSFDs of the processes in a fifth order 3D optical spectroscopy measured with a pump-
probe beam geometry
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S(φ21, φ31, φ41; τ1, τ2, ωt ) = �e[R1(τ1, τ2, ωt − ω10) exp[−i(ω10τ1 + ω10τ2)]

exp[i(−φ21 + φ31 − φ41)]

+ R2(τ1, τ2, ωt − ω10) exp[−i(−ω10τ1 + ω10τ2)]

exp[i(φ21 + φ31 − φ41)]

+ R3(τ1, τ2, ωt − ω10) exp[i(−ω10τ1 + ω10τ2)]

exp[i(−φ21 − φ31 + φ41)]

+ R4(τ1, τ2, ωt − ω10) exp[i(ω10τ1 + ω10τ2)]

exp[i(φ21 − φ31 + φ41)] + . . .] (4.25)

Upon Fourier transform about the τ1 and τ2 axes, we have

S
(
φ21, φ31, φ41;ωτ1 , ωτ2 , ωt

) ≡
∑

{α j}
s̃
(
α2 . . . ;ωτ1 , ωτ2 , ωt

)

exp[i(α2φ21 + α2φ21 + α2φ21)]

= {
R1 + R∗

4

}(
ωτ1 − ω10, ωτ2 − ω10, ωt − ω10

)

exp[i(−φ21 + φ31 − φ41)]

+ {
R2 + R∗

3

}(
ωτ1 + ω10, ωτ2 − ω10, ωt − ω10

)

exp[i(φ21 + φ31 − φ41)]

+ {
R3 + R∗

2

}(
ωτ1 − ω10, ωτ2 + ω10, ωt − ω10

)

exp[i(−φ21 − φ31 + φ41)]

+ {
R4 + R∗

1

}(
ωτ1 + ω10, ωτ2 + ω10, ωt − ω10

)

exp[i(φ21 − φ31 + φ41)] + . . . (4.26)

It can be seen from (4.26) that it is not possible to obtain a signal representing
only one particular process Ri, as all terms are a sum of two processes. However, this
is not too much of an issue, as the applications so far have required the measurement
of purely absorptive 5O3DOS spectrum, in which case all four of the processes in
Fig. 4.6 will need to be measured and combined. As this case is similar to the four
pulse collinear 2DOS, there is a total of 55 possible α2, α3, α4 values that satisfy
the conditions in (4.24). To obtain any one of the term in (4.26) exclusively, a 1 ×
3 × 3 × 3 = 27 phase cycling scheme is needed. The acquired terms can then be
manipulated according to the recipe outlined in [33] to obtain the purely absorptive
5O3DOS spectrum. This phase cycling enabled pump probe geometry 5O3DOS has
been used to study the multi-step excitation energy transfer process in plant light
harvesting complex LHCII [34].

In preceding discussions, the expressions are presented in the non-rotating frame.
That is, the oscillation over the τ period will proceed at the transition frequencies.
The discussions are all valid even in the partially rotating frame case, so long as the
reference frame is chosen so that no signal overlaps with its mirror imaged aliased
signals [21].



4 The Development and Applications of Phase Cycling in … 101

4.4 Summary

In this chapter, we have described the concept and the various applications of phase
cycling in coherent multidimensional optical spectroscopy. It has found applications
in CMDOS performed in a collinear beam geometry, especially useful for small sam-
ple volumes and for microscopic spatial resolution. It has also found applications in
a series of ‘pump-probe’ beam geometry CMDOS, including third order and fifth
order 2D and fifth order 3D optical spectroscopies. It should be noted that all these
phase cycling enabled pump-probe CMDOS techniques can be performed using one
setup with minimal opto-mechanical adjustments. This is done by inserting an opti-
cal pulse shaper in the ‘pump’ beam line in a conventional pump-probe transient
absorption setup [9, 35]. Further development will no doubt add to the variety of
these spectroscopic techniques. In thinking about future designs of CMDOS con-
figurations, phase cycling schemes should be incorporated and used in conjunction
with directional phase matching to increase the versatility and range of applications
in CMDOS.
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Chapter 5
Four-Dimensional Coherent
Spectroscopy

Elad Harel

Abstract The ground- and excited-state electronic and vibrational structure of
condensed-phase systems dictates many of their functions. This structure, however,
is oftentimes difficult to observe experimentally as the system increases in size and
complexity due to short lifetimes and rapid decoherence. One powerful, and, general,
approach to elucidating these interactions is to perform increasingly higher-order
and higher-dimensionality optical spectroscopies, which have found success in a
wide variety of chemical and biological systems and materials. While this approach
indeed leads to increased spectral resolution by spreading the spectral information
across multiple, coherently coupled dimensions, it also increases the number of
signal pathways, and the signal strength falls exponentially. Experiment complex-
ity, long acquisition times, and challenging spectroscopic interpretation has, thus far,
made this approach impractical beyond three dimensions. Here, we discuss advances
in four-dimensional spectroscopy that addresses, and overcomes, these challenges.
We demonstrate that resonance may be used to control which pathways contribute
to the signal, thereby greatly simplifying the physical interpretation in comparison
to lower-order and fully-resonant experiments. Further, we show that contrary to
expectation, and given the dramatically lower signal strength, orders-of-magnitude
higher dynamic range is achievable than with lower-order measurements. The anal-
ogy of ideas presented here for sampling and reconstruction to existing approaches
in NMR are discussed. Finally, we outline a strategy to utilize these methods to
interrogate complex molecular systems in solution, show experimental results on
organic molecules, and discuss prospects for studying more complex systems such
as semiconductor nanocrystals and photosynthetic proteins.
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5.1 Introduction

The influence of electronic-vibrational coupling on excited-state dynamics is well
understood in simple, gas-phase molecules, but in more complex systems in solution
the large number of quantum-mechanical degrees-of-freedom, especially when con-
sidering the influence of the environment, has proven amajor challenge for the proper
interpretation of spectroscopic experiments. One difficulty is the disparate time and
energy scales of the inter- and intra-molecular interactions involved, which can differ
by many orders of magnitude. Yet, these interactions are critical in understanding
transport of electrons, holes, and excitons in single molecules, molecular aggregates,
and solids in the process of a chemical reaction or while moving charge or energy.
Recent experimental and theoretical works has demonstrated that exciton-vibrational
coupling creates vibronic states whose interactions may dictate the rate of energy
transfer in photosynthetic pigment-protein interactions [1], the efficiency and rates
of singlet-fission [2], and the rates of carrier relaxation in quantum dots [3]. Coupling
of carriers to phonons has a major influence on the properties of semiconductors and
their use in a wide variety of applications from lasing, photovoltaics, wave guiding,
and lighting. These phonons, which may be acoustic or optical span a wide range of
energies across the THz spectral region. Excitons, typically, have absorption bands
across a much higher energy range, from the near-infrared to the ultraviolet. The
broad range of energies, time, and length scales makes a holistic view of charge and
energy transport challenging from both an experimental and theoretical perspective
(Fig. 5.1).

As early as the 1970s, Ernst suggested that, as with 2D NMR, 2D infrared
spectroscopy could be used to understand the coupling between vibrational modes,
thereby tracking structural changes on an ultrafast time scale. More generally, two-
dimensional spectroscopy, including 2D electronic spectroscopy, first demonstrated
by Jonas and co-workers [4], promised to provide new insights on both the structure
and dynamics of complex, condensed-phase systems. As light sources increased in
bandwidth and time resolution, larger windows of energy and time space could be
accessed, but the effects of broad lines and hard-to-interpret signals still limited their
application to relatively small systems (or systems with a small number of well-
resolved states). As with NMR, where higher dimensionality experiments proved
critical for solving the structure of large proteins and other challenging targets [5],
there have been a concerted effort to do the same in the optical domain.

There have been many notable successes in extending multi-dimensional spec-
troscopy to higher order and higher dimensions, although a comprehensive review
is well beyond the scope of this chapter (see review by Cundiff [6]). As early as
2000, Park and Cho showed theoretically that 3D vibrational spectroscopy could
reveal three-mode coupling constants in molecules [7], while the work of Hamm and
coworkers further considered the effect of non-Gaussian solvation effects on the non-
linear response [8]. Experimentally, Ding and Zanni were among the first to report
3D IR spectra on the molecule W(CO)6 in solution [9]. Other 3D IR experiments
were carried out on a diverse range of systems, including the OH stretch of liquid
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Fig. 5.1 Illustration of a 3D electronic spectrum, where cuts through the low-frequency dimension
show a 2D electronic ‘beating spectrum’

water and ice [10]. Fifth-order 3D electronic spectroscopy was demonstrated by this
author and the Engel group on the cyanine dye, IR-144, which has a long history in
the development of 2D ES, as well as some of the initial experiments on 4D coherent
spectroscopy discussed here [11]. By spreading the response across three dimen-
sions, a vibronic cross peak that was hidden in lower-order projections was easily
resolved. Another important application of 3D ES was in third-order experiments,
where the waiting time dimension is Fourier transformed. Many different systems
have been studied using this approach including semiconductors, atomic vapors, and
photosynthetic pigments and complexes.

With the success of third-order 2D IR, considerable effort was put forth in order
to execute fifth-order 2D Raman spectroscopy. First proposed by Tanimura and
Mukamel [12], 2DRaman is complimentary to 2D IR (without population dynamics,
whose inclusion which would require a seventh-order process) but offers the advan-
tage of far greater spectral bandwidth and access to Raman active modes. A great
advantage of using a time-domain approach is the ability to observe transitions in the
low-frequency range (0–200 cm−1) that encode, for instance, intermolecular solvent
interactions. This spectral range is difficult to access using frequency-domain Raman
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spectroscopy, especially in systems that exhibit broadband fluorescence. Unfortu-
nately, it turns out that lower-order cascades co-propagate with the desired fifth-order
emitted field. Despite significant effort, separating the much weaker fifth-order sig-
nal from the third-order cascade proved extremely challenging [13, 14]. Moreover,
even if the signals could be isolated from one another, the method was only appli-
cable to pure solvents using very intense laser pulses because of the non-resonance
nature of the interaction. Recently, an effort lead by the Moran group, used resonant
excitation to measure true, fifth-order 2D Raman spectra of molecules in dilute solu-
tion [15–17]. The method was implemented using both a broadband, time-domain
approach andwithmixed, time-frequency femtosecond-stimulatedRaman.However,
since only two temporal dimensions are scanned, there is no direct information on the
electronic states or electronic-vibrational coupling, and the large number of signal
pathways makes interpretation of the signals more challenging. As will be discussed
later, using purely resonant excitation greatly amplifies the signal, but anharmonic
coupling information is generally not recoverable because the signal manifests only
as subtle changes in the relative peak intensities in the 2D Raman spectrum.

Here, we discuss a novel method to acquire four-dimensional coherent spectra
using amethodwe call Gradient-AssistedMultidimensional Electronic Raman Spec-
troscopy or GAMERS. We show that GAMERS offers dramatically higher spectral
resolution for condensed-phase system than any other optical spectroscopy in the
spectral range from THz to the visible. Despite being weak, the unique properties
of the signal make it easier to separate from noise, resulting in significantly higher
dynamic range compared to lower-order methods. We briefly summarize the theory
behind GAMERS and discuss the new physical information it provides, including
unique spectral signatures of anharmonicity, electronic coherence, and other non-
trivial effects. We end with some applications of the method to conjugated dyes and
colloidal quantum dots.

5.2 Gradient Assistant Multidimensional Electronic
Raman Spectroscopy—GAMERS

The GAMERSmethod builds on a single-shot version of 2D electronic spectroscopy
(2D ES) called GRadient-Assisted Photon Echo Spectroscopy or GRAPES [18–20].
In traditional 2D ES, three resonant pulses are used to correlate the excitation and
emission or excited-state absorption of a system in time. The first pulse creates
a single-quantum coherence (SQC) between the ground and excited states, which
evolves for some time, τ . Fourier transformation of the time dimension reproduces
the ground-state absorption spectrum. The next pulse transforms the SQC to a zero-
quantum coherence (ZQC), whichmay either be a population or a coherence between
multiple excited states. Formally, populations are diagonal elements of the density
matrix of the form |a〉〈a|, while coherences are given by the off-diagonal elements
|a〉〈b| where a �= b. The system remains in the ZQC for a period of time, T , before
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the next pulse arrives and generates another ZQC. In the particular phase-matched
direction known as a photon echo, the first SQC has opposite phase to the last SQC
(e.g. a |a〉〈b| coherence is generated during τ , while a |b〉〈a| coherence is generated
during the final period, t , prior to signal emission). Other phase-matched 2D or 3D
experiments are possible in which higher quanta coherences are generated, but they
will not be discussed here. In GRAPES, the exact same information is acquired as
in the third-order photon echo experiment, except the τ dimension is not scanned
in a point-by-point fashion. Rather, the phase fronts of the pulses are tilted in such
a way that there is a one-to-one mapping of the τ delay to a spatial location along
one axis of the sample. This arrangement effectively multiplexes the acquisition so
that all the τ points are collected at once. More details on the implementation of this
geometry will be discussed a bit later.

In GAMERS [21], an additional pulse is added prior to the third-order photon
echo sequence. This ‘pre-pulse’ is non-resonant with the S0 → S1 transition of the
molecule, so that, by means of impulsive Raman scattering, a ground-state coher-
ence is generated. This ZQC is allowed to evolve for a time T0, which, after Fourier
transformation, encodes information on the Raman-allowed vibrational frequencies
on the ground electronic state. In all, the 4D GAMER spectrum maps electronic—
electronic (2D SQC), vibrational–vibrational (2D ZQC), and electronic–vibrational
(2D SQC-ZQC) interactions. The 4D spectrum Ŝ

(
ωT0 , ωτ , ωT , ωt

)
is composed of

two “Raman-like” ZQC dimensions (ωT0 and ωT ) that resolve vibrational and low-
frequency electronic coherences and two “optical” SQC dimensions (ωτ and ωt ,
known as the excitation and detection dimensions, respectively) that resolve high-
frequency electronic coherences. The second ZQC dimensions is “Raman-like” is
because, due to resonance, there are two possible coherences generated, one on the
ground-state and another on the excited state (via a ground-state bleach or excited-
state emission pathways). In fact, this ambiguity has led to much debate in the field
on the origin of certain ‘beating signals’ that were observed in 2D ES experiments
on photosynthetic pigment-protein complexes [22, 23].

In order to better visualize the 4D spectrum, 2D slices and projections are often
helpful in isolating and assigning features [21]. For example, at each point in the
(ωτ , ωt ) plane, one can extract a 2D spectrum containing the vibrational modes that
couple to the electronic transition at the chosen point21212121. Similarly, at each point
in the

(
ωT0 , ωT

)
plane, one can extract a 2D ‘beating’ spectrum that reveals which

electronic transitions couple to the vibrational mode at the chosen
(
ωT0 , ωT

)
point.

Importantly, there are also mixed electronic–vibrational slices in which the signal is
displayed as a function of one electronic dimension (ωτ or ωt ) and one vibrational
dimension (ωT0 or ωT ). These slices are particularly useful for highlighting differ-
ences in vibrational frequencies between different electronic states or for revealing
relative electronic–vibrational (e.g., exciton–phonon) couplings. In all, there are six
different 2D projections of the 4D data cube, and many thousands of different 2D
slices that can be chosen to highlight specific pathways and features. The total num-
ber of data points in each hypercube is at least 108, and in some case much more
depending on the resolution and bandwidth of the experiment. Dealing with such
large data presents its own challenges associated with data handling and processing.
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Therefore, it is very useful to understand the signal pathways that contribute to the
GAMER spectrum, which then informs precisely which locations to examine in the
sparse spectral space.

To track the different signal contributions, it is useful to think of GAMERS as
a third-order, rather than fifth-order, process that starts from an initial, ground-state
coherence [24]. Since the interactions of the resonant and non-resonant pulses are
physically distinct, with the former operating according to the dipole-moment oper-
ator, while the latter is through the electronic polarizability, this separation of a
fifth-order process to a second- plus third-order process is justified. To first-order in
perturbation theory, the density matrix in the interaction representation after inter-
action with the non-resonant pre-pulses is given by

ρ̃μ,μ
′ (t) = ρ

(eq)
μ,μ

′ − i

�
�ρ

(eq)
μ,μ

′
t∫
0
dt

′
H

′
μ,μ

′
(
t

′)
exp

(
iωμ,μ

′ t
′)

Therefore, the initial coherence depends on the intensity envelope, H ′(t), of the
non-resonant pulse and requires that the pulse duration be shorter than the vibra-
tional period,

(
ωμ,μ

′
)−1

. In practice, the non-resonant pulse is actually near-resonant
(usually red-shifted of the absorption band) and temporally short to excite as large
of a bandwidth as the pulse spectrum supports. The expression above for the density
operator may then be thought of as the initial state in a third-order photon echo spec-
troscopy [25]. The same third-order pathways may be drawn using a diagrammatic
representation of the density matrix after each field-matter interaction.

One important feature of GAMERS is that it makes assigning signals to specific
coherence pathways more straightforward than lower-order methods. For instance,
the ambiguity of many early 2D ES experiments that report on beating signals during
the time period T is a result of the difficulty in distinguishing between the R3 (R3*)
and R4 (R4*) pathways; the former consists of electronically excited states, while the
latter is confined to the ground state. The ‘*’ indicates negative frequencies during
T 0, which occur because there the interaction with the two Raman pre-pulses can
occur on either side of the density matrix (note, there is no specific time-ordering
enforced between the interactions with pulse 0 and 0’). Fortunately, the signals nat-
urally separate into different quadrants of the 4D spectrum. As it relates to energy
transfer this distinction is critical, as the latter pathway is not at all related to excited-
state dynamics and, therefore, cannot play any role in transport [26]. A key advantage
of GAMERS is that the SQC generated during T 0 must be on the ground state, while
during the period T coherences may be on either electronic surface. Therefore, after
taking careful account of differences caused by selection rules, examination of corre-
lations between the two SQCs allows for the determination of the origin of coherence
signals assuming that there are resolvable shifts in energy (or lifetimes) caused by
differences in the ground and excited-state potential surfaces (see Fig. 5.3). This is
not the case for lower-order methods, where no such ground-state reference exists.
It is important to realize, however, that if the ground and excited-state frequencies
are identical, then there is no spectroscopic means of distinguishing them without
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resorting to some alternate detection method such as fluorescence, which can only
come from an excited state pathway.

As eluded to earlier, the resonance condition is critical for predictingwhich type of
physical effects will be detected by any particular multi-dimensional spectroscopy.
In a non-resonant experiment, such as fifth-order 2D Raman, the signal can only
arise when there is anharmonic coupling between vibrational modes. This makes the
method sensitive to non-trivial effects such as intermolecular coupling in liquids, but
it comes at the cost of very low signal (hence, the need to perform the experiment
in a pure solvent). When there is a competing process such as cascades, a problem
exacerbated at high concentrations, the signal of interest can be hard or impossible to
isolate. On the flip side, a fully resonant 6WM experiment completely overcomes the
cascade problem, but now the signal is only sensitive to the Franck–Condon overlap
between the ground and excited states. While anharmonicity effects the transition
moments, and, hence, the intensity of peaks in the spectrum, it is extremely difficult
to quantify the coupling based on relative amplitudes. GAMERS, on the other hand,
combines resonant and non-resonant excitation, thereby making it sensitive to non-
trivial effects such as anharmonic coupling and electron-vibrational coupling, while
also avoiding the cascade problem. The signal strength is intermediate between the
two extremes, but with advances in signal detection and analysis, the experiment can
be done at the same concentrations used in the corresponding third-order resonant
spectroscopy.

5.3 Practical Implementation of 4D Spectroscopy

As discussed above, GAMERS is a fifth-order nonlinear spectroscopy in which five
excitation pulses stimulate an emitted six-wavemixing (6WM) signal field that varies
as a function of the relative delays between pulses. As shown in Fig. 5.2b, the photon-
echo signal of GAMERS ismeasured in the phase-matched direction, k̂6WM = −k̂0+
k̂0′ − k̂1 + k̂2 + k̂3. An immediate problem that arises when trying to execute a
four-dimensional experiment is the large number of data points resulting from each
time dimension, combined with the low signal-to-noise that necessitates long signal
averaging. For instance, if each spectral dimension contains 256 points, then over
four billion data points, typically at 16-bit resolution, are required to capture the 4D
spectrum. Since the signal is veryweak—about 10−4 of the strength of a typical 4WM
experiment—a brute force measurement, sampling all four temporal dimensions
at these rates and signal averaging would require hundreds of years. Even when
multiplexing by using a spectrometer to resolve the probe frequencies (if sufficient
signal exists), sampling could take many months. Exposure to many laser pulses
(>200,000 per second), even at very lowpulse intensities, usually degrades the sample
in a matter of hours.

One important means by which to reduce the acquisition time is to employ the
GRAPES geometry using a cylindrical optic in which light is focused along only
direction. In the unfocused direction, the wavefront of beam 2 is oriented parallel to
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Fig. 5.2 Overview of GAMERS. a Pulse sequence involving five field-matter interactions. The
first two pulses, 0 and 0’, create a ground-state coherence which evolves for a time T0. These pulses
are off-resonance with the absorption of the molecule. The next three pulses are resonant and create
single- and zero-quantum coherences during the delays τ , T1, and t. b. Experimental setup showing
the generation of six pulses (0, 0’, 1, 2, 3, and 4 = local oscillator). A Sagnac interferometer is
used to passively phase stabilize the non-resonant pulses, which are coincident in time but excite
from different directions. The inset shows the beam geometry and the pulse-front tilt of each pulse
relative to the sample position (along x). The signal comes out in a unique, phase-matched direction
and overlaps with the local oscillator on a camera after passing through an imaging spectrometer.
Due to spatial-temporal multiplexing (GRAPES), only T0 and T1 need to be scanned. BS = beam
splitter, CM = cylinder mirror, GM = GRAPES mirror assembly, SM = spherical mirror, M =
mask

the sample, while beam 1 is tilted by a few degrees using a mirror. This arrangement
creates a delay of about 100–200 fs per millimeter depending on the exact geometry
used. Since SQC times of molecules in solution are typically short, this is sufficient
to encode the full range of τ delays, with only a small apodization caused by the,
possibly, non-uniform spatial intensity of the pulses (which can be corrected to a
large degree during processing). The GRAPES geometry, however, requires care-
ful geometric considerations in order to not inadvertently introduce other spatially
dependent time delays in the pulse sequence. As shown in Fig. 5.2b, the beam geom-
etry is such that the pre-pulses are arranged along the same horizontal axis as the first
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resonant excitation beam (labelled as ‘1’). This ensures that the pulse front of beams
0, 0’, and 1 are all parallel at the sample so that no spatiotemporal gradient exists
among them. These pulses are tilted relative to pulse 2 in the GRAPES geometry,
while pulse 3 is parallel to pulse 2 and to the line of focus at the sample. The local
oscillator, pulse 4, which is needed to resolve the signal phase, is positioned in a
plane below the sample and, therefore, tilted relative to all the other pulses and to the
emitted signal. The effects of this tilt must be carefully considered when processing
the data to ensure the signal is not rotated in phase along the spatiotemporal axis.
Calibration of all the pulses, their tilts and phase, therefore, is an important aspect
of retrieving accurate spectra. As with GRAPES, the signal and local oscillator are
reimaged onto the slit of an imaging spectrometer after passing through a mask that
blocks all the excitation light. Further schemes such as phase cycling are used to
eliminate scattering contributions to the signal. Note, acquiring the absolute phase,
so-called ‘phasing’, is more difficult in GAMERS because the projection-slice theo-
remwould require pumpingwith the non-resonant pulses and probingwith a resonant
pulse. While theoretically possible to measure, the 5th-order signal would then be
buried in a background 7–8 orders of magnitude larger, making signal extraction
nearly impossible (Fig. 5.3).

In the original implementation (unpublished) of GAMERS, the output of a high-
repetition rate (200 kHz) Yb amplifier was used as the pre-pulse (k̂0 and k̂0′), but
because the bandwidth was limited (<10 nm), the spectra were highly distorted
and showed few high-resolution vibrational modes along ωT0 . The amplifier was
replaced with an ultra-short non-collinear optical parametric amplifier (NOPA) with
considerably more bandwidth (up to 1500 cm−1), but considerably lower power.
Still, by placing the center frequency closer to resonance, considerably more signal
was generated and a larger number of vibrational modes could be observed along
ωT0 . To test whether the signal generated was truly fifth-order and not a lower-
order cascade, the pre-pulses were directed to be colinear so that both the four-
wave mixing (4WM) and 6WM signals could co-propagate. In this arrangement,
one could directly compare the phase of the signals, which were predicted to be
exactly 180° out of phase owing to the two additional interactions in the 6WM
experiment. In addition, we carried out concentration dependent studies that showed
that the signal scaled linearly with the concentration of the analyte after carefully
considering reabsorption effects that occur at high optical densities. Even without
these validation experiments, it is easy to understand why cascaded signals to not
dominate the GAMERS signal. Since three of the pulses are resonant with the low
concentration analyte, the non-resonant signal is strongly suppressed. In fact, one
advantage of GAMERS over 4WM) experiments such as 2D ES is that there is no
measurable signal from the solvent, which greatly simplifies interpretation of the
spectra, especially when assigning the vibrational modes.
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Fig. 5.3 Distinguishing ground fromexcited-state coherences.TopLeft: 2DZQC-ZQCcut through
a simulated 4D GAMER spectrum of a displaced harmonic oscillator system with different curva-
tures of the excited state (beta = 1 and 1.1). Two vibrational modes are included in the model. Note
new peak appears in beta = 1.1 model along only one axis because the first ZQC coherence acts
as a reference. Top Right: Feynman pathways for 6WM, in which the second ZQC is either on the
ground (R_4) or exited (R_3) manifolds. Dark ovals indicate a positive coherence, while open ovals
indicate a negative coherence frequency. Bottom Left: Simulated 2D electronic spectra and ZQC
spectrum for the corresponding models in top left. If the excited-state frequencies differ from those
in the ground-state, multiple peaks appear, but there is no way to assign them to their respective
potential surfaces. Bottom Right: Corresponding Feynman pathways for 4WM process

A major disadvantage, however, of the collinear geometry in which k̂0 ≈ k̂0′ , is
that the 6WM signal is buried in the ~1000x or more 4WM signal, greatly limiting
dynamic range. This can be seen in the 2DZQC spectra from IR144 in Fig. 5.4, where
the peaks are not much stronger than the noise. It is important to note that most of the
noise accumulates alongωT = 0 andωT0 = 0 because the corresponding time delays
are sampled slowly (so-called indirect noise). In the Fourier domain, such indirect
sampling causes large amplitude noise in the spectra. As theory predicts, most of the
signal is accumulated in the all positive and all negative quadrants in the (ωT , ωT0)

plane,while there is somenoticeable peaks in the lower right quadrant. Examining the
corresponding 2D ZQC ‘beat maps’ reveals the Feynman pathways associated with
each of these vibrational peaks. While most of the signal intensity is on the diagonal,
indicating modes that are activated both by the polarizability and Franck–Condon
overlap, there is noticeable signal intensity off the diagonal indicating some degree
of mode coupling, especially between low-frequency modes. A salient feature of
the beating maps is that they are considerably narrower than the overall third-order
2D electronic spectra because they only involve pathways that pass through specific
vibrational states, either on the ground or excited states or both. Yet, the SNR in
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Fig. 5.4 a Two-dimensional
interferogram showing
‘beating’ signal at one point
in the (ωτ , ωt ) plane. b 2D
Raman-like spectrum at one
point in the

(
ωT0 , ωT

)
plane

(red circle in figure a)

this experiment is not sufficient to obtain any real quantitative information about this
system, and the prospect for looking at more complex systems at higher resolution
is bleak using the above-mentioned approaches. The need to improve the sensitivity
motivates the exploration of novel experimental approaches that could dramatically
decrease the acquisition time, and hence the indirect noise, as well as data processing
methods that could isolate small features. The latter problem of dynamic range is
particularly acute in 6WM experiments because the large number of field-matter
interactions dramatically scales the signals in a nonlinearway.This is likely the reason
why vibrational modes observed in Raman experiments were oftentimes not seen in
2D ES experiments that should have theoretically observed them. In GAMERS, the
number of observed modes appears to decrease, but this is simply a result of the
limited dynamic range associated with the low signal-to-noise.
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In order to isolate the coherences in GAMERS, it is necessary to remove the non-
oscillatory background, which results from excited-state contributions to the signal.
While the population dynamics are interesting to explore as they allow access to
regions of the excited-state potential may not be excited from a thermalized ground
state population, we discard them here. To obtain a coherence-only 4D spectrum,
the signal is fit to a sum of exponential decays, or alternatively a global fitting
algorithm is used to simultaneouslyfit the entire background signal.After background
subtraction, only the oscillatory parts of the signal remain, which, after Fourier
transformation yield the final 4D coherence-only spectra. We should mention that it
is also possible to use global analysis to yield “oscillation maps” if the imaginary
parts of the exponential are included in the fit. In many cases, this yields better
results than using the Fourier transform and also allows one to easily eliminate noise
contributions from known sources (e.g. periodic laser intensity fluctuations), and
even solvent (although not an issue in GAMERS).

While technically possible in limited situations, measuring the 4DGAMER spec-
tra by sampling T0 and T systematically on a rectalinear grid according to theNyquist
criteria, this uniform sampling schedule is extremely time consuming even with the
speedup afforded by spatial multiplexing. As mentioned above, it leads to significant
noise around the low-frequency regions where there is potentially important molec-
ular information about vibrational coupling. A major improvement to the sensitivity
and data acquisition speed of GAMERS was realized through the development of
novel schemes for sampling the T0 and T dimensions more efficiently [27]. Instead
of uniform sampling, one can utilize a non-uniform schedule that takes advantage
of the sparsity of the signal by acquiring along radial lines at a range of angles
through the origin of the (T0, T ) plane as shown in Fig. 5.5 [28]. Critically, this

Fig. 5.5 a Uniform sampling in T/T0 plane. Inset shows point-spread function. b Non-uniform
sampling along radial lines defined by an angle and distance from the origin. Inset shows point-
spread function with more pronounced tails than in the uniform sampling case
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schedule includes more points near T = T 0 = 0 where the signal is strongest prior
to dephasing. Instead of an n2 scaling, the

(
ωT0 , ωT

)
-dependence of the 6WM signal

can be characterized with only n-scaling in sample points multiplied by the num-
ber of radial slices, which may by much smaller than n. Radial scanning was first
introduced in X-ray tomography using the Radon transform which reconstructs 2D
tomograms from 1D projections. While the most straightforward application of the
Radon transform is for imaging applications, it may also be utilized for spectroscopy
after applying the projection–slice theorem, which states that the Fourier transform
of a slice through the (T0, T ) plane contains the projection of the signal onto the same
line in the

(
ωT0 , ωT

)
plane [29]. Recording projections of the signal from a sufficient

number of slice angles results in recovery of the full 2D spectrum (see Fig. 5.6).
In practice, we find that for GAMERS only about 8 or 16 slices are necessary to
faithfully reconstruct the 2D ZQC spectra, which corresponds to as little as a 3%
sampling rate (i.e. the ratio of sampling compared to Nyquist). Previously we have
explored other sub-sampling schemes such as compressive sensing (CS) [30, 31],
but the advantage here is the recovery of the spectrum is mathematically unique and
does not require solving an underdetermined set of linear equations. Importantly, it
is significantly more robust to noise, while achieving much lower sampling rates.

As in the uniform sampling case, the first step to recover the 4DGAMER spectrum
is to remove the population dynamics using a multi-exponential model (i.e. global
analysis). For each slice, the oscillatory components are Fourier transformed to pro-
duce a frequency-domain projection in the

(
ωT0 , ωT

)
plane, which may then be used

to reconstruct the 2D spectrum using a filtered-back-projection (FBP) method [32].
In FBP, each projection back propagates through the entire 2D plane, and the results
are summed over all the different projection angles. Since real signals appear in each

Fig. 5.6 Left: Sinogram showing projections as a function of slice angle (Ns = 32). Right: Results
of inverse Radon transform on simulated data with Ns = 4, 8, 16, and 32 slices equally spaced
between 0◦ and 90◦
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projection, the FBP) procedure builds amplitude where the back projections overlap.
With enough slices, the true signal locations are revealed. Note, this procedure is
repeated for each point along ωτ and ωt , which can require considerable computa-
tional resources. It is important to mention that due to causality, only the positive
time quadrant is sampled so that, unlike conventional tomography (e.g. computed
tomographic imaging), there is no direct access to angles beyond 90◦. In NMR, this
issue has been addressed [33] by combining the results of different experiments with
control over the phase of the pulses to extend the range to the full 180◦. Application
of this approach to GAMERS will be the subject of future work.

While FBP is stable and computationally efficient, it introduces undesirable arti-
facts at low slice numbers such as streaks and ridges across the spectrum from the
back-projection procedure (see Fig. 5.6). As the number of slices grows, the spectrum
converges exactly to the 2D Fourier transform result since this just amounts to simply
changing between rectangular and polar coordinates. Unfortunately, the effect of the
ridges is to severely limit the dynamic range of the experiment since weak ‘real’ sig-
nals (i.e. those that appear in all slices and, ideally, have a molecular origin) have to
compete with ridges that may have resulted from noise in only a single slice. These
effects are easily seen in the simulations in Fig. 5.6 for a small number of slices.
While FBP is a dramatic improvement over Fourier sampling, offering at least an
order of magnitude improvement in SNR with less than 16% of the acquisition time,
it still remains problematic for spectroscopic applications where artifacts may be
misinterpreted as real signals. Fortunately, there is a way to eliminate the ridge struc-
ture completely using a method called lowest-value (LV) reconstruction[34], which
exploits the fact that true spectral features must appear in each projection (even if
at some angles, peaks obscure one another). Signals that are not real are likely to
only appear in a small number of projections, but statistically unlikely to appear in
all of them. LV compares the signals from each back-projection and simply takes
the smallest value among all of them. Ridge features arising from non-real signals
are replaced by noise, while real signals are replaced by their smallest value, which
are equivalent within the noise level. LV improves with more projections since the
likelihood of noise appear in all back-projections rapidly diminishes. In GAMERS,
we have found that a major source of noise is from periodic laser amplitude fluc-
tuations. Typically, these are not of great concern when the integration time is long
(>1 s), but during rapid scanning of the stage positions, these fluctuations are on the
same order in strength as the molecular signals. LV can be exploited to eliminate
these noise sources because each slice direction amounts to different step sizes along
T and T0. In lab time, this means that the laser amplitude noise is sampled at dif-
ferent rates during each slice, and, therefore, the peaks in the noise spectrum move
around (depending on the noise frequency and aliasing effects). However, the real
signals from the molecular vibrations do not move (as long as the sampling fulfills
the Nyquist criteria). Therefore, LV dramatically reduces laser noise as well as most
other noise source that results from laboratory-based fluctuations. This can be clearly
seen in the experimental results from Fig. 5.7.

While LV eliminates a large portion of the noise, it also inadvertently eliminates
real signal peaks as well. The reason is that LV is not additive like FBP or FT, so that
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Fig. 5.7 a Comparison of simulated 2D Raman-like spectra (i.e., 2DBS spectra). From left to
right: 2D FT; FBP with Ns = 8 slices showing strong ridge patterns; LV reconstruction eliminates
most of the ridge structure; hybrid-LV with k = 5 bins completely eliminates ridges and recovers
most of the spectral features including relative peak heights and peak positions. b Comparison of
experimental 2D Raman-like spectra (i.e., 2DBS spectra) at one point in the 2D SQC spectrum of
Nile Blue reconstructed using various methods. From left to right: 2D FT; FBPwith Ns = 32 slices;
LV reconstruction; and hybrid-LV with k = 5 bins

there is no building of signal amplitude. If one peak is smaller than the largest noise
component along any slice in its direction, it will be eliminated. Fortunately, there
is means by which to get the additive advantage of FBP and the artifact elimination
advantage ofLVusing a hybrid approach (HBLV). The idea is to group the projections

into k bins, so that among n projections, there are

(
n
k

)
different bin sets. For each

set, a 2D FBP spectra is generated, so that the k back-projections are effectively
summed (after applying a suitable filter). These spectra are then compared to one
another and the lowest value is selected among them. For instance, if 16 projections
are taken and k = 8, then there would be 12,870 different 2D FBP spectra. LVwould
then choose the lowest value at each point in the 2D spectra. By adjusting the value
of k, one goes from full FBP (k = n) to LV (k = 1). A larger bin size causes more
signal buildup, but at the cost of introducing ridge artifacts. The major advantage
of HBLV is the statistical nature of the reconstruction. In the example above, a
single (lowest) value is selected among 12,870 different spectra. This results in a
nearly complete suppression of noise, which is generally uncorrelated across all the
different projections. In the simulation, HBLV recovers the ideal FT, both in terms
of peak location and relative amplitudes, even with only 3% of the Nyquist sampling
rate. Surprisingly, the improvement in the experiment is far more dramatic because
of noise suppression, which works in a nonlinear fashion. With a greatly reduced
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acquisition time, indirect noise is strongly suppressed, and the statistical nature of
HBLV further reduces systematic noise.

5.4 HBLV-Reconstructed GAMERS Spectra of Nile Blue

HBLV GAMERS was applied to the study of the fluorescent dye molecule, Nile
blue (NB), whose molecular formula is C20H20N3O+. NB has been studied by many
methods including resonance Raman spectroscopy (RRS), transient-grating, and 2D
electronic spectroscopy. RRS studies have identified dozens of vibronic modes [35],
but aswithmanyother fluorescent systems, it is challenging to observe low-frequency
modes below about 200 cm−1. Additionally, the RR spectrum of NB suffers from
spectral congestion, and is sensitive to the excitation frequency.Whenmodes overlap,
quantifying the degree of vibronic coupling is very difficult, and requires fitting
procedures which are prone to finding local, rather than global minima. The RR
spectramay be used tomodel the absorption and emission spectra which can be broad
and featureless at room temperature and in solution, but without accurate estimations
of theHR factors, thismaybedifficult.Here,wedemonstrate theGAMERScan easily
resolve the vibronic structure and see features completely obscured by homogeneous
and inhomogeneous broadening. More fundamentally, GAMERS observe coupling
between vibrational modes that cannot be accessed using any other method.

The HBLV method was applied to NB as described above using the exact same
data set as for FBP (n = 32 slices). Since the number of LV sets rises exponentially
with the bin number, k, it becomes computationally prohibitive to use k > 5 for this
large slice number. A smaller slice number was also used (n = 16) with comparable
results, but employing a larger k. For k = 5 and n = 32, the number of 2D FBP
spectra is 201,376 for each point in the 2D electronic spectrum. In order to reduce
the computational load, back-projections were pre-calculated for each projection
and then summer in different combinatorial ways prior to use of the LV method.
Only a few seconds was needed to calculate the HBLV spectrum per point in the
2D electronic spectrum. It is important to note that this procedure does not alter
the line shape of the electronic spectral features, but it may artificially narrow the
vibrational spectral lines. This arises from the choice of filter in the FBP algorithm,
and also the cumulative effects of taking the lowest value around the baseline of each
peak. Because of the potentially detrimental effects of improper interpolation on LV,
a special procedure was devised in order to avoid interpolation altogether using a
complex Fourier transform algorithm.

In all, there are six 2D projections of the full 4D coherence-only spectrum along
the remaining two dimensions. The first projection shown in the 2D ZQC spec-
trum, averaged along the remaining SQC dimensions (Fig. 5.7b). It shows a series
of diagonal and off-diagonal vibrational peaks at (± 590 cm−1, ± 590 cm−1) and
the corresponding off-diagonal positions at (± 590 cm−1, 0 cm−1). The signal is
primarily in the (+/+) and (−/−) quadrants, which arises because the signal is casual
so that only positive times are sampled. However, theory also predicts that the signal
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in the other two opposing quadrants should be small due to a lack of significant
anharmonicity. Note, that the FT results do indeed match this prediction although
some non-negligible signal is seen in the lower-right quadrant. As was mentioned
before, there are ways to manipulate the phase of the signal to acquire the opposing
quadrants, but this was not done here. It may appear surprising that such a small
number of peaks appear given that more than 40 peaks are observed in Raman spec-
troscopy. This is due to the large difference in dynamic range between traditional
Raman and GAMERS owing to the six field-matter interactions in the latter process
which causes a nonlinear scaling in the relative peak strength. Strong transitions are
amplified compared to weak transitions, which explains why the strong 590 cm−1

mode dominates all other signals. The linear scaling of the 2D spectrum, however,
masks the enormous dynamic range offered by HBLV, which can reach 10,000:1.
As shown in Fig. 5.8, many dozen of peaks are observed when plotting on a non-
linear scaling. Unlike FT or FBP, where the dynamic range is no better than 10:1,
HBLVcompletely suppresses noise,which is not possible by traditionalmethods. It is
interesting to observe that indeed cross peaks are present, especially between highly
delocalized low-frequency modes and higher frequency vibrations, although direct
coupling between high-frequencymodes is not seen inNB,while it is observed for the
cyanine dye, IR 144 (not shown). Other 2D projections show, most notably the four

Fig. 5.8 Left: Experimental HBLV-reconstructed 2D ZQC (2D Raman-like) spectrum of NB and
zoomed-in regions showing cross peak features. Black lines indicate modes identified by reso-
nance Raman spectroscopy. Spectrum is displayed on a log scale. Top Right: SQC-ZQC projection
spectrum (one of four). Bottom Right: SQC-SCQ projection spectrum. Units are cm−1
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2D ZQC-SQC maps, the effects of vibronic coupling between various modes, most
prominently at 590 cm−1, and the first electronic transition. In the 2D SQC spectrum,
we clearly observe a vibronic progression (blue-shifted from main S0 → S1 transi-
tion at ~16,500 cm−1), which appeared as only a weak shoulder in the absorption
spectrum.

5.5 Conclusions

We have demonstrated a novel 4D spectroscopy which we call GAMERS that com-
bines resonant and non-resonant excitation. GAMERS is highly sensitive to non-
trivial effects such as vibronic coupling, anharmonicity, electronic coherence, and
mode coupling. A brief theoretical description of the optical response was given,
highlighting the ability to access new physical information not available from purely
resonant or non-resonant fifth-order electronic spectroscopies. Further, we discussed
details of the experimental setup and analysis which allows for practical implementa-
tion of the technique in a reasonable amount of time, even when the signal strength is
very low.Novel reconstruction strategieswere discussed, showcasing the unique abil-
ity of GAMERS to achieve extremely high dynamic range, well beyond lower-order
methods such as third-order 2D or 3D ES. While the focus here was on fifth-order
4D spectroscopy, we have also performed fifth-order 3D spectroscopy where one of
the time delays (either T or T0) was held fixed. This manifestation of GAMERS was
applied to colloidal CdSe quantum dots [3], and proved instrumental in uncovering
excitonic coupling to acoustic and optical phonon modes. Full 4D spectroscopy on
these systems is now under way, in which excitonically selective 2D THz Raman
spectra may be recorded to understand phonon-phonon coupling in these systems.
Future technical and theoretical advancements will position GAMERS to uncover
new chemical physics in increasingly complex molecular systems where lower-order
methods are highly averaged and conceal critical spectral and dynamical features.
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Chapter 6
Two-Dimensional Electronic
Spectroscopy of Gold Nanorods: Nodal
Line Slope Analysis and Spectral
Interference

Hanju Rhee and Minhaeng Cho

Abstract Two-dimensional (2D) electronic spectroscopy (ES) has been used to
investigate the electronic coupling and dynamics of coupled multi-chromophore
systems. In particular, off-diagonal features on 2D ES spectra provide critical infor-
mation, such as on the electronic couplings, excitation transfer rates and molecular
conformational changes between the involved electronic states. Recently, a 2D ES
study has been performed on plasmonic gold nanorods with the surface plasmonic
resonance excitation of free electrons. To gain quantitative information on the degree
of dynamical inhomogeneity of polydisperse gold nanorods, nodal line slope anal-
yses of the time-resolved 2D ES spectra with varying center wavelengths of pump
and probe pulses have been carried out and shown to be of use for investigating
broad distributions of dimensionally heterogeneous gold nanorods. In addition, due
to the strong nonlinear surface plasmonic resonance response of gold nanorods, we
observed unusual spectral fringe patterns in their 2D ES spectra, which were not
observed in organic chromophores, in a reverse time-ordered pulse sequence. This
was shown to be further critical evidence of the inhomogeneously broadened lon-
gitudinal surface plasmonic resonance band of gold nanorods. In this chapter, we
present a detailed description of the 2D ES responses of gold nanorods that are asso-
ciatedwith ultrafast electron heating, coherent electron dynamics, and the subsequent
relaxation processes.
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6.1 Introduction

Gold nanoparticles of various sizes and shapes show intriguing optical properties
and have thus been widely used in a variety of applications to molecular imaging,
drug delivery, photothermal therapy and optoelectronic devices [1–4]. Elucidating
the general interplay between the size and shape of nanoparticles and their electronic,
photothermal, and optical properties is critical not only for further understanding of
the underlying physics behind nanophotonics but also for providing guidelines for
the future design of nanoparticles in practical applications [1, 4, 5].

Gold nanorods (AuNRs), which are elongated nanoparticles with a short and a
long axis, have attracted a great deal of attention due to the optical tunability of their
surface plasmon resonance bands via changing their aspect (length-to-width) ratio
(R). Here, surface plasmon resonance (SPR) is a collective oscillation of conduction
band electrons coupled to incident electromagnetic fields [1–4]. Unlike molecular
excitation involving a superposition of two or multiple eigenstates, SPR leads to
coherent linear oscillations (superposition of linear translation modes) of quasi-free
electrons in the presence of an electric field (Fig. 6.1). Due to its elongated structure,
the AuNR has two different SPR modes: transverse and longitudinal SPR (TrSPR
and LgSPR) modes oscillating along its short and long axes, respectively. In par-
ticular, the LgSPR band, which appears in the longer wavelength region, strongly
depends on the size and shape of the nanorod, showing a characteristic red-shift of the
maximum absorption frequency with increasing aspect ratio (R) [1–4]. Their aspect
ratio-dependent spectroscopic nature as well as exceptionally strong SPR responses
make AuNRs promising for a variety of optical sensor applications [1, 5].

Synthesized AuNRs usually have a broad size distribution (polydisperse). The
polydispersity of the aspect ratio of AuNRs gives rise to a significant inhomoge-
neous broadening of the LgSPR band, potentially making the optical sensing of local
environments with AuNRs less effective because AuNRs with different aspect ratios

Fig. 6.1 Molecular excitation versus SPR excitation in AuNR. For a molecule, a superposition
of two (or multiple) eigenstates (wavefunctions) are created by a single electron excitation. For
an AuNR, however, a superposition of linear translation modes (collective and coherent linear
oscillations) of many quasi-free electrons in the presence of electric field is produced by SPR
excitation
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cause spectral congestion of overlapping SPR bands. Therefore, the monodispersity
of AuNRs and their resulting narrow SPR bandwidth are important for improved
optical sensitivity. Transmission electron microscopy (TEM) images are often used
to examine the dimensional heterogeneity of synthesized nanorods. TEM, however,
has difficulties related to not only sample preparation but also obtaining reproducible
results from the limited number of images usually available for statistical analysis.
As a simpler optical spectroscopic method, one can extract information on the aspect
ratio distribution by fitting an experimentallymeasured LgSPR band to a set of calcu-
lated homogeneously broadened spectra for AuNRs with different aspect ratios [6].
However, it remains challenging or even impossible to clearly differentiate homoge-
neous and inhomogeneous line broadenings for an ensemble ofAuNRs in steady-state
or pump-probe transient absorption (TA) spectroscopy [2, 3, 7–17].

Two-dimensional (2D) electronic spectroscopy (ES) [18–27] has often been used
to investigate the electronic coupling and dynamics of coupled multi-chromophore
systems such as photosynthetic light-harvesting complexes [19, 20]. By analyzing
the off-diagonal signals on 2D ES spectra, one can obtain information, such as on the
electronic couplings, excitation transfer rates and molecular conformational changes
between the involved electronic states of the molecule or molecular complexes of
interest [20, 21]. So far, 2D ES studies have mainly focused on molecular sys-
tems involving transitions between the discrete quantum states of electrons bound to
nuclei. In contrast, 2D ES studies on plasmonic metal nanoparticle systems involv-
ing SPR excitation of free electrons have been hardly performed. This is probably
because 2D ES of plasmonic AuNR systems does not show any distinct features,
such as off-diagonal peaks, that can provide useful information on the structure or
electronic couplings of molecular systems. Other than off-diagonal signals, how-
ever, there remain useful observables extractable from 2D ES spectra. One of them
is the nodal line slope (NLS) [21, 22], which has proven to be of critical use for
gaining information on the degree of dynamic inhomogeneity of solvated molec-
ular systems in condensed phases. This NLS analysis can additionally be used to
examine the aspect ratio inhomogeneity of AuNRs in a broad distribution because
nodal lines, created by rapid electron heating after SPR excitation of AuNRs, are
easily observed on AuNR 2D ES spectra. Furthermore, due to the strong nonlinear
SPR response of AuNR [7, 8], unusual spectral fringe patterns that are not often
observed in organic chromophores are observed in the 2D ES spectra of AuNRs in
a reverse time-ordered pulse sequence, which can be further critical evidence of the
inhomogeneously broadened LgSPR band of AuNRs [28].

6.2 Photo-Induced Electron Dynamics

The electron dynamics of AuNRs excited by ultrashort pulses have been extensively
studied andwell characterized [7–17]. The involved relaxation processes show some-
what different aspects from those of excited molecules. In molecular excitation, a
single electron is usually excited in such a way that no electron-electron collisions
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occur within each molecule. However, the electronic oscillations of multiple two-
level systems (chromophores) in condensed phases start to decohere due to electron-
bath interactions, followed by electronic population relaxation to the bath degree of
freedom [21]. In the LgSPR excitation of AuNRs, however, electron-electron (e-e)
collisions (or scatterings) dominantly occur within each AuNR, and lead to electron
heating (0.1–1 ps) as well as decoherence (5–20 fs) in the LgSPR mode. The hot
electrons are then thermally equilibrated with lattice phonons via electron-phonon
(e-ph) scatterings (2–5 ps), and then the dissipation of the excited lattice phonon
modes to the surrounding bath degree of freedom via phonon-phonon (ph-ph) scat-
terings (~100 ps) [9–17]. Figure 6.2 displays a typical TA time trace showing the
relaxation processes of photo-excited AuNR. In addition to the stepwise TA sig-
nal decay behavior, a slowly oscillating component is often observed during the
phonon-phonon relaxation process, which can be attributed to the coherent excita-
tion of extensional vibrational modes along the longitudinal axis of AuNR [2, 16].

Pump-probe TA spectroscopy of molecules involves transitions between discrete
eigenstates (Fig. 6.3a). Pump photons initially excitemolecules from the ground state
(g) to an excited state (e). Then, the probe photons interact with the excitedmolecules
causing further absorption (TA > 0) to higher excited states (f ) and stimulated emis-
sion (TA < 0) back to the ground state (g). In this case, the TA signal may show
various spectral features depending on the electronic structure of the molecule under
investigation. However, the TA signal of AuNR upon LgSPR excitation can simply
be explained by the change in dielectric constant (i.e., changes in both absorption and
refractive index) from a rapid increase of electronic temperature by electron heating
(Fig. 6.3b), which leads to spectral red-shift and line broadening of the LgSPR band
(Fig. 6.3c). As a result, a negative TA signal (�A< 0) appears in the higher frequency

Fig. 6.2 TA time profile showing typical photo-induced relaxation processes of AuNRs. The TA
trace was obtained at the probe wavelength of 850 nm after excitation at the pump center wavelength
of λpump_c = 800 nm for silica-coated AuNRs with the average R = 3.84 (see Fig. 6.4). Note that
a slowly oscillating component observed together during the phonon-phonon relaxation process is
due to a coherent excitation of extensional vibrational modes along the long axis of AuNR
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(a)

(b)

(c) (d)

Fig. 6.3 Photo-induced processes of a molecule and b AuNR in pump-probe experiment. In a
molecule, a single electron excited from the ground (g) to first excited (e) states by the pump
can undergo either a further excitation to the higher excited state (f) (excited state absorption,
ESA) or a de-excitation to the ground state (stimulated emission, SE). Usually, complicated TA
spectra by overlapping ESA and SE signals are observed depending on the electronic structure
of the involved excited states. In an AuNR, a SPR excitation by the pump induces a coherent
and collective oscillation of conduction electrons. Then, electron dephasing and heating occur by
electron-electron collisions. Hot electrons generated by the electron heating (e-heating) further
undergo a heat dissipation to the phonon and bath modes. c Spectral red-shift and line broadening
of the LgSPR band of AuNRs by electron heating. d TA spectrum (�A(t)) obtained at a pump-probe
delay time t after the electron heating is done. Due to the spectral red-shift and broadening, �A
has positive and negative values at the longer and shorter wavelengths, respectively, which is the
characteristic TA spectral feature for the LgSPR band of AuNRs

(shorter wavelength) region while a positive TA signal (�A > 0) appears in the lower
frequency (longer wavelength) region (Fig. 6.3d), which is the characteristic spectral
signature of the TA signal observed in the LgSPR band of AuNR.
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6.3 Transient Absorption

For ideally monodisperse AuNRs, the LgSPR bandwidth is dominated by homoge-
neous line broadening. All the nanorods therefore undergo the same SPR excitation-
and-subsequent relaxation processes, giving rise to the same TA spectral change
regardless of pump (excitation) frequency. However, for an ensemble of highly poly-
disperse AuNRs with different aspect ratios, the LgSPR band is inhomogeneously
broadened so that the AuNRs with smaller R are dominantly excited by higher fre-
quency excitation fields while those with larger R are excited by lower frequency
fields (Fig. 6.4a). In this case of an inhomogeneous line broadening limit, the entire
LgSPR band can be represented by a collection of homogeneously broadened LgSPR
bands with different center frequencies. If a pump (excitation) beam with a band-
width narrower than that of the LgSPR band is used in a pump-probe TA experiment,
as shown in Fig. 6.4a, selective excitations of just subensembles of the AuNRs are
achieved [28].

Figure 6.4b shows the TA spectra of AuNRs excited with different pump center
wavelengths (λpump =720, 760, 800nm inFig. 6.4a) atTw =1psof pump-probedelay
(waiting) time. Note that the pump spectral bandwidth is narrower than the LgSPR
bandwidth of the silica-coated AuNRs (length: 35–41 nm, width: 9–11 nm, average
aspect ratio: 3.84) used in the TA measurement [28]. All the individual TA spectra
exhibit negative and positive TA signals at the higher and lower frequency regions,
respectively,with the nodal point red-shifted from the excitationwavelength,which is
the characteristic pump-probe TA spectral signature created by electron heating after
a femtosecond excitation of LgSPR modes as shown in Fig. 6.3. It is noteworthy that
the nodal point of the TA spectrum red-shifts as the excitation wavelength increases.
This indicates that the LgSPR band is significantly inhomogeneously broadened so
that the subensembles of AuNRs with different aspect ratios, which are selectively
excited with varying pump wavelength, produce their own TA spectra with different

(a) (b)

Fig. 6.4 a LgSPR absorption band (black solid line) of silica-coated AuNRs with the average R =
3.84 and the pump laser spectra (dashed line) of different center wavelengths (blue: 720 nm, green:
760 nm, red: 800 nm) used for TA measurement. b TA spectra measured at 1 ps of pump-probe
delay time (Tw) with different pump center wavelengths in (a). This figure is adapted from Fig. 6.1
in [28]
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nodal points. Another notable feature of Fig. 6.4b is that the positive TA signal is
much smaller than the negative one when the sample is excited at the blue edge
(λpump = 720 nm) of the LgSPR band. This implies that inhomogeneous broadening
is still dominant evenwithin a pump bandwidth narrower than the entire LgSPRband.
That is to say, the positive TA signal from a subensemble of AuNRs excited at the
blue edge of the pump spectrum interferes with the negative TA signal from another
subensemble of AuNRs excited at the red edge, leading to a significant cancellation
of the TA signal [28]. It should be noted that one-dimensional (1D) pump-probe TA
spectroscopy, however, does not provide detailed information on how significantly
the LgSPR band is inhomogeneously broadened within the pump bandwidth. The
next section will show how the degree of aspect ratio inhomogeneity of AuNRs can
be investigated by analyzing the slope of the nodal line on each 2D ES spectrum.

6.4 Two-Dimensional Electronic Spectroscopy

6.4.1 Nodal Line Slope Analysis: Basic Concept

In principle, a 2D ES spectrum can be represented by a collection of TA spectra (y-
axis) of the probe beam as the excitation wavelength or frequency (x-axis) is varied.
Due to electron heating after LgSPR excitation by the pump beam (Fig. 6.3b), the
band undergoes both the spectral red-shift and line broadening, producing positive
and negative TA signals at lower and higher probe frequency regions, respectively,
as shown in Fig. 6.3c, d. For a homogeneous system with AuNRs of uniform aspect
ratio, the TA spectra (y-axis) created by varying the pumpwavelength (x-axis) would,
regardless of pump wavelength, all show the same spectral shape and nodal point
wavelength (NPW), which is the probe wavelength at which the nodal line crosses
the vertical line at the pump center wavelength [28]. As a result, the nodal line
connecting all the nodal points of the TA spectra would be parallel to the pump
wavelength axis (x-axis), giving NLS = 0. However, as inhomogeneous broadening
becomes significant, the nodal line slope (NLS) increases depending on the aspect
ratio inhomogeneity of AuNRs and should have finite values larger than zero.

The simulation results in Fig. 6.5 show that 2D ES is capable of distinguishing
between ensembles of AuNRs with different aspect ratio distributions (�R: standard
deviation of R) and how the NLS on the 2D ES spectra varies with the degree
of aspect ratio inhomogeneity (β). For simplicity, we assume that the absorption
spectra (Figs. 6.5a–c) can be given by a Voigt function, which is the convolution of
homogeneously (Lorentzian) and inhomogeneously (Gaussian) broadened line shape
functions. It shouldbenoted thatβ is defined as the ratio of the inhomogeneous (�ωin)
to homogeneous (�ωh) line broadenings, i.e., β = �ωin/�ωh, where �ωh and �ωin

are the full widths at half maximum (FWHM) of the corresponding Lorentzian and
Gaussian functions, respectively. Three cases of AuNR systems with large (β = 3),
intermediate (β = 1) and small (β = 0.33)�R are compared in Fig. 6.5. For β = 0.33,
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 6.5 Simulation on a–c LgSPR bands, d–f 2D ES spectra and nodal line slopes of AuNRs
with different aspect ratio inhomogeneity: Large (β = 3), intermediate (β = 1) and small (β = 0.33)
�R. The homogeneous (blue solid) and inhomogeneous (red dashed) line broadenings contributing
to the LgSPR band are assumed to be Lorentzian (�ωh: FWHM) and Gaussian (�ωin: FWHM)
functions, respectively. The degree of inhomogeneity is defined as the ratio of �ωin to �ωh, i.e.,
β = �ωin/�ωh. Calculating 2D ES spectra, it is assumed that each homogeneous band undergoes
a red-shift of the peak by 30 cm−1 and a spectral broadening by 2% of the original bandwidth by
the electron heating of AuNRs. g Slice spectra (black dashed lines: 1–5 in (d)) taken at different
pump frequencies of the 2D ES spectrum for β = 3. h Projected (integrated) spectra of the 2D ES
in d–f onto the probe frequency axis (y-axis), which are essentially equivalent to the pump-probe
TA spectra, for β = 3 (solid), 1 (dashed), 0.33 (dash-dotted). This figure is from Fig. 6.3 in [28],
which was published under a Creative Commons license
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where homogeneous broadening dominates inhomogeneous broadening, the nodal
line is almost parallel to the pump frequency axis (x-axis) so that the NLS value is
close to zero (NLS = 0.11). However, the NLS sensitively varies with increasing β

and approaches unity as �ωin becomes much larger than �ωh (NLS = 0.87 for β

= 3). This indicates that the NLS of 2D ES can be a decisive measure of the aspect
ratio inhomogeneity of AuNRs [28].

One of the advantages of 2D ES over 1D pump-probe TA spectroscopy is its
capability of resolving each individual spectral signature and electron dynamics of
a given homogeneous subensemble in a heterogeneous system. In 2D ES, AuNRs
with different aspect ratios are selectively photo-excited by varying pump frequency,
so their pump-induced TA spectra (y-axis) can spread out along the pump frequency
axis (x-axis). The slice probe spectra of AuNR under β = 3 (a highly inhomoge-
neous case) taken at different pump frequencies (1–5 in Fig. 6.5d) of the 2D ES
spectrum represent the individual TA spectra of AuNR subensembles and are plotted
together in Fig. 6.5g. The nodal points extracted from the individual TA spectra of
AuNRs with different aspect ratios are clearly separated and red-shift with pump
frequency. However, such spectral features disappear in 1D pump-probe TA spec-
tra because the contributions from different-sized AuNRs are averaged out. Indeed,
in the spectra projected onto the probe frequency axis, which are equivalent to the
pump-probe TA spectra, the nodal point frequencies hardly depend on the degree of
aspect ratio inhomogeneity at all and are almost insensitive to β (Fig. 6.5h). This
indicates that using pump-probe spectroscopy it is difficult to separately obtain the
spectral signatures of different-sized AuNRs or investigate their relaxation dynamics
simultaneously. In Sect. 6.4.3 we will show that the time evolutions of the NLS and
nodal point wavelength (NPW) extracted from the 2DES spectra enable us to investi-
gate the homogeneous (heterogeneity-free) dephasing or relaxation of photo-excited
AuNRs.

6.4.2 Pulse Shaper-Based 2D ES Setup (Pump-Probe
Geometry)

By varying waiting times (Tw), two-dimensional electronic spectra are plotted with
respect to two (independently controllable) frequencies that correspond to the exci-
tation (ωpu) and emission (ωpr) axes. In general, there are two ways to plot a 2D
spectrum in the frequency and time domains: one (frequency domain) is to mea-
sure broadband probe (emission) spectra while varying the frequency (ωpu) of the
narrowband pump (excitation) beams, and the other (time domain) is to measure
broadband probe spectra while scanning the time delay (τ ) between two broadband
excitation pulses (twin pulses generated by a pulse shaper in our case). Current
2D spectroscopy experiments usually employ the two-dimensional Fourier trans-
form (FT) method because the frequency domain method, which utilizes temporally
broad pump pulses, inevitably loses the time resolution with respect to Tw.
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Our pulse shaper-based FT 2D ES setup in a two-beam pump-probe geometry is
depicted in Fig. 6.6a, where a pair of co-propagating replica pulses (Epu1 and Epu2)
from the pulse shaper is used as two pump pulses and another time-delayed (non-
collinearly propagating with the pump pulses) pulse (Epr) from Epu2 by Tw (waiting
time) is used as a probe pulse [26–28]. The role of scanning τ , controlled by the
pulse shaper, is essentially to give the same effect as varying the excitation fre-
quency (ωpu) as follows. Each broadband excitation pulse, Epu1(ωpu) and Epu2(ωpu),
can be decomposed into constituting electric field components with different optical
frequencies (ωn). As τ is scanned, τ -varying interference between these electric field
waves from the two excitation pulses results in intensity modulations I(ωn,τ ) with
the corresponding frequencies. Consequently, the individual AuNRs with different

Fig. 6.6 a Pulse shaper-based 2D ES setup in pump-probe two-beam geometry. Epu1,2: twin pump
pulses generated from the pulse shaper, Epr: probe pulse, CCD: charge-coupled device detector.
b 2D ES spectra of the AuNRs measured at Tw = 1 ps varying the center wavelengths of both the
pump and probe pulses from 700 nm to 820 nm. The thick black line in each panel represents a
collection of nodal points at which the 2D signal is zero and the red line is the linear fit to the nodal
points. c Wavelength dependence of the NLS (black circles) of the 2DES spectra of the AuNRs,
which well fits to a Gaussian line shape with an FWHM of 1320 cm−1 approximately matching
the LgSPR band shown in Fig. 6.4a. The individual homogeneous LgSPR peaks (gray lines) for
AuNRs with different aspect ratios are drawn together to show an unequal distribution of aspect
ratio inhomogeneity across the LgSPR band. A more diverse and denser distribution of AuNRs
with different aspect ratios around the center of the LgSPR band (red shaded area) leads to a more
heterogeneous excitation of AuNRs by the relatively narrowband pump than at the band edges
(blue shaded area), producing a higher NLS (NLS ~1 at 780 nm, NLS ~0 at 700 nm). This figure is
adapted from Fig. 6.4 in [28]
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aspect ratios (Rn) are selectively excited with each I(ωn,τ ). That is to say, they are
individually tagged with the intensity modulations at different temporal periods with
respect to τ . After waiting time Tw, the excited hot electrons of theAuNRs are probed
by the time-delayed Epr(ωpr), which is spectrally dispersed by a monochromator and
then detected with a CCD (charge-coupled device) detector. Finally, the FT of the
τ -dependent interferogram S(τ ,Tw,ωpr) with respect to τ provides the 2D correla-
tion spectrum, S(ωpu,Tw,ωpr), between ωpu (excitation or pump) and ωpr (emission
or probe) frequencies [21]. In summary, the role of the τ -scan-and-FT of the signal
in our method is to provide a way (1) to spectrally resolve broadband pump beams,
then (2) to individually excite the AuNRs with different aspect ratios, and finally (3)
to spread the correlated emission spectra (ωpr) with each excitation frequency (ωpu)
on the 2D frequency axes [28].

6.4.3 2D ES Spectra and Nodal Line Slope Analysis:
Experiment

In general, it is difficult to obtain detailed information on the dimensional distribution
of the AuNR system only from the 1D absorption or TA spectra. As shown in the
simulations (Fig. 6.5), however, the 2D ES provides a way to judge the degree of
aspect ratio inhomogeneity of AuNRs using the nodal line slope (NLS) of the 2D
ES spectrum measured at a particular waiting time. Figure 6.6b displays the 2D ES
spectra and the NLS of the silica-coated AuNRs measured at various pump center
wavelengths (λpump_c = 700 ~ 820 nm) atTw = 1 ps, which corresponds to thewaiting
time after the completion of electron heating. Note that the bandwidth of the pump
beam used is narrower than the LgSPR band under investigation, allowing a selective
examination of the aspect ratio inhomogeneity of the subsets of the AuNRs (parts of
the LgSPR band) excited by the pump. The NLS values (black circles) in Fig. 6.6c,
which are obtained from a linear fit (red line) to a number of nodal points (black
points) around λpump_c in Fig. 6.6b, vary with the pump center wavelength according
to a Gaussian-shaped dependence, which approximately follows the absorption line
shape of the LgSPR band. The NLS value has a maximum (close to unity) around
780 nm, which indeed corresponds to the center wavelength of the LgSPR band
while it decreases as λpump_c approaches the red or blue edge of the LgSPR band.
These unequal NLS values across the LgSPR band indicate that the degree and nature
of the aspect ratio distributions of the individual AuNR subensembles are different
significantly at both the center and the two edges of the LgSPR band. The NLS value
being close to unity at the LgSPR band maximum means that the inhomogeneous
broadening of the AuNR system investigated is much larger than the homogeneous
one. That is to say, a subset of the AuNRs around the LgSPR band maximum (red
shaded area in Fig. 6.6c), which is selectively excited by the relatively narrowband
pump, has a diverse and dense distribution of homogeneous subensembles of AuNRs
(gray lines in Fig. 6.6c), so that the pump causes a considerably heterogeneous
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excitation of the AuNRs. On the other hand, a less heterogeneous excitation of the
AuNRs is induced by the pump tuned to the band edge (blue shaded area in Fig. 6.6c)
because the aspect ratio distribution of the AuNRs is more discrete and less dense at
either edge of the LgSPR band.

In addition to the spectral dependence of NLS due to an unequal aspect ratio
distribution across the LgSPR band, it is noteworthy that the NLS and NPW are
waiting time-dependent, as is apparent in Fig. 6.7. Since the NLS and NPW are free
from inhomogeneous line broadening contributions, their time-dependent changes
are direct signatures of homogeneous relaxation dynamics after photo-excitation of
the LgSPR modes of AuNRs. The transient behaviors of the NLS and NPW at Tw

< 300 fs can be attributed to ultrafast electron dynamics, such as the dephasing of
the coherent oscillations of plasmonic electrons and rapid electron heating in each
AuNR, which are induced by the e-e scattering (collision) process [17, 28]. On the
other hand, the subsequent monotonic decay of the NLS and the slow blue-shift of
the NPW over similar time scales (a few ps) result from homogeneous dephasing
due to e-ph couplings. These heterogeneity-free electron-electron (e-e) or electron-
phonon (e-ph) relaxation dynamics of AuNRs cannot be observed in conventional
pump-probe spectroscopy because the corresponding pump-probe signals result from

(a)

(b)

Fig. 6.7 a Time evolution of 2D ES spectra measured with the pump center wavelength of λpump_c
= 760 nm at different waiting times (Tw = 0.05 ps, 0.1 ps, 0.2 ps and 1 ps). b Time-dependent
nodal line slope (NLS, red circle) and nodal point wavelength (NPW, blue square) changes of the
2D ES spectra in (a) as a function of waiting time (Tw). Here, the NPW is the probe wavelength at
which the nodal line and vertical dashed line corresponding to λpump_c = 760 nm in (a) are crossing
with each other. This figure is adapted from Fig. 6.5 in [28]
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averaging all the transient dynamics and relaxations of the entire heterogeneous
AuNRs.

6.4.4 Comparison Between Nonlinear Signals in Positive
and Negative Waiting Times

2D ES is a four-wave-mixing (4WM) process involving three field-matter interac-
tions with incident pulses and one field-matter interaction with the signal field. In
the photon echo geometry often used in 2D ES experiments, where three laser beams
are noncollinearly incident to the sample, a third-order signal field is generated in
a specific direction different from those of the incident beams due to the corre-
sponding phase-matching condition. Then, the thus generated 2D ES signal field is
heterodyne-detected by allowing it to interfere with another laser field called a local
oscillator (LO) [19–21]. The amplitude and phase of the 2D ES signal electric field
can be measured with respect to the delay times between the involved laser pulses. In
pump-probe-type 2D ES, on the other hand, the generated signal field interferes with
the collinearly propagating incident laser field (probe) after the sample and, conse-
quently, only the absorptive part of the interference term is detected. This technique is
often called self-heterodyne-detection [26–29]. Below we compare the observables
in normal (positive waiting time, Tw > 0) and reverse (negative waiting time, Tw <
0) time-orderings of the twin pump pulses and one probe pulse, and explain why
spectral fringe patterns are observed only in the negative waiting time domain.

Normal 2D ES measurement (Tw> 0). In the pump-probe-type 2D ES exper-
imental setup shown in Fig. 6.8a, collinearly propagating twin pump pulses (pu1
and pu2) originate from the pulse shaper, which controls the time delay (τ ) between
them, and are injected into the sample. For a normal time-ordered pulse sequence,
the probe pulse (pr) is delayed from pu2 by the waiting time Tw, i.e., Tw> 0. After
three field-matter interactions with the sample in the order of pu1→pu2→pr with
wavevectors of kpu1, kpu2 and kpr, respectively, the 2D ES signal field (ks) is gener-
ated in the same direction as the probe wavevector (ks = −kpu1 + kpu2 + kpr = kpr)
and interferes with the probe beam itself (Fig. 6.8b). The interference term between
the 2D ES signal field and the probe beam is then detected by a spectrometer. The
2D ES spectra measured at positive waiting times (Tw > 0) exhibit both positive and
negative peaks with a nodal line separating the two, as shown in Fig. 6.6b.

Transient grating at negative waiting times (Tw< 0). Now, let us consider
another pulse sequence and 4WM field-matter interactions at negative waiting times
(Tw < 0), as schematically shown in Figs. 6.8c–d. From the definition of the waiting
time, which is the delay time of the probe pulse (pr) from the second pump pulse
(pu2), the probe pulse (pr) precedes the second pump pulse (pu2) by |Tw| at negative
waiting times. When the delay time τ is scanned from 0 to a finite time for the 2D
ES measurement, the pump 1 (pu1) and probe (pr), which propagate differently in
space, can overlap in time and thus interact with the AuNRs to generate a transient
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(a) (b)

(c) (d)

Fig. 6.8 Comparison between pulse sequences and generated third-order signals (2D ES and TG
signals) before and after field-matter interaction in a–b normal (Tw> 0) and c–d reverse (Tw <
0) time orderings of twin pump and probe pulses. At positive waiting times (Tw > 0), the 2D ES
signal interfering with the probe pulse is normally detected. In contrast, another third-order signal
called transient grating (TG), which results from a diffraction of the time-delayed second pump
pulse (pu2) due to a TG in the sample created by the first pump (pu1) and probe (pr) pulses, is
heterodyned detected with the preceding probe pulse at negative waiting times (Tw < 0)

spatial grating (TG) inside the sample due to a non-parallel overlap of the wave
fronts of the pu1 and pr fields [30]. The following second pump pulse (pu2) is then
diffracted by the created TG (kTG) in the same direction as the probe wavevector
(kTG = kpr), and consequently the TG signal field can interfere with the preceding
probe field by |Tw|. The time delay between the probe pulse and the generated TG
signal field is fixed at |Tw| regardless of the scanning delay time τ . Therefore, one
can measure the spectral interference between those time-separated fields (TG signal
and probe), which produce a spectral fringe pattern with a fringe spacing of 1/|Tw|
along the probe frequency axis (y-axis) in a given 2D ES spectrum. The following
section gives further detailed descriptions of how the TG can create a spectral fringe
pattern on the 2D ES spectrum and explain how the spectral interference is related
to the aspect ratio inhomogeneity of AuNRs.
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6.4.5 Spectral Interference by Transient Grating (TG) in 2D
ES

The TG is a temporal and spatial grating created by spatially regular and interfero-
metric SPR excitation across the sample, which is induced by noncollinear mixing
of the pu1 and pr fields into the sample at Tw < 0, as shown in Figs. 6.8c–d. During
scanning the delay time (τ ) between the pu1 and pu2, two pulse sequences, pr →
pu1 → pu2 (kTG = kpr − kpu1 + kpu2) and pu1 → pr → pu2 (kTG = −kpu1 + kpr +
kpu2), are involved, which have the same phase-matching condition for the TG, i.e.,
kTG = kpr at a fixed negative waiting time, Tw. Consequently, the TG signal field
spectrally interferes with the preceding probe pulse by |Tw| in the probe frequency
domain (ωpr). Since the spatial phase of the TG across the sample sensitively varies
with the time delay (τ ′ = |Tw|− |τ |) between pu1 and pr and oscillates at optical fre-
quencies (ωτ ′ ) of the incident electric fields (pu1 and pr) with respect to τ ′, scanning
τ ′ results in the temporal modulation of the spectral interference signal between the
pu1 and pr fields. Fourier transformation of this modulated spectral interferogram,
S(τ ′, Tw, ωpr), with respect to τ ′ yields the spectral interferometric 2D ES spectra,
S(ωτ ′ , Tw, ωpr).

Figure 6.9a shows the spectral fringe patterns on the experimentally measured 2D
ES spectra of the silica-coated AuNRs with an inhomogeneous aspect ratio distribu-
tion (length: 35–41 nm, width: 9–11 nm, average aspect ratio: 3.84) at Tw = −150 fs,
−50 and 0 fs. One of the characteristic features of those interference patterns is the
fringe spacing increasing according to 1/|Tw | as |Tw| goes to zero,which is also clearly
shown in the slice spectra (Fig. 6.9b) taken at the center frequencies (vertical solid
lines) of the 2D ES spectra in Fig. 6.9a. To further investigate the |Tw|-dependence
of the spectral interference, one can perform a Fourier transformation of the spectral
fringe patterns in Fig. 6.9b to analyze the resulting time domain signals with respect
to the waiting time (Fig. 6.9d). Note that when two pulses are separated in time by td,
the Fourier transformed time domain signal from the spectral fringe created by the
two signal pulses peaks at t = td [31]. Although the Fourier transformed signals are
relatively broad and do not show ideally sharp peaks in time due to the finite chirp of
the laser pulses used in experiment, the first moment of the Fourier transformed time
domain signal can give meaningful information on the average delay time between
the signals involved in spectral interference. As expected, the td-versus-Tw plot in the
inset of Fig. 6.9d shows that the average delay time (td) decreases in linear proportion
to |Tw| at negative waiting times. This experimental observation is in good agreement
with the explanation about the origin of spectral interference above, which is based
on the TG-induced diffraction of the second pump pulse (pu2) that is time-delayed
from the probe (pr) by |Tw|.

Another notable feature of the spectral interference on the 2D ES spectra of
the AuNR is the diagonal elongation of the fringe pattern (Figs. 6.9a and 6.10a),
which is in close connection to the aspect ratio inhomogeneity of the AuNRs. The
strong SPR effect of the AuNRs, created by the interfering pu1 and pr fields, sig-
nificantly modulates the refractive index in a regular spacing across the sample.
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(a)

(b)

(c)

(d)

Fig. 6.9 a Spectral interference patterns in the 2D ES spectra of AuNRs measured at waiting times
of Tw = −150, −50, and 0 fs. The center wavelengths of both the pump and probe pulses are
770 nm. b Slice spectra (vertical lines) taken at ωpump = 13,000 cm−1 (λpump = 770 nm) in the 2D
ES spectra of (a). c Comparison between the pump-probe TA (black lines) and projected (red lines)
spectra onto the probe frequency axis (y-axis) in the 2D ES spectra measured at the corresponding
waiting times (Tw). d Fourier transformed signals of the slice spectra in (b) atωpump = 13,000 cm−1

(λpump = 770 nm). Inset: First moment (td) of the time-domain signal in (d) as a function of waiting
time (Tw)
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(a) (b) (c)

Fig. 6.10 a 2D ES spectrum of the AuNRs measured at Tw = −100 fs. b Slice spectra taken at
different pump frequencies, ωpump = 12,860, 13,000 and 13,175 cm−1 (vertical dashed lines in
(a)), which excite different-sized AuNRs with Rj, in the 2D ES spectrum at Tw = −100 fs. c Pump
frequency dependence of time delay between the TG signal and probe pulse at negative (reverse
time ordering in Fig. 6.8c–d) waiting times (Tw < 0). The spatially modulated refractive index by
the strong SPR effect of AuNRs creates a TG in the sample, which can lead to a further time delay
(Tw,j) of the TG signal from the preceding probe pulse by modulating the velocity of the TG signal
field. This time delay (Tw,j) is pump frequency dependent because the effective refractive indices
(neff,j) induced by the TG change with the size of the AuNRs with different aspect ratios (Rj), which
are individually excited by different pump frequencies. This figure is adapted from Fig. 6.6 in [28]

This spatially modulated refractive index not only gives rise to the diffraction of
the pu2 beam in space, but can also further time-delay the TG signal field from the
probe pulse by modulating its velocity at the sample. Furthermore, since with var-
ied pump frequencies (ωpump) the TG-inducing beams (pu1 and pr) can individually
excite AuNR subensembles with different aspect ratios (Ri) and therefore different
effective refractive indices (neff,i), the delay time (Tw,i) between the TG and probe
pulse is dependent on pump frequency (ωpump). Thus, Tw,i is larger at lower ωpump

(Fig. 6.10c). As a consequence, as shown in Fig. 6.10b, the spectral interferogram
along the probe frequency axis is phase-shifted depending on ωpump, i.e., the aspect
ratio (Ri) of the AuNRs, producing the diagonally elongated fringe pattern on the 2D
ES spectrum [28]. However, this spectral fringe, which contains information on the
inhomogeneous dimensional distribution of the AuNRs investigated, disappears in
the pump-probe spectra (black lines in Fig. 6.9c), which is equivalent to the average
spectra (red lines in Fig. 6.9c) projected onto the probe axis, because the oscillating
positive and negative signals on the 2D spectrum along the pump frequency axis are
averaged out.

6.5 A Few Concluding Remarks

In the present chapter, we presented our recent 2D ES results for AuNRs featuring
a broad dimensional distribution. Although a vast quantity of literature has been
published reporting the optical properties of AuNR with respect to size, aspect ratio,
surface ligand, shape, and so on, measured using linear absorption spectroscopy and
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the time-resolved pump-probe (or transient absorption) measurement method, these
spectroscopic techniques cannot provide incisive information about homogeneous
dephasing processes involving e-e, e-ph, and ph-ph scatterings. This is because those
spectroscopic observables are intrinsically not free from the dimensional heterogene-
ity of AuNRs in condensed phases. Our 2D ES studies of AuNRs with selective exci-
tations of LgSPR modes provide quantitative information about the homogeneous
relaxation dynamics of gold nanorods excited by femtosecond laser pulses. Despite
the success of 2D ES application to the study of heterogeneous AuNR samples, due
to the pump pulse bandwidth being narrower than the entire LgSPR bandwidth, we
could not obtain the entire 2D electronic spectra of theAuNRs used. It will be of great
interest to carry out a 2D ES study of the same sample with continuum pump and
probe pulses so that the entire ensembles of the AuNRs are excited simultaneously
and their ultrafast electron dynamics can be probed with sub-10 fs pulses in real time.
In the future, a two-quantum 2D ES technique that utilizes a slightly different phase-
matching condition would be useful for studying the large-amplitude longitudinal
electronic oscillations of quasi-free electrons in AuNRs and other metallic nanopar-
ticles, and could reveal unexpected electron correlations in such multi-electronic
excitation systems.
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Chapter 7
Fully Coherent Schrodinger Cat State
Spectroscopy and the Future of CMDS

John C. Wright

Abstract Spectroscopy is one of the most powerful techniques in all of science and
technology because of its ability to directly access the individual quantum states
of matter and measure their dynamics. Frequency domain methodologies are used
extensively to acquire spectra over wide ranges of wavelengths for identifying a
system’s quantum states. Often, the spectra become spectroscopic fingerprints of
individual molecular species. Time domain methodologies have long been used to
measure quantum state dynamics on time scales ranging from many seconds to
attoseconds. These ultrafast methods typically create one dimensional (1D) spectra
and become compromised in studying complex samples where the presence of mul-
tiple species creates spectral congestion. This chapter explores the tradeoffs between
time and frequency domain methods, pulse width and sensitivity, and the ability to
create multidimensional spectral fingerprints that are essential for studying complex
materials.

7.1 Introduction

Spectroscopy is one of the most powerful techniques in all of science and technology
because of its ability to directly access the individual quantum states of matter and
measure their dynamics. Frequency domain methodologies are used extensively to
acquire spectra over wide ranges of wavelengths for identifying a system’s quantum
states. Often, the spectra become spectroscopic fingerprints of individual molecular
species. Time domain methodologies have long been used to measure quantum state
dynamics on time scales ranging from many seconds to attoseconds. These ultrafast
methods typically create one dimensional (1D) spectra and become compromised in
studying complex samples where the presence of multiple species creates spectral
congestion. This chapter explores the tradeoffs between time and frequency domain
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methods, pulse width and sensitivity, and the ability to create multidimensional spec-
tral fingerprints that are essential for studying complex materials.

Fully coherent CMDSmethods have great promise for creating multidimensional
fingerprints [1]. They are based on exciting multiple vibrational and electronic states
to create a nonlinear polarization that re-emits an output beam [2–11]. Figure 7.1
shows two examples of three excitation pulses exciting resonances with different
quantum states. The interactions with the pulses are time ordered from left to right.
Each interaction creates a quantum mechanical superposition state consisting of the
original and final states of the transition. The superposition state is called a coher-
ence. After the third pulse, the excitations have created a coherence between states
c and b that oscillates in time. The coherence associated with each molecule in the
entire ensemble of molecules within the excitation volume corresponds to an oscil-
lating nonlinear polarization that creates the output beam given by the last arrow. It
is that output beam which is measured. Establishing resonance with a specific quan-
tum state on a specific molecule or material component can enhance all of the other
resonances that are coupled to it. The multiple resonances create multidimensional
spectra that isolate the coupled states for a specific molecule or component. Estab-
lishing resonance with a different quantum state then isolates other coupled states on
other molecules or components. Thus, CMDSmethods can dissect spectra into those
states that are coupled and belong to the same molecule or component [12–15].

CMDS methods are usually classified into frequency and time domain methods
[3, 4, 16]. Time domain methods have been very successful in resolving dynamics
for a wide variety of molecular and materials systems [17, 18]. They are based on a
partially coherent pathway like that shown in Fig. 7.1a [6, 8–10]. Here, the first two
pulses populate state b. The diagram shows population relaxation that transfers the

Fig. 7.1 WMEL diagrams
showing the sequence of 3
excitations (left to right) for
a partially coherent pathway
(a) and a fully coherent
pathway (b). Interaction 4
creates the output. Solid and
dotted arrows identify
transitions defining the two
states involved in the output
emission
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population to state a. The third pulse excites state c that together with state a creates
the output pulse. There are two coherences in this diagram. The first is between states
b and g and the second is between states a and c and they oscillate at the frequency
differences, ωbg and ωca. Two dimensional spectra are acquired by overlapping the
output beam created by the ca coherence with a fourth beam called a local oscillator
andmeasuring the beating between the electric fields of the output pulse and the local
oscillator. This heterodyne detection resolves the phase oscillations of individual
coherences. Fourier transforming the data then creates multidimensional spectra.
Long term pulse phase stability of ~λ/50 is needed over the measurement time to
avoid artifacts [6]. Typically, the central excitation frequencies are fixed so the range
of states that are excited is constrained by the pulse bandwidth. For example, 35 fs
pulses can excite states over a ~420 cm−1 range. It is also possible to use a different
excitation frequency for pulse 3 (see Fig. 7.1a) if the first two excitation fields create
a static population. The static population isolates the phase oscillations of the first
and last coherences [19–21]. This strategy makes it possible to perform vibrational-
electronic spectroscopy (2DEV) where a vibrational population is first excited with a
pump and the electronic output coherence is excited by the probe pulse [22]. The time
domain methods have the multiplex advantage where each set of pulses creates data
covering the entire frequency range. Multidimensional spectra can even be collected
on a single shot of pulses [23].

Fully coherent multidimensional spectroscopy methods based on frequency
domain methods have been very successful in acquiring multidimensional spectra of
electronic and vibrational states for awide variety ofmolecular andmaterials systems
[5, 12–14, 16, 24–32]. Rather than resolving the phase oscillations of the individual
coherences, they measure the resonance enhancement of the output intensity while
scanning the excitation pulse frequencies. Thesemethods require phase stability only
during the excitation pulse interactions [1]. They don’t require the long term phase
stability of time domain methods where the phase oscillations are resolved by chang-
ing the pulse time delays. Instead, the phase stability requirement is enforced by the
spatial and temporal modulations of the output nonlinear polarization. The freedom
from long term phase stability between excitation pulses has a number of important
consequences:

1. It becomes possible to use three independently tunable excitation beams so any
combination of vibrational and electronic states can be excited.

2. The range of accessible frequencies is not constrained by the bandwidth of the
excitation pulses.

3. There is a wide range of fully coherent pathways that provide complementary
capabilities for probing different aspects of the sample.

4. Fully coherent spectroscopies directly probe couplings between quantum states
and avoid relaxation effects that cause time dependent spectral changes. They
create multidimensional spectral fingerprints that become a powerful probe of
complex materials.

5. Many fully coherent spectroscopies have output transitions in the visible or ultra-
violet that are easily detected by photomultipliers and other single photon detec-
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tors while still acquiring vibrational spectra in the infrared. The output beams
can also occur at different frequencies from the excitation pulses so they can be
spectrally resolved and avoid interference from scattered light.

6. When CMDS methodologies are used for creating spectral contrast in micro-
scopic imaging applications, the spatial resolution will be defined by the shortest
excitation wavelength since the shortest wavelength has the shortest diffraction
limit.

This chapter focuses on frequency domain CMDS and its relationship to time domain
CMDS methods. Although time domain methods dominate the field of CMDS, fre-
quency domain CMDS is well-suited for the most common use of spectroscopy that
involve acquisition of spectra over very wide ranges of frequencies [16]. In partic-
ular, the fully coherent CMDS pathways are particularly important for wide-spread
applications because of the selectivity acquired from 3D spectral fingerprints. The
3D fingerprints are immune to changes caused by relaxation because fully coherent
pathways create quantum mechanical Schrodinger cat states that collapse if relax-
ation occurs. Frequency domain methods also provide the lowest detection limits
because the excitation pulse width is comparable or longer than the dephasing times
so the coherence amplitudes can approach the steady state values.

7.2 Schrodinger Cat States and Coherent Multidimensional
Spectroscopy

Schrodinger cat states are quantum mechanical superposition states where a sys-
tem exists simultaneously in multiple, entangled quantum states [33]. Entangled
quantum states are one of the most surprising consequences of quantum mechan-
ics because measurement of a quantum state collapses the cat state and provides an
instantaneous snapshot of the quantum states [34]. The classic example is parametric
down-conversion where interactions in a nonlinear crystal creates a cat state where
the original pump photon and signal and idler photons are simultaneously present
[35]. The photons are entangled in frequency and direction by energy andmomentum
conservation so ωpump = ωsignal + ωidler and �kpump = �ksignal + �kidler. They are also
entangled in polarization by type I or type II phasematching. If an observation occurs
that identifies the frequency, direction, or polarization, the observation collapses the
cat state to a pump, signal, or idler photon [35]. Observation of a particular photon
depends on its probability but subsequent observations of the other photons is then
determined.

Coherent multidimensional spectroscopy (CMDS) is based on using multiple
coherent excitation pulses to entangle the photon fields and the vibrational and/or
electronic quantum states of a sample [1, 3, 36]. The most important capability of
CMDS is its ability to isolate only those quantum states that are coupled so excitation
of one affects the others. The sample’s coupled quantum states form a superposi-
tion state called a multiple quantum coherence. It is time dependent and oscillates
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at all frequency combinations of its states. The entanglement is lost when interac-
tions collapse the cat state. The cat state collapses when its quantum mechanical
phase relationships become randomized, either by measurement or interaction with
the environment or vacuum photons. Upon collapse, the multiplicity of the cat state
is lost and specific states of the sample and photon fields are populated with prob-
abilities proportional to the square of their cat state amplitudes. The measurement
is impervious to population relaxation effects that change the nature of the states
because the relaxation effects would destroy the cat state.1 The measurement can
be the intensity of the new photon fields created by the coherence or the intensity
change in the excitation fields. The act of measuring one defines any subsequent
measurement of the others.

We first describe a fully coherent CMDS pathway that illustrates the creation of a
four quantum Schrodinger cat state [11]. Tunable coherent pulses with frequencies
ω1, ω2, and ω3 are tuned to resonances with a molecule and excite three different
quantum states that form a quantum mechanical coherence involving the ground
state and three excited states. The wave function is time dependent with spatial and
temporal properties given by �(x, t) = ∑

n=all quantum
states

cn(t)ψn(x)
[
eiωn t + e−iωn t

]

where cn is the amplitude for state n in the superposition state. This superposition state
is entangled with the photon quantum states and together form the Schrodinger cat
state. Observables depend on the product of an amplitude and its complex conjugate.
For example, the diagonal ρnn ≡ cnc∗

n density matrix elements define the probability
of population in state nwhile the off-diagonal ρnm ≡ cnc∗

m define the probability of a
ωmn ≡ ωm−ωn transition involving statesm andn. InDirac’s bracket notation, 〈m|n〉,
the m and n designate the bra and ket states, respectively, and differ in phase by π.
When a transition occurs atωnm , the cat state collapses into a specific molecular state
and specific photon states. Figure 7.1b shows a wave mixing energy level diagram
(WMEL) [37] where three photons sequentially and impulsively excite states a, b,
and c to form a cat state consisting of g, a, b, and c. Here, the time ordering of the
transitions proceeds from left to right. The numbers denote the different frequencies
of the excitation pulses, not the time ordering of the interactions. The last arrow is
the output transition created by the free induction decay of the ρca coherence. The
solid arrows diagram the path for reaching state c and the dotted arrows diagram the
path for reaching state a. The entire coherent pathway can be summarized by the

notation gg
−2→ ga

1→ ba
3→ ca where the numbers designate the frequencies and the

signs depend on the phase matching. The output photon frequency is ωca . Energy
conservation requiresω1−ω2+ω3 = ω4 = ωca . Theω1 and ω3 excitation fields have
all lost a photon, theω2 and ω4 fields have gained a photon, and themolecule is left in
state a. Momentum conservation requires �k4 = �k1−�k2+�k3. Of course, output beams
would also occur at all ω4 = ±n1ω1 ± n2ω2 ± n3ω3 frequency combinations and all
directions n1�k4 = ±n1�k1 ± n2�k2 ± n3�k3 where n = 0, 1, . . . Each would correspond
to a different process with different characteristics and WMEL diagrams. This same
picture applies to partially coherent CMDS pathways that are used when relaxation

1The exception is coherent transfer where the environment causes a coherent evolution of a state
without randomization of the quantum mechanical phase.
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dynamics are studied [3]. Figure 7.1a is an example of a partially coherent CMDS
pathway where there is an intermediate population that can undergo relaxation. The
numbered arrows now label the excitation pulse time ordering. The first interaction
forms a cat state involving states g and b. The second interaction creates a population
in state b, that relaxes to state a and collapses the first cat state. The third interaction
excites the aa state population to form a cat state involving states a and c. The
output photon free emission decay results from collapse of the last cat state. The

pathway summary is gg
−1→ gb

2→ bb
NR⇒ aa

3→ ca where the double arrow represents
non-radiative (NR) population decay.

This pathway directly measures population dynamics where the excited molec-
ular state relaxes to a different state and spectral diffusion where environmental
changes change the state frequencies [38]. It is also important for relaxation assisted
enhancement of weak transitions if state b absorbs strongly and transfers population
to state a that is weakly absorbing [19, 39, 40]. If pulse 3 appears before relaxation

occurs, the corresponding pathway becomes gg
−1→ gb

2→ bb
3→ cb. This pathway

describes excited state absorption (ESA). Together with the gg
−1→ gb

2→ bb
3→ bg

photo-bleaching pathway (PB) and gg
−1→ gb

2→ gg
3→ bg stimulated emission path-

way (SE), they describe the pump-probe, transient grating, transient absorption, and
photon echo methods that are used extensively for measuring quantum state dynam-
ics [10]. The last pulse in the partially coherent pathway of Fig. 7.1a acts as a 1D
probe of the dynamics.

It is also possible to replace the last pulse with three pulses that correspond to a
fully coherent CMDS pathway such as that in Fig. 7.1b [1]. This pump-fully coherent
CMDS probe provides much greater selectivity. The cat state nature of fully coherent
CMDS has the important constraint that any relaxation process destroys the state so
fully coherent CMDS methods are a direct probe of the coupling between states and
are immune to the changes in these states as a result of relaxation. The multiple
states within the cat state are a multidimensional spectral fingerprint that provides
high selectivity for the specific species in a complex sample [36]. The cat state nature
of the probe insures that relaxation dynamics only occurs during the time between
the pump and CMDS probe pulses. Figure 7.2 shows examples of such methods.
They include methods where the pump involves one and two photon absorption.
Two photon pump methods have the advantage that they can probe the same state
that is pumped without interference from pump pulse light scattering.

Although population relaxation destroys a cat state, coherence transfer does not.
Coherence transfer occurs when a state within the cat state evolves to a different state
because of a coherent interaction with the thermal bath. The key idea is coherence
transfer maintains the overall quantum mechanical phase without collapsing the cat
state. Coherence transfer has clearly been observed in vibrational spectra [41–43]
and it may also be important in photosynthetic systems [17, 44, 45]. Its role in
photosynthetic systems is obscured by the presence of vibronic effects [46, 47].
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Fig. 7.2 Example pathways
for pump (black
arrows)-fully coherent probe
(colored arrows)

7.3 Comparisons Between Time and Frequency Domain
Methods

The field of CMDS is evolving rapidly and there have been many different experi-
mental implementations. In order to compare the different approaches, we will focus
on determining the ρnm coherence formed from a previous coherence in order to
highlight the effects of pulse width. Each CMDS method is based on exciting a
series of transitions that result in the final output coherence. The amplitude of each
transition depends on the ratio of the Rabi frequency to the dephasing rate and the
ratio of the excitation pulse temporal width to the dephasing time [5]. The buildup
and decay of a coherence can be described in a closed form equation if the excitation
pulse is a rectangular excitation pulse that is resonant and lasts for Δt seconds. The
temporal dependence is given by �

2�nm

(
1 − e−Γnm
t

)
where � is the Rabi frequency,

� ≡ �μ· �E
�
, and �nm is the dephasing rate of the transition between states m and n.

Figure 7.3 shows an example of the transient for the coherence ρag that is formed
from a ground state population. The coherence builds towards a steady state over
a time that depends on the dephasing rate but then undergoes free induction decay
when the pulse (blue trace) turns off. For a four-wave mixing experiment in a two-
level system, the amplitude of the output coherence after three interactions will be
[

�
2�nm

(
1 − e−Γnm
t

)]3
ρgg where ρgg is typically 1. For the more general case, the

transition moment and dephasing rate will be different for each transition. Table 7.1
illustrates the dependence on each variable. The table assumes a typical excitation
intensity of 1010 watts/cm2 regardless of Δt. This assumption is justified because
higher instantaneous intensities can cause sample damage.

The table compares examples of the dephasing rate and transition moment for
weak vibrational modes (typically μ ≈ 0.01 D and � ≈ 1012 s−1), the strongest
vibrational modes (for carbonyl modes, μ ≈ 0.3 D and � ≈ 4 × 1013 s−1), and
typical electronic states (typically μ ≈ 1 D and � ≈ 5 × 1015 s−1) with typical
excitation pulse widths for picosecond (1 ps) and femtosecond (35 fs) CMDS [48,
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Fig. 7.3 Transients for
exciting a coherence with
different rectangular pulse
widths (blue). Adapted from
[76]. Copyright 2019
American Chemical Society

Table 7.1 Effect of pulse width on representative weak and strong vibrational transitions and
electronic transitions

Iexcit
(watts/cm2)

1010


t (ps) 1 0.035

� (sec−1) 1012 4.7 × 1012 5 × 1013 1012 4.7 × 1012 5 × 1013

μ (Debye) 0.01 D 0.3 D 1D 0.01 D 0.3 D 1D

� (s−1) 4 × 1010 1012 1012 4 × 1010 1012 4 × 1012

1 – e−�
t 0.6 1.0 1.0 0.03 0.15 0.8

ρfinal/ρinit 0.01 0.12 0.04 6 × 10−4 0.018 0.03

ρout 1 × 10−6 0.002 5 × 10−5 3 × 10−10 6 × 10−6 3 × 10−5
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49]. The Rabi frequency in the table depends on the transition moment and the
amplitude of the coherence depends on the dephasing rate and pulse width. For a
picosecond pulse, a weak vibrational mode reaches 60% of the steady state value
during Δt but the femtosecond pulse reaches only 3% of the steady state value. That
difference results in an output coherence that is 4 orders of magnitude weaker for
the femtosecond pulse. The differences are similar for the strong vibrational mode.
Note, however, that the femtosecond output coherence for the strong vibrational
transition is 6x larger than the picosecond output coherence for the weak vibrational
mode. This difference is at the heart of why picosecond infrared CMDS can access
the weak vibrational states [29, 48, 50] while femtosecond 2DIR CMDS accesses
only the strongest vibrational modes [19, 39, 40]. These differences disappear for
electronic CMDS like 2D-ES because the fast dephasing rates of electronic states
allow both approaches to reach the steady state values.

The output coherence creates a macroscopic output polarization given by Pout =
NFμoutρout where F is the field enhancement factor for the three excitation fields
[5]. The electric field amplitude that is launched by the nonlinear polarization is
defined by dEo

out
dz = 2π i FωPo

NL
nc ei
�kz where F is the field enhancement factor for the

output field and Δk is the phase mismatch factor between the nonlinear polarization
and the output field it creates. This output field can be very strong because unlike
incoherent processes such as fluorescence, there is a phase relationship between all
of the molecules in the excitation volume. The emission from all the molecules can
be constructive and therefore cooperative. It creates a beam with a direction defined
by constructive interference between the emission of the individual molecules in the
excited ensemble. The intensity that is actually measured depends on the particular
methodology that is employed. The intensity can be measured directly by homodyne
detection in which case the intensity is I = 2π

cn

∣
∣Eout

∣
∣2. Fully coherent pathways that

result in spectrally resolved output beams can have detection limits defined by the
ability to measure individual photons.

The beam can also be heterodyned by overlapping the output field with either
one of the excitation beams or an additional beam that acts as a local oscillator. The
frequencies in the overlapped beams will beat at frequencies that depend on the dif-
ferences between the beams. Heterodyne detection requires the frequencies present
in the heterodyned beams to be similar so a detectable beat frequency can occur. This
approach allows heterodyne detection to resolve the phase oscillations in the output
field and define its frequencies. The intensity is given by I = 2π

cn

∣
∣Eout + Eheterodyne

∣
∣2.

Heterodyne detection can create large signal levels if Eheterodyne is larger than Eout

so
∣
∣EheterodyneEout

∣
∣ > |Eout|2. The minimum detection limit depends on discrimi-

nating between the signal,
∣
∣EheterodyneEout

∣
∣, and uncorrected fluctuations in the local

oscillator intensity, |
ELO|2. Typically,
∣
∣
∣
ELO

ELO

∣
∣
∣
2 ≈ 0.02.

Ourwork has shown that the detection limits are similar for each approach and that
homodyne detection presents the fewest problems with maintaining adequate phase
stability. The only challenge is the quadratic dependence on the excitation intensity.
The higher order dependence requires a detection strategywith awide dynamic range
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since signals range from large numbers of photons/pulse to fewer than one/excitation
pulse. The work presented here uses homodyne detection exclusively.

Table 7.1 also shows that the ρfinal/ρinit values for picosecond vibrational CMDS
are large enough that higher order processes become possible. Higher order process
allow additional excitation beams to create additional transitions or multiple interac-
tions with individual beams that excite higher overtone and combination band states
on a vibrational ladder [41–43, 51–53]. Resolving the higher order vibrational state
overtones and combination bands then makes it possible to probe the multidimen-
sional potential energy surface of a molecule.

7.4 Experimental Implementations of Coherent
Multidimensional Spectroscopy

Figure 7.4 diagrams a typical frequency domain CMDS experiment. Three tunable
excitation pulses are focused into the sample where they create coherences through-
out the excitation volume. Their emission can be cooperative and bright in specific
directions where the fields emitted from individual molecules constructively inter-
fere. These directions are defined by the output frequency and phase matching condi-
tions,ωout = ±ω1±ω2±ω3±. . . and �k4 = ±�k1±�k2±�k3±. . ., respectively, for third
and higher order processes. Here, |k| ≡ nω

c and n is the refractive index. These beams
are emitted simultaneously. One beam is chosen for measurement and the others are
blocked. The presence of an output beam that is different from the excitation beams
in direction, frequency, and/or polarizationmakes it easier to isolate the output beam.
In this example, a monochromator isolates the frequency of the output pulse and the
beam intensity is measured directly (homodyne detection). The cooperative nature
of the emission results in a quadratic dependence on molecular concentration instead
of the linear dependence that results if the emission is incoherent.

Fig. 7.4 Diagram of
components in a frequency
domain CMDS experiment
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The most challenging problem for implementing frequency domain CMDS is
scanning the excitation frequencies [54]. The frequencies of the excitation pulses
with nanosecond excitation pulses can be easily scanned with optical parametric
oscillators (OPOs). Nanosecond CMDS has resulted in 3D CMDS experiments that
can resolvemore than amillion rotational peaks fromgas phasemolecules as complex
as NO2 where the state density is so high that 1D spectra are nearly featureless
[55–57]. Continuous scanning is much more difficult with commercial picosecond
and femtosecond laser systems. Commercial ultrafast systems are designed to set the
output frequency to a specific value and acquire transients at that frequency. They
are not designed to scan continuously across wide frequency ranges. Changing the
frequency changes temporal, spatial, and line shapes of the excitation pulses and all
of these changes must be corrected in order to accomplish spectral scanning.

Typically, a commercial OPA is pumped by a picosecond or femtosecond pulse
from a Ti: sapphire oscillator which was amplified by a regenerative amplifier [58].
The conversion of the pump beam is based on parametric difference frequency gener-
ation that creates a signal and idler beam such that ωpump = ωsignal +ωidler. There are
different strategies for implementing spectral scanning but they all require changing
the angles of nonlinear crystals and the time delays between pulses. We will use
the femtosecond Light Conversion TOPAS optical parametric amplifier (OPA) as
a specific example of the challenges in continuous scanning [54]. A beam splitter
divides a pump beam into 97% and 3% components— the former passing into a
power amplifier and the latter passing into an OPA. The 3% component is further
divided in a 1:4 ratio. The smaller portion is focused into a ~3 mm thick sapphire
crystal to generate white light which is subsequently chirped in a ~1 cm thick ZnSe
crystal. The larger portion (now called the pump) is spatially overlapped with the
white light beam. The time delay of the pump is adjusted to temporally overlap the
part of the white light pulse with the desired frequency to be amplified. The pump
and white light pass into a 1 mm thick BBO crystal where the BBO crystal angle is
adjusted to phase match the production of the difference frequency (called the idler)
between the pump and signal.

Figure 7.5 shows the dependence of the signal frequency and intensity on the
positions of the crystal angle and pump delay time [54]. A spectrum is taken at each
pixel defined by the angle and delay settings and the spectrum is fit to a Gaussian
in order to define the intensity and central frequency for that pixel. The goodness
of fit is also measured for each pixel and if the fit is poor at some positions, the
OPA or regenerative amplifier alignment must be adjusted. The color bar in Fig. 7.5a
shows how the intensity of the signal changes as a function of the crystal angle and
pump delay. The labeled lines identify the contour of constant frequency (cm−1)
for the signal. The color bar in Fig. 7.5b shows how the center frequency of the
signal changes as a function of the crystal angle and pump delay. The lines identify
the contour of constant intensity. Note that changing the frequency requires a posi-
tively correlated movement of angle and delay but optimizing the intensity requires
a negatively correlated movement. The correlation between the motors depends on
the competition between the large gain bandwidth of BBO in the near-IR and the
temporal dispersion profile of the ZnSe crystal. As a result, there is neither a single
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Fig. 7.5 a Shows the dependence of the signal output intensity on the crystal angle and the position
of the time delay of the OPA. b Shows dependence of the signal output wavelength on the same
two parameters

crystal angle nor a single delay that uniquely defines the output color. A strategy that
optimizes the intensity at a series of different frequencies does a poor job of creating
a calibration curve for scanning frequencies because the ratio of delay/angle for max-
imum intensity does not in general have a smooth dependence on the frequency. As
a result, the correlation between nearby frequencies suffers. Although this behavior
does not affect measuring transients at specific frequencies, the loss in correlation
between angle and delay settings creates artifacts and noise in frequency scans. The
quality of frequency scans requires a tuning curve that optimizes correlation between
the angle and delay changes even though the intensity at any particular frequency
could be improved by slight changes in the angle and delay. The tuning curve is
calibrated by performing a polynomial fit to the maximum intensity dependence on
peak frequency as a function of the angle and delay settings. The solid black line in
Fig. 7.5a is an example of such a calibration curve. The calibration curve is stable
over many days but there are environmental changes in temperature and humidity
that affect the system, particularly the factors that control the white light generation.
For that reason, the system is automated, so the calibration strategy defined above
can be performed quickly and accurately.

The OPA idler output typically creates ~0.5–3 μJ pulses that serve as the input
seed for amplification by a power amplifier that is pumped by the 97% portion
from the original beam splitter. The power amplifier is a ~1 mm thick BBO crystal
that amplifies the input seed beam from the OPA output by a factor of 200–300
to create intense signal and idler beams. When the OPA scans the seed frequency,
the BBO angle and the delay between the seed and intense pump beams must be
changed to preserve phase matching and temporal overlap. These changes must also
be included in the calibration procedures required for spectral scans. Figure 7.6
shows the dependence of the intensity and frequency on the BBO crystal angle (x-
axis) and delay time between the pump and seed beams (y-axis) [54]. It is clear that
the maximum intensity for any specific seed frequency can occur at angle and delay
settings where the central frequency is different from the seed frequency.
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Fig. 7.6 a Shows the dependence of the signal output intensity on the crystal angle and the position
of the time delay of the power amplifier. b Shows dependence of the signal output wavelength on
the same two parameters

For example, the maximum intensity at ωsignal = 1360 cm−1 in Fig. 7.6a occurs
at (–1.8, 0.4) while the central frequency in Fig. 7.6b occurs at ~1480 nm for that
position. This shift results because the power amplifier gain profile can cause the
central frequency in the input seed pulse to be amplified asymmetrically across its
bandwidth, particularly if the seed frequency is near the edge of the tuning range.
The asymmetrical amplification can result in distortions of the ideal Gaussian dis-
tribution including the development of shoulders or splitting that depend on the
phase-matching function during its amplification.

In order to tune the excitation frequencies across the infrared, visible, and ultra-
violet, the signal, idler, and Ti:sapphire pump beams are focused into nonlinear mix-
ing crystalswhere phasematching can create new frequencies at double or quadrupole
the signal or idler frequencies, the sum of the pump and signal or idler frequencies,
or the difference frequency between the signal and idler frequencies. As the signal
and idler frequencies change, the angle of the nonlinear crystal responsible for these
nonlinear processes must also change in order to preserve phase matching. Since the
efficiency of the nonlinear mixing crystals depend only on the phase matching, the
optimization required during frequency scans only requires one additional crystal
angle to be tuned.

The changes in the crystal angles and delay times that occur upon scanning the
excitation frequencies also leads to changes in the excitation beam directionality and
temporal position. If the excitation beams are spatially and temporally overlapped at
one set of frequencies, the directional and temporal changes will destroy the over-
lap if the frequencies are changed. For that reason, it is also necessary to correct
the directionality and temporal changes during spectral scans. The directionality
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changes can be controlled by a pair of mirrors that adjust beam position and angle
and the temporal changes can be controlled by time delay optics. These corrections
are required for each excitation beam. Computer control and software must simul-
taneously correct the angles and delays in the OPAs and in the beam directionality
and temporal positions during any spectral scan. The calibration for these correc-
tions occurs during the calibration for the OPAs frequency scans. The changes in
directionality are monitored by the displacement of the focal spot through a pinhole
and the changes in temporal position are monitored by overlapping the beams in a
nonlinear, non-resonant material such as a semiconductor, transparent window, or
solvent.

7.5 Mixed Frequency/Time Domain Experiments-When
the Pulse Width Rivals the Dephasing Time

There are substantial advantages for experiments in a mixed frequency/time domain
where the pulse widths are long enough to excite specific quantum states but short
enough to measure their coherent and incoherent dynamics [59]. In this regime,
the spectral line shapes fall between the steady state and impulsive limits. The
mixed domain optimizes the output signal since the pulse lengths are long enough
to approach the steady state limit. It also optimizes the spectral range by allowing
tunable excitation frequencies since phase relationships are only needed during the
creation of the cat state. However, operating in themixed frequency/time domain also
complicates the spectral interpretation since the spectra now have driven components
that depend on the excitation frequencies and free induction decay components that
depend upon the coherent state frequencies and the detuning from resonance. The
interpretation of spectral line shapesmust then distinguish betweenwhether the spec-
tra reflect the properties of the sample or the properties of the methodology. In many
cases, it becomes important to numerically integrate the Liouville equation using the
actual temporal envelope of the excitation field, Eo(t).

Figure 7.7 shows the temporal dependence of a ρi j coherence (colored transients)
by a Gaussian excitation pulse (gray) for three different dephasing rates,Γi j , that are
normalized to the excitation pulsewidth (σt ). Figure 7.8 shows the temporal evolution
of the coherence’s instantaneous frequencies for five values of Γi jσt ranging from
no dephasing to infinitely fast dephasing while the excitation frequency is slightly
detuned from the coherence frequency,

(
ω − ωi j

)
/σω = 0.1.The color bar depicts the

instantaneous frequency difference from the free induction decay frequency. If there
is no dephasing, the frequency at the earliest stage is that of the excitation source but
the frequency changes to the free induction decay frequency after the pulse is over. If
the dephasing is infinitely fast, the coherence remains at the excitation frequency and
vanishes after the pulse. Figure 7.9 shows the dependence of the coherence frequency
evolution on the detuning of the excitation frequency relative to the excitation pulse
spectral width,

(
ω − ωi j

)
/σω, with Γi jσt = 1. When the excitation frequency is
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Fig. 7.7 Output pulse shape
dependence on the relative
temporal width of a Gaussian
excitation pulse and the
sample dephasing rate.
Reprinted from [59], with
the permission of AIP
Publishing

Fig. 7.8 Dependence of the
instantaneous frequency of a
coherence on the relative
pulse width and dephasing
rate for a small detuning
from resonance. The gray
Gaussian defines the
excitation pulse. Reprinted
from [59] with permission of
AIP Publishing

resonantwithωi j , the instantaneous frequency is unchanged throughout the evolution
of the coherence but when it is detuned, the frequency changes from driven at early
times to free induction decay at later times. These changes have effects on the line
shapes of spectral features that depend on the relative time ordering of the excitation
pulses.

Figure 7.10 shows the effects of the relative detuning on the line shapes and

instantaneous frequencies for the ρgg
1→ ρig

−2, 2′→ ρ
′
ig pathway and �k4 = �k1 − �k2 + �k2′
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Fig. 7.9 Dependence of the
instantaneous frequency on
the detuning/pulse width
ratio for Γi jσt = 1.
Reprinted from [59] with
permission of AIP
Publishing

Fig. 7.10 Line shape
changes when pulses 2 and
2’ arrive after 1 versus when
they are all temporally
overlapped. Reprinted from
[59] with permission of AIP
Publishing
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phasematching. If the-2 and 2’ pulses arrivemuch after pulse 1, the 2D spectral shape
depends independently on ω1 and ω2 because free induction decay determines the
frequencyof thefirst coherence,ρig .However, if the pulses are temporally overlapped,
the 2D spectral shape depends onω1−ω2 because the frequency of the ρ

′
ig coherence

is driven by both frequencies. Even though these spectra are measuring the properties
of the same transition, the line-shapes are very different and could be misinterpreted.
For example, the diagonal character of the lower spectrum could be attributed to the
narrowing of inhomogeneous broadening which also appears as a diagonal feature. A
more thorough discussion of these effects appears in Kohler et al [59]. The important
message is realizing that when the temporal pulse width and dephasing time are
comparable, the spectra should be simulated by including the effects of a finite pulse
to avoid misinterpretations.

7.6 The Multiplicity of CMDS Coherence Pathways

Just as NMR consists of a family of different methods, CMDS also has a family.
The family of CMDS methods is defined by the time ordering, phase matching,
number of excitation pulses, and the nature of the excited quantum states. Each has
special characteristics and capabilities. Figure 7.11 shows examples of pathways
involving different combinations of vibrational and electronic states. We point out
three important factors that distinguish particular pathways.

1. The involvement of an electronic state resonantly enhances the output signal,
but it also translates the measurement into the visible or ultraviolet region where
there are excellent detectors. The electronic state can also be non-resonant or

Fig. 7.11 Different examples of fully coherent CMDS pathway
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virtual where many electronic states contribute enhancement rather than just the
state closest to resonance.

2. The pathways where the final transition returns the system to its initial state
are parametric pathways and do not impart energy to the sample. The pathways
that terminate at a different state are non-parametric and do impart energy to
the sample. The sample finishes in an excited state. For example, the DOVE-IR
pathway in Fig. 7.11 is nonparametric while the CARS pathway is parametric.

3. The relative phases of the coherences in a pathway are also very important,
especially how well the pathways can resolve inhomogeneous broadening.
Each coherence has a phase factor that controls the response to inhomoge-
neous broadening. For example, the gv and v′g coherences in the pathway
gg → gv → v+ v′, g → v′g evolve as e−iωvg t and eiωv′g t , respectively. Inhomo-
geneous broadening creates a distribution ofωvg and ωv′g values so the coherence
phase angles diverse in time and the signal disappears. However, if the inho-
mogeneous broadening results in correlated changes in ωvg and ωv′g , the phase
evolution during the gv coherence time evolution can be reversed by the phase
evolution of the gv’ coherence since the phase of the final coherence depends
on e−iωvg t1 eiωv′g t3 . The rephasing results in a second enhancement called an echo
[60–62].

7.7 CMDS Spectroscopy of Complex Systems

The greatest promise for wide-spread CMDS applications is probing complex sys-
temswhere there aremany components, eachwith their own quantum states. Spectral
congestion dominates in these systems and the ability to resolve individual compo-
nents is compromised [12]. There are a number of characteristics of Schrodinger cat
states that make them ideal for studying complex materials. When they collapse and
emit a photon, the initial and final states of the transition must be coupled. When the
collapse occurs, all of the information about the resonances that formed those states is
encoded in the output. The collapse also insures that the information is not perturbed
by relaxation processes because any relaxation collapses the cat state before emis-
sion occurs. The output is therefore an instantaneous probe of the quantum states.
Coherent transfer is the one exception [41–43, 63]. Coherent transfer occurs when
fluctuations of the environment cause a transition between states without perturb-
ing the phase of the cat state. Coherent transfer is normally ignored in the secular
approximation where aMarkovian thermal bath is assumed to have no memory of its
earlier frequency fluctuation [64–66]. Coherent transfer is therefore a direct probe
of the nature of the thermal bath.

Cobalamin is a model system for demonstrating the capabilities of Schrodinger
cat state spectroscopies in complex materials. Cobalamin is a cofactor for many
enzymatic reactions [67–69]. The vitamin B12 structure is shown in Fig. 7.12. The
cobalt ion is ligated by a corrin ring with a CN upper axial ligand. In the active



7 Fully Coherent Schrodinger Cat State Spectroscopy … 163

Fig. 7.12 Molecular structure of cyano-cobalamin (vitamin B12)

form, the CN upper axial ligand is replaced by a methyl or adenosine (Ado). The
lower axial ligand is dimethylbenzimidazole (DMB). The active form inserts inside
the barrel structure of an enzyme with the upper ligand facing outwards. When a
substrate such as ethanol amine enters the barrel, the rate constant for Co-C bond
scission increases by 12 orders of magnitude [67, 70–74]. The CN radical leaves and
reacts with the substrate and then returns. There is great interest in understanding
the mechanism by which the substrate causes such an enhancement in the rate of
bond scission. The reaction coordinates for this mechanism must involve physical
changes in the cobalamin structure which in turn cause changes in the electronic
states controlling bond strength [75]. Since physical changes in structure involve
vibrational coordinates, the reaction coordinates can be identified by mapping the
vibrational and electronic states that are coupled. The formation of Schrodinger cat
states therefore provides a strategy for identifying the reaction coordinates.

Figure 7.13 summarizes the first multidimensional spectroscopy of cobalamin
[36]. The TRSF pathway used to obtain this spectrum appears on the right. The
Schrodinger cat state is formed by three successive excitations to a fundamental

vibrational mode (g
1→ v), an overtone or combination state (v

2→ v + v′), and an

electronic or vibronic state (v+v′ 3→ e). The e and g states are in a coherent superpo-
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Fig. 7.13 The visible and IR absorption spectra appear in a and b, respectively (balck traces).
c shows the CMDS spectrum where x is the electronic frequency and y is the IR frequencies.
b shows the 2D IR spectrum when the electronic excitation is 30,000 cm−1. The colored lines
correlate with those in a and b to show the corresponding frequencies. TheWMEL diagram defines
the nature of the transitions involved in the spectra. Adapted from [36]. Copyright 2018 American
Chemical Society

sition and oscillate at their difference frequency, ωeg , if the driving fields are absent
(i.e. free induction decay). If the fields are driving the coherences, the output occurs at
ω1 +ω2 +ω3. The coherence launches the directional output beam that is measured.
The experimental variables are the frequencies of the three excitation pulses, their
relative time delay, and the frequency of the output. The data set results from a series
of spectral scans where some frequencies are fixed while the others were scanned. By
systematically repeating these spectral scans at different fixed frequencies, an entire
data set can be acquired with all the excitation frequencies and the corresponding
output intensities.

The spectra in the figure are cross-sections through this data set with the col-
ors defining the amplitude (i.e. square root of the intensity) of the output beam. In
Fig. 7.13c, the ω1 and ω2 frequencies were both scanned together so ω1 = ω2 while
theω3 frequencywas scanned so the output always remained atωTRSF = ω1+ω2+ω3,
the frequency of the electronic states. Thus, the x-axis shows the electronic frequen-
cies and the y-axis shows the vibrational frequencies. In this case, the second inter-
action creates an overtone state. Any anharmonicity is obscured with this scanning
strategy because of the frequency differences.

Figure 7.13d scans the ω1 (x-axis) and ω2 (y-axis) infrared frequencies but it also
scansω3 such thatωTRSF = ω1+ω2+ω3 = 20,000 cm−1. This strategy identifies the
vibrational states that are coupled to electronic states at 20,000 cm−1. Diagonal peaks
correspond to overtones formed after the second interaction and the departures from
the diagonal define the anharmonicity. Cross peaks correspond to combination bands



7 Fully Coherent Schrodinger Cat State Spectroscopy … 165

where different modes are coupled by anharmonicity. The vertical and diagonal lines
denote three different vibrational frequencies at 1497, 1572, and 1585 cm−1. Note
that the spectrum does not contain a feature at 1585 cm−1. The Fig. 7.13c spectrum
shows that 20,000 cm−1 is a frequency that is not resonant with any vibrational mode.
There is enough resonance enhancement to reveal the 1497 and 1572 cm−1 features
in Fig. 7.13d but not enough to see the 1585 cm−1 feature. The Fig. 7.13c spectrum
also shows that the 1497 cm−1 mode is resonantly enhanced at 19,400 cm−1, the
1572 cm−1 modes is resonantly enhanced at 20,520 cm−1, and the 1585 cm−1 mode
is resonantly enhanced at 18170 cm−1.

The top set of spectra compare the 2D spectra in Fig. 7.13c, d with the visible
and infrared absorption spectra shown in black in Fig. 7.13a, b. The vertical lines in
Fig. 7.13a correspond to the same vertical lines in Fig. 7.13c. The curves with the
same color in Fig. 7.13a are cross-sections of Fig. 7.13c along the horizontal lines of
the same color. They show that each of the vibrationalmodes are resonantly enhanced
at different parts of the absorption because they are coupled to specific states within
the absorption spectrum. The same ideas apply in comparing the infrared absorption
spectrum with slices in the 2D TRSF spectra. The vertical lines in Fig. 7.13b corre-
spond to the same vertical lines in Fig. 7.13c, d. The colored curves in Fig. 7.13b
correspond with vertical cross-sections along the same colored lines in Fig. 7.13c.
In each case, the cross-sections in the multidimensional TRSF spectra dissect the
electronic and vibrational states lying within the broad spectra. The dissection is
based upon the fundamental nature of the Schrodinger cat state requiring coupled
states.

7.8 The Future of CMDS Schrodinger Cat State
Spectroscopy

The work described above is very much in its infancy. The reaction coordinates for
cobalamin bond scission are undoubtedly complicated and revealing them requires
a more extensive exploration of the vibrational and electronic state coupling. Low
frequency Co-C stretch and other wagging and torsional modes are likely to be
part of the reaction surface. The TRSF pathway described above is a powerful way
to excite the higher frequency modes but application to lower frequency modes is
more challenging. The DOVE and CARS pathways provide alternatives to excitation
of low frequency modes because they form the combination bands used in DOVE
pathways and they can be accessed by the Raman transitions accessed in CARS.
Both DOVE and CARS access the electronic states. The reaction coordinates must
involve potential energy surfaces that have strong anharmonicities because they result
in bond scission. As a result, the coupling between the states must also be strong.
These ideas motivate a comprehensive exploration of the coupling between states
throughout the infrared, visible, and ultraviolet regions.
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In addition to defining the reaction coordinates, it may also be possible to deter-
mine the potential energy surface for the reaction coordinates. We have shown that
an increased fluence raises the Rabi frequency sufficiently that multiple interactions
can occur during a single excitation pulse [52]. It is then feasible to climb vibrational
ladders to much higher v quantum numbers where anharmonicities become impor-
tant. Since multidimensional spectroscopy excites coupled vibrational modes, these
ladders can include not only overtones but also the combination bands that make it
possible to measure the multidimensional reaction coordinates potential energy sur-
face. Figure 7.14 shows an example of this strategy for a simple rhodium dicarbonyl
chelate. TheWMEL diagram shows a series of interactions with the asymmetric and
symmetric C = O stretch modes energy levels, labeled by a and b, respectively. The
first laser at ω1 is fixed for resonance with the higher energy symmetric mode at
2078 cm−1, ω2 is scanned across both modes, and the monochromator is scanned
across symmetric stretchmode.At low intensities, the spectrumhas twopeaks, a diag-
onal peak when both lasers are exciting the same symmetric mode and a cross-peak
when they are exciting different modes. At high intensities, 18 additional features

Fig. 7.14 Two dimensional spectrum of a rhodium dicarbonyl chelate at high excitation intensi-
ties. The numbered positions correspond to particular higher order pathways. The one sketched
corresponds to feature 3
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emerge. Each corresponds to a number of different interactions with the excitation
fields. For example, the peak labeled 3 is created by the 4b, 3b overtone coherence
using the pathway shown in the left corner. The other peaks correspond to other coher-
ences involving different combinations of the a and b modes. The figure provides the
anharmonicities for the overtones and combination bands up to v = 6. Fitting of the
anharmonicity values using a Morse potential then provides an accurate model of
the potential energy surface [53]. Widespread implementation of this strategy would
provide the most fundamental information about reaction mechanisms.

There is great potential for applications of these fully coherent CMDS methods
throughout the fields of chemistry and biochemistry. Since spectroscopy is used
extensively throughout all fields of science and technology, CMDS methods are
likely to become a dominant tool for spectroscopy of the complex materials that will
be important in our global future. There are certain barriers currently preventing its
widespread applications [1, 2, 76]. First, the field of CMDS needs to expand the
range of the problems that it tackles, especially in areas beyond physical chemistry.
Currently, the field focuses on dynamics, which are certainly important, but most
spectroscopy in science and technology involves wide spectral ranges far beyond
those common in thefield today. Second, thefield needs industrial partners to simplify
the technology and reduce costs. These are challenges that canbe solvedbut it requires
a vision and commitment from scientists and society.
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Chapter 8
Noncovalent Interactions of Hydrated
DNA and RNA Mapped by 2D-IR
Spectroscopy

Benjamin P. Fingerhut and Thomas Elsaesser

Abstract Biomolecules couple to their aqueous environment through a variety of
noncovalent interactions. Local structures at the surface of DNA and RNA are fre-
quently determined by hydrogen bonds with water molecules, complemented by
non-specific electrostatic and many-body interactions. Structural fluctuations of the
water shell result in fluctuating Coulomb forces on polar and/or ionic groups of the
biomolecular structure and in a breaking and reformation of hydrogen bonds. Two-
dimensional infrared (2D-IR) spectroscopy of vibrational modes of DNA and RNA
gives insight into local hydration geometries, elementary molecular dynamics, and
themechanisms behind them. In this chapter, recent results from 2D-IR spectroscopy
of native and artificial DNA and RNA are presented, together with theoretical cal-
culations of molecular couplings and molecular dynamics simulations. Backbone
vibrations of DNA and RNA are established as sensitive noninvasive probes of the
complex behavior of hydrated helices. The results reveal the femtosecond fluctuation
dynamics of the water shell, the short-range character of Coulomb interactions, and
the strength and fluctuation amplitudes of interfacial electric fields.

8.1 Vibrational Probes of Interactions and Dynamics
in Aqueous Systems

Liquid water represents the medium in which most biological processes occur. The
structure of bulk water at ambient temperature, its structural fluctuations, and their
impact on chemical and biological processes have been the subject of extensive
experimental and theoretical research over the last decades. On the experimental
side, vibrational spectroscopy with a femtosecond time resolution has played a key
role in identifying and separating the different contributions to water dynamics in
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the electronic ground state of the bulk liquid. In most experiments, excitations of
the OH stretching and, to lesser extent, OH bending vibration of the water molecule
have served for probing structure fluctuations, intermolecular energy exchange, as
well as hydrogen bond breaking and reformation. Two-dimensional infrared (2D-
IR) spectroscopy has allowed for extracting frequency fluctuation correlation func-
tions (FFCFs) of the liquid, in which the different types of molecular dynamics give
rise to different decay components. Moreover, vibrational relaxation processes and
energy dissipation in the liquid have been studied both for intra- and intermolecular
water modes, including the transient librational response. Theoretical calculations
and molecular dynamics simulations have addressed the relevant molecular interac-
tions and driving forces behind the different processes. In the present context, we
briefly summarize a few key aspects of the dynamics of bulk H2O, more detailed
information can be found in recent review articles [1–3].

Water molecules in bulk H2O form, on the average, four hydrogen bonds (H
bonds), two in which the OH groups act as hydrogen donors, and two in which
the oxygen atom serves as hydrogen acceptor. At ambient temperature, molecular
degrees of freedom in a wide frequency range below the intramolecular OH bend-
ing and stretching modes are thermally excited, leading to stochastic motions of
water molecules on a multitude of time scales. Such structural fluctuations give rise
to fluctuating electric fields which originate from the dipolar character of the water
moleculewith a liquid-phase electric dipolemoment of approximately 2.9Debye [4].
The fastest fluctuations occur in the sub-100 fs time domain and are connected with
librational motions essentially localized on individual water molecules. Slower sub-
picosecond structure changes are due to delocalized librational degrees of freedom
as well as hydrogen bond stretching and bending motions. The lifetime of hydrogen
bonds is on the order of 1ps, resulting in a rapid change of the extended hydrogen
bond network in the liquid. According to the so-called jump model, the breaking
and reformation of H bonds is connected with a jump-like angular reorientation
of water molecules induced by fluctuations in the fourfold coordination of water
molecules [5]. The rotational reorientation time of water molecules has a value of
approximately 2.5ps. All such processes result in a decay of structural correlations
between water molecules.

The intramolecular OH stretching and bending modes of H2O display lifetimes
of some 200 fs. For OH stretching excitations, intermolecular excitation transfer
between neighboring water molecules has been observed on a time scale of 100 fs.
The dissipation of vibrational excess energy involves a transfer from the intramolec-
ular vibrations to librations of a sub-100 fs lifetime and a subsequent redistribution
among low-frequency degrees of freedom. As a result, a quasi-thermal ground state
characterized by a vibrational excess temperature is formed within 1–2ps [6].

A biomolecule embedded in water introduces both steric boundary conditions
and specific interaction sites for water molecules in the first and second layer of
the hydration shell. Vice versa, the degree of hydration has a marked impact on the
structure of biomolecules, e.g., on the particular double-helical form of DNA [7].
Recent years have witnessed a change in perception of these first few water layers,
from a passive bystander to an active player in determining structural stability and
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dynamics of biological entities. Equilibrium geometries of DNA and RNA have
extensively been studied by x-ray diffraction and positions of water oxygens and
counterions, typically for crystallized samples at a limited hydration level, have been
identified [8–11]. In DNA and RNA structures, the ionic phosphate groups of the
sugar-phosphate backbone represent primary hydration sites at which each of the
two free oxygen atoms accepts up to three hydrogen bonds with first-layer water
molecules. The sugar OH groups and NH and carbonyl groups of nucleic bases
can form hydrogen bonds to water as well. While the first water layer displays a
substantial structural heterogeneity, the impact of the biomolecule on the hydration
shell structure is limited to a few, typically less than 5 water layers [3]. It should
be noted that x-ray diffraction preferentially maps immobilized water molecules at
particular interaction sites while mobile waters have remained elusive.

Noncovalent interactions and water dynamics in hydration shells are currently
understood only in part. In particular, the dynamics of hydrating water have remained
controversial. A dramatic slowing down of structural fluctuations and rotational
motions due to a more rigid water structure has been claimed on the basis of solva-
tion studies in which electronic chromophores were attached to or incorporated in
biomolecular structures [12–14]. After electronic excitation by an ultrashort optical
pulse, the transient red-shift of emission has been followed to derive the FFCF of the
aqueous environment. Such FFCFs display kinetic components extending into the
nanosecond range and beyond which have been assigned to water dynamics. In con-
trast, nuclear magnetic resonance, ultrafast infrared studies, and molecular dynam-
ics simulations point to a moderate slowing down of water dynamics in hydration
shells by a factor of 3–5 only, with the fastest components well in the femtosec-
ond time domain [15–17]. Obviously, the different experimental methods monitor
different aspects of the highly complex dynamic scenario. Moreover, some of the
probes are invasive, i.e., they impact solvation geometries and molecular arrange-
ments substantially.

Insight into the spatial extent, dynamic nature and microscopic origins of the cou-
pling of water with the biomolecule provides a basis for a deeper understanding of
biomolecular interactionswhich are governed by the hydration/de-hydration forces at
the interface. Functional groups of biomolecules which are located at the interface to
the water shell hold particular potential for probing interactions, in particular hydro-
gen bonding and electrostatic couplings, as well as hydration dynamics. In DNA and
RNA, vibrations of the helix backbone represent noninvasive probes which inter-
act with the water shell and embedded counterions [18]. Two-dimensional infrared
(2D-IR) spectroscopy [19, 20] with a femtosecond time resolution gives insight into
the coupled dynamics of biomolecules and their water shells, into anharmonic cou-
plings and excitation transfer between backbone vibrations, and into energy exchange
between the two subsystems [18, 21–23]. This method together with in-depth theory
and simulation has successfully been applied to native and artificial DNA and RNA
structures and to model systems providing specific information on particular types
of interactions [24–26]. In this chapter, we discuss recent results from such research.
After a brief introduction in the methods (Sect. 8.2), 2D-IR spectra of artificial DNA
and RNA oligomers at different levels of hydration are presented in Sect. 8.3, includ-
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Fig. 8.1 Top panel: Schematic of a B-DNA double helix with two backbone strands (grey) and base
pairs (blue). a Infrared absorption bands of DNA backbone modes. The absorbance A = −log(T)

(T: sample transmission) is plotted as a function of wavenumber for double-stranded oligomers
containing 23 alternating adenine-thymine pairs at a hydration level of 92% relative humidity (r.h.,
black dash-dotted line) and for full hydration (black solid line). Blue line: absorption spectrum of
fully hydrated salmon testes DNA with some 2000 base pairs. The absorbance is normalized to the
peak of the asymmetric PO−

2 stretching band P1. The other bands are due to the symmetric PO−
2

vibration P2, the ribose vibrations R1,2 and the linker modes L1,2,3. Inset: backbone segment of
B-DNA. bBackbone absorption spectrum of a fully hydrated RNAdouble stranded helix containing
23 adenine-uracil base pairs. Inset: backbone segment of an A-RNA helix

ing an analysis of 2D lineshapes and the highly complex intermode coupling patterns.
Section8.4 discusses electric fields at the DNA surface, their fluctuations and their
spatial range. Conclusions are given in Sect. 8.5, together with an outlook on how to
map interactions of DNA and RNA with ions in their environment.
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8.2 Experimental and Theoretical Methods

This section gives a short description of sample preparation (Sect. 8.2.1) and themeth-
ods of nonlinear vibrational spectroscopy applied in the present study (Sect. 8.2.2).
We then describe a hierarchy of theoretical methods that provide an understanding
of the noncovalent interactions of biomolecules with their surrounding (Sect. 8.2.3).
A summary on the applicability for various system sizes and time scales is given.

8.2.1 Preparation and Linear Infrared Spectra of Hydrated
DNA and RNA Samples

Different DNA and RNA structures with different counterions were studied at hydra-
tion levels from 0% relative humidity (r.h.) corresponding to two water molecules
per base pair up to full hydration with more than 150 water molecules per base pair.
Here, we focus on results for double stranded DNA oligomers containing 23 alter-
nating adenine-thymine (A-T) base pairs and native salmon testes DNA which con-
tains approximately 2000 base pairs, among them 41% guanine-cytosine (G-C) and
59% A-T pairs. As a prototypical RNA structure, we use double-stranded oligomers
with 23 alternating adenine-uracil (A-U) base pairs inWatson-Crick geometry. Fully
hydrated samples were prepared by dissolving the DNA and RNA helices and their
Na+ counterions in water or an 0.1 M aqueous NaCl solution. The concentration of
salmon testes DNA was on the order of 10−4M while the concentration of the DNA
and RNA oligomers was typically 10−2M. A sample of a 5–10µm thickness was
cast between two BaF2 or Si3N4 windows.

The experiments at reduced hydration level were performed with thin-film
DNA and RNA samples, prepared by exchanging the Na+ counterions against
cetyltrimethylammonium (CTMA), applying the procedure reported in [27]. The
DNA and RNA concentration in the films was 10−2M. Films of 10–25µm thickness
were prepared on BaF2 or Si3N4 substrates and placed in a humidity cell [28]. This
cell was connected to a reservoir containing a saturated aqueous NaBrO3 solution
(92% r.h., 20–30 water molecules per base pair) or P5O5 powder (0% r.h.). The
hydration level was monitored via the spectral position of the asymmmetric PO−

2
stretching vibration of the DNA and RNA backbones [29].

Linear infrared spectra of DNA and RNA samples are summarized in Fig. 8.1. At
high hydration levels, salmon testes DNA and the double-stranded DNA oligomers
exist in a B-helix structure (top panel of Fig. 8.1) while double-stranded RNA forms
an A-helix. In the frequency range from 900 to 1350cm−1, there are infrared absorp-
tion bands of seven characteristic backbone normal modes of B-DNA (Fig. 8.1) [18,
30, 31]. The asymmetric (P1) and the symmetric (P2) PO−

2 stretching band of the
phosphate groups in the backbone is located around 1220 and 1090cm−1, respec-
tively. The spectral position of P1 depends sensibly on the hydration level, displaying
a red-shift with increasing water level. This behavior is evident from the absorption
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spectra of the DNA oligomers at 92% r.h. (dash-dotted line) and for full hydration
(black solid line). The phosphate stretching absorption bands are complemented by
the absorption of the linker modes L1 to L3 and the ribose modes R1 and R2. A
detailed analysis in terms of normal modes has been presented in [31]. It should be
noted that, apart fromminor changes of absorption strength and line shapes, the spec-
tra of fully hydrated oligomers and salmon testes DNA display the same absorption
pattern.

The additional OH group of the ribose unit in RNA compared to DNA gives rise to
changes in the linear infrared spectrum. The spectrum of the fully hydrated RNA A-
helices presented in Fig. 8.1b exhibits moderate spectral shifts of the phosphate and
linker modes and a different pattern of the ribose modes R1 and R2 [32]. The P1 band
of RNA is split into two subcomponents reflecting different local hydration patterns.
The additional bands at 1120 and 1135cm−1 are due to theC2′ -OH stretchingmode of
the additional OH group and to the C1′ -O4′-C4′ ribose stretching mode. The different
RNA bands display a somewhat reduced linewidth compared to the corresponding
bands in the DNA spectra, pointing to a reduced structural disorder of the hydrated
A-helix.

8.2.2 Two-Dimensional Infrared Spectroscopy
and Pump-Probe Methods

Two-dimensional infrared (2D-IR) and pump-probe spectroscopy are used for map-
ping the third-order nonlinear response of backbone vibrations of hydrated DNA,
RNA, and model systems such as dimethyl phosphate. Heterodyne detected 3-pulse
photon echoes are recorded in the standard folded-box-CARS geometry [33]. In this
scheme, three femtosecond infrared pulses with wavevectors k1,2,3 interact sequen-
tially with the sample. The first two pulses are separated by the coherence time τ

while the third pulse follows after the population time T. The four-wave-mixing sig-
nal emitted in the direction ks = −k1 + k2 + k3 is heterodyned with a fourth local
oscillator pulse traveling collinearly with the signal. The resulting interferogram is
spectrally dispersed in a monochromator and detected by a 64-element array detec-
tor with a 2-cm−1 spectral resolution, thus giving the nonlinear signal as a function
of detection frequency ν3. Measurements of the signal as a function of coherence
time and a subsequent Fourier transform along τ provide the nonlinear vibrational
response as a function of the excitation frequency ν1. In this scheme, two pairs of
phase-locked pulses are generated with the help of diffractive optics, the pulses 1
and 2 as well as pulse 3 and the local oscillator. Throughout this chapter, we present
absorptive 2D signals, given as the real part of the sum of the rephasing and non-
rephasing third-order signals [34].

Femtosecond pulses tunable in wide spectral range from 900 to 4000cm−1 were
generated by two- or three-stage parametric frequency converters driven by sub-50 fs
pulses from amplified Ti:sapphire lasers (repetition rate 1kHz). The millijoule input
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pulses are first converted into signal and idler pulses tunable in the near-infrared
between 4000 and 8000cm−1, using BBO crystals. In a second step, difference fre-
quency mixing of the near-infrared pulses in GaSe crystals of sub-millimeter thick-
ness provides mid-infrared pulses of 80–150 fs duration (depending on the spectral
position) and pulses energies up to 7µJ. Details of the pulse generation and charac-
terization have been given in [18]. All 2D-IR measurements were performed with
pulses of parallel linear polarization.

The2D-IRexperimentswere complementedby temporally and spectrally resolved
pump-probe experiments. Independently tunable pump and probe pulses were gen-
erated in two optical parametric amplifiers, the intensity ratio between pump and
probe pulses was 50:1 and the time resolution approximately 100 fs [23]. Pump and
probe pulses were linearly polarized and interact with the sample in a non-collinear
transmission geometry. The fraction of excited molecular oscillators was less than
1%. After interacting with the sample, both the probe and a reference beam for nor-
malization were spectrally dispersed in a monochromator and detected by a double
HgCdTe detector array with 64 elements each. The spectral resolution was 2cm−1.
Normalization of the probe intensity to the reference pulse allows for the measure-
ment of pump-induced absorbance changes �A down to some 5 × 10−5 OD.

8.2.3 Theoretical Description of Biomolecular Electrostatics

The modeling of biological systems at the molecular scale requires a description
in terms of the atomic interactions. For solvation structures and dynamics around
biomolecules the description of electrostatics is of particular importance due to the
long-range nature and the pronounced polarity of water molecules that interact with,
e.g., the charged phosphate groups of DNA and RNA. This molecular arrangement
defines a highly complex many-body problem which is understood only in part.
The structural dynamics in the first water layers impose electric field fluctuation
amplitudes at the phosphate site on a multitude of time scales via, e.g., librational
motions and the breaking and reformation of hydrogen bonds. In particular, fluctua-
tion amplitudes and the effective spatial range of the electric fields at the surface of
the biomolecule have remained highly controversial.

At the interface of the biomolecule with its aqueous surrounding the local static
dielectric constant undergoes changes onmolecular length scales. The arising dielec-
tric discontinuity is an important quantity for electrostatic models rooted in Poisson–
Boltzmann theory [35] and the results depend on the choice of the radial dielectric
screening function ε(r) [36, 37]. For example, the choice of the static end-point of
the discontinuity narrows the molecular contact region and affects the specificity
of DNA-counterion interactions [38]. Moreover, Poisson–Boltzmann models do not
account for amolecular description of the solvent and ion-ion correlations are absent.
The simulation of solvation structures and dynamics aiming at the interpretation of
multidimensional vibrational spectroscopic signals on a molecular level thus calls
for atomistic descriptions. An excellent overview over theoretical methods employed
for the description of biomolecular electrostatics can be found in [39, 40].
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8.2.3.1 Molecular Dynamics Simulations of Solvation Structure
and Dynamics

Atomistic molecular dynamics simulations mitigate crucial assumptions of Poisson–
Boltzmann models and provide a molecular picture of the biomolecular interface via
a representation of the molecular electrostatic potential in terms of atomic partial
charges. The results crucially depend on quality and reliability of the employed
force fields [41]. Observations of accumulating α/γ transitions [42] that corrupt
DNA duplex structures on the tens-of-nanosecond time scale have spurred substan-
tial effort towards a reparametrization of DNA force field parameters, in particular
sugar puckering of the DNA sugar-phosphate backbone (e.g., the BSC0 [43] and
BSC1 [44] variants of the AMBER force field and the CHARMM36 force field
[45]). With such improved re-parametrization stability of DNA double strands has
been demonstrated on the microsecond time scale [46] with excellent agreement to
experimental reference structures [47, 48].

While the DNA force fields increasingly became reliable recently, the increased
flexibility of RNA poses substantial difficulties and deficiencies have been identified
in particular for noncanonical structures [49, 50]. Accordingly, force field refine-
ment of RNA is a topic of ongoing research and the reliability of results should be
carefully verified by comparison to experimental data. Similarly, counterion force
field parameters are undergoing continuous reparametrization, in particular for mul-
tiple charged ions like Mg2+ and Ca2+ [51–54]. Further challenges arise due to large
computational requirements on system size, required equilibration times of the ion
atmosphere [55] and a lack of experimental benchmark data.

Due to recent progress in porting molecular dynamics algorithms to graphical
processing unit (GPU) hardware [56, 57] atomistic force field simulations of the
electrostatics of solvated biomolecules today provide routine access to the hundreds
of nanoseconds to microsecond time scale for systems like oligomeric DNA/RNA
double strands embedded in explicit water solvent.

8.2.3.2 Higher Order Multipoles, Many-Body Polarization Effects
and Electrostatic Field-Frequency Mapping

Pairwise additive force-fields rely on a point-charge representation of the molecular
charge density. Such a description provides access to the bulk polarization of water
via a reorientation of individual water molecules subject to an imposed electric field,
but is to be distinguished from a rearrangement of electronic structurewithin the indi-
vidual molecules due to many-body polarization effects (induction). Further, higher
order charge multipoles are commonly neglected. Major effort has been devoted to
the development of polarizable force fields [58, 59] with first biomolecular appli-
cations approaching maturity [40, 60]. Many-body polarization is expected to be
particularly important for the description of water at biological interfaces [61–63].
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The Effective Fragment Potential (EFP) model [64–67] provides a description of
intermolecular electrostatics that accounts for many-body polarization and higher
order charge multipoles. Within the EFP model the intermolecular interaction poten-
tial UEFP is partitioned into fundamental contributions that each have clear physical
origin:

UEFP = UEl +UPol +UDisp +UXr +UCT. (8.1)

Here,UEl, Pol, Disp, Xr, CT denote electrostatic, polarization, dispersion, exchange repul-
sion and charge transfer contributions, respectively. In the following, we focus pri-
marily on electrostatic and induced dipole interactions (polarization) which are
expected to be the dominant contributions for long range field fluctuations at the
charged phosphate-water interface due to their limiting 1/r and 1/r3 dependence.

Electrostatic Interactions

The electrostatic intermolecular interaction potential UEl is given by

UEl
k = qkφ(rx) −

x,y,z∑

a

μa
k Ea(rkx)

+ 1

3

x,y,z∑

a,b

	ab
k Eab(rkx) − 1

15

x,y,z∑

a,b,c


abc
k Eabc(rkx ) (8.2)

where φ(rx) denotes the molecular electrostatic potential expanded up to octopoles,
Ea = −∇φ(rx ) denotes the electric field, Eab = ∇2φ(rx) the electric field gradient
and Eabc = ∇2Ea the electric field Hessian and qk , μa

k , 	
ab
k and 
abc

k are molecular
electric quantities, i.e., charges, dipole, quadrupole and octopole moments, located
at expansion points k.

Polarization Contribution

Many-body polarization forms a non-additive part of the total electrostatic interaction
that is neglected in treatments with additive force fields. Within the EFP model
polarization effects are considered self-consistently by mutual induction of dipoles
at centroids of localized molecular orbitals due to an imposed electric field (μind

i,α =
α · E). The electric field has components from staticmultipolesMj aswell as induced
dipoles μind

k,α at other sites k:

μind
i,α = αi,α,β

⎡
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∑

j

T i j
α Mj +
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k

T ik
αβμind

k,β

⎤

⎦ , α, β = x, y, z. (8.3)

Electric Field—Frequency Correlation

Focussing on the electric field Ea as the dominant contribution to the solvatochromic
shift of phosphate stretch vibrations [68], the field is evaluated up to quadrupole
interactions:
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Ea(rx ) =
∑

k

[
qkT

a(rkx) −
x,y,z∑

α

μ
a,tot
k T ab(rkx )

+1

3

x,y,z∑

b,a

	ab
k T abc(rkx)

]
. (8.4)

Here μ
a,tot
k accounts for induced dipoles and permanent dipoles (μa,tot

k = μ
a,ind
k +

μ
a,el
k ) where the induced dipoles have been converged subject to mutual polarization

(8.3) and T denotes the electrostatic tensors up to rank three. The electric field is
evaluated as scalar quantity via a projection on the symmetry axis of the PO−

2 group
(EC2).

Assuming a linear relation, the solvent field induced solvatochromic shift is given
by

ω = ω0 + δω = ω0 + a · EC2 (8.5)

where a denotes the slope of the electric field - frequency correlation that can be
compared to the experimental Stark tuning rate [69–71] and ω0 denotes the field free
frequency of, e.g., the asymmetric PO−

2 stretching vibration that is accessible from
ab-initio simulations (cf. Sect. 8.2.3.3).

Parameters of the EFPmodel can be derived entirely from high level ab-intio sim-
ulations. The computational scaling is determined by self-consistent determination
of induced dipoles (8.3) and allows to access fluctuation dynamics of nanosecond
trajectories. For solvated DNA model systems like, e.g., dimethyl phosphate (DMP)
converged field fluctuation correlation functions in the≈10ps range, the natural time
scale of hydrogen-bond exchange were demonstrated [26].

8.2.3.3 Ab-Initio Simulations of DNA/RNA Backbone Vibrations

Ab-initio simulations of biomolecular systems interacting with a water environ-
ment are prohibitively expensive but provide most accurate insight into noncovalent
intermolecular interactions. Due to the high computational costs, direct molecular
dynamics simulations of biomolecules embedded in water are up-to-date not feasible
on relevant time scales and carefully chosen model systems are required. As such
ab-initio simulations primarily serve for the following purposes:

(1) Benchmark of electric field amplitudes: the magnitude of EFP simulated elec-
tric fields, imposed on the phosphate group by the solvent molecules, can be rig-
orously benchmarked in ab-initio simulations of solvated DNA model systems like
DMP [26]. Such calculations (i) provide a benchmark on the accuracy of the EFP
method and (ii) serve as indicator for dispersion, exchange repulsion and charge
transfer contributions to the total intermolecular interaction, as the field evaluated
with QM methods, like second order perturbation theory (MP2), naturally contains
all contributions to the intermolecular interaction potential (cf. (8.1)).
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(2) Microscopic picture of the molecular vibrational Hamiltonian: high level,
ab-initio derived multidimensional vibrational model Hamiltonians provide insight
into details of the molecular Hamiltonian and can be further employed to simu-
late linear IR and absorptive 2D-IR spectra of phosphate ion model systems in bulk
H2O [25]. The ab-initio derivedmodelHamiltonians reveal that inter-mode couplings
and anharmonicities are generally small (<15cm−1, see Sect. 8.3). Extensive quan-
tum mechanical/molecular mechanical (QM/MM) simulations of backbone vibra-
tions of an RNA (AU)23 oligomer were further employed to provide a consistent
microscopic mode assignments of the canonical A-RNA duplex sugar-phosphate
backbone [32]. The simulations revealed the delicate impact of the C2′ -OH group on
vibrational spectra. With such information a microscopic structural picture of mode
couplings can be developed.

(3) Insight into solvatochromic shifts and noncovalent interactions: DNA model
systems like DMP in aqueous solution show pronounced solvent imposed frequency
shifts (≈60–80cm−1) of the asymmetric PO−

2 stretching vibration (8.5) that closely
resemble observed shifts of DNA phosphate stretching vibrations at different hydra-
tion levels. Ab-initio normal mode analysis and vibrational configuration interaction
(VCI) simulations revealed how the phosphate stretch vibrational potential is deci-
sively determined by the noncovalent interactions with the first few water shells [25,
26]. Such simulations provide a rationale how the phosphate vibrational modes serve
as sensitive probes of hydration structure in DNA and RNA.

Ab-initio normal mode analysis further revealed that solvent induced frequency
shifts of the asymmetric PO−

2 stretching vibration are primarily determined by the
electrostatic phosphate-water interactions [24]. Due to the high polarizability, the
rearrangement of the electronic structure within the phosphate group is the dom-
inant mechanism via electrostatic interactions while charge transfer contributions
are minor. Only upon formation of contact ion pairs (cf. Sect. 8.5) [72], exchange
repulsion interactions become important and impose an ≈30cm−1 blue shift of the
asymmetric PO−

2 stretching vibration.

8.2.3.4 Density Matrix Simulations for the Modeling of
Two-Dimensional Infrared Spectra

The 2D spectra were analyzed by calculating the third-order response functions to the
experimental photon-echo pulse sequence by a perturbative density matrix approach
of light-matter interaction, including Kubo lineshape analysis and the lifetime broad-
ening caused by population relaxation of the different vibrations. The treatment fol-
lows the perturbative approach developed in [19, 73], a detailed description of this
treatment has been given in [18, 25]. The fluctuating forces originating from the
aqueous environment and DNA/RNA structure fluctuations are included via the fre-
quency fluctuation correlation function (FFCF). The FFCF is given by the Kubo
ansatz

〈δνi (t)δνi (0)〉 = �2
1,i exp(−t/τ1) + �2

2,i exp(−t/τ2). (8.6)
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Here, δνi (t) denotes the frequency excursion of mode i at time t from its average
transition frequency and �1,i and �2,i are fluctuation amplitudes of the frequency
excursions, τ1 and τ2 are the fluctuation correlation times. To limit the number of
free parameters in the modeling the values of τ1,2 are kept fixed in the simulations
and the amplitudes�1,i and�2,i are adjusted to best reproduce the experimental line
shapes. In themodeling of 2D spectra (see Sect. 8.3) a slow (τ2 ≈ 50ps) component is
assumed that causes a quasi-static inhomogeneous broadening of the lineshapes and a
fast component (τ1 ≈300 fs) accounts for spectral diffusion.Microscopic simulations
of the DMP model system provide similar time scales with slightly different values
(50 fs, 1.2ps) [26].

8.3 Two-Dimensional Infrared Spectra of DNA and RNA
at Different Hydration Levels

The 2D-IR spectra presented in the following were recorded in two partly overlap-
ping spectral ranges, the frequency interval between 1050 and 1300cm−1 with the
PO−

2 stretching modes P1 and P2, and the range from 900 to 1150cm−1 in which
the majority of the other backbone modes is located. The 2D-IR spectra of DNA
and RNA oligomers shown in Fig. 8.2 display a series of peaks along the frequency
diagonal ν1 = ν3, each consisting of a component due to absorption bleaching and
stimulated emission on the fundamental v = 0−1 transition (yellow-red contours)
and of a contribution caused by the v = 1−2 absorption (blue contours). The latter is
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Fig. 8.2 Two-dimensional infrared (2D-IR) spectrum of a DNA oligomers containing 23 alter-
nating adenine-thymine pairs at 92% r.h., and b fully hydrated RNA oligomers containing 23
adenine-uracil pairs. The absorptive 2D signal is plotted as a function of excitation and detection
frequency. The spectra were recorded at a waiting time of T = 250 fs. The signal changes by 5%
between neighboring contour lines
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anharmonically red-shifted to lower detection frequencies. The uppermost diagonal
peaks in the range (ν1, ν3) > (1200, 1200)cm−1 are due to the P1 modes. There is
a single diagonal peak in the case of DNA (Fig. 8.2a) while the RNA spectrum in
Fig. 8.2b displays two contributions, in agreement with the substructure observed in
the linear infrared spectrum of Fig. 8.1b. Below (1150, 1150) cm−1, both the DNA
and RNA 2D spectra show a pronounced diagonal peak due to the P2 mode around
(1090, 1090) cm−1 which in the case of RNA is complemented by peaks from the
C2′ -OH stretching and the C1′ -O4′-C4′ ribose stretching vibrations (Fig. 8.2b). The
diagonal 2D peaks in the DNA spectrum of Fig. 8.2a are of elliptic shapes, thus
revealing a substantial inhomogeneous broadening due to structural disorder of the
hydrated helices. In contrast, inhomogeneous broadening is less present in the RNA
2D spectrum of Fig. 8.2b, pointing to a more homogeneous hydration structure. The
vibrational lifetimes of the different backbonemodes are on the order of 1ps, with the
exception of the P1 mode. The latter shows a substantially shorter lifetime between
300 and 360 fs in all phosphate systems in aqueous environment studied by fem-
tosecond vibrational spectroscopy so far.

The pattern of cross peaks reflects the rich anharmonic coupling scheme between
the backbone vibrations. First, the P1 and P2modes of both DNA and RNA couple to
each other, as is evident from the respective pairs of cross peaks. In RNA, there are no
cross peaks between the two components of the P1 doublet, suggesting that the two
contributions originate from different phosphate groups. The lower P1 component
at 1220cm−1 couples strongly to the C2′ -OH stretching vibration, giving rise to the
cross peaks at (1220, 1120) and (1120, 1220) cm−1.

Figure8.3 shows a more detailed comparison of 2D-IR spectra of fully hydrated
RNA and DNA oligomers between 1030 and 1150cm−1, corresponding to the lower
frequency range of Fig. 8.2. The P2 diagonal peak of RNA (Fig. 8.3a) is oriented
parallel to the ν1 axis, revealing a predominant homogeneous broadening which is in
contrast to the inhomogeneously broadened P2 peak of DNA (Fig. 8.3b). The pres-
ence of the additional C2′ -OH stretching and the C1′ -O4′-C4′ ribose stretching vibra-
tions gives rise to the broad and asymmmetric diagonal peak at (1130, 1130) cm−1

and the complex cross peak pattern between the different modes. The reduced inho-
mogeneous broadening of RNA compared to DNA 2D peaks represents an important
prerequisite for the observation of the fine details of vibrational coupling.

Figure8.4 depicts solvation structures around double stranded RNA obtained
frommolecular dynamics simulations (cf. Sect. 8.2.3.1). The magnification (Fig. 8.4,
right) highlights partially ordered water structures at the surface of RNA, i.e., water
molecules bridging adjacent PO−

2 …PO−
2 units and a hydrogen bond network ring

structure mediated by the C2′ -OH group. Such hydration structures are found in addi-
tion to the solvation of phosphate groups by three water molecules in an approximate
tetrahedral geometry which is prototypical for DNA [10, 74]. Due to the A-helical
geometry of RNA, the distances between neighboring phosphate groups are reduced
compared to DNA in the B-form [7]. Accordingly, the phosphate groups can be
bridged by single water molecules that form strong hydrogen bonds with the PO−

2
oxygen atoms. The additional OH group at the C2′ position in RNA not only intro-
duces additional vibrational modes but mediates hydrogen bonded rings of≈3 water
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Fig. 8.3 Comparison of
2D-IR spectra of fully
hydrated a RNA oligomers
containing 23 adenine-uracil
base pairs, and b DNA
oligomers consisting of 23
alternating adenine-thymine
base pairs. RNA displays a
more complex mode and
coupling pattern in the
spectral range from 1030 to
1150cm−1
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molecules to the PO−
2 oxygen atoms. Such ring structures lead to partially ordered

water structure in the minor groove of RNA. Both, bridging water and ring structures
observed in the molecular dynamics simulations are in line with reports from X-ray
diffraction studies [11, 75] that suggest that the first hydration layer around RNA
contains a larger number of water molecules in a more ordered arrangement.

Compared to DNA, the partly ordered hydration structure around the backbone
of RNA imposes reduced heterogeneity of the first water layers around the helix.
Such observations corroborate the reduced inhomogeneous width observed for the
2D lineshapes of RNA (cf. Figs. 8.2 and 8.3). For example, the P2 diagonal peak
shows substantially reduced inhomogeneity and a pronounced coupling pattern to
C2′ -OH stretching and the C1′ -O4′-C4′ ribose stretching vibrations where the limited
inhomogeneous broadening of the diagonal peaks reflects the more ordered charac-
ter of the hydration shell structure around RNA. The water molecules of the ring
structures could be instrumental in inducing the pronounced intermode vibrational
couplings between the phosphate group and the ribose unit. Further, the doublet
structure of P1 peaks and the absence of cross peaks for this feature suggests distinct
different phosphate group hydration sites along the A-helix. The reduced inhomo-
geneous broadening here is essential for separating the different P1 components and
respective coupling patterns to the C2′ -OH stretching and C1′ -O4′-C4′ ribose stretch-
ing vibrations.
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Fig. 8.4 Solvation structure
of RNA oligomer backbone
with counterions shown in
blue. The magnification
(right) highlights a
PO−

2 …PO−
2 bridging water

molecule and a hydrogen
bond network ring structure
mediated by the C2’-OH
group

In the following, we focus on 2D-IR spectra of DNAoligomerswith 23 alternating
A-Tpairs at a hydration level of 92%r.h. Thiswater content of the sample corresponds
to 20–30 water molecules per base pair which is sufficient to form two closed water
layers around the B-helix of the oligomer. Figure8.5a, b show absorptive 2D spectra
in the spectral range from 900 to 1150 cm−1, recorded at waiting times of 500
and 2000 fs. The arrows and the symbols on the right hand side of Fig. 8.5b give
assignments of the diagonal peaks to the different backbone modes (cf. Fig. 8.1a). In
addition to the diagonal peaks, the spectra display a complex pattern of cross peaks,
appearing as stripe-like features of alternating sign in the upper triangle of the 2D
frequency plane. The cross peaks indicate anharmonic couplings between essentially
all backbone modes.

The complex arrangement of diagonal and cross peaks is preservedwith unchanged
spectral positions at longer waiting times. The relative intensities of the different
peaks, however, undergo substantial changes. In particular, the relative strengths of
the cross peaks at low detection frequencies ν3 increases with waiting time. This
behavior is a hallmark of inter-mode energy transfer, i.e., energy is transferred from
the backbones modes at higher frequencies to those at low frequencies on a time
scale of a few picoseconds. This process together with the vibrational relaxation of
each individual mode determines the time evolution of the diagonal peaks as has
been shown in more detail in [18].

The experimental 2D-IR spectra were analyzed with the help of the simulation
approach outlined inSect. 8.2.3.4. This treatment combines a densitymatrix approach
for calculating the third-order nonlinear response to the photon-echo pulse sequence
with a Kubo ansatz for the FFCF (cf. (8.6)). For reproducing the experimental results,
the decay times in the Kubo FFCF were set as τ1 = 300 fs and τ2 = 50ps, the lat-
ter leading to a quasi-static inhomogeneous broadening of the peaks in the 2D-IR
spectrum. With such fixed correlation times, the fluctuation amplitudes �1,2 were
adjusted for each of the seven modes to reproduce the observed lineshapes. The
diagonal anharmonicities of the modes which determine the separation of the two
components of the diagonal peaks along the detection frequency ν3 were chosen for
each mode individually while a global anharmonic intermode couplng of 10cm−1

was chosen in order to calculate the cross peak pattern. The model includes inco-
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Fig. 8.5 Absorptive 2D-IR spectra of backbone modes of a double-stranded DNA oligomer con-
taining 23 alternating adenine-thymine base pairs at a hydration level of 92% r.h. a, b Experimental
spectra recorded at waiting times T = 500 and T = 2000 fs. c, d Simulated spectra. The symbols
and arrows on the right-hand side mark the different backbone modes contributing to the spectra

herent down-hill energy transfer between the modes with a time constant of 2ps
and population relaxation of the v = 1 states of the vibrations with an average time
constant of 1.7ps. In parallel to the analysis of the 2D spectra, the linear infrared
absorption spectrum of the DNA oligomers was fitted to benchmark the derived
parameters entering in the Kubo FFCF.

The calculated spectra presented in Fig. 8.5c, d are in quantitative agreement with
the experimental results in Fig. 8.5a, b. The diagonal anharmonicities are between 5
and 10cm−1, the fluctuation amplitudes in the Kubo function are �1 = 6 − 8cm−1

and �2 = 6 − 16cm−1. Selected FFCFs for the P1, L2, and R1 modes are plotted
in Fig. 8.6 (blue lines), a detailed listing of the parameter values has been given in
[18]. The initial 300 fs decay of the FFCF accounts for the antidiagonal width of
the different 2D peaks which is determined by spectral diffusion of the vibrational
transitions. Spectral diffusion mainly originates from the fluctuating Coulomb forces
the first fewwater layers and, to lesser extent, solvated counterions exert on the back-
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Fig. 8.6 Frequency fluctuation correlation functions (FFCFs) derived from the simulations of 2D-
IR spectra of backbone modes of DNA oligomers and salmon testes DNA at different hydration
levels. The FFCFs consist of a first term with a correlation decay time of 300 fs and a quasi-static
contribution. The amplitudes of the two components are different for the different modes. Black
solid line: FFCF of bulk water calculated in [76]

bone. Structural low-frequency fluctuations of the DNA backbone with its phosphate
ions may contribute as well. The 300 fs decay is moderately slower than the initial
sub-100 fs decay of the FFCF of bulk H2O which is shown as a black solid line in
Fig. 8.6 [76]. Water motions at the interface to a DNA helix, in particular librational
degrees of freedom, are restricted by the steric boundary conditions the DNA sur-
face sets in its major and minor grooves. This results in a somewhat slower FFCF
decay compared to bulk water. However, the first few layers of the water shell are far
from representing a rigid structure and, thus, the concepts of an ‘iceberg-like’ water
structure and/or extremely slow biological water can be ruled out safely [3].

The second component of the FFCFs with a decay time beyond 10ps results in
quasi-static inhomogeneous broadening as manifested in the elliptic shape of the
2D diagonal peaks. This behavior reflects a comparably long-lived structural hetero-
geneity of hydration geometries, i.e., structural disorder along the DNA backbone.
Hydrogen bonds between the water molecules in the first hydration layer and phos-
phate groups in the backbone are stronger than water-water hydrogen bonds and
display, according to detailed molecular simulations of the interface [77], lifetimes
on the order of 20ps. As a result, the molecular pattern of the first water layer is pre-
served for this picosecond time range and differences in the local number of waters
along the helix are expected to result in a quasi-static distribution of vibrational fre-
quencies of the phosphate groups and the other interacting units of the backbone. It
should be recalled that inhomogeneous broadening is less pronounced in the 2D-IR
spectra of RNA oligomers (cf. Figs. 8.2 and 8.3), resulting in systematically smaller
fluctuation amplitudes�2 in the relevant FFCFs [32]. Here, the additional OH group
of the ribose unit has a strong impact on the first-layer water structure and induces
an overall more homogeneous hydration pattern.
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8.4 Electric Fields at the DNA Surface and Energy
Exchange Processes

The combination of 2D-IR spectroscopy with ab-initio based theory allows for an
in-depth analysis of the electric interactions between a DNA helix and its water shell.
Key issues are the strength and fluctuation amplitude of the interfacial electric fields,
the relative contributions of water molecules, counterions, and phosphate groups
to the local fields, and the spatial range of the electric forces in the dense water
shell. Such issues have been addressed in a series of theoretical studies, starting with
early polyelectrolyte theories and developing towards descriptions at the atomic level
based on Poisson Boltzmann pictures for static geometries and/or classical molecular
dynamics simulations. In the latter, the choice of the particularwatermodel represents
a major issue and most recent work has implemented flexible polarizable water
molecules, e.g., on the SPC level. While early simulation work has been limited to a
time range up to a few nanoseconds, current simulations have provided trajectories
extending into the microsecond range.

The backbonemodes of DNA and RNA aremost sensitive and noninvasive probes
of interfacial electric fields. In the following, we present recent results from 2D-IR
experiments with native salmon testes DNA at different hydration levels. Salmon
testes DNAwith its approximately 2000 base pairs displays the same set of backbone
normal modes as the much shorter oligomers discussed so far and a similar infrared
absorption spectrum (cf. Fig. 8.1a). The experiments give insight into the fluctuation
amplitudes of electric fields via the 2D line shapes and, in combination with theory,
in the relevant strength and range of electric interactions.

Figure8.7 summarizes absorptive 2D-IR spectra of salmon testes DNA at three
different hydration levels and apopulation timeofT= 500 fs. The spectra inFig. 8.7a,
bwere recordedwith thin-film samples containingCTMA instead of the genuineNa+
counterions, while Fig. 8.7c shows a 2D-IR spectrum of fully hydrated DNA with
Na+ counterions. The basic pattern of diagonal and cross peaks is identical in all
spectra and close to the 2D spectra of the much shorter DNA oligomers (cf. Fig. 8.5),
with some minor spectral shifts and slight variations in the relative peak intensi-
ties. There are, however, systematic changes of the 2D line shapes with hydration
which have been discussed in detail in [22]. The antidiagonal widths of the peaks on
the frequency diagonal ν1 = ν3 are practically identical for 92% r.h. (20–30 water
molecules per base pair) and full hydration (more than 150 water molecules per base
pair). In contrast, the 2D spectrum for 0% r.h. (2 waters per base pair) shows nar-
rower profiles along the antidiagonals. An opposite trend is found for the spectral
widths along the diagonal which decrease with increasing hydration. As a result, the
envelopes of the diagonal peaks in the spectrum of the fully hydrated samples appear
tilted towards the vertical frequency axis ν1, i.e., they appear more homogeneous.
Additional measurements were performed with a fully hydrated sample in which
the Na+ counterions were exchanged against Mg2+ ions. Within the experimental
accuracy, the 2D-IR spectrum was identical to the one shown in Fig. 8.7c.



8 Noncovalent Interactions of Hydrated DNA and RNA Mapped … 189

950 1000 1050 1100950 1000 1050 1100950 1000 1050 1100

950

1000

1050

1100

950

1000

1050

1100

Ex
ci

ta
tio

n 
Fr

eq
ue

nc
y

1
(c

m
-1

) 

Detection Frequency 3 (cm-1) 

CTMA 0% r.h. CTMA 92% r.h. Na+ counterions in water  

(a) (b) (c) 

(d) (e) (f) 
T = 500 fs T = 500 fs T = 500 fs

T = 500 fs T = 500 fs T = 500 fs

ex
pe

rim
en

t 
si

m
ul

at
io

n 

Fig. 8.7 2D-IR spectra of salmon testes DNA at different hydration levels. The spectra at 0 and
92% r.h. were measured with thin-film samples containing CTMA counterions. a–c Experimental
spectra recorded at a waiting time T = 500 fs. d–f Simulated spectra

The salmon testes 2D-IR spectra were analyzed with the formalism described in
Sects. 8.2.3.4 and 8.3, again using correlation times of 300 fs and 50ps in the Kubo
ansatz for the FFCF (8.6). The calculated spectra shown in Fig. 8.7d–f are in good
agreement with the experiments. The FFCFs of the L2mode of salmon testes DNA at
92% r.h. and full hydration are included in Fig. 8.6 (red lines). The FFCF for 92% r.h.
agrees very well with the corresponding result for the DNA oligomers (blue dashed
line) while the FFCF for full hydration exhibits a reduced amplitude of the quasi-
static 50ps component (red dash-dotted line), in line with the more homogeneous
2D lineshape of the L2 peak.

The fluctuation amplitudes for the 300 fs FFCF component for the different modes
have values of�1 = 6−11cm−1 which are the same for full hydration and 92% r.h. In
contrast, values up to�1 = 5cm−1 are found at 0% r.h.We conclude that (i) thewater
shell represents the predominant source of the fluctuating electric force giving rise to
spectral diffusion, and (ii) that this force originates essentially from the first twowater
layers which are present at both 92% r.h. and for full hydration. In other words, the
dipolar water molecules are the main source of short-range Coulomb forces which
cause the fast frequency modulation of the vibrational transitions. The fluctuation
amplitudes�1 are proportional to the fluctuation amplitudes of the electric field from
the two water layers, in the simplest linear approximation according to �1i = ai ·
�Ei where �Ei is the fluctuation amplitude projected on the vibrational coordinate
of the respective backbone normal mode. The tuning rates ai of the vibrational
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Fig. 8.8 Radial dependence of electric fields calculated for dimethyl phosphate (DMP) in bulk
H2O. The electric field strength projected on the C2 axis of the PO

−
2 group is plotted as a function

of radial distance R in angstroms. The total field consists of a predominant electrostatic component
and a contribution arising from the mutual polarization of DMP and the solvent

transition frequencies can be estimated from molecular force fields for the different
vibrations. Recent theoretical calculations for the symmetric (P2) and asymmetric
(P1) PO−

2 stretching vibrations suggest a value of ai = 0.4−0.5 cm−1/(MV/cm).
With such tuning rates, one derives a fluctuation amplitude �Ei = 20−25MV/cm
with the help of the experimental �1,P2 = 10cm−1.

To benchmark the fluctuating electric forces relevant for spectral diffusion in the
DNA 2D-IR spectra, theoretical calculations were performed for dimethyl phosphate
[DMP, (CH3)2PO

−
4 ] in bulk H2O. DMP has repeatedly been used as a model system

for the phosphodiester moiety of the DNA and RNA backbones. The fluctuating
electric forces on the phosphate group were calculated with the approach described
in Sect. 8.2.3.2 which includes both electric fields from static multipoles and polar-
izations due to induced dipoles.

Figure8.8 shows the dependence of the calculated time-averaged electric field
from the water shell projected on the C2 axis of the PO−

2 entity and integrated over
an increasing radial distance R from the phosphate group of DMP. The field reaches
a maximum value on the order of 100MV/cm. The total electric field generated
by water molecules arises to a large extent from the first water layer. The second
layer contributes some 18% with noticeable contributions from induction. Further-
more, the solvent electric field experienced by the phosphate group is the dominant
contribution to the pronounced solvatochromism of the asymmetric PO−

2 stretch-
ing vibration. Accounting for a field expansion up to quadrupoles and polarization
due to induced dipoles allows for simulating solvent induced frequency shifts and
line shapes in almost quantitative agreement to experiment. The underlying field
fluctuation amplitudes are found in the range �E ≈ 25MV/cm, in excellent agree-
ment with the experimental observations. The model strongly supports the picture of
short-range electric forces that arise locally from the first and second hydration shell.

The electric forces the hydration shell exerts on the DNA backbone depend sen-
sibly on the spatial arrangement of water molecules in the first and second water
layer. Changes of this arrangement have a direct impact on the frequency positions,
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absorption strengths, and lineshapes of the infrared absorption bands of backbone
modes. In a recent pump-probe study [23], the water shell was heated by a femtosec-
ond infrared pulse which was resonant to its OH stretching absorption band. The
decay of the OH stretching excitation and subsequent energy redistribution generate
a heated ground state of the water shell in which the water-water hydrogen bond
strengths and arrangement of water molecules is modified. This structure change
modifies the infrared absorption of the backbone modes as was directly monitored
by a femtosecond probe pulse. The rise of such absorption changes follows in time
the buildup of the hot water ground state, i.e., the change of electric interactions due
to the rearrangement of water molecules. Energy transfer from the heated water shell
into the initially unexcited DNA helix occurs on a substantially slower time scale of
tens of picoseconds.

The impact of electric forces on transient line shapes of backbonemodes is corrob-
orated by simulations of electric fields for theDMPmodel system (cf. Sect. 8.2.3.2) in
bulk H2O at elevated temperatures [23]. While spatial rearrangements in the first and
second solvation shell are moderate for increasing temperature, a resulting decrease
of the electric field acting on the DMP phosphate group was found. The reduction
of the field amplitudes induces a blue-shift of the symmetric and asymmetric PO−

2
stretching vibrations and is the origin of the observed modulation of line shapes.
Such Coulomb-mediated coupling is predominantly mediated by the electric field
the first few water layers exert on the backbone that changes upon formation of the
hot water ground state. The limited reordering of water molecules in the first and
second layer around the double helix demonstrates the pronounced sensitivity of the
DNA backbone vibrations and their transient spectra to electric fields exerted by the
aqueous environment.

8.5 Conclusions and Outlook

The results presented in this chapter demonstrate the important role of hydrogen
bonds and Coulomb interactions for the structure and dynamics of biomolecules.
Water molecules in the first hydration layer at the surface of DNA and RNA form
hydrogen bonds with the phosphate groups in the backbone and with other polar
groups of the backbone and the base pairs, resulting in a water structure different
from the bulk liquid. The structure of the first hydration layer around RNA is affected
by the additional OH group of the ribose units and less heterogeneous than around
DNA. Local interactions at the hydrated interface andmolecular dynamics connected
with thermal excitations of low-frequency degrees of freedom are probed in a non-
invasive way by backbone vibrations. The 2D-IR spectra of such modes display line
shapes which are determined by spectral diffusion on a 300 fs time scale and by a
quasi-static inhomogeneous broadening, reflecting the structural disorder along the
helicalDNAandRNAstructures. Spectral diffusion ismoderately slowed down com-
pared to bulk water and originates mainly from fluctuating electric forces the water
molecules in the first and second hydration layer exert on the different vibrational
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oscillators. Experiments at different hydration levels demonstrate a short-range char-
acter of electric interactions, typically extending over 2 water layers. The electric
field strength at the hydrated interface reaches values on the order of 100MV/cm
with fluctuation amplitudes of some 25MV/cm. An in-depth theoretical analysis for
the hydrated model system dimethyl phosphate suggests a predominant electrostatic
(dipole) contribution to the total electric field while polarization forces account for
approximately 20% of the field at the phosphate groups.

Counterions of the negatively charged DNA and RNA helices as well as positively
charged excess ions are typically part of the native biomolecular environment. Their
interaction with the backbone, in particular with the ionic phosphate groups, plays
an important role for the stabilization and folding of macromolecular structures. In
this context, magnesium ions (Mg2+) are particularly relevant. Ions located close
to the DNA and RNA surfaces are expected to contribute to the interfacial electric
fields while the role of ions solvated in the hydration shell is less obvious. Ions in
the first solvation shell around phosphate groups can form contact ion pairs whereas
ions separated by at least one water layer from the backbone are partly mobile and
part of the so-called diffuse ion atmosphere.

Electric interactions with the different types of ions have been the subject of
extensive theoretical work, addressing the radial ion distributions around helices and
the resulting field strength at the surfaces ofDNAandRNA. In contrast, experimental
work has remained limited. X-ray diffraction from crystallized samples has identified
sites of essentially immobile ions in the vicinity of the DNA and RNA backbone but
gives not much insight in the diffuse ion atmosphere [9, 11]. Small angle x-ray
scattering has provided information on the thickness of the counterion layer and, to
some extent, the radial concentration gradient [78].

Very recently, we have studied the interaction ofMg2+ ionswith phosphate groups
by 2D-IR spectroscopy of the model system dimethyl phosphate (DMP−Na+) in an
H2O environment where DMP− and Na+ are solvated separately [72]. The asym-
metric PO−

2 stretching vibration of DMP− serves as a probe. The 2D-IR spectrum in
Fig. 8.9ameasuredwith aDMP− concentration of 0.2M in absence ofMg2+ ions dis-
plays the diagonal peak of the P1 vibration around (1210, 1210) cm−1, consisting of a
component due to ground state bleaching and stimulated emission on the fundamen-
tal v = 0−1 transition (yellow-red contours) and the red-shifted peak of v = 1−2
absorption (blue contours). Upon addition of 2MMg(H2O)6Cl2, i.e., a tenfold excess
of Mg2+ ions, one observes a separate blue-shifted diagonal peak P1’ around (1250,
1250) cm−1. It is important to note that there are no cross peaks between P1 and P1’,
pointing to their origin from different DMP− entities. Spectra recorded for different
waiting times T and complementary pump-probe measurements give a decay time
of 300 fs for P1 and of 400 fs for P1’. The two different species are also present
in the linear infrared absorption spectra which were analyzed for different relative
concentrations of DMP− and Mg2+.

An analysis of the relative concentrations of DMP−, Mg2+, their counterions
Na+ and Cl−, and water shows that there is a significant fraction of DMP−/Mg2+
contact ion pairs, i.e., DMP− populates a site in the comparably rigid first hydration
layer around Mg2+ which consists (in absence of DMP−) of 6 water molecules



8 Noncovalent Interactions of Hydrated DNA and RNA Mapped … 193

1150 1200 1250
1150

1200

1250

(a)

0 M MgCl2
T=500 fs

Detection Frequency (ν3)

Ex
ci

ta
tio

n 
Fr

eq
ue

nc
y 

(c
m

-1
)

P1

1150 1200 1250
1150

1200

1250

(b)

2 M MgCl2
T=500 fs

P1

P1'

Fig. 8.9 Absorptive 2D-IR spectra of a dimethyl phosphate with sodium counterions (DMP-Na)
in H2O and b DMP-Na and 2 M Mg(H2O)6Cl2 in H2O. The spectra were recorded at a waiting
time T= 500 fs. The 2D signal difference between neighboring contour lines is 7.5%

in an octahedral geometry. The strong interaction between the two ions in contact
induces a blue-shift of the asymmetric PO−

2 stretching vibration of the phosphate
group. Themicroscopic origin of this behavior was identified in ab-initio simulations
(Sect. 8.2.3.3) on DMP−(H2O)xMg2+ clusters with x = 19 water molecules. For
large distances, i.e., three water layers between Mg2+ and DMP−, the frequency of
the P1 mode is close to its value without any magnesium ions. Upon reducing the
distance between the two ions, the P1 mode first displays a red-shift which is due to a
spatial orientation ofwatermolecules between the ions. The orientedwatermolecules
exert a stronger electric field on the P1 oscillator, thus inducing the red-shift of its
fundamental (v = 0−1) frequency. For even shorter distances with the DMP− and
Mg2+ ions in contact, the repulsive part of the ion-ion interaction prevails and induces
a pronounced blue-shift of the P1 fundamental frequency. The calculated frequency
shifts are in good agreement with the experimental results.

The application of phosphate vibrations as probes for contact ion pairs and, poten-
tially, other ion configurations holds strong potential for analyzing the ion distribution
around DNA and RNA on a multitude of time scales, ranging from hundreds of fem-
toseconds up to the micro- and millisecond time range of folding processes and other
slower structure changes. Such work is presently underway.
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Chapter 9
Two-Dimensional
Terahertz-Infrared-Visible Spectroscopy
Elucidates Coupling Between Low-
and High-Frequency Modes

Laura Vietze, Mischa Bonn and Maksim Grechko

Abstract Elucidating the interaction between low-frequency modes and other
degrees of freedom in soft and hard condensed matter is both scientifically intrigu-
ing, technologically important and experimentally challenging. Specifically, reveal-
ing the coupling between collective low-frequency and localized high-frequency
vibrations in molecules and solids can advance models for energy relaxation and dis-
sipation in such systems, as well as provide new insight into the physical nature of the
low-frequency vibrations. The latter is particularly important, since low-frequency
vibrations are thermally excited at room temperature and contribute significantly
to the thermodynamic properties and functions, such as heat capacity and entropy.
To measure the coupling between low- and high-frequency modes, we have devel-
oped two-dimensional terahertz-infrared-visible spectroscopy. In this chapter, we
describe the experimental approach and theoretical formalism for this new spec-
troscopy technique and illustrate its application with two examples: liquid water and
solid perovskite semiconductors.

9.1 Introduction

Molecular vibrational motions play a pivotal role in condensed phase chemical and
biochemical reactions. Because of the quantum nature of molecules, their vibrations
can usually occupy only discrete energy levels. The discreteness of the vibrational
energy levels is crucial for the role that a givenmode plays inmolecular dynamics and
thermodynamics. Vibrational modes with energy quanta (usually called frequency)
comparable to or less than the thermal energy kT are excited at temperature T, in
a manner defined by the Boltzmann distribution. Such vibrations constitute thermal
fluctuations of a molecular system contributing significantly to its thermodynamic
properties and functions, such as heat capacity and entropy [1]. On the microscopic
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scale, thermal fluctuations actuate the exchangebetweenmolecular conformations [2,
3] and can even break covalent bonds [4], promoting chemical reactions. In contrast,
vibrational modes with energy quanta (frequency) significantly bigger than kT are
usually not thermally excited, and their contribution to molecular thermodynamics
is rather small. However, such modes can be populated transiently in a chemical
reaction, facilitating energy relaxation anddissipation. In chemistry andbiology, such
modes are often used, due to their sensitivity, as probes of themolecular environment,
conformation, andfluctuations. Thus, based on their energyquantaωi ,we can classify
molecular vibrations into two groups—low-frequency modes (LFMs, with low ωi )
and high-frequency modes (HFMs, with high ωi ).

Around room temperature (T ≈ 25 ◦C), which is typical for many chemical and
biological systems, the thermal energy kT ≈ 200 cm−1. At this temperature the
energy of ∼1000 cm−1 separates the states with a population of >1 and <1%, and
we can use this energy as a criterion for our classification of LFMs (ωi < 1000 cm−1)

and HFMs (ωi > 1000 cm−1). With this classification, the frequencies of the LFMs
are in the terahertz (far-infrared) frequency range, and those of HFMs are in the
mid-infrared frequency range.

In the condensed phase, even as disordered as liquids, HFMs are typically sparse
and characteristic for distinct chemical groups. The chemically-specific character of
the HFMs stems from their localized nature—usually, these modes are associated
with the motion of only a few atoms. For example, the O–H stretch, C–H stretch,
C=O stretch vibrations mainly involve two to three atoms. In an absorption spectrum,
these modes generate well-resolved peaks and are widely used to characterize the
chemical and structural composition of a sample.

In contrast, the LFMs are often very broad and overlap even for chemically simple
materials, such as water. These modes are typically collective and delocalized, i.e.,
they involve the motion of several to many atoms (for example phonons). On the one
hand, the collective nature of the LFMs makes them attractive probes of material
properties on the microscopic scale. In particular, intermolecular LFMs can provide
information on the intermolecular forces and configurations [5]. On the other hand,
analysis of the absorption spectra in the terahertz (far-infrared) spectral range is usu-
ally extremely challenging because of the spectral congestion, large anharmonicity
and thermal population of the LFMs.

From 2D IR spectroscopy, we know that measuring correlations for molecular
vibrations can greatly facilitate the analysis [6]. For instance, correlations measured
by 2D IR spectroscopy for the same vibrational mode can distinguish homogeneous
and inhomogeneous broadening of that vibrational mode. Correlations between dif-
ferent modes measured by cross-peaks in the 2D IR spectrum reflect the coupling
between the corresponding motions, which reveals the otherwise hidden dynamics
and can greatly assist in elucidating the molecular structure.

Inspired by the advances in the 2D IR spectroscopy, one can expect that resolving
the correlations between LFMs can facilitate their analysis as well, and reveal their
nature. To this end, measuring correlations between the LFMs and HFMs can be
particularly beneficial. Such correlations can provide two types of information. On
the one hand, from the HFM perspective, the coupling between the LFMs and HFMs
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provides information on important HFM dynamics, including the energy relaxation
and dephasing mechanisms and rates. On the other hand, from the LFM perspective,
the coupling can provide insight into how LFMs are related to specific chemical
groups inside a complex molecular material, thus enabling a “chemically-resolved”
spectroscopy of the delocalized, and less chemically specific LFMs.

We note that the coupling between the LFMs and HFMs is indirectly measured by
spectral diffusion in the 2D IR spectra. However, to clarify which LFM is affecting
the HFM requires modeling and, typically, temperature dependent measurements.
The direct measurement of the coupling between the HFMs and LFMs is therefore
highly desirable.

To directlymeasure the coupling between the LFMs andHFMs, we have extended
the approach of the 2D DOVE spectroscopy [7–9] by developing two-dimensional
Terahertz-InfraRed-Visible (2D TIRV) spectroscopy. This nonlinear spectroscopy
technique measures cross-peaks between the LFMs and HFMs (Fig. 9.1) and is
based on the resonant enhancement of four-wave mixing of the terahertz (THz),
infrared (IR) and visible (VIS) electromagnetic pulses in a sample. In the following
sections, we discuss the experimental implementation and theoretical formalism for
the 2D TIRV spectroscopy. We illustrate the utilization of the 2D TIRV spectroscopy
by the studies of vibrational coupling in liquid water and hybrid organic-inorganic
perovskite semiconductors.

Fig. 9.1 Schematic diagram of a 2D TIRV spectrum. The abscissa axis represents the frequencies
of the LFMs in the terahertz frequency range. The ordinate axis is associated with the frequencies
of the HFMs in the mid-infrared frequency range. A cross-peak in this 2D plot reflects the coupling
between the LFM and HFM. The center line slope of the cross-peak indicates a positive correlation
between the frequencies of the HFM and LFM due to the inhomogeneity of the system
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9.2 Experimental Implementation

To measure cross-peaks between the LFMs and HFMs, one needs to generate a
signal which is enhanced by resonances with both LFM and HFM transitions. The
lowest-order optical process that allows generating such signals, and is not forbid-
den in centrosymmetric materials, is four-wave mixing (FWM), with at least one
beam at THz and one at IR frequencies. Although different excitation schemes can
be employed for 2D TIRV spectroscopy, we use the excitation scheme shown in
Fig. 9.2a. In this scheme, the interaction of a material with the THz, IR and VIS
pulses (Fig. 9.2b)—each interacting once with the sample—generates a nonlinear
polarizationwhich emits the signal. The polarization and, thus, the signal, is enhanced
by the resonances with the LFMs ((|1〉)) and HFMs ((|2〉)), given that there is cou-
pling between these vibrational modes. The advantage of this excitation scheme
is that it uses only one interaction between the sample and the usually weak THz
pulse. This results in a more intense signal compared to the schemes which employ
two interactions between the sample and the THz electromagnetic field. Also, using
the VIS pulse produces a signal at visible frequencies (600–700 nm), where very
sensitive detectors are available.

Our experimental 2DTIRV setup is shown schematically in Fig. 9.3. The output of
an amplified femtosecond Ti:Sapphire laser with 1 kHz repetition rate and a central
wavelength of 800 nm (60 nm full width at half maximum, FWHM) is split into beam
1 (≈1mJ/pulse), 2 (≈0.4mJ/pulse) and 3 (≈1mJ/pulse) to generate the IR, VIS and
THz pulses, respectively.

Beam 1 pumps a TOPAS (traveling-wave optical parametric amplifier) system,
which generates a broadband IR beam (∼400 cm−1 FWHM) with a tunable center
frequency. The center frequency of the IR is tuned in resonance with the HFMs of
the sample. To produce the VIS beam, we spectrally narrow beam 2 to ∼30 cm−1

FWHM by passing it through a Fabry-Pérot interferometer (FPI). We combine the
IR and the VIS beams using a beam combiner (BC) and focus them using a 20 cm
CaF2 lens (L1). For our measurements, we use an optical configuration in which the
focus of the IR beam is at the sample, and the VIS beam is focused 1.5 cm in front
of the sample. We use beam 3 to generate the broadband THz pulse by two-color
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|e

THz

IR

VIS signal

t

IR

VIS spectrometer

CCD
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THz
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|

Fig. 9.2 a Energy level diagram for the four-wave mixing light-matter interactions used in 2D
TIRV spectroscopy. b Scheme of 2D TIRV spectroscopy demonstrating the electromagnetic pulses
used in the four-wave mixing and detection of the signal
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Fig. 9.3 Layout of the setup for 2D TIRV spectroscopy. The setup consists of the following optical
and optomechanical components: beam combiner (BC); beam splitter (BS), protected gold-coated
mirrors (M1,M2, andM3); lens (1); parabolic mirror (PM); delay stage (DS); THz polarizer (P1);
optical polarizer (P2); Fabry-Pérot interferometer (FPI); spectrometer and detector (CCD camera)

femtosecond laser mixing in gas plasma [10–12]. To this end, we focus beam 3 in
air using a lens ( f = 20 cm). The focused femtosecond pulse produces air plasma.
About 5 cm before the focus we install a 100µm thick beta barium borate (β-BBO)
crystal on the beampathway to generate the secondharmonic of thepulse 3.Mixing of
the ultrafast 800 nm and 400 nm electromagnetic fields in the air plasma results in the
emission of a coherent and spectrally broad THz pulse (20−450 cm−1/0.6−13THz).
The THz pulse is focused at the sample by the parabolic mirror (PM), and spatially
overlapped with the IR and VIS beams. An optical delay stage (DS) allows to control
the temporal delay between the terahertz pulse and the IR/VIS pulse pair.

Four-wave mixing (FWM) of the THz, IR and VIS electromagnetic fields in the
sample generates a signal at visible frequencies (ωV I S +ωI R ±ωT Hz). For 2D TIRV
spectroscopy we measure the electric field of the signal, rather than its intensity.
To this end, we use heterodyne detection by mixing the signal field with the local
oscillator (LO) field. The latter is produced by sum-frequency generation of the IR
and VIS pulses at the mirrors M1 and M2 (Fig. 9.3). The signal and the LO are
aligned to the spectrometer, and a spectrally resolved interference of these two fields
is measured by a CCD camera.

A 2D TIRV spectrum has the frequency axes ω1 and ω2. As explained in detail
in the next section, the ω2 frequencies are associated with the HFM resonances and
the ω1 frequencies reflect the LFM resonances in the sample. To derive the ω2 axis
we subtract the frequency of the VIS pulse from the frequency of the signal, which
is given by the spectrometer. The ω1 axis is obtained by the time-domain approach.
For this, we measure the signal field (interference between the signal and LO) for
different time delays t between the THz pulse and the IR/VIS pulse pair.
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Fig. 9.4 2D TIRV data for the model sample—a CaF2 crystal. a The time-domain 2D TIRV data is
given by the interference between the signal and the local oscillator at different time delays t . b The
absolute-value 2D TIRV spectrum is obtained by a Fourier transform of the time-domain data of
(a)

The working principle underlying 2D TIRV spectroscopy can be nicely demon-
strated by a CaF2 model sample. In the CaF2 crystal, the short THz pulse coherently
excites phonon modes. The evolution of the excited phonon polarization is probed at
varying time delays t by the IR/VIS pulse pair, as shown in Fig. 9.4a. The 2D TIRV
spectrum can be derived from the time-domain data by Fourier transforming along
the time axis t (for each ω2 frequency), to obtain the ω1 frequencies.

As shown in Fig. 9.4b, the absolute-value 2D TIRV spectrum of CaF2 has one
peak. Location and linewidth of this peak along the ω1 axis are determined by,
respectively, the frequency (67 cm−1) and lifetime (∼3 ps) of the excited phonon
coherence. Because the interaction with the IR field is non-resonant for CaF2, the
location and linewidth of the peak along the ω2 axis are determined by the central
frequency and bandwidth of the IR pulse, respectively.

9.3 Theoretical Formalism

In optical spectroscopies, molecular properties determine the linear and non-linear
response functions S(1) and S(n), respectively. Deducing molecular properties from
the experimental spectra requires, first of all, knowledge of the relationship between
the signal measured by the detector and the corresponding response function of
a sample. The same is true also for 2D TIRV spectroscopy, for which we need to
determine how the signal at the detector relates to the third-order non-linear response
function S(3) of the material. In the present section, we derive this relationship and
illustrate it with a few theoretical model examples.

The electric field E (3) of the 2D TIRV signal is emitted by a sample after three
interactions with the three relevant electromagnetic fields: one with the THz, one
with the IR and one with the VIS pulse. The signal field is proportional to the third-
order non-linear polarization generated by the material-light interactions. Thus, by
employing the frequency domain formalism for the third-order nonlinear response
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function ((5.32) in [13]) we obtain the signal field for a time delay τ of the THz
pulse:

E (3)(t, τ ) ∝
˚

dω1dω2dω3S
(3)(ω1 + ω2 + ω3, ω1

+ω2, ω1) ETHz(ω1)e
−iω1τ EIR(ω2)EVIS(ω3)e

−iωs t , (9.1)

where t is the time; frequency ωs = ω1 +ω2 +ω3; ETHz(ω1), EIR(ω2) and EVIS(ω3)

are electric fields of the THz, IR and VIS pulses at the frequencies ω1, ω2 and
ω3, respectively. We note that the integration in (9.1) is performed from −∞ to
+∞, i.e. the frequencies take on both negative and positive values. In (9.1) the field
E (3) changes with the time t and depends parametrically on the time delay τ : the
time-dependent field is calculated for each delay time τ . In our experiment we use
a local oscillator (LO) for the heterodyne detection of the signal. Thus, the total
electromagnetic wave after the sample is:

E tot(t, τ ) = ELO(t) + E (3)(t, τ ) ∝ ELO(t)+
˚

dω1dω2dω3S
(3)(ω1 + ω2 + ω3, ω1 + ω2, ω1)

ETHz(ω1)e
−iω1τ EIR(ω2)EVIS(ω3)e

−iωs t , (9.2)

where ELO(t) is the electric field of the local oscillator. These combined fields are
guided to the spectrometer, where they are dispersed by the grating. This dispersion
is mathematically described by a Fourier transform of the field E tot(t, τ ) over time
t :

E tot
(
�

′
3, τ

)
= FT

[
ELO(t) + E (3)(t, τ )

] ∝ ELO

(
�

′
3

)
+ E (3)

(
�

′
3, τ

)

= ELO

(
�

′
3

)

+
˚

dω1dω2dω3S
(3)(ω1 + ω2 + ω3, ω1 + ω2, ω1)

ETHz(ω1)e
−iω1τ EIR(ω2)EVIS(ω3)δ

(
�

′
3 − ωs

)
, (9.3)

where ELO
(
�

′
3

)
is the electric field of the LO at frequency �

′
3 and δ is the Dirac

delta function. The frequency�
′
3 in (9.3) can have both positive and negative values.

After the grating, spectral components of light at +�
′
3 and −�

′
3 travel in the same

direction. This co-propagation of spectral components at frequencies with opposite
sign ensures that the electromagnetic field is a real-valued function of space and
time coordinates. The signal intensity A measured by the square-law detector (CCD
camera) for the detection frequency �3 ≥ 0 and integrated over accumulation time
period T is given by:

A(�3, τ ) ∝ ∫
T
dt

[
E tot(�3, τ )e−i�3t + E tot(−�3, τ )ei�3t

]2
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= ∫
T
dt

[
E (3)(�3, τ )e−i�3t + E (3)(−�3, τ )ei�3t

+ ELO(�3)e
−i�3t + ELO(−�3)e

i�3t
]2

. (9.4)

By squaring the term under the integral, neglecting terms oscillating at
very high frequency (∼2�3) and subtracting the homodyne terms of the form
E (3)(�3, τ )E (3)(−�3, τ ) and ELO(�3)ELO(−�3) we obtain the heterodyne-
detected part B of the measured signal (B represents the interference between the
signal field and the LO):

B(�3, τ ) ∝ E (3)(�3, τ )ELO(−�3) + E (3)(−�3, τ )ELO(�3). (9.5)

The heterodyne-detected signal depends parametrically on the time delay τ of the
THz pulse. In the experiment, this dependence appears in the time-domain 2D TIRV
data. In order to obtain the 2DTIRVspectrum�(�3,�1) as a function of the detection
frequency �3 and the THz frequency �1 we Fourier transform B(�3, τ ) over τ :

�(�3,�1) = FT[B(�3, τ )]

∝ FT[E (3)(�3, τ )]ELO(−�3) + FT[E (3)(−�3, τ )]ELO(�3)

= E (3)(�3,�1)ELO(−� 3) + E (3)(−�3,�1)ELO(�3). (9.6)

Using (9.3) we obtain for E (3)(�3,�1):

E (3)(�3,�1) =FT[E (3)(�3, τ )]
∝

˚
dω1dω2dω3S

(3)(ω1 + ω2 + ω3, ω1 + ω2, ω1)

ETHz(ω1)δ(�1 − ω1)EIR(ω2)EVIS(ω3)δ(�3 − ωs). (9.7)

In the experiment, we use a narrowband VIS pulse with the frequency �VIS. Note
that �VIS is a parameter rather than a variable, and we assume �VIS > 0. Thus, we
approximate the VIS spectrum by a delta function:

EVIS(ω3) = δ(�VIS − ω3) + δ(�VIS + ω3). (9.8)

By substituting (9.8) into (9.7) and performing the integration, we obtain:

E (3)(�3,�1) ∝ S(3)(�3,�3 − �VIS,�1)ETHz(�1)EIR(�3 − �VIS − �1)

+ S(3)(�3,�3 + �VIS,�1)ETHz(�1)EIR(�3 + �VIS − �1).

(9.9)

Because in our experiment the THz frequency �1 � �3 + �VIS, the fre-
quency �3 + �VIS − �1 is beyond the bandwidth of the IR pulse. Thus,
EIR(�3 + �VIS − �1) = 0 and the second term in (9.9) vanishes. Similarly, for
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E (3)(−�3,�1) we obtain:

E (3)(−�3,�1) ∝ S(3)(−�3,−�3 + �VIS,�1)ETHz(�1)EIR(−�3 + �VIS − �1).

(9.10)

By substituting (9.10) and (9.9) into (9.6) we obtain for the 2D TIRV spectrum:

�(�3, �1) ∝ S(3)(�3, �3 − �VIS, �1)ETHz(�1)EIR(�3 − �VIS − �1)ELO(−�3)

+ S(3)(−�3,−�3 + �VIS, �1)ETHz(�1)EIR(−�3 + �VIS − �1)ELO(�3).

(9.11)

For the sake of convenience, we introduce the frequency �2 = �3 −�VIS, which
is in the IR frequency range, to write (9.11) in the alternative form:

�(�2 + �VIS, �1) ∝ S(3)(�2 + �VIS, �2, �1)ETHz(�1)EIR(�2 − �1)ELO(−�2 − �VIS)

+ S(3)(−�2 − �VIS,−�2, �1)ETHz(�1)EIR(−�2 − �1)ELO(�2 + �VIS).

(9.12)

Thus, in the experiment, the 2D TIRV spectrum is given by the product of the
spectrum of the third-order nonlinear response function S(3) with the spectra ETHz

and EIR of the laser pulses. From (9.12) it follows that�1 and�2 are the frequencies
of the coherences excited in the sample after interaction with the THz and the IR
pulses, respectively. Because the VIS pulse is narrowband with frequency �VIS, it
is convenient and more informative to plot the 2D TIRV spectrum �(�3,�1) as a
function of the �1 and �2 frequencies, i.e., �(�2,�1) by subtracting �VIS from the
detection frequency �3. The advantage of doing so is that the �2 frequencies reflect
the HFMs resonances of the sample.

Equation 9.12 shows that the 2D TIRV spectra in our experiment are produced
by the sum of the S(3) spectra in the two quadrants, (�2,�1) and (−�2,�1). This
is due to the utilization of the spectrometer to measure the second frequency axis
and is analogous to the summation of the rephasing and non-rephasing spectra in the
2D IR spectroscopy employing the pump-probe geometry and a spectrometer.

Let us next consider the spectrum of the response function S(3) for a simple
model of two coupled modes, one LFM and one HFM (Fig. 9.5). Figure 9.6 shows
four different Liouville excitation pathways for this model. In diagrams I and II, the
interactions with the THz, IR and VIS fields are all on the ket side of the density
matrix. Thus, these diagrams represent the sum-frequency generation between all the
three beams (first and second terms in (9.12) for �1 > 0 and �1 < 0, respectively).
The first two diagrams are distinct in the following manner:

• In diagram I, the interactions with the THz and IR fields excite the LFM andHFM,
respectively. These excitations are one-quantum transitions, i.e. they change only
one vibrational quantum number of the sample at a time. In contrast, at either
transition to the excited electronic state |e 〉 induced by theVISpulse or at the signal
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Fig. 9.5 Energy level diagram for the two interacting low-frequency (|1〉LFM ) and high-frequency
(|1〉HFM ) vibrational states. Generally speaking, the transition to the electronically excited state
|e〉 can be resonant or non-resonant. In the latter case, the state |e〉 is usually called a virtual state
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Fig. 9.6 Liouville excitation pathways for the 2D TIRV spectroscopy of the model in Fig. 9.5.
Interactions with the laser fields are indicated by black circles. The diagrams I and II (III and IV)
correspond to the ωVIS + ωIR + ωTHz (ωVIS + ωIR − ωTHz) four-wave mixing
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emission the sample undergoes a two-quantum transition [7]. This two-quantum
transition changes both LFM and HFM quantum numbers simultaneously.

• In diagram II, the interaction with the THz pulse excites the LFMmode. The two-
quantum transition takes place at the interaction with the IR pulse, which excites
the HFM and simultaneously quenches the LFM. The subsequent interaction with
the VIS pulse and the signal emission are both one-quantum transitions.

In diagrams III and IV, the interaction with the THz field occurs on the bra side
of the density matrix, and the interactions with the IR and VIS fields are on the ket
side. Thus, these diagrams represent signal generation at the sum frequency of the
IR and VIS pulses minus frequency of the THz pulse.

• Similar to diagram I, in diagram III, the interactions with the THz and IR fields
excite the LFM andHFM, and the two-quantum transition occurs at the interaction
with the VIS pulse as well as for the emission of the signal field.

• Similar to diagram II, in diagram IV, the THz pulse excites the LFM and the IR
pulse induces the two-quantum transition—it simultaneously excites the HFM and
the LFM on the ket side of the density matrix. Both the interaction with the VIS
pulse and the signal emission proceed via one-quantum transitions.

For all four diagrams in Fig. 9.6 there are complex-conjugate pathways, which
can be obtained by changing all interactions from the ket to the bra side of the density
matrix and vice versa. Because at least one of the transitions involves a simultaneous
change of the vibrational quantum numbers for the HFM and LFM, the 2D TIRV
signal requires a coupling between these modes [7, 8]. The coupling can originate
from either the mechanical and/or electrical anharmonicity between the vibrations
[14].

In our model, we assume the fast modulation (homogeneous) limit for
the frequency fluctuation correlation function [6]. The temporal evolution of
the LFM coherence |ρ(t) �LFM with the initial conditions |ρ(0) �LFM =
|1〉LFM|0〉HFMLFM〈0|HFM〈0| is given by:

|ρ(t) �LFM = exp

(
−i

ELFM

�
t − 1

TLFM
t

)
|ρ(0) �LFM,

where TLFM is the LFM coherence lifetime and ELFM is the energy of the LFM.
Similarly, for the HFM coherence with the initial conditions |ρ(0) �HFM =
|0〉LFM|1〉HFMLFM〈0|HFM〈0|:

|ρ(t) �HFM = exp

(
−i

EHFM

�
t − 1

THFM
t

)
|ρ(0) �HFM,

where THFM is the HFM coherence lifetime and EHFM is the energy of the HFM.
For the coherence |ρ(t) �e in the electronically excited state |e〉 we assume that the
time dependence can be described by:
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|ρ(t) �e = exp

(
−i

Ee

�
t − 1

Te
t

)
|ρ(0) �e,

whereTe is the electronic coherence lifetime, Ee is the energy of the excited electronic
state |e〉 and |ρ(0) �e is the initial condition for the electronic coherence.

We assume that the two-quantum transition occurs at the interaction with the IR
pulse. Thus the Liouville excitation pathways a given by the diagrams II and IV
in Fig. 9.6. Using the equations above, we can write for the response function in
diagram II:

S(3)
II (t3, t2, t1) =

(
i

�

)3

μ1μ2μ3μ4exp

(
−i

Ee

�
t3 − 1

Te
t3

)

exp

(
−i

EHFM

�
t2 − 1

THFM
t2

)
exp

(
−i

ELFM

�
t1 − 1

TLFM
t1

)
(13)

where μ1, μ2, μ3 and μ4 are the transition dipole moments for the THz, IR, VIS
excitations and the signal emission, respectively. Figure 9.7 shows the spectrum
S(3)
II (�2,�1). For this simulation, we have assumed non-resonant conditions for the

electronic transition
(

Ee
�

− 1
Te

� �3 = �2 + �VIS

)
and use the following param-

eters: ELFM
�

= 50 cm−1, TLFM = 300fs, EHFM
�

= 3000 cm−1, THFM = 150 fs. The

spectrum S(3)
II (�2,�1) has a maximum in the first quadrant, i.e., when �1 > 0 and

�2 > 0. Similarly, we can calculate the spectrum S(3)
IV (�2,�1), which has a maxi-

mum in the second quadrant, i.e., for �1 < 0 and �2 > 0. The third and the fourth

quadrants are dominated by the complex conjugate responses
(
S(3)
II (�2,�1)

)∗
and(

S(3)
IV (�2,�1)

)∗
, respectively.

By taking into account S(3)
II (�2,�1), S(3)

IV (�2,�1),
(
S(3)
II (�2,�1)

)∗
,(

S(3)
IV (�2,�1)

)∗
and assuming infinitely broad spectra for the THz, IR and

Fig. 9.7 Real- (a), imaginary- (b), and absolute-value (c) spectra for the third order non-linear
response function S(3)

II (�2, �1) for the model of two coupled LFM and HFM oscillators. The LFM
oscillator has a frequency of 50 cm−1 and decay time of 300 fs. The HFM oscillator has a frequency
of 3000 cm−1 and a decay time of 150 fs
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Fig. 9.8 Real- (a), imaginary (b) and absolute-value (c) spectra �(�2, �1) for the model of two
coupled LFM and HFM oscillators. The LFM and HFM oscillators have frequencies (lifetimes) of
50 cm−1(300 fs) and 3000 cm−1 (150 fs), respectively

LO pulses, we can calculate �(�2,�1) using (9.11) (Fig. 9.8). Note that in

the spectrum �(�2,�1) the responses in the first
(
S(3)
II (�2,�1)

)
and fourth(

S(3)
IV (�2,�1)

)∗
quadrants add up destructively the central frequency of the HFM

and produce a nodal line.

9.4 Application: Vibrational Coupling in Water

In liquid water, hydrogen bonding between the molecules arranges them into a short-
lived (about 1 ps lifetime) local tetrahedral structure where each molecule donates
and accepts, on average, about 3.6 hydrogen bonds [15, 16]. The intermolecular
distances and relative orientations of the molecules in the local structure fluctuate on
sub-picosecond time-scales [17–19]. These fluctuations constitute the low-frequency
intermolecular vibrationalmodes of neatwater. Thefluctuations of the hydrogenbond
network affect the high-frequency intramolecular vibrations of the water molecules.
The intramolecularO–H stretch vibration is particularly sensitive to the configuration
of the hydrogen bond network. The frequency and transition dipole moment of this
HFM have, respectively, inverse and direct relationship with the strength of the
electric field along the O–H bond, which is created by neighboring molecules [20,
21]. Thus, fluctuations of the hydrogen bond network caused by the LFMs perturb the
O–H stretch vibration and give rise to the coupling between the LFMs and HFMs in
liquid water. Recently, a growing number of studies point to a strongmixing between
the LFMs and O–H stretch modes, implying an active role of such mixed states in
the chemistry of water [22–24].

We use 2DTIRV spectroscopy to directlymeasure the coupling between the water
LFMs and theO–H stretch vibration [25]. In this study,we focus on the 20−450 cm−1

spectral range for the intermolecular vibrations, which comprises mainly the hydro-
gen bond stretch (≈180 cm−1) and bending (≈60 cm−1) modes. Figure 9.9 shows
the absolute-value 2D TIRV spectra for different isotope dilutions of H2O in D2O.
The spectra for the 5% and 20% H/D ratio are similar and have one dominating
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Fig. 9.9 Absolute-value 2D TIRV spectra for a 5% H/D, b 20% H/D, c 50% H/D and d 100%
H2O samples

peak. This peak is centered at ω1 ≈ 100 cm−1, ω2 ≈ 3415 cm−1 for the 5% sample
and shifts to the slightly lower ω2 (ω2 ≈ 3370 cm−1) with an increase of the pro-
ton concentration to 20%. But when the proton concentration increases further, to
50 and 100%, the line shape of the 2D TIRV spectrum changes substantially. This
change is characterized by a significant broadening of the response to the lower ω2

frequencies and the appearance of a nodal line at ω2 ≈ 3270 cm−1. Because the
spectrum of the water LFMs in the 20−450 cm−1 frequency range changes only
slightly with the change of the H/D ratio, the variation of the 2D TIRV spectrum is
due to the new character of the O–H stretch vibration. This variation is caused by
two different phenomena: (1) Fermi resonance between the O–H stretch and H–O–H
bending modes; (2) excitonic intermolecular delocalization of the O–H stretch vibra-
tion. The excitonic delocalization stems from the increasing coupling between the
O–H stretch oscillators with increasing proton concentration because of the higher
concentration of the OH groups and the resulting smaller average distance between
OH groups. The 5% H/D sample contains ~90% of D2O molecules, 9.5% of HOD
and 0.0025% of H2O molecules. For this sample, the majority of the OH groups are
separated and decoupled by D2Omolecules. Thus, the 2D TIRV spectrum for the 5%
H/D sample reflects a vibrational coupling for the isolated O–H stretch oscillator.
With increasing proton concentration, the average distance between the oscillators
decreases—note that neighboring OH groups can be located in the same molecule
(H2O) or in the adjacent HOD/H2O molecules. The shorter distances result in an
increased coupling between the oscillators and an increased average intra- and inter-
molecular delocalization of the vibration. In addition to the coupling between the
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O–H stretch oscillators, H2O molecules have a Fermi resonance between the O–H
stretch and the second excited H–O–H bending state. Increasing concentration of the
H2O species enhances the signal from the mixed stretch-bending states. As a result,
the change of the 2D TIRV response can be linked to the appearance of the Fermi
resonance and the formation of the vibrational exciton.

A comparison of the experimental 2D TIRV spectra and classical molecular
dynamics simulations shows that the broadening of the spectrum to the lower ω2

frequencies in H2O is due to the stronger coupling between the LFMs and the red-
shifted O–H stretch modes at ∼3250 cm−1. At the same time, the spectrum of the
LFMs coupledwith theO–H stretch oscillator is insensitive to the vibrational delocal-
ization and Fermi resonance of the latter. Both isolated and delocalized O–H stretch
are predominantly coupled with the broad spectrum of LFMs in the 50−250 cm−1

frequency range, which can be assigned to the hydrogen bond bending (≈60 cm−1)
and stretching (≈180 cm−1) modes.

9.5 Application: Vibrational Coupling in Hybrid Perovskite

The outstanding photovoltaic performance of the perovskite semiconductors has
attracted substantial attention, not only for improved devices, but also for the under-
standing of the fundamental physical properties of these promising materials. In
particular, it is intriguing how different degrees of freedom, electronic and nuclear,
interplay and influence diverse photophysical properties, such as charge transport,
recombination, and hot-carrier relaxation [26]. In this regard, the loosely bound
organic molecules inside the inorganic cage of hybrid perovskite are believed to play
a substantial role. Although the main discussion in the literature has focused on the
direct interaction of the molecular dipole moment with the charge carriers, the vibra-
tional coupling between the organic and inorganic sub-lattices is expected to have
an indirect influence on the electronic properties of perovskites.

The low-frequency vibrations in perovskites are the phonon modes of this crys-
talline material. Previous studies have identified a plethora of the perovskite phonon
modes, with energies in the range of 0−150 cm−1 [27, 28]. In fact, the 0−60 cm−1

frequency range in the infrared absorption and Raman spectra of these materials is
dominated by the phonons of the inorganic sub-lattice. Vibrations of the perovskite
organic sub-lattice are those of the organic ions embedded into the inorganic cage.
Some of these molecular motions are collective LFMs with relatively low frequen-
cies,∼60−150 cm−1. Alongside the collective LFMs, the organic ions have localized
HFMs, which are specific to the chemical groups composing the ion. For example,
methylammonium and formamidinium ions have N–H stretch modes with energies
of ∼3100−3450 cm−1. A coupling between organic HFMs and inorganic phonons
can generate mixed states with relatively high energy and low quantum numbers.
Such mixed states can provide additional pathways for the electronic energy relax-
ation, via strong coupling between the phonon moiety and the excited electronic
states [29].
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2D TIRV spectroscopy enables a direct measurement of the coupling between
the organic HFMs and inorganic LFMs in hybrid perovskites [30]. Figure 9.10
shows experimental spectra for the two prototypical samples, methylammonium
lead triiodide (MAPbI3) and mixed formamidinium methylammonium lead triio-
dide (FA0.8MA0.2PbI3). The spectrum of MAPbI3 has a single peak centered at
ω1 = 35 cm−1, ω2 = 3135 cm−1, which reflects the coupling between the sym-
metric and asymmetric N–H stretch vibrations of the MA+ on the one hand and the
phonon mode on the other. Replacing MA+ by the FA+ results in a change of the 2D
TIRV line shape along both the ω1 and ω2 axes. The change of the spectral profile
along the ω2 axis is in accordance with the difference of the N–H stretch absorption
spectra for FA+ and MA+. However, the spectral change along the ω1 axis is in sharp
contrast to the almost identical phonon modes in the two types of perovskite. This
indicates that the coupling between the N–H stretch mode and the phonons depend
not only on the existing phonon vibrations, but also on the structure of the organic
cation.

Fig. 9.10 Absolute-value measured 2D TIRV spectra for a MAPbI3 and b FA0.8MA0.2PbI3
perovskite semiconductors. Absolute-value simulated 2D TIRV spectra for c MAPbI3 and
d FA0.8MA0.2PbI3
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The comparison of themeasured spectra with the simplemodel calculations based
on (9.12) and (9.13) allows a better insight into the frequencies of the phonons
coupled with the N–H stretch oscillator. The experimental data for MA+ can be
reproduced by assuming a coupling with the phonon mode centered at 32 cm−1

(Fig. 9.10c). Reproducing the spectrum for FA+ requires out-of-phase coupling with
the two-phonon modes, at 32 cm−1 and 45 cm−1, respectively (Fig. 9.10d). This
simple analysis indicates that for both MA+ and FA+ the phonons coupled with the
N–H stretch vibration are the octahedral distortion modes of the inorganic PB-I cage.

9.6 Outlook

The development of the two-dimensional optical spectroscopy techniques in the
infrared and visible spectral ranges has allowed an insight into the couplings and
correlations for nuclear and electronic degrees of freedom with frequencies above
∼1000 cm−1. This fresh and unique view proved to be highly fruitful and yielded
improved models of structure and dynamics for a variety of systems in chemistry,
biology and materials science. 2D TIRV spectroscopy enables the advantages of
the 2D spectroscopy methods for the low-frequency, thermally particular relevant,
energy range. The two systems considered in this chapter—water and perovskite
semiconductor—demonstrate the use of this new tool in the research of materials
as diverse as liquids and solids. The water study illustrates the application of 2D
TIRV spectroscopy to investigate collective vibrations in complex samples which
are composed of mixtures of distinct chemical substances—the problem that is par-
ticularly challenging to tackle using the far-infrared linear absorption spectroscopy.
We believe that in the future, these unique capabilities will promote the use of 2D
TIRV spectroscopy in a variety of research fields, enabling new exciting insights into
the physical nature of the low-frequency molecular motions and their role in many
types of physical and chemical phenomena.
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Chapter 10
Ultrafast Vibrational Dynamics
at Aqueous Interfaces Studied by 2D
Heterodyne-Detected Vibrational Sum
Frequency Generation Spectroscopy

Ken-ichi Inoue, Satoshi Nihonyanagi and Tahei Tahara

Abstract In this article, we review our recent studies on the ultrafast vibrational
dynamics at aqueous interfaces carried out with two-dimensional (2D) heterodyne-
detected vibrational sum frequency generation (HD-VSFG) spectroscopy. Compared
to the wealth of knowledge about bulk water, molecular-level understanding of
interfacial water is still poor due to the technical difficulty in selectively observing
molecules at the interfaces. HD-VSFG spectroscopy is based on the second-order
optical process and thus intrinsically interface-selective. 2DHD-VSFG spectroscopy
is its extension to the time-resolved measurement, and it is an interfacial analog of
2D IR spectroscopy which has been extensively utilized for bulk studies. This novel
interface-selective ultrafast spectroscopy has enabled us to investigate ultrafast vibra-
tional dynamics at aqueous interfaces at the high level equivalent to the bulk studies.
We describe the principle and instrumentation of 2DHD-VSFG spectroscopy as well
as several selected examples of 2DHD-VSFG studies that provided new insights into
aqueous interfaces. At the air/neat water interface, 2DHD-VSFG indicated high sim-
ilarity of hydrogen-bonded OH of interfacial water to that of bulk water while unique
non-hydrogen bonded OH is present at the interface. At the charged surfactant/water
interfaces, 2D HD-VSFG enabled us to clearly observe ultrafast spectral diffusion
in the OH stretch band and demonstrated the importance of isotopic dilution for
unambiguous observation of vibrational dynamics. At model membrane lipid/water
interfaces, it was found that the hydrogen-bonded dynamics is greatly affected by
the interaction between the interfacial water and the head group of the lipids and
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that the effects of coexisting head groups cannot simply be summed up but they are
highly cooperative.

10.1 Introduction

Water at interfaces plays essential roles in providing unique environments in life and
many other fundamental processes. The unique properties of the water interfaces
arise from the sudden truncation of the three-dimensional hydrogen-bond network
that is formed among water molecules. Because the hydrogen-bond network is not
static but highly dynamic [1], elucidation of the dynamic property of interfacial water
is essential for understanding aqueous interfaces.

Although ultrafast vibrational dynamics of bulk water has been extensively stud-
ied using a variety of spectroscopic methods such as time-resolved (TR-) IR and
two-dimensional (2D) IR spectroscopies, ultrafast vibrational dynamics of water
at interfaces has not been well elucidated because of the technical difficulty in
selectively observing dynamics at the liquid interfaces. Recently, interface-selective
phase- and time-resolved spectroscopic methods have been developed by combining
multiplex heterodyne-detected vibrational sum frequency generation (HD-VSFG)
spectroscopy [2, 3] and the pump-probe technique. These novel ultrafast spectro-
scopies, which are called TR- and 2D HD-VSFG spectroscopies, are interfacial
analogue of TR-IR and 2D IR spectroscopies, respectively. TR- and 2D HD-VSFG
spectroscopies are very powerful tools to study ultrafast vibrational dynamics of
interfaces. Application of these new ultrafast spectroscopies have begun for study-
ing the hydrogen-bond dynamics of water at aqueous interfaces and revealed the
unique property of interfacial water [4].

In this review, we describe the detail of 2D HD-VSFG spectroscopy (Sect. 10.2)
and their applications to the ultrafast vibrational dynamics of aqueous interfaces
(Sect. 10.3).

10.2 Principle and Instrumentation of 2D HD-VSFG
Spectroscopy

10.2.1 Principle

Vibrational sum frequency generation (VSFG) spectroscopy is based on the second-
order nonlinear optical process and hence is intrinsically interface-selective. In con-
ventional VSFG spectroscopy, the intensity of the SFG light is detected, which is
called homodyne detection [5]. In this homodyne measurement, the detected VSFG
signal is proportional to the square of second-order nonlinear susceptibility (|χ (2)|2)
because the light intensity is proportional to the square of the electric field. Unfortu-
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nately, the |χ (2)|2 spectra are often heavily distorted due to the interference between
resonant peak(s) and non-resonant background. Furthermore, the |χ (2)|2 spectra lack
the sign of χ (2) which contains information about the up/down orientation of the
interfacial molecule. Because of these problems, the true spectral response of the
interfaces is obscured in the homodyne VSFG spectra, and it is difficult to properly
interpret SFG spectra in many cases [6].

To overcome the drawbacks of conventional homodyne-detected VSFG spec-
troscopy, heterodyne-detected VSFG spectroscopy was developed, in which inter-
ference between the VSFG signal and a local oscillator (LO) is measured to obtain
complex χ (2) spectra [7, 8]. In particular, the obtained imaginary part of the χ (2)

(Imχ (2)) spectra represent absorptive line shapes, in analogy with those in the linear
absorption spectra which correspond to the imaginary part of linear susceptibility
(Imχ (1)). Furthermore, the sign of an Imχ (2) spectrum provides direct information
of the up/down orientation of interfacial molecules. These marked advantages of
HD-VSFG have enabled us to obtain various new insights into the steady-state (time-
averaged) properties of water at the interfaces [2, 3].

Since VSFG measurements are performed with femtosecond and/or picosecond
visible (ω1) and IR (ω2) pulses, they can be straightforwardly extended to time-
resolved measurements by introducing an additional pump (ωpump) pulse which
excites the sample [9–11]. This TR-VSFG spectroscopy opens a door to investi-
gate ultrafast dynamics at interfaces. However, TR-VSFG with homodyne detection
measures the pump-induced intensity change of the VSFG signal which corresponds
to the change of the square of second-order nonlinear susceptibility (�|χ (2)|2),

�
∣
∣χ(2)

∣
∣
2 = ∣

∣χ(2) + �χ(2)
∣
∣
2 − ∣

∣χ(2)
∣
∣
2

= χ(2)�χ(2)∗ + χ(2)∗�χ(2) + ∣
∣�χ(2)

∣
∣
2
. (10.1)

Obviously, the observed time-resolved spectra have no straightforward physical
meaning. In fact, the signal is dominated by the cross-terms between steady-state
and transient components in usual cases of χ(2) > �χ(2). Thus, it is very difficult
to derive relevant information from time-resolved VSFG spectra that are measured
with homodyne detection.

In contrast, the pump-induced change in the Imχ (2) (�Imχ (2)) spectrum is directly
obtained in TR-HD-VSFGmeasurements as the difference between the spectra mea-
sured with and without the pump pulse,

�Imχ(2) = (

Imχ(2) + �Imχ(2)
) − Imχ(2). (10.2)

�Imχ (2) spectrum can be interpreted as we do for the bulk transient absorption
spectra which correspond to �Imχ (1) (χ (1): linear susceptibility). Furthermore, the
measurements of theωpump frequency dependence of the�Imχ (2) spectra provide 2D
HD-VSFG spectrum [12]. 2D HD-VSFG is interfacial analog of 2D IR spectroscopy
which is considered one of the most advanced ultrafast spectroscopies in the bulk
study [13].
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10.2.2 Instrumentation

Figure 10.1 shows the schematic of one of the 2DHD-VSFG setups developed in our
laboratory [14]. This setup is based on a combination of the narrowed IR pump and
broadband HD-VSFG probe. (This is analogous to the early 2D IR spectroscopy
developed by Hamm et al. [15]). The light source is a Ti:sapphire regenerative
amplifier (pulse energy: 5.0 mJ, repetition rate: 1 kHz, pulse width: 80 fs, center
wavelength: 795 nm, bandwidth: 22 nm) seeded by a femtosecond Ti:sapphire oscil-
lator. The output from the regenerative amplifier is separated into three, and they are
converted into narrow-band visible (ω1), broadband IR (ω2) and IR pump (ωpump)
pulses. The ω1 pulse is centered at 795 nm, and the bandwidth is as narrow as 1.5 nm
(24 cm−1). The ω2 pulse is generated by an optical parametric amplifier (OPA) with

Fig. 10.1 Schematic of a
setup for 2D HD-VSFG
spectroscopy. a Light source.
b Optical configuration for
HD-VSFG. Reprinted with
permission from [14].
Copyright 2015 American
Institute of Physics
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a collinear difference frequency generation (DFG). The broadband ω2 (bandwidth:
~300 cm−1) covers the whole OH stretch region without scanning the ω2 frequency,
and the multiplex HD-VSFG probe is achieved with the ω1 and ω2 pulses. The ωpump

pulse is generated by DFG between the frequency-doubled idler from OPA and the
remaining fundamental output from Ti:sapphire regenerative amplifier. By using a 3-
mm thick potassium titanyl phosphate (KTP) crystal for the DFG process, the ωpump

pulse having a relatively narrow bandwidth (~120 cm−1) is generated with the pulse
energy as high as 35 μJ. The center frequency of the ωpump pulse is tuned by the
rotation of the KTP crystal while the pulse energy is kept constant by adjusting the
power of the fundamental beam with a variable neutral density filter.

In the heterodyne scheme adopted in this setup (Fig. 10.1b), LO is first generated
from a thin y-cut quartz crystal (thickness: 10 μm) with a transmission geometry.
After only the LO pulse passes through a 2-mm thick silica plate for generation
of a time delay (~3.3 ps) from the other two pulses, the ω1 and ω2 and LO pulses
are refocused by a concave mirror on the sample surface. Then, the VSFG signal
generated from the sample and theLOpulse reflected at the sample surface collinearly
propagate and are introduced to a polychromator in which they are dispersed and
temporally stretched to produce interference fringes in the frequency domain. The
interference fringes are finally recorded with a liquid-nitrogen-cooled CCD.

The procedure to obtain a complex χ (2) spectrum from the raw data has been
described in detail elsewhere [7, 16]. Briefly, the raw data measured with CCD
corresponds to the intensity of the total electric field Etotal (= ESFG + ELO), which is
represented as,

|Etotal|2 = |ESFG|2 + |ELO|2 + ESFGE
∗
LO + E∗

SFGELO. (10.3)

This frequency domain data is inversely Fourier transformed to the time domain, and
the third term in the right-hand side of (10.3) is extracted by using a filter function.
The extracted third term is then Fourier transformed back to the frequency domain.
For calibrating the phase and amplitude of the data, a material with a known phase
(such as z-cut quartz) is measured with the exactly the same condition, and the
corresponding third term is obtained. Then, the third term of the sample is divided
by that of the reference,

ESFGE∗
LO

ErefE∗
LO

= χ(2)

χ
(2)
ref

. (10.4)

Consequently, the normalized χ (2) spectra, i.e. Reχ (2) and Imχ (2) spectra, of the
sample are obtained.

For the time-resolved measurements, Imχ (2) spectra are measured with and with-
out the ωpump pulse, and their difference gives a �Imχ (2) spectrum. The time resolu-
tion of the measurements is estimated by measuring the third-order nonlinear signal
of ω1 + ω2 + ωpump generated at the sample position by changing the ωpump delay.
The FWHM of the temporal response of the setup is ~200 fs (Fig. 10.2b). To obtain
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Fig. 10.2 a ωpump spectra used for 2D HD-VSFG measurements. b Temporal trace of the third-
order nonlinear signal of ω1 + ω2 + ωpump. (FWHM: ~200 fs). Reprinted with permission from
[14]. Copyright 2015 American Institute of Physics

reliable Imχ (2) and �Imχ (2) spectra, it is necessary to keep the height of the sample
surface accurately. To achieve this, the height of the sample surface is monitored
by a displacement sensor and is kept constant within the accuracy of 1 μm during
the measurements. For a long time averaging (typically overnight), a drop of water
is added by a programed syringe pump in every interval of the measurements to
compensate the loss of water due to evaporation.

For obtaining a 2DHD-VSFG spectrum that corresponds to theωpump dependence
of �Imχ (2) spectra, �Imχ (2) spectra are measured by changing ωpump frequencies
(Fig. 10.2a), and they are interpolated and combined. In our representation, the hor-
izontal and vertical axes represent the ω2 and ωpump frequencies, respectively. (Note
that the opposite representation is also used for 2D IR [17]). Therefore, the horizontal
slice corresponds to the time-resolved �Imχ (2) spectrum measured with the ωpump

pulse whose frequency is given in the vertical axis. Up to now, all the 2D spectra of
water at the aqueous interfaces have been measured with this scheme [4] although
the interferometric excitation scheme has been employed in the measurements at
solid interfaces [18–20].

10.3 Ultrafast Vibrational Dynamics at Aqueous Interfaces

10.3.1 Water at the Air/Neat Water Interface

In bulk water, the OH bonds of the water molecules participate in the three-
dimensional hydrogen-bond network. In contrast, at the interface, a substantial num-
ber of OH bonds do not form hydrogen bonds because the hydrogen-bond network is
truncated at the interface. Thus, it is of great interest to elucidate the effect of this trun-
cation on the property of the water. The steady-state Imχ (2) spectrum of the air/neat
water (H2O) interface exhibits a broad negative OH band around 3200–3600 cm−1
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and a sharp positive OH band at 3700 cm−1. The former is assigned to the stretch
vibration of hydrogen-bonded OH (HB OH) with H-down orientation, whereas the
latter is attributed to non-hydrogen-bonded OH (free OH) that sticks out to the air
with H-up orientation [21, 22]. The appearance of the free OH band clearly shows
that the structure of water at the air/water interface is very different from that in bulk
[23].

Figure 10.3 shows 2DHD-VSFGspectra at the air/neatwater (H2O) interface [24].
Negative, positive, and negative lobes appear atω2 =~3250 cm−1,ω2 =~3450 cm−1,
andω2 = ~3700 cm−1, respectively, in the 2D spectrum at 0.0 ps. They are assignable
to the v = 1 → 2 hot band of HB OH, the bleach of HB OH, and the bleach of free
OH, respectively. The hot band of free OH with a positive sign is overlapped with
the bleach of HB OH. An important observation in the 2D spectrum at 0.0 ps is the
cross-peaks between HB OH and free OH at (ωpump, ω2) = (3450 cm−1, 3700 cm−1)
and (3700 cm−1, 3450 cm−1). In previous homodyne-detected 2D VSFG studies, it
was claimed that the energy transfer between HB OH and free OH was the origin
of the cross-peaks [25, 26]. However, the narrow bandwidth of the free OH band
(24 cm−1) [22, 27] corresponds to the dephasing time of free OH as slow as ~0.4 ps

Fig. 10.3 2D HD-VSFG spectra of the air/neat water (H2O) interface from 0.0 ps to 2.0 ps. (ωpump

bandwidth is ~200 cm−1.) The vertical and horizontal axes are exchanged from the original paper.
The steady-state Imχ (2) spectrum is also shown in the top left panel. Reprinted with permission
from [24]. Copyright 2013 American Institute of Physics
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so that the cross-peaks should appear with a time constant equal to or larger than
0.4 ps if the energy transfer is the origin. In the 2DHD-VSFG spectra, the cross peaks
are observed even at 0.0 ps, and therefore it is considered that they arise not from the
energy transfer but from the frequency shift due to anharmonic coupling: When HB
OH or free OH is excited, the frequency of the other free OH or HB OH of the same
molecule exhibit a red-shift, giving rise to the cross peaks [28]. Another important
observation is that the ωpump dependence of the bleach of HB OH is recognized at
0.0 ps, which indicates the presence of spectral inhomogeneity in the HB OH band.
This ωpump dependence disappears in a few hundred femtoseconds due to efficient
spectral diffusion at the interface.

This first 2D HD-VSFG experiment at the air/water interface was performed
with the ωpump pulse having a bandwidth as board as ~200 cm−1, and hence the
spectral diffusion of the HB OH band was not very clearly observed. The Bonn
group performed the second 2D HD-VSFG experiments using much narrower ωpump

pulses (~100 cm−1) and reported 2D spectra that exhibit a clearly tilted nodal line
between the hot band and bleach lobes of HB OH at 0 fs [29]. This demonstrate the
importance of the ωpump pulses having an optimized bandwidth for clearly detecting
the ωpump dependence of the �Imχ (2) spectra. However, unlike the first 2D HD-
VSFG study, they reported that the �Imχ (2) spectra obtained with the 3500 cm−1

ωpump pulse was different from other �Imχ (2) spectra even at a very long delay time
(1500 fs). This implies that the spectral diffusion following 3500 cm−1 excitation is
surprisingly slow, and they claimed that HBOH around 3500 cm−1 was energetically
isolated at the air/water interface. They also reported that the vibrational relaxation
(T1) time of HB OH at around 3500 cm−1 was as long as ~0.75 ps, which was more
than twice longer than the T1 time obtained with 3300 cm−1 excitation (~0.35 ps)
[30].

To solve the discrepancy between the two 2D HD-VSFG studies, we re-examined
ωpump dependence of the vibrational dynamics of HB OH at the air/water interface
by TR HD-VSFG, paying a special attention to the bandwidth (~120 cm−1) and
the energy (15 μJ) of the ωpump pulse [31]. Figure 10.4a shows �Imχ (2) spectra
obtained with theωpump pulse at 3300 and 3500 cm−1. As readily seen, the difference
in the �Imχ (2) spectra at 0.0 ps is very clearly observed owing to the narrow ωpump

pulses, which demonstrates inhomogeneity of the HB OH band. Nevertheless, this
difference almost disappears at 0.5 ps, indicating ultrafast spectral diffusion occurring
on the sub-picosecond time scale regardless of the difference in the ωpump frequency.
A complementary MD simulation well reproduced the observed efficient spectral
diffusion and indicated that the memory of the initial vibrational frequency is lost
within 0.6 ps [31]. Consequently, this TR-HD-VSFG measurement concluded that
there is no extraordinary slow vibrational dynamics or energetically isolated HB
OH species at the air/water interface. It was also found in this study that �Imχ (2)

spectra measured with 3300 and 3500 cm−1 excitations at 1.5 ps became noticeably
different from each other when theωpump energywas increased up to 35μJ, reflecting
the difference in the thermalization effect. Therefore, the spectral difference reported
in the second 2D HD-VSFG study [29] was attributable to the difference in the local
temperature increase at the air/water interface. Furthermore, the T1 times of HB OH
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Fig. 10.4 aNormalized time-resolved�Imχ (2) spectra obtained with 3300 cm−1 (black) and 3500
cm−1 (red) excitations. b The area intensity of the �Imχ (2) spectra near 3500 cm−1 plotted as a
function of delay, corresponding to the vibrational relaxation (T1) time (0.39 ± 0.04 ps for 3300
cm−1 excitation and 0.35 ± 0.03 ps for 3500 cm−1 excitation.). Reprinted with permission from
[31]. Copyright 2016 American Chemical Society

were evaluated to be 0.39 ± 0.04 ps and 0.35 ± 0.03 ps for 3300 cm−1 and 3500
cm−1 excitations, respectively, indicating that the ωpump dependence of T1 time is
not significant (Fig. 10.4b).

In summary, at the air/water interface, spectral inhomogeneity of the HBOH band
is clearly observed immediately after IR photoexcitaion but it quickly disappears in
the femtosecond time region with ultrafast spectral diffusion. The T1 time of HB
OH deduced from TR-HD-VSFG measurements is ~0.4 ps for both 3300 and 3500-
cm−1 excitations, and this T1 value is comparable to or only slightly longer than the
values reported for bulk water (0.26–0.35 ps) [30, 32, 33]. Furthermore, a significant
anharmonic coupling is observed between HB OH and free OH, which gives rise to
the cross-peaks in 2D spectra.

10.3.2 Water at the Charged Aqueous Interface

Charged interfaces are seen in many places in our world. For instance, they play
important roles in bio-relevant science, colloid science and electrochemistry. Mono-
layers of charged surfactants on the water surface are good model systems for study-
ing the fundamental properties of charged aqueous interfaces, and hence they have
been intensively studied by VSFG [34–37] and HD-VSFG [7, 38–42]. Figure 10.5
shows the steady-state Imχ (2) spectrum in the OH stretch region of the interface
betweenwater and themonolayer of a prototypical cationic surfactant, cetyltrimethy-



224 K. Inoue et al.

Fig. 10.5 Steady-state
Imχ (2) spectra of the cationic
surfactant (CTAB)/water
interfaces at various isotopic
concentrations (black, H2O;
red, H2O/HOD/D2O = 9: 6:
1; yellow, 1: 2: 1; green, 1: 6:
9; blue, 1: 12: 33). Reprinted
with permission from [43].
Copyright 2010 American
Chemical Society

lammonium bromide (CTAB) (CTAB/water interface) [43]. The negative OH band
indicates H-down orientation of interfacial water, which is induced by charge-dipole
interaction between the cationic head group of CTAB and water dipole [7]. In the
spectrum of the CTAB/H2O interface (the black line), the broad OH band exhibits
two peaks, as observed at various charged aqueous interfaces. In the past, this double-
peaked feature was attributed to two different types of water species at the interface,
namely, “ice-like” and “liquid-like” water [5, 44]. However, because they merge into
one broad band when water is isotopically diluted as shown in Fig. 10.5, the double
peaks in the H2O spectrum is now attributed to the vibrational coupling, i.e., Fermi
resonance between the symmetric OH stretch and the bend overtone [43, 45].

As clearly shown in Fig. 10.5, the isotopic dilution significantly affects the spectral
feature of the OH stretch band of interfacial water. Actually, because a H2Omolecule
has two equivalent OH bonds, the two OH stretch motions are coupled to each other
and give rise to symmetric and antisymmetric OH stretch vibrations. Furthermore,
the symmetric OH stretch vibration and the overtone of the bending vibration have
close frequencies, which generates two bands due to Fermi resonance. In addition
to these intramolecular vibrational couplings, the hydrogen-bond network of H2O
molecules causes the delocalization of the OH stretch motion over different H2O
molecules by intermolecular vibrational coupling. These couplings complicate the
spectrum in the OH stretch region of H2O. In contrast, in isotopically diluted water
(HOD–D2O), it can practically be considered that one single OH of HOD is isolated
in D2O and hence these vibrational couplings are eliminated. Figure 10.6a and b
show 2D HD-VSFG spectra of the CTAB/H2O and CTAB/HOD–D2O interfaces at
0.0 ps, respectively. A positive lobe in the higherω2 region is assignable to the bleach
of the OH stretch band while a negative lobe in the lower ω2 region is attributed to
the v = 1 → 2 hot band (Note that the bleach and hot band appear with the positive
and negative signs, respectively, because the OH stretch band has the negative sign.).
In the 2D spectrum of the CTAB/H2O interface, the bleach of the two character-
istic peaks in the steady-state spectrum is observed along the diagonal at (ωpump,
ω2) = (3200 cm−1, 3200 cm−1) and (ωpump, ω2) = (3400 cm−1, 3400 cm−1). Off-
diagonal cross peaks are also clearly observed around (ωpump, ω2) = (3400 cm−1,
3200 cm−1) and (ωpump, ω2) = (3200 cm−1, 3400 cm−1). Because these cross-peaks
are absent in the 2D spectrum of the CTAB/HOD–D2O interface, the cross-peaks
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Fig. 10.6 2D HD-VSFG spectra of a CTAB/H2O and b CTAB/HOD–D2O (H2O/HOD/D2O = 1:
8: 16) interfaces at 0.0 ps. The horizontal slices indicated by green lines are shown in (c) and (d).
Reprinted with permission from [14]. Copyright 2015 American Institute of Physics

of the CTAB/H2O interface is undoubtedly attributable to the vibrational coupling.
However, as seen in the horizontal slices of the 2D spectra shown in Fig. 10.6c, the
relative intensity of the two bleach peaks significantly changes with the change of the
ωpump frequency. Such ωpump dependence of the relative intensity is not explainable
only by the vibrational coupling.

The horizontal slices of the 2D spectrum of the CTAB/HOD–D2O interface only
exhibit single-peaked bleach bands whose peak frequencies change according to the
ωpump frequencies (Fig. 10.6d). This clearly manifests the inhomogeneity of the OH
stretch band. Because such inhomogeneous broadening should be also present in
the OH stretch band of the CTAB/H2O interface, the 2D spectra of the CTAB/H2O
interface need to be interpreted taking account of both of inhomogeneous broaden-
ing and Fermi resonance. In fact, the 2D spectrum simulated with a model function
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Fig. 10.7 Simulated bleach lobes in 2D HD-VSFG spectra a with Fermi resonance and b without
Fermi resonance. Reprinted with permission from [14]. Copyright 2015 American Institute of
Physics

that includes Fermi resonance as well as inhomogeneous broadening nicely repro-
duced essential features of the bleach lobe in the experimental 2D spectrum of the
CTAB/H2O interface (Fig. 10.7a). It is noteworthy that the simulated 2D spectrum
becomes very similar to the experimental 2D spectrum of the CTAB/HOD–D2O
interface when the Fermi resonance is turned off (Fig. 10.7b).

The 2D HD-VSFG spectra of the CTAB/water interfaces demonstrated that the
spectral response of the charged H2O interfaces is heavily affected by the vibrational
couplings and that isotopic dilution is essential for clearly observing the vibrational
dynamics without their disturbance. Recently, it was proposed that two types of
interfacial water exist at the anionic surfactant/H2O interface in a 2D VSFG study
carried out with homodyne detection [46]. However, the validity of this argument
needs to be examined byHD-VSFG experiments using isotopic dilution, as described
in this section.

10.3.3 Water at Biological Membrane Interfaces

10.3.3.1 Anionic and Cationic Lipid/Water Interfaces

As described in the previous section, early 2D HD-VSFG studies demonstrated that
we can clearly capture the spectral diffusion of interfacial water using 2D HD-
VSFG with isotopic dilution. This finding led us to apply 2D HD-VSFG to lipid
monolayer interfaces which are a model of biological membranes. We investigated
ultrafast dynamics of interfacial water at the lipid/water interfaces first for a cationic
lipid (1,2-dipalmitoyl-3-trimethylammonium propane; DPTAP) and an anionic lipid
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(1,2-dipalmitoyl-sn-glycero-3-phosphorylglycerol; DPPG), and clarified the effect
of charged head groups on the dynamics of interfacial water [47].

The steady-state Imχ (2) spectra of the DPTAP/HOD–D2O and DPPG/HOD–D2O
interfaces exhibit a broad OH stretch band with the opposite signs (Fig. 10.8). The
opposite signs reflect the opposite orientation of interfacial water which is induced
by the positive (DPTAP) and negative (DPPG) charges of the head groups [7]. Even
though the sign is opposite, other spectral features such as the peak frequency and
bandwidth are similar to each other, and the difference of these interfaces is not
obvious in the steady-state spectra.

In spite of the similarity of the steady-state spectra, 2D HD-VSFG spectra of the
DPTAP/HOD–D2O andDPPG/HOD–D2O interfaces are very different. Figure 10.9a
shows 2D spectra at the DPTAP interface, in which the red and blue lobes are
attributed to the bleach of the negative OH stretch band and the v = 1 → 2 hot
band, respectively. Figure 10.9b shows 2D spectra of the DPPG interface, and the
sign of �Imχ (2) signals is opposite to the DPTAP interface, reflecting the opposite
sign of the OH stretch band in the steady-state spectra. The remarkable difference
in these 2D spectra is the tilt angle of the bleach lobe at 0.0 ps: The tilt angle (from
the vertical) is small for the DPTAP interface whereas that for the DPPG interface is
as large as ~45°. These tilts of the bleach lobes were quantitatively analyzed using
center line slope (CLS), which is the slope of the line that connects the peaks in the
horizontal cuts at each ωpump frequency [48]. CLS of the DPTAP and DPPG inter-
faces at 0.0 ps are 0.29 ± 0.04 (DPTAP) and 0.80 ± 0.03 (DPPG), respectively, and
they decay with similar time constants of 750 ± 350 fs (Fig. 10.10).

Temporal change of CLS of the bleach lobes is considered equivalent to the
frequency-frequency correlation function of the OH stretch vibration of interfacial
water. It has been concluded by 2D IR studies that the frequency-frequency corre-

Fig. 10.8 Steady-state
spectra of the cationic lipid
DPTAP/HOD–D2O interface
(red) and the anionic lipid
DPPG/HOD–D2O (blue)
interface. (H2O/HOD/D2O
= 1: 8: 16) Chemical
structures of DPTAP and
DPPG are also shown.
Reprinted with permission
from [47]. Copyright 2016
Wiley-VCH
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Fig. 10.9 2D HD-VSFG spectra of a DPTAP/HOD–D2O interface and bDPPG/HOD–D2O inter-
face at delay times from 0 to 700 fs. The black straight line in the 2D spectra correspond to the
center line slope (CLS). Reprinted with permission from [47]. Copyright 2016 Wiley-VCH
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Fig. 10.10 Temporal change
of the CLS of the DPTAP
(red) and DPPG (blue)
interfaces Reproduced with
permission from [47].
Copyright 2016 Wiley-VCH

lation function of bulk HOD–D2O exhibits a bimodal decay, and the ultrafast decay
(~60 fs) is attributed to the ultrafast hydrogen-bond fluctuation whereas the slow
decay (~1 ps) is assigned to the hydrogen-bond rearrangement [49]. Referring to this
dynamics of bulk water, the small initial CLS value at the DPTAP interface can be
rationalized with the “missing” component due to ultrafast hydrogen-bond fluctua-
tion which is too fast to be detected with the limited time resolution (~200 fs) of the
2D HD-VSFG experiments. Then, the sub-picosecond decay (750 ± 350 fs) compo-
nent of the CLS is attributable to the hydrogen-bond rearrangement. Consequently,
it can be considered that the hydrogen-bond dynamics at the DPTAP interface is
“bulk-like”. At the DPPG interface, the initial CLS value is almost unity (which
corresponds to the tilt angle of 45°), indicating that the ultrafast hydrogen-bond fluc-
tuation is significantly suppressed at the DPPG interface. Obviously, hydrogen-bond
dynamics at the DPPG interface is very different from the dynamics in bulk water.

This marked difference in the 2D spectra of the two lipid/HOD–D2O interfaces
is attributed to the difference in the hydrogen-bond ability of the head groups of
the lipids. The phosphatidylglycerol head group of DPPG forms strong hydrogen
bonds with interfacial water, while the choline group does not. The different spectral
diffusion between the DPPG and DPTAP interfaces qualitatively agree with the
prediction of a theoretical work by the Skinner group [50].

The 2D HD-VSFG study on the cationic and anionic lipid/water interfaces
revealed the different spectral diffusion dynamics at these interfaces. This study
explicitly demonstrated distinct hydrogen-bond dynamics at interfaceswhich reflects
the different interaction between interfacial water and the head groups of the lipid.
The effect of the hydrogen bonding with the head group of the monolayer was further
studied for the interface of the octadecylammonium monolayer, which is cationic as
DPTAP but forms hydrogen bonds with interfacial water [51]. It was found that the
hydrogen-bond fluctuation is substantially affected even in the case that the mono-
layer has a cationic head group that acts as a hydrogen-bond donor to the interfacial
water.
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10.3.3.2 Zwitterionic Lipid/Water Interface

As described in the previous section, the 2D HD-VSFG study on the DPTAP and
DPPG interfaces revealed that hydrogen-bond dynamics of interfacial water are
markedly different between the cationic lipid/water and the anionic lipid/water inter-
faces [47]. A next question is the hydrogen-bond dynamics of the interfacial water
when a lipid has both cationic and anionic head groups. This question was exam-
ined for the interface of zwitterionic phosphatidylcholine that has both of anionic
phosphate and cationic choline in the head group (Fig. 10.11a). Phosphatidylcholine
is a major constituent of cell membranes and is crucially important in bio-relevant
sciences. As described below, this study revealed a cooperative effect of the head
groups on the dynamics of interfacial water [52].

Figure 10.11b shows the Imχ (2) spectrum of the 1,2-dipalmitoyl-sn-glycero-3-
phosphocholine (DPPC)/HOD–D2O interface. This spectrum exhibits a single posi-
tive OH band peaked at around 3300 cm−1. This indicates that the signal of the H-up
water around the anionic phosphate site dominates the Imχ (2) spectrum in the OH
stretch region [53].

In spite of the simple feature of the steady-state spectrum, 2D spectra provide
very rich information about interfacial water (Fig. 10.11c). In the 2D spectrum at
0.0 ps, two positive lobes are observed in the low and high ω2 regions (labelled with
A and C, respectively) with a negative lobe (B) in between them. While the lobes
B and A are readily assigned to the bleach and hot band of the positive OH stretch
band, the appearance of the lobe C cannot be explained with a single positive band in
the steady-state spectrum. This clearly indicates that there exists another OH stretch
band having the opposite sign, which arises from another water species. Indeed,
this positive lobe C is the key observation that reveals multiple water species at the
zwitterionic lipid interface, and it is attributable to the bleach of a negative OH band
of H-down water which is hidden by the signal of H-up water in the steady-state
spectrum. In other words, the lobe C is the direct evidence that the cationic choline
site is also hydrated by the H-down water. The individual hydration around the two
sites in the head group of DPPCwas first indicated by a steady-state HD-VSFG study
[53] and was supported by severalMD simulations [54, 55]. Nevertheless, there were
several MD simulation studies that denied or did not recognize the H-down water
around the choline site [56–58].

Another important observation in the 2D spectrum is that each lobe is almost
vertically elongated even at 0.0 ps. This indicates ultrafast loss of the frequency-
frequency correlation of the OH stretch vibration. As shown in Fig. 10.12, the initial
CLS value of lobe B of the DPPC interface (0.15 ± 0.02) is much smaller than
the value of the corresponding bleach lobe of the DPPG interface (0.80 ± 0.03),
although both lobes represent the bleach of the OH stretch band of the water that
hydrates the phosphate head group [47]. In fact, the initial CLS value of lobe B is
close to the value of the bleach lobe of the DPTAP interface (0.29 ± 0.04) which
exhibits bulk-like hydrogen-bond dynamics. This implies that the ultrafast hydrogen-
bond fluctuation is not efficiently suppressed at the zwitterionic lipid interface even
though the interfacial water forms hydrogen-bonds with the phosphate head group.
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Fig. 10.11 aChemical structure of DPPC. bThe steady-state Imχ(2) spectrum and c 2DHD-VSFG
spectra at the delay time from 0.0 to 0.7 ps at the DPPC/HOD–D2O (H2O/HOD/D2O = 1: 8: 16)
interface. White solid lines in the 2D spectra represent the center line slope (CLS) of the lobe B.
Reprinted with permission from [52]. Copyright 2017 American Chemical Society
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Fig. 10.12 Temporal change
of CLS’s of the bleach lobes
in 2D spectra of the
lipid/water interfaces, lobe B
of DPPC (black), DPTAP
(red) and DPPG (blue).
Reprinted with permission
from [52]. Copyright 2017
American Chemical Society

This 2DHD-VSFG study on theDPPC/HOD–D2O interface shows that the hydro-
gen bond dynamics of water around the phosphate group is different between DPPC
and DPPG interfaces. This difference is attributable to the presence of the nearby
choline group in the head group of zwitterionic DPPC. As described in the previous
section, the water around the choline site at the DPTAP interface exhibits bulk-
like ultrafast hydrogen-bond fluctuation [47]. At the zwitterionic DPPC interface,
however, because the phosphate and choline are closely located and form a mosaic
structure of the H-up and H-down water [54], ultrafast hydrogen-bond fluctuation of
the water around the choline is expected to perturb the hydrogen bond of the water
around the phosphate site. It is considered that this disturbance gives rise to ultrafast
fluctuation of the hydrogen bond of water also around the phosphate site at the DPPC
interface (Fig. 10.13).

The 2DHD-VSFG study of the DPPC/water interface revealed that the hydrogen-
bond dynamics of water at the zwitterionic lipid interface is not a simple sum of the
dynamics ofwater around individual phosphate and choline sites, and provides a clear
evidence of the cooperative effect of the two sites on the hydrogen-bond dynamics
of interfacial water.

Fig. 10.13 Schematic of hydrogen-bond fluctuation at a the DPPC/water interface and b the
DPPG/water interface. Reprinted with permission from [52]. Copyright 2017 American Chemi-
cal Society
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10.4 Conclusion

In this review, we described our recent experimental studies of vibrational dynamics
at aqueous interfaces carried out with 2D HD-VSFG spectroscopy. The 2D HD-
VSFG study at the air/water interface clarified fundamental properties of interfacial
water such as the anharmonic coupling between free OH and HB OH vibrations,
inhomogeneity of the HB OH band and the T1 time of HB OH vibration. The 2D
HD-VSFG spectra of the CTAB/water interfaces demonstrated the importance of
isotopic dilution for clear observation of spectral diffusion dynamics at aqueous
interfaces. In the study of the model membrane lipid/water interfaces, 2D HD-VSFG
clarified that the hydrogen-bond dynamics greatly depend on the interaction between
the lipid head group and interfacial water. Furthermore, it was found that the effects
of coexisting head groups on the dynamics of interfacial water is not a simple sum
of the effect of individual head groups but they are highly cooperative.

2D HD-VSFG spectroscopy has just begun to unveil unique vibrational dynamics
at liquid interfaces and clarify the difference between interface and bulk. This new
interface-selective ultrafast nonlinear spectroscopy enables us to selectively and thor-
oughly investigate the vibrational dynamics at the liquid interfaces as we examine
ultrafast dynamics in solution and to disclose the mechanism of unique properties of
liquid interfaces.
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Chapter 11
Ultrafast Spectroscopy of Hydrogenase
Enzyme Models

Peter A. Eckert and Kevin J. Kubarych

Abstract Hydrogenase enzymes are nature’s solution to using molecular hydrogen
as an energy source. While the air-sensitivity of these biological catalysts make them
impractical for industrial hydrogen generation, synthetic mimics show promise in
acting as effective substitutes. Hydrogenase model compounds also enable detailed
investigation of the ultrafast dynamics and chemical reactionmechanismsusing ultra-
fast infrared spectroscopy. This chapter reviews the progress in applying ultrafast
transient infrared absorption and multidimensional spectroscopy to a range of small
molecule hydrogenase model compounds, as well as several macromolecular and
larger constructs. The rich vibrational structure and straightforward chemical mod-
ularity of these diiron compounds represent an exciting class of molecules that are,
at the same time, excellent model systems for fundamental chemical dynamics, and
practical molecular catalytic components with direct application to next-generation
hydrogen-based energy strategies.

11.1 Introduction

Metalloenzymes, ubiquitous in nature, perform a remarkable feat of chemistry: they
catalyze complex redox reactions using base metal atoms in aqueous environments,
under mild aqueous conditions. One example that forms the central focus of this
chapter is the class of enzymes known as hydrogenases, which catalyze the equilib-
riumH2 � 2H+ + 2e–, enablingmicroorganisms to use hydrogen as an energy source
and maintaining cellular potential and pH [1]. Industrial production of hydrogen is
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largely accomplished by steam reforming, an energy intensive process that not only
consumes fossil fuels but also generates as much CO2 as it does H2, in addition to
the CO2 generated by heating [2]. There is a great effort underway to devise carbon-
neutral means of hydrogen generation for use in fuel cells to enable a hydrogen-based
energy economy [3]. One promising strategy would employ the same enzymes used
by nature to generate hydrogen, but the natural enzymes are so acutely air-sensitive
that they cannot be used in large-scale bioreactors. Nevertheless, the remarkable effi-
ciency of hydrogenase enzymes provides inspiration to design chemical analogues
that mimic the structure and function, while lacking the deleterious sensitivity to
oxygen [4–6].

The two decades since the first x-ray structures of the diiron, bacterial [FeFe]
hydrogenase have seen an explosive development of numerous examples of active
site model compounds based on the diiron dithiolate core found in the enzyme [7].
This unusual active site poses many mysteries, not the least of which is its assembly,
and a subfield of research is concerned with elucidating its biosynthetic pathway [1,
8]. Small molecule mimics of the organometallic enzyme active site enable detailed
mechanistic studies to shed light on the enzymatic reaction, whereas abiological
derivatives can lead to new chemical catalysis outside of the initial scope limited by
natural conditions of pH and redox potentials.

The hydrogenase active site and itsmodels (Fig. 11.1) present an ideal opportunity
for new research in fundamental chemical reaction dynamics. Advances are greatly
aided by the chemical modularity and relative ease of synthesis, coupled with the
practical benefit of having very strong infrared transitions of the carbonyl and cyanide
ligands that tune the structure and energetics of the diiron core. Unfortunately the
extraordinary air sensitivity of the natural enzymes makes it quite a challenge to
probe the structural dynamics, though we anticipate the rich information content
will drive progress towards such investigations. Here we review the progress in using
ultrafast spectroscopy, particularly two-dimensional infrared (2D-IR), to characterize
equilibriumandnon-equilibrium structural dynamics in a variety of active sitemodels
(Fig. 11.2).

Fig. 11.1 Structures of a the basic diiron dithiolate model:µ-pdt-[Fe(CO)3]2, (pdt= propanedithi-
olate),bThe FeFe hydrogenaseH-cluster subsite, referred to here as the “active site”, and c chemical
structure showing the protonated nitrogen in the bridge, thought to participate in a proton shuttle
mechanism to generate the Fe-H hydride. This figure is adapted from [15], Copyright the American
Chemical Society (2017)
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Fig. 11.2 Structures of hydrogenase models that are discussed in this chapter

Before embarking on themain subject of this chapter, it isworthwhile to review the
main benefits of using ultrafast spectroscopic methods like 2D-IR to study enzymes
and active site models. Chemical reactions generally occur, at least kinetically, on
much slower time scales than those accessible to ultrafast infrared and electronic
spectroscopy, so it may not be apparent that short time dynamics will be of much
use in understanding enzyme catalysis. Indeed in many cases, the rate-limiting step
of enzyme catalysis is product release, which is largely subject to diffusion control
[9]. Diffusion within proteins has been established to be coupled to protein struc-
tural fluctuations, creating a direct link between ultrafast motions and the transport
of molecules through the protein matrix [10]. At the active site, energetic factors
can stabilize intermediates and transition states distinct from those in solution, thus
greatly reducing reaction barriers, and likely altering the detailed mechanism. Cat-
alytic activity is a central feature of enzymes, but in many cases, the more essential
effect is the differential barrier reduction that endows selectivity of one reaction
pathway over another. With a lowered barrier, the potential influence of dynamical
fluctuations of the environment (i.e. solvent or local protein atoms) assumes more
prominence than in the case of uncatalyzed solution-phase reactions. One limitation
of applying ultrafast techniques to catalysis is the difficulty, or impossibility, of trig-
gering the chemical reaction to synchronize an ensemble of molecules. Nevertheless,
as has been shown to be especially useful inNMR spectroscopy, the ability tomonitor
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structural dynamics and fluctuations of untriggered processes has proven to be quite
powerful in characterizing equilibrium dynamics of functional relevance [11].

Hydrogenase enzymes and their small-molecule mimics catalyze the reduction of
protons to form molecular hydrogen (i.e. 2H+ + 2 e– → H2) and the oxidation of
molecular hydrogen (i.e. H2 → 2H+ + 2 e–). The hydrogenase active site and itsmod-
els present an ideal opportunity for new research in fundamental chemical reaction
dynamics because of a remarkable observation that appears to hold for a wide range
of model compounds. Though many of the mimics cannot match the performance
of the natural enzymes in terms of turnover number and frequency, encapsulation
within some form of macromolecular scaffolding can greatly enhance the overall
catalytic reactivity [12–14]. It is not surprising that the protein environment would
be expected to confer high efficiency, given that millions of years of evolution have
optimized the structural and electrostatic environment of the active site. It is perhaps
less obvious that simply placing the active site in a container could have such a dra-
matic effect on the reactivity. A key aim of current research is to determine a minimal
set of criteria needed to achieve performance resembling that of the protein, without
requiring the full elaborate supramolecular scaffold of the natural enzyme.

11.2 2D-IR and Transient IR Spectroscopy of Small
Molecule Active Site Mimics

The vibrational spectrum of diiron dithiolate hexacarbonyl complexes is character-
ized by five strongly IR active terminal CO vibrations, and a sixth mode that appears
only in the Raman spectrum [15, 16]. As with all metal carbonyls, the normal modes
are highly delocalized over all of the six CO ligands, with relatively weak coupling
to other degrees of freedom, yielding narrow line width bands with quite long vibra-
tional lifetimes (>30 ps) in a variety of organic solvents [17].

11.2.1 Intramolecular Vibrational Dynamics in the Diiron
Core

The first 2D-IR spectra of any diiron carbonyl complexes were reported by Hunt
et al., with the main goal of studying the fundamental vibrational dynamics of
energy relaxation and intramolecular vibrational redistribution of 2 (Fig. 11.3) in
a few representative solvents (heptane, hexadecane, and acetonitrile) [17]. Despite
marked differences in the FT-IR line shapes, the vibrational population relaxation
and energy transfer (i.e. IVR) are quite similar in all three solvents. Decays of
most spectral features could be fit well with two or three exponentials, yielding
characteristic timescales of 5–10 and 100–150 ps. As with many other studies of
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Fig. 11.3 µ-pdt-[Fe(CO)3]2 (2) studied with FT-IR and 2D-IR. a The FT-IR spectrum in heptane
shows five well-resolved bands that are strongly coupled as revealed by the 4 2D-IR spectrum b
recorded at a 5pswaiting time.At later, 25-pswaiting time c intramolecular vibrational redistribution
leads to the relative growth of the cross peaks. f Waiting time dependent slices of 2 in heptane
show the vibrational population dynamics. For comparison, the more polar acetonitrile yields three
resolvable bands in the FT-IR spectrum (d), and the 2D-IR spectra (e) appear to be homogeneously
broadened on the 5 ps timescale. Spectral diffusion of metal carbonyls in acetonitrile is relatively
rapid, as has been observed in other experiments. Figure is adapted from [17], Copyright the
American Chemical Society (2008)

transition metal carbonyl complexes, the fast time scale is attributable to IVR and the
slow time scale reflects vibrational energy relaxation to the ground state. Although
anisotropy data were presented, rapid IVR, which randomizes vibrational energy
among nearby excited modes with (generally) different transition dipole moment
directions, prohibits isolation of the orientational motion from the IVR, which also
produces a transient anisotropy decay. Nevertheless, isotropic relaxation (i.e. magic
angle pump-probe transient absorption) showed only one dominant time scale in the
case of the acetonitrile solvent. There are notable differences in the IVR time scales
in heptane and hexadecane, which are similar to the solvent-dependent IVR recently
reported elsewhere with a wider range of linear alkane solvents. The origin of alkane
solvent dependent IVR is not yet understood.

In addition to the simplest diiron core model, Hunt et al. have studied several
compounds with greater compositional similarity to the active site of the [FeFe]-
hydrogenase enzyme [18]. Investigation of a complex with the air-sensitive and



242 P. A. Eckert and K. J. Kubarych

biologically-favored [Fe(CO)2(CN)]2 core (3) revealed complex vibrational cou-
pling between the distinct carbonyl and cyanide modes, where the IVR between the
carbonyl and cyanide groups is much slower (~30 ps) than the intra-carbonyl IVR
(<4 ps), and appears to be mediated through specific pathways of anharmonic vibra-
tional coupling, including several low-frequency vibrational modes at ~500 cm−1

and a specific coupling between one cyanide and one carbonyl mode. The carbonyl
vibrationalmodes of the [Fe(CO)2(CN)]2 core relax almost three times faster than the
corresponding vibrational modes of the [Fe(CO)3]2 core, although the relative con-
tributions of inter- and intra-molecular couplings to this acceleration of IVR remain
uncertain.

In a different study, Hunt et al. investigated (Fig. 11.4) a complex (9) that hasmore
structural similarity to the natural enzyme’s active site, with a CO ligand exchanged
for a third thiolate linkage through which a bulk aromatic group is attached [19].
The substitution leads to larger spacings between the CO modes, corresponding to
enhanced coupling. Vibrational dynamics of (9) in heptane, acetonitrile, and 1,7-
heptanediol reveals some degree of solvent and mode variation. The highest fre-
quency band around 2050 cm−1 exhibits a bimodal bleach recovery (0–1 transition
observed on the diagonal of the 2D spectrum), whereas the lower frequency band
near 1990 cm−1 appears single-exponential except for the 1,7-heptanediol case. As
would be expected for a more polar solvent, there is clear inhomogeneous broad-
ening and spectral diffusion in the 1,7-heptanediol solution, but there is no clear
indication of either in acetonitrile. Based on other reports of similar diiron carbonyls
in acetonitrile, it is likely the spectral diffusion is too rapid to be observed with the
double-resonance (i.e. narrow-band pump/broadband probe) method used by Hunt
et al. Their earlier report of the basic diiron complex (2) in acetonitrile also did not
resolve any transient inhomogeneity or dynamical spectral diffusion, likely for the
same technical reason. The spectral diffusion in 1,7-heptanediol is characterized by
a 3–4 ps time scale, which likely reflects primarily solvation dynamics, but there
is also the possibility that flexibility of the whole complex, particularly with the
bulky phenyl ring, leads to intramolecular frequency fluctuations that contribute to
the spectral diffusion dynamics. The complex’s flexibility may also be indicated by
the long-time offset in the center-line slope measure of spectral correlation. Incom-
plete relaxation of spectral inhomogeneity would arise from pronounced structural
variations that interconvert too slowly to be captured within the short-time portion of
the spectral diffusion. Given the long vibrational lifetime of the COmodes, it should
be possible to monitor much slower spectral diffusion should it in fact be present.
Below we discuss more recent work to address this key issue of complex flexibility.

11.2.2 Ultrafast and Multi-timescale Photochemistry

In addition to the important seminal equilibrium 2D-IR spectroscopy, Hunt
et al. have also investigated in detail the transient, non-equilibrium photochem-
istry of hydrogenase models in response to ligand dissociation [20–27]. Besides
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Fig. 11.4 Detail of 2D-IR spectra of 7 in 1,7-heptanediol. (top) The hydrogen bonded liquid
induces slow spectral diffusion dynamics as evidenced by the correlation of the 2D-IR lineshape
even at 70 ps. (bottom)Measuring the center line slope (CLS, squares) or the nodal line slope (NLS,
triangles) results in essentially the same decay of spectral inhomogeneity, which persists for tens
of picoseconds. A biexponential fit yields 3–4 and 70 ps time scales. Figure adapted from [19],
Copyright the Royal Society of Chemistry (2010)
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fundamental interest in ultrafast reaction dynamics, especially involving first solva-
tion shell species, there is some interest in the loss of a ligand during the enzymatic
reaction cycle. The evidence is largely due to observations that CO is an inhibitor of
the enzyme [20]. EmployingUVpump/IR probe transient absorption spectroscopy of
(2), Hunt et al. initially found signatures for a pentacarbonyl species coordinated by a
solvent molecule in a vacant site [20]. The spectral dynamics interestingly exhibited
changes even on very long time scales, indicating slow equilibrium among transient
species. Since transient absorption is still one-dimensional in the probing step, it is
incapable of determining directly from transient spectra whether multiple spectral
features correspond to different molecular species, or to coupled modes in a single
species. 2D spectroscopy is ideally suited to this kind of spectral “separation,” but
in order to apply 2D-IR to non-equilibrium systems, one must perform fifth-order
transient 2D-IR spectroscopy [28, 29]. Using transient 2D-IR, Hunt et al. were able
to constrain the assignment of the photoproducts to a single pentacarbonyl species
[22, 30]. Moreover, using transient IR/IR absorption anisotropy, where the transient
IR pump-probe anisotropy is recorded for a fixed (200 ps) UV/IR delay, the authors
concluded that the solvent occupies an axial coordination site, as opposed to an equa-
torial site. As mentioned above, transient IR absorption anisotropy is complicated to
analyze when there are multiple modes that can exchange energy via IVR, and hence
masquerade as motional reorientation. In this case, the time scale is clearly too fast
to be attributable to orientational diffusion, and thus is indeed structural, providing
access to the relative transition dipole moment directions among coupled modes.

A transient IR absorption study by Harris et al. compared long time spectral
dynamics of (4) following UV excitation (inducing <10% CO photolysis) with the
vibrational lifetimes estimated from IR-pump/IR-probe transient absorption [31].
The data clearly show that the long-time decay of the IR transient absorption is
essentially identical whether excited in the UV or directly in the IR. The explanation
for this result is that the UV excited electronic state dynamics relaxes on an ultrafast,
~10 ps timescale, with the energy being redistributed into intramolecular vibrations.
Excitation at 400 nm provides 25,000 cm−1 of energy, so direct transfer to the CO
modes would be unlikely since there are so many vibrations in the benzene dithiolate
bridged diiron complex. Nevertheless, the authors do attribute some changes in their
spectra to direct excitation of CO vibrations. One complication is that the model
used for the data assumes IVR to occur faster than the other dynamical processes,
but it has been directly observed subsequently in 2D-IR spectra that the IVR can be
quite slow in alkane solvents (11 ps in hexane, and 27 ps in hexadecane) for two
alkane dithiolate bridged complexes [15]. It is also not clear how to reconcile the
claimed low 10% photolysis with many previous and subsequent reports of high
photolysis rates in similar complexes using both 355 and 400 nm excitation [20–25,
30, 32]. Lacking a clear rationale for a non-statistical energy redistribution into the
CO modes, the most likely scenario is that the 25,000 cm−1 populates numerous
low-frequency modes which are themselves coupled to the CO vibrations, causing a
transient absorption signal. It is interesting that the ultimate “cooling” (i.e. relaxation
of those low-frequency modes) occurs on the same time scale as the CO vibrational
relaxation monitored directly with IR/IR transient absorption. It remains an open
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question as to how these intramolecular vibrational relaxation dynamics can be used
to help inform or guide innovations in photo- or electrocatalysis in the family of
diiron carbonyl complexes.

Photo-induced ligand dissociation has also been reported byHeilweil et al. in sim-
ilar studies of cyanide- and phosphine-substituted hydrogenase models [30, 33, 34].
Phosphine (5) and cyanide (3) ligands electronically enrich the diiron molecular core
and consequently red shift the carbonyl vibrational frequencies relative to the diiron
hexacarbonyl moiety. They differ, however, with respect to their electronic charge;
phosphines are neutral whereas cyanides are negatively charged. Phosphines have
been widely employed in hydrogenase model compounds as air-stable and electron-
ically donating ligands, but the air-sensitive cyanide ligands are more biologically
relevant. The photochemistry of (µ-lig)[Fe(CO)2(PMe3)]2 (lig = ethanedithiolate,
propanedithiolate) in heptane and acetonitrile (Fig. 11.5) was studied by electroni-
cally exciting the sample with pump pulses at either 355 or 532 nm and monitoring
carbonyl vibrational modes with TR-IR spectroscopy [30, 34]. The recovery of the
ground state bleach occurs on a timescale of ~250 ps for both acetonitrile and heptane,
while the photorproduct absorption typically persists several hundred picoseconds
longer. In both solvents the bleaches and absorptions persist on the microsecond
timescale after decaying to half of their initial intensity. The authors suggest, in
agreement with previous studies, that photoexcitation initially induces a carbonyl
dissociation. They attribute the several-hundred picosecond timescale to decay of
the electronic excited state, vibrational cooling, and geminate rebinding of dissoci-
ated carbonyl ligands, and hypothesize that the long-lived transient spectral features
represent a population of tricarbonyl species which do not undergo geminate recom-
bination and compounds which geminately rebind carbonyl ligands in a non-thermal
distribution.

Heilweil et al. subsequently employed the same experimental methodology to
study (3, µ-lig)[Fe(CO)2(CN)]2−2 (lig = ethanedithiolate, propanedithiolate), but
used UV excitation frequencies of 266 and 400 nm [33]. As with the phosphine-
substituted compounds, they observe a photo-induced dissociation of a carbonyl
ligand and report the persistence of long-lived transient features which they ascribe
to coordinatively unsaturated tricarbonyl species and a non-thermal distribution of
ground-state isomers arising from geminate recombination of the dissociated car-
bonyl ligands. However, they note the absence of the several-hundred picosecond
absorption and bleach recovery reported previously by Hunt and observed in their
phosphine-substituted compounds. They note that a broad and weak spectral feature
near 450 nm, present in the visible absorbance spectra of most hydrogenase models
and assigned as a metal-to-metal charge transfer transition, is absent in the visible
spectra of the dicyano-substituted compound. Heilweil et al. hypothesize that the
presence of charged cyanide ligands alters the electronic structure of the entire com-
plex and suppresses the excited electronic state which, in other model compounds,
relaxes on a several-hundred picosecond timescale.

In contrast to previous analyses of photo-induced ligand dissociation in hydroge-
nase models, Heilweil et al. do not discuss the potential contribution of solvent com-
plexation with the coordinately unsaturated solute. Acetonitrile is known to readily
form solvent-solute complexes with unsaturated transition metal complexes through



246 P. A. Eckert and K. J. Kubarych

Fig. 11.5 a Transient IR absorption spectroscopy of 5 in n-heptane using a 20-ps 266 nm pulses, b
40-ps 355 nm pulses, and c 50-ps 532 nm pulses. The FT-IR is shown for reference in d. Transient
spectral features following excitation at b–c 355 nm, and d–e 532 nm.Adapted from [34], Copyright
the American Chemical Society (2013)

the terminal nitrogen, and previous work by Hunt et al. directly implicated transient
interactions between the solvent and the unsaturated solute. However, we note that
the presence or absence of solvent-solute complexes would not significantly impact
their final evaluation of the transient and long-lived spectral features they report.

Transient IR absorption spectroscopy is particularly well suited to studying pho-
toinduced charge transfer from a sensitizer to a diiron carbonyl catalytic site. In a
first example of such a study, Woutersen et al. synthesized a diiron core with an
extended aromatic dithiolate bridge (10), containing a pyridyl group that is able to
interact favorably with a zinc tetraphenyl porphyrin (ZnTPP) sensitizer [35]. The
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donor-acceptor complex forms spontaneously in CH2Cl2 solvent, and optical excita-
tion of the ZnTPP donor leads to ultrafast photoinduced charge transfer to the diiron
core. The charge separation occurs on a 40-ps time scale, followed by a slower charge
recombination process that takes place in roughly 200 ps.Although the charge recom-
bination is somewhat fast for a practical photocatalytic system in general, the work
showed the promise of non-covalent coordination as a possible route for future devel-
opment of sensitized hydrogenase models. Moreover, since the reaction mechanism
in this case involves the reduction of protons, they can be made readily available in
acidic solution, and their reduction can potentially beat the recombination process.

This work was followed up with a report of a new complex (8) containing a
bound phosphole electron reservoir ligand, which replaces one of the carbonyls of a
phenyl dithiolate bridged diiron core [36]. Although the main goal of that work was
to characterize the electrochemistry and electrocataysis of the complex in aqueous
solution, transient IR absorption was also used to study the photoinduced electron
transfer from a ZnTPP sensitizer to the complex. For this system, the charge separa-
tion occurs with a 2.5 ps time constant and the charge separation has an 83 ps time
constant. As in the previous case, the fast recombination is not deleterious when the
protons can bemade to be plentiful, or if they preferentially interact with the catalyst.

11.2.3 Molecular Flexibility: Motion Along the Reaction
Coordinate

A key difference between the diiron hexacarbonyl dithiolate models and the natural
[FeFe] hydrogenase is the enzyme’s more open organometallic coordination sphere
(Fig. 11.1). These differences have inspired a proposedmechanistic step that involves
turnstile motion of the carbonyls to open a coordination site, implicating the flexi-
bility of the complex in its reactivity [37]. Turnstile motion has been studied using
2D-IR in several tripodal transition metal complexes. In the limit of slow exchange
among distinct dihedral angles, it should be possible to observe cross peaks whose
kinetics gives the time scale for the equilibrium isomerization reaction. In practice,
however, tripodal complexes typically do not exhibit large frequency shifts upon
torsional distortion, making it essentially impossible to observe chemical exchange
2D-IR [38, 39]. Even few-cm−1 frequency variations, however, can manifest as spec-
tral diffusion induced by the torsional angle fluctuations associatedwith full or partial
rotation, depending on the barriers separating the conformers. Conformer-dependent
vibrational frequencies are, therefore, a source of inhomogeneous broadening, that is
practically only experimentally visible in the absence of strong solvation interactions
that induce their own spectral broadening. Hence, the ability to monitor molecular
flexibility is limited to nonpolar solvents where both inhomogeneous and homoge-
neous broadening are minimized.
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Fluctuationswithin the structural ensemblewill produce spectral diffusion that can
be measured using 2D-IR spectroscopy. Before our work investigating hydrogenase
models, we studied intramolecular conformational flexibility in a tripod, benzene
chromium tricarbonyl (BCT), which is known to exchange rapidly on the NMR
timescale [39]. The barrier to isomerization from one eclipsed conformer to another
is roughly 0.3 kBT, making this motion accessible on ultrafast timescales. Measure-
ments of spectral diffusion shows a 3 ps time scale, which is notable in its lack
of solvent viscosity dependence (in alkanes from hexane to hexadecane). Viscosity
independent isomerization is known to occur in photoisomerization of constrained
molecules when the overall volume change in small. Indeed, a torsionally isomer-
izing tripod has a negligible volume change, limiting the influence of the solvent
fluctuations on the even very low barrier crossing.

In the context of the diiron hydrogenase model, two complexes (Fig. 11.6) differ-
ing in their dithiolate bridges (either ethanedithiolate or propanedithiolate) exhibit
spectral diffusion on a 10 ps time scale in a range of alkane solvents (hexane to
hexadecane) [15]. Similarly to the simple tripod case, the spectral diffusion in the

Fig. 11.6 Results of 2D-IR spectroscopy of basic diiron hexacarbonyls in n-alkane solvents. a
Spectral diffusion dynamics (off-set for clarity) of pdt-linked (2) in hexadecane, undecane and
hexane all exhibit essentially the same ~10 ps time scale. bComparison with the edt-linked complex
(1) in undecane shows a slightly slower timescale than for the pdt-linked complex. c Population
dynamics measured using the non-rephasing spectral response shows identical long-time behavior,
indicating solvent independent vibrational relaxation to the ground state. d Computing the cross-
peak to diagonal peak ratio provides a direct measure of IVR, where there is a pronounced solvent
chain length dependence. Remarkably, the dependence is well described as linear, with longer
solvent molecules inducing slower IVR. This figure is adapted from [15], Copyright the American
Chemical Society (2017)
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diiron complexes is independent of alkane solvent viscosity. A potential energy sur-
face based on density functional theory calculations constructed along the torsional
coordinate (relaxing all other degrees of freedom) shows a rather broad range of
accessible conformations at room temperature. Although the overall barrier to turn-
stile isomerization is too high to observe within the limited (~100 ps) vibrational
lifetime of the CO modes, the spectral diffusion reflects equilibrium sampling and
fluctuations within the torsional well. Besides the spectral diffusion, there is also
a clear trend in the IVR timescales, which can be measured directly by computing
the cross-peak to detected diagonal peak amplitude ratios in non-rephasing (ks =
+ k1 – k2 + k3) spectra [40, 41]. Non-rephasing spectra are preferable for popula-
tion dynamics because the cross-peaks generally do not exhibit coherent oscillations
caused by broadband excitation. The data exhibit a pronounced slowdown in IVR
as the alkane chain length is increased, from ~11 ps in hexane to ~27 ps in hexade-
cane. More surprisingly, the IVR timescales can actually be fit well using a linear
relationship: τ IVR = n × 1.65 ps + 0.92 ps, where n is the number of carbon atoms
in the solvent molecule. There is currently no explanation for this IVR trend. In a
study of a different transition metal complex, Mn2(CO)10, in a series of alcohols, we
found a strong chain-length dependence, but it was not monotonic [41]. Instead, we
observed a surprising dependence of IVR time scales on the degree of hydrogen bond-
ing determined using molecular dynamics simulations. Increased hydrogen bonding
correlates with slower IVR, an effect we rationalized as being due to the energy shift
caused by a hydrogen bond to a CO ligand. Similar to Anderson localization, an
energetic defect can spatially trap an otherwise delocalized coupled (i.e. excitonic)
state, slowing the rate of energy transfer among excited vibrations. Since the alkanes
lack an obvious means of interaction with the complex, it is not clear how the chain
length can influence the IVR time scale. Nevertheless, since energy randomization is
an important aspect of chemical reaction dynamics, it is worth further investigations
to ascertain whether there is any correlation between IVR and catalytic activity.

11.3 Larger Supramolecular Complexes and Constructs

11.3.1 FeFe Hydrogenase Complex Embedded Within
Micelles, Hydrogels, and Metal-Organic Frameworks

One of the remarkable observations of hydrogenase models is that they can exhibit
greatly enhanced catalytic activity under confinement [23, 26]. Both in terms of
turnover number (i.e. the life span of the catalyst) and the turnover frequency (i.e. the
rate of reaction), constraining the complex to an isolated environment, such as within
a polymer [42], polypeptide [23], polysaccharide [43], protein [44], cyclodextrin [14,
45, 46], or a dendrimer [13], can improve catalyst performance. In the aqueous envi-
ronment of living organisms, it is essential to be able to protect an enzyme’s active
site within the largely hydrophobic core, especially when the mechanism involves
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charge transfer. Redox enzymes can avoid the very high reorganization energies in
aqueous solution by cloistering the active site within the relatively low dielectric
protein [47]. Structural fluctuations are also likely to be more constrained under
confinement, which may reduce the likelihood of deleterious reaction products that
limit the life of a catalyst molecule. Although there is no clear explanation for the
success of confinement, it likely involves a combination of interplay of lowered reor-
ganization energy, solvent shielding, and preferential solvation. There is, however,
a straightforward set of dynamical observables that can be measured with multidi-
mensional spectroscopy, and, ultimately, these should be useful in establishing links
between structural dynamics and chemical reactivity.

Micelles are widely used models of biological components that allow tunable
degrees of confinement and hydrophobicity. Normal phase micelles have a non-
polar core surrounded by polar head groups exposed to water. Naively, a nonpolar
solute should become embeddedwithin the hydrophobic core of themicelle, whereas
amphiphilic or moderately polar solutes adopt a heterogeneous distribution of sites
in the micelle. Hunt et al. studied the propanedithiolate bridged diiron carbonyl
complex (2) in micelles of dodecyltrimethylammonium bromide (DTAB) in hep-
tane/water solutions (Fig. 11.7) [26]. In the resulting microemulsions, analysis of
FTIR and 2D-IR spectroscopy of carbonyl bands indicates that the diiron complex
partitions between two different environments: one deep within the nonpolar core,
and one closer to the head group region. The main rationale for this conclusion is the
appearance of hydrogen bonded CO band shifts. Based on spectral diffusion results
from 2D-IR, the authors conclude that the slower spectral dynamics attributed to
the head group region results from the water molecules constrained near the head
groups. Relatively slow spectral diffusion dynamics has been observed at surfactant
interfaces by studying the head groups themselves [48], as well as by using thio-
cyanate probes that associate preferentially with cationic head groups of the same

Fig. 11.7 2D-IR spectra of the pdt-linked diiron hexacarbonyl (2) in (left) heptane at a 5-ps wait-
ing time, (middle, right) a micellar microemulsion at waiting times of 5 and 20 ps, respectively.
Additional features appear in the 2D-IR spectrum in the micelle case, and based on the lack of cross
peaks with the main bands, can be assign to distinct species. Diagonal elongation indicates some
degree of inhomogeneous broadening, which is slightly relaxed by a waiting time of 20 ps. Figure
adapted from [26], Copyright the American Chemical Society (2016)
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DTAB surfactant studied here [49]. Since quantitative measures of the spectral dif-
fusion time scales for molecules within the core and at the head groups were not
reported, it remains unresolved the degree to which the conformational flexibility of
the complex is altered by microsolvation in the micelle.

Within the theme of complex heterogeneous environments, Hunt et al. investi-
gated the role of peptide hydrogels in mediating photophysics and photochemistry
[23]. The short peptide Fmoc-Leu-Leu (Fmoc= 9-fluorenylmethoxycarbonyl) forms
a hydrogel at low concentration (~10 mM), which is a large-scale network capable
of confining solutes in protein-like environments. A propanedithiolate complex with
two CO ligands replaced by trimethyl phospine (5) was incorporated into the Fmoc-
Leu-Leu hydrogel and remained stable, in stark contrast to the low stability of the
complex in ordinary aqueous solution. This stability suggests a microsolvation envi-
ronment that is somewhat free of water. Although the IR-pump/IR-probe transient
absorption was not reported, it is perhaps not entirely surprising that a complex with
low water solubility would find itself in a relatively dehydrated peptide environment;
leucine is, indeed, among the most non-polar side chains. Of course it is unknown the
degree to which the solute perturbs the hydrogel structure itself, perhaps enhancing
the hydrophobicity locally. Taking the slow phase of transient IR absorption to arise
from CO geminate rebinding, it is clear that the confined space of the hydrogel leads
to more complete and faster bimolecular recombination relative to a more simple
solution environment. This study is particularly interesting because of the promise
in using viscous solvents, such as ionic liquids and polyelectrolytes, in electrochem-
istry and electrocatalysis applications.

Metal-organic frameworks (MOFs) are supramolecular structures composed of
repeating units of organometallic complexes. Although they are actually a form of
organometallic polymer, they differ from classical polymers by frequently having
a defined and quasi-fixed three-dimensional structure permeated by microscopic
pores and cavities. Molecular catalysts sometimes show greater reactivity and sta-
bility when incorporated into cavities in a MOF than when freely dissolved in a
reaction mixture, as exemplified by studies of the photocatalytically-driven reduc-
tion of H+ to H2 by a (bdt)[Fe(CO)3]2 (bdt = benzenedithiolate) reported by Pullen
et al. [50]. Here, photoexcitation of a [Ru(bpy)3]2+ and subsequent reduction by an
ascorbate electron donor precedes electron transfer from the [Ru(bpy)3]2+ to the
(bdt)[Fe(CO)3]2 and formation of H2 at the iron active site. Although the reac-
tion mixture is not exceptional for hydrogen photocatalysis, incorporation of the
(bdt)[Fe(CO)3]2 into a MOF significantly increases the reaction turnover number
and the photostability of the (bdt)[Fe(CO)3]2 catalyst.

Nishida et al. studied the MOF-(bdt)[Fe(CO)3]2 using 2D-IR spectroscopy and
found that the spectral diffusion of the carbonyl ligands occurs on timescales of
7 and ~670 ps, which the authors suggested reflected primarily dynamics of the
(bdt)[Fe(CO)3]2 and macromolecular fluctuations of the MOF scaffold, respectively
[51]. When the pores of theMOF are filled with N,N-dimethylformamide (DMF) the
spectral diffusion timescales of the metal carbonyl groups slow to ~23 and >2000 ps.
The four-fold increase of the slow timescale of spectral diffusion, previously linked to
the fluctuations of theMOF scaffold,was attributed to the increased structural rigidity
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of the solvent-filled MOF, and the three-fold slowdown of the 7 ps component of
the spectral diffusion to ~23 ps was hypothesized to reflect the slow intermolecular
dynamics of the constrained DMF solvent within the pores of the MOF. To date,
this work remains the only 2D study of a MOF conducted with optical spectroscopy,
and although the photochemical production of H2 in this system was not directly
studied, the addition of a slow timescale to the spectral diffusion of a vibrational
probe upon incorporation into a sterically constrained environment underlines the
importance of careful characterization of a complex macromolecular system before
directly studying the system in a non-equilibrium state. Later studies of dendritic
systems have demonstrated that comparable slow components of a probe’s spectral
diffusion dynamics may be induced even by relatively slight steric interactions.

11.3.2 Dendritic FeFe Hydrogenase Supramolecular
Complexes

One promising supramolecular complex for photochemical hydrogen generation,
synthesized by Li et al., contains a diiron hexacarbonyl core covalently bound to
varying generations of poly(aryl ether) dendrimeric ogilomers [13]. Using a photo-
catalytic scheme employing common components, such as a [Ir(ppy)2(bpy)]+ photo-
sensitizer and triethyl amine electron donor, the dendrimeric catalyst can be supplied
with electrons energetically triggered by light absorption, ultimately reducing pro-
tons to generate H2. Based on some optimization efforts, the authors identified a 9:1
(v/v) acetone/water solution as the best condition for this homogeneous photocataytic
process. The interesting solvent composition dependence hints at the potential for
interplaybetween thedielectric properties, preferential solvation, and thedendrimer’s
conformational distribution.

Using the commercially available dendrimer, we synthesized the second genera-
tion diiron complex (Fig. 11.8), as well as a reference molecule which has two sulfur
atoms bridging the irons, but no other bridging atoms between the sulfur atoms [52].
The basic approach of the work was to investigate the 2D-IR spectroscopy of the
dendrimer and the reference complex (6) in a series of solvents. Unfortunately, due to
the persistent microscale heterogeneity of water/acetone solutions, we could not suf-
ficiently suppress scattering in our simple sample cell consisting of two 3-mm thick
CaF2 windows with a 50–100 µm Teflon spacer. Despite this technical limitation,
we were able to examine both molecules in a wide range of solvents: toluene, chlo-
roform, tetrahydrofuran, N-N-dimethyl formamide, acetone, and acetonitrile. From
the perspective of the linear absorption spectrum, there are some similarities and
systematic variations between the dendrimer and the small molecule reference in the
solvent series. There are generally three distinct bands in all cases, though there are
clearly visible shoulders which can be assigned to four-five transitions depending
on the solvent. This collapse of the five bands is consistent with previous studies of
diiron complexes in polar solvents. The dendrimer shows actually smaller variation
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Fig. 11.8 a Second-generation poly(aryl ether) dendrimer with a diiron hexacarbonyl core. b FT-IR
spectra of the dendrimer and the reference unbridged complex (4) in dimethylformamide (DMF)
solution. Decays of the spectral inhomogeneity index, which is proportional to the frequency-
fluctuation correlation function, exhibit solvent-dependent dynamics in c acetone, d DMF and e
acetonitrile. In all cases, the dendrimer exhibits slower slow-phase spectral diffusion, or a larger
constant offset, than does the core-only reference complex. Acetonitrile is a poor solvent for the
dendrimer and exhibits only an offset, indicating a dynamical timescale for the dendrimer that is
slower than ourmeasurement window. Figure adapted from [52], Copyright the American Chemical
Society (2018)

with solvent, likely reflecting the solvation environment presented by the dendrimer
itself.

There are several aspects of the vibrational dynamics that are solvent and complex
dependent. Both the fast intramolecular vibrational redistribution and the spectral dif-
fusion time scales exhibit some differences, but the population relaxation is relatively
insensitive, at least within the limited ~80 ps measurement window. For the spectral
diffusion, as measured from the decay of the frequency-fluctuation correlation func-
tion, there are essentially three categories, and they all relate to the time scale of the
slowest phase of dynamics. The data are fit to biexponentials in all cases, though for
acetonitrile, the slow time constant is replaced by a static offset, which represents a
slow phase that is fully beyond the accessible temporal dynamic range. Overall, the
key observation from the analysis of spectral diffusion is that the slow phase corre-
lates with the solvent “quality”. Polymer solubility can be classified by the so-called
solvent quality, which is a measure of the degree to which a macromolecular solute is
fully solvated such that it can adopt extended conformations (i.e. a “good solvent”), as
opposed to being soluble, but largely collapsed into a more compact conformational
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ensemble (i.e. a “poor solvent”). The spectral diffusion results indicate that solvents
that are poor (such as acetonitrile) for the dendrimer yield a quasi-static slow phase
of spectral diffusion, whereas good solvents (such as acetone and DMF) induce a
slow phase of dynamics that is faster than in the poor solvent case. The most likely
interpretation is that the good solvents present a more heterogeneous and dynamic
macromolecular solvation environment compared with the more homogeneous and
rigid environment presented by the dendrimer in the poor solvent. Unfortunately
it is not possible with 2D-IR spectroscopy to discern whether there is simply the
weighted average of spectral diffusion dynamics for a static heterogeneous ensem-
ble, or whether there are indeed dynamical fluctuations on the time scales reported
by spectral diffusion. It is possible that 3D-IR spectroscopy would be able to disen-
tangle the inhomogeneous distribution of spectral diffusion dynamics time scales, as
has been done in the case of hydrogen bonded water [28, 29].

11.4 Future Directions

Rich chemistry and highly modular synthetic strategies enable the development of
a wide range of hydrogenase models, many of which have already been shown to
be promising photo- and electrocatalysts. Facile synthetic methodologies make this
class of organometallic complex readily accessible in tailor-made forms and easily
incorporated into a variety of macromolecular systems, including dendrimers, poly-
mers, and MOFs. The small-molecule forms are readily soluble in a wide range of
solvent systems, and the multiple bright, non-degenerate carbonyl stretching fre-
quencies make the diiron hexacarbonyl motif an exceptionally promising probe
for solvent dynamics, solvent-solute interactions, and intramolecular processes in
organometallic compounds. Variations in intramolecular vibrational dynamics in
hydrogenase model compounds have not been rigorously explained, but unique and
puzzling solvent- and ligand-dependencies in the intra-carbonyl vibrational relax-
ation of hydrogenase models have been noted by several research groups. Steric
bulk may be directly added to the diiron hexacarbonyl core in customized quanti-
ties, enabling direct interrogation of ultrafast solvation dynamics in crowded envi-
ronments, and multiple studies have shown that the photochemistry of the diiron
hexacarbonyl core may be carefully modified by a judicious choice of excitation fre-
quency, bridging group, and terminal ligand. Even without considering its potential
for photocatalysis of a primary source of renewable energy, the diiron hexacarbonyl
moiety represents an almost optimal system for ultrafast vibrational and electronic
research. However, the potential of the diiron hexacarbonyl moiety for catalysis can-
not be ignored. Driven largely by the promise for low-energy production ofmolecular
hydrogen, we can anticipate ever more innovation in engineering diiron active site
motifs into purpose-built molecular scaffolds for distributed H2 generation.

At the same time, notably absent from this chapter are reports of applying 2D-IR
spectroscopy to the natural enzyme. At the moment, the air-sensitivity and low tol-
erance for concentration limits the ease with which the protein can be studied using
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2D-IR. Nevertheless, especially as our knowledge of small molecule mimics
increases, we expect that greater effort will be made to study the natural enzymes
despite the practical challenges. Hydrogenases and their mimics should be ideal can-
didates to study using new spectroelectrochemistry techniques that use 2D-IR spec-
troscopy to probe electrochemistry and electrocatalysis in situ. Such methods are
standard in the inorganic and bioinorganic communities, but are typically restricted
to simple linear spectroscopy methods, rather than the more time-consuming and
technically demanding multidimensional variants. The ability to study different oxi-
dation states has the potential to unlock key missing information regarding catalytic
intermediates needed to constrain proposed reaction mechanisms. Beyond the tradi-
tional chemical species information, we also anticipate new concepts in catalysis that
directly address the role of dynamical fluctuations in the case of low barrier reactions.
Perhaps by designing specific photoelectrochemical systems, it will be possible to
phototrigger intermediate steps in an otherwise steady-state reaction mixture. In this
way, we may be able to have the best of both worlds: mechanistic information about
practical reaction schemes that have the potential to make a revolutionary transfor-
mation of the hydrogen sector of global economies.
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Chapter 12
Vibrational Frequency Fluctuations
of Ionic and Non-ionic Vibrational Probe
Molecules in Aqueous Solutions

Masaki Okuda, Masahiro Higashi, Kaoru Ohta, Shinji Saito
and Keisuke Tominaga

Abstract In this chapter we review our studies on vibrational frequency fluctua-
tions in aqueous solutions. Experimentally, the frequency fluctuations were inves-
tigated by measuring frequency-frequency time-correlation function (FFTCF) by
two-dimensional spectroscopy, and molecular dynamics simulations were carried to
obtain molecular pictures for the frequency fluctuations in water. We here compare
the two different types of vibrational probes; one is non-ionic, and the other is ionic.
For the non-ionic probe,we chose 2-nitro-5-thiocyanate benzoic acid (NTBA),which
possesses an electronically neutral vibrational probe (SCN group) and an aromatic
ring. For the ionic probe, three atomic ions, SCN− and N3

−, were used. Although
the charge distributions of the solutes and, consequently, hydration structures around
the solutes are different for the ionic and non-ionic vibrational probes, both the ionic
and non-ionic probes show similar decay time constants for FFTCF of about 1 ps. It
is found that the frequency fluctuation for three atomic ions is almost determined by
the electrostatic interaction from the water molecules in the first hydration shell. The
collective dynamics of the water molecules in the first-hydration shell are found to be
similar to those of bulk water, though the hydrogen bond between the ion and water
molecule is very strong. In contrast to the hydration structure and water dynamics in
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these small ionic solutions, the hydration structure and water dynamics in the vicin-
ity of the vibrational probe of NTBA are found to be similar to those in bulk. We
consider that the electrostatic interactions with “bulk-like” water molecules around
NTBA induce the slow decay component, i.e., 1-ps decay component, of the FFTCF
of NTBA in H2O.

12.1 Introduction

Various kinds of chemical and biological reactions take place in aqueous solutions.
Detailed aspects of reaction, e.g., rates and pathways, are generally influenced by
solvent molecules [1, 2]. Thus, it is essential to elucidate the solute-solvent inter-
actions and dynamics around the solute molecules. In aqueous solutions, hydrogen
bond (HB) network formed among water molecules constantly fluctuates and thus
induced local and collective dynamics can affect solute molecules. It is well known
that vibrational frequencies of the solute molecules are good reporters of their local
environment [3–5]. Since the HB network changes occur in a wide range of spa-
tiotemporal scales, the vibrational frequencies of solute molecules also fluctuate in
a complicated manner. Therefore, detailed information of the hydration dynamics
and solute-solvent interactions can be obtained by examining vibrational frequency
fluctuations.

Femtosecond nonlinear infrared (IR) spectroscopy has been a powerful tool to
address the underlying ultrafast molecular dynamics in solution, which are often
obscured in linear spectroscopy [3–5]. Generally, vibrational dynamics are charac-
terized by the following three relaxation processes: (i) vibrational energy relaxation
(VER), (ii) rotational relaxation, and (iii) spectral diffusion.We can examine the first
two vibrational dynamics, the VER and rotational relaxation, using IR pump-probe
spectroscopy [6, 7]. We can investigate the third relaxation process, i.e., the spectral
diffusion, using three-pulse IR photon echo (IR-3PE) method or two-dimensional
IR (2D-IR) spectroscopy [8, 9]. As mentioned above, the solute-solvent interactions
cause the vibrational frequency shift of a solute. Note that, the surrounding environ-
ment, i.e. solvation structure, of each solute is different. As a result, each solute has
a slightly different vibrational frequency, so that there is the so-called an inhomoge-
neous distribution of vibrational frequencies. However, since the solvation structure
is not static but dynamically fluctuates on sub-picosecond to picoseconds time scales,
the vibrational frequency of the solute and the associated inhomogeneous distribution
change with time. This process is called a spectral diffusion. Here, the vibrational
frequency of a molecule at time T, ω(T ), is defined as:

ω(T ) = �ω(T ) + 〈ω〉 (12.1)

where <…>denotes the ensemble average and <ω> andΔω(T ) are the time-averaged
vibrational frequency and the deviation of frequency at timeT from the average value,
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Fig. 12.1 Schematic illustration of a time-dependent frequency fluctuation and b its time correla-
tion function

respectively (see Fig. 12.1a). Therefore, Δω(T ) reflects dynamical information on
solute-solvent interaction and solvation structure in the vicinity of the solute [5, 10].

The time dependence of the frequency fluctuation is characterized by the time-
correlation function of Δω(T ), i.e. frequency-frequency time-correlation function,
FFTC F, Cω(T ) [5, 10]:

Cω(T ) = 〈�ω(T )�ω(0)〉 (12.2)

Since the solvation structure around a solute does not change from its initial
structure significantly at sufficiently short time T, a strong correlation exists between
initial and final vibrational frequency shifts. On the other hand, at longer time T,
the correlation is lost due to the change of the solvation structure. Therefore, Cω(T )
decays with T (see Fig. 12.1b), and the time scale of this decay reflects the solvation
dynamics in the solution. IR-3PE method and 2D-IR spectroscopy can monitor the
correlation function of vibrational frequency fluctuation, i.e., Cω(T ), for the investi-
gatedmolecular systems. For instance, Fig. 12.2 gives an intuitive explanation for the
time-dependence of 2D-IR spectra [8, 9]. For a molecular system with an inhomoge-
neous frequency distribution, at short time T, two vibrational frequencies (denoted
as ω1 and ω3) are correlated and the 2D-IR lineshape is elongated along the diag-

Fig. 12.2 Schematic illustration of a 2D-IR spectrum at three different times T: a T � τ c, b T
~ τ c, c T � τ c. The red and blue regions represent the positive and negative contributions of the
2D-IR spectrum, respectively. As time T increases, the lineshape of the 2D-IR spectrum changes
from elliptic to round shapes, which reflects the loss of the correlation between the initial (ω1) and
final (ω3) frequencies
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onal line, i.e. line at ω1 = ω3, (see Fig. 12.2a). However, when time T becomes
longer than a characteristic time (τC) for the solvation dynamics of the system, the
correlation between the frequencies ω1 and ω3 is lost and the 2D-IR lineshape is
gradually deformed roundly (see Fig. 12.2b). Finally, when the correlation between
the frequencies ω1 and ω3 is completely lost, the 2D-IR lineshape becomes round
(see Fig. 12.2c). Hence, we can determine the time scale of the solvation dynamics
from the time dependence of the 2D-IR lineshape.

Molecular dynamics (MD) simulations are powerful tool to investigate relation-
ship between the vibrational frequency fluctuations of a solute and its surround-
ing environment, e.g. solvation dynamics and solute-solvent interactions. By using
appropriate methodologies, we can theoretically obtain the FFTCF of a solute in
solution from MD simulations [8, 9, 11, 12]. Furthermore, since MD simulations
can provide a microscopic picture of the temporal evolution of the solvation struc-
ture around a solute, which cannot be directly obtained from IR-3PE and 2D-IR
experiments. Consequently, by combining experimental and theoretical studies, we
can obtain deep understanding for microscopic mechanism of the vibrational fre-
quency fluctuations of solutes in solutions.

So far, using these methods, several groups have experimentally investigated
Cω(T ) of vibrational probes in water [13–31]. It has been shown that the FFTCF
of ionic probes, such as SCN− and [Fe(CN)6]4−, can be modeled by a double expo-
nential function plus a quasi-static component:

Cω(T ) = �2
0 + �2

1 exp(−T/τ1) + �2
2 exp(−T/τ2) (12.3)

where Δi and τ i are the amplitude and time constant of frequency fluctuations of
component i, respectively. Since the component 1 is in the so-called “fast modulation
limit” (Δ1τ 1 < 1), it is difficult to determine the parameters of Δ1 and τ accurately.
but only the value of Δ1τ

2
1 is evaluated from the IR-3PE and 2D-IR experiments,

which corresponds to the dephasing time of the vibrational mode. The time constant
τ 1 can be roughly estimated in the sub-100 fs time scale.

On the other hand, the component 2 is not in the fast modulation limit, and the
parameters are estimated accurately. The decay time constant of the component 2 in
the FFTCF is approximately 1 ps in aqueous solutions at room temperature regardless
of themolecule [25]. The amplitudeΔ2 significantly depends on the solute molecule.
A possible explanation for this observation is that the slow decay component is due
to the making and breaking of the HBs between the ion and water molecules. If
so, depending on the molecular properties, such as the charge distribution, of the
vibrational probemolecule, the decay time constant should depend on the vibrational
probe molecule as well. It should be noted that a similar time scales have been found
in the frequency fluctuations in pure water; Fayer and Tokmakoff groups conducted
the 2D-IR experiments for HOD in H2O and in D2O, respectively [32–34]. They
revealed that the spectral diffusions of the OD stretching and OH stretching modes
of HOD can be characterized by time constants of about 1.4 ps, which are similar to
those of ions.
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To date, several groups have performed theoretical investigation on the vibrational
frequency fluctuations ofwater [35–51] and simple ionic vibrational probemolecules
in water [52–56] by MD simulations. In the case of the frequency fluctuations of
water, itwas shown that the slowdecaying component is originated from the structural
evolution of HB network in water. By performing MD simulation for N3

− in D2O,
Li et al. successfully reproduced the experimentally observed long-time decay of the
FFTCF of the N3 anti-symmetric stretching mode (>250 fs) [52]. They concluded
that this slow decay of the FFTCF may result from the collective water dynamics
around the solute due to long-range interactions. In other words, their result suggests
that the dynamics of the HB network around the ions are similar to those in pure
water, rather than depends on the ions [25].

However, it is still unclear whether this interpretation can be applied to the vibra-
tional frequency fluctuations for non-ionic vibrational probes or not. Recently, the
vibrational frequency fluctuations of biomolecules, which are labeled with non-ionic
N3 and CN groups as vibrational probes, in water have been investigated using 2D-
IR spectroscopy [57–63]. Here, some of the FFTCFs for these molecules in water
contain quasi-static components, which may be due to the long-lived inhomoge-
neous environment. Depending on the hydrophilic and hydrophobic groups around
the vibrational probes, we can expect that the hydration structure and its dynamics
around the non-ionic vibrational probes are different from those around the ionic
ones. Furthermore, due to the high charge density of the ionic vibrational probes,
they may possess stronger interactions with solvents than non-ionic ones. However,
the molecular mechanism how the slower time constant of FFTCF of solutes in water
is primarily determined by the solvent remains unclear.

In this chapter we describe the vibrational frequency fluctuations of the non-ionic
and ionic vibrational probes in aqueous solutions. So far, several groups including
us have experimentally found that the FFTCFs of aqueous solutions haves a com-
ponent with approximately 1 ps, regardless of the probe molecule. Theoretically,
MD simulations have reproduced this decay component of the FFTCF in aqueous
solutions fairly well. However, the role of water molecules in each hydration shell
in the vibrational frequency fluctuations is still unclear. Water molecules in the first
solvation shell interact with the solute molecule strongly and the influence from the
water molecule bound to the vibrational probe by HB should have a major effect on
the vibrational frequency of the solute. However, the MD simulation studies have
shown that the vibrational frequency fluctuations are affected by collective dynam-
ics of water molecules near the solute molecule. It is interesting to reveal the role of
water molecules in the vicinity of the vibrational probe in the frequency fluctuations.

The second point of this chapter is the comparison of the FFTCFs between the non-
ionic and ionic probes. So far, many of the vibrational probes are ionic. Therefore,
onemay thinkwhat happens if the vibrational probe part is non-ionic since the charge
distribution definitely affects the structure and dynamics of solvation. Furthermore,
if the probe molecule possesses a hydrophobic group, water dynamics around the
probemoleculemay differ from thosewe have studied so far, because of the so-called
hydrophobic effect.
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Fig. 12.3 Molecular
structure of
2-nitro-5-thiocyanate
benzoic acid (NTBA)

In this chapter we review the studies of the vibrational frequency fluctuations
of non-ionic and ionic probes in aqueous solutions. First we describe the results
for the SCN anti-symmetric stretching modes of 2-nitro-5-thiocyanate benzoic acid
(abbreviated as NTBA, Fig. 12.3) and two three atomic ions, thiocyanate ion (SCN−)
and azide ion (N3

−). The SCN group of NTBA forms a covalent bond with an
aromatic ring, and the vibrational probe is electrically neutral and possesses different
charge distribution from that of SCN−. Therefore, the dependence of the frequency
fluctuations on the electric properties of the vibrational probe can be investigated.
Secondly, because there is an aromatic ring, which is considered to as a hydrophobic
group, nearby the SCN group, the hydration structure around the vibrational probe
of NTBA is expected to differ from that of SCN−. Therefore, the dependence of
the frequency fluctuations on the hydration structure of the vibrational probe can be
examined.

Furthermore, in order to obtainmicroscopic information onwater structure and its
dynamics around the vibrational probe, we performed classical MD simulations and
related theoretical analyses for the aqueous solutions with the three solutes. To obtain
detailed information on local environment around NTBA, SCN−, and N3

− in H2O,
we investigated hydration structures around the vibrational probes, solute-solvent
dynamics, and single/collective reorientational motion of hydrated water molecules.
Moreover, based on the theoretical framework developed by Cho group [64], we
calculated the SCN vibrational frequency fluctuations of NTBA and SCN− in H2O
from the MD simulations. By calculating the radial-dependence of FFTCF and elec-
trostatic potentials for the systems investigated, finally, we established microscopic
pictures for the vibrational frequency fluctuations of NTBA and SCN− in H2O.

12.2 2D-IR Spectra of NTBA, SCN−, and N3
−

Figure 12.4 shows the IR absorption spectra of the three vibrational modes, the
SCN anti-symmetric stretching modes of NTBA and SCN− and the anti-symmetric
stretching mode of N3

− in H2O. The normal mode analyses show that the SCN anti-
symmetric stretching modes of NTBA and SCN− are localized as the CN stretching
motions. Note that the SCN anti-symmetric stretching modes of NTBA and SCN−
have different force constants. Because of the covalent bond between the SCN group
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Fig. 12.4 Comparison of the
experimental and simulated
FT-IR spectra of a NTBA,
b N3

−, and c SCN− in H2O.
The red lines represent the
experimentally obtained
FT-IR spectra of NTBA,
N3

−, and SCN−. The green
and blue lines are the
numerically calculated FT-IR
spectra with and without the
slow decaying components
in the FFTCF, respectively.
The bandwidths of the
inhomogeneous broadening
of NTBA, N3

−, and SCN−
were 5.1, 4.7, and
16.4 cm−1, respectively

and the aromatic ring, the potential curve with respect to the SCN anti-stretching
mode of NTBA is likely different from that of SCN−. Therefore, the difference in the
potential surface of the vibrational probe may provide the different peak wavenum-
bers of the SCN anti-symmetric stretching modes of NTBA and SCN−.

The 2D-IR spectra of NTBA and SCN− in H2O were observed at different popu-
lation times (t2) ranging from 0 ps to 2 ps. Figure 12.5 shows the 2D-IR spectra of
NTBA and SCN− at t2 = 0.2, 1, and 2 ps. Red and blue colors indicate the sum of
the ground state bleach and stimulated emission signals and the transient absorption
signal, respectively. The red lines represent the diagonal directions of the 2D-IR
spectra (ω1 = ω3). At shorter population times, because of a correlation between
two vibrational frequencies, i.e. ω1 and ω3, the 2D-IR spectrum elongates along the
diagonal direction. As the population time increases, reflecting the loss of correlation
between these frequencies owing to the change of the local environment around the
vibrational probe, the shape of the 2D-IR spectrum becomes round. As seen in the
change of the 2D-IR spectral shape, microscopic details of the frequency fluctuations
of the solutes are obtained from the t2-dependence of the 2D line shape.
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Fig. 12.5 2D-IR spectra of the SCN anti-stretching mode of a NTBA and b SCN− in H2O at
population times of (top) 0.2 ps, (middle) 1 ps, and (bottom) 2 ps. The red lines indicate where ω1
= ω3. The green lines indicate the center lines of the 2D-IR signals that originate from the ground
state bleach and stimulated emission

The time evolution of the spectral shape was analyzed using the center line slope
(CLS) method developed by Kwak et al. [65, 66]. A fit to the decay of CLS as a
function of the population time provides the decay time constant and its amplitude.
The green lines in Fig. 12.5 are the center lines of the 2D-IR spectra, and the CLS
was obtained from the slope of these lines with respect to the ω1 axis. Figure 12.6
displays the CLSs of NTBA, SCN−, and N3

− as a function of the population time.
When the IR spectrum contains homogeneous broadening to some extent, which
originates from the frequency fluctuations in the fast modulation limit, the value of
CLS at t2 = 0 ps can be less than one. The initial CLS values of NTBA, SCN− and
N3

− are approximately 0.16, 0.33, and 0.15, respectively. Moreover, as shown in
Fig. 12.5, the CLSs possess decaying components, which originate from the slower
frequency fluctuations. Note that a motionally narrowed component in the FFTCF
can be expressed by a delta function. Moreover, a decay component in the FFTCF
can be represented by a single exponential function. Therefore, the FFTCF of NTBA,
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Fig. 12.6 CLS decay curves of NTBA (blue), N3
− (green), and SCN− (pink). The closed circles

indicate experimentally obtained CLSs, and the dotted-lines are the numerically calculated ones
using the optimized FFTCF parameters shown in Table 12.2

N3
−, and SCN− are modeled as:

Cω(t2) = δ(t2)/T
∗
2 + �2

C exp(−t2/τC) + �2
0 (12.4)

where T *
2 is the pure dephasing time constant, which characterizes the homogeneous

component. ΔC and τC are the amplitude and correlation time of the frequency fluc-
tuations, respectively, which reflect the spectral diffusion process. The third term of
(12.4) is a static inhomogeneous component, which expresses the decay slower than
the observation time. The time constant τC is obtained from the fitting analysis for
the CLS curve with a single exponential function. Furthermore, using the relation-
ship of the linear IR and 2D-IR absorption spectra [5, 8, 9], the values of T *

2, �C
2,

and �0
2 of the FFTCF in (12.4) were determined by the numerical calculation to

reproduce the experimentally obtained IR spectrum and the CLS [65, 66]. Here, the
time constants of VER and orientational relaxation listed in Table 12.1 were used to
calculate the vibrational and rotational line broadening functions. It is important to
note that the non-Condon effect was not taken into account for the CLS analysis of
SCN−, and the CLS after t2 = 0.2 ps was used to avoid the pulse overlapping effect.

The obtained FFTCF parameters are summarized in Table 12.1. Figure 12.4 dis-
plays the comparison between the experimental FT-IR spectra of NTBA and SCN−
in H2O and the numerically calculated ones using the FFTCF parameters listed in
Table 12.1. Previously, the 2D-IR experiments for trimethylamine-N-oxide (TMAO),
tert-butyl-alcohol (TBA) and tetramethylurea (TMU) in water suggested that the
hydration dynamics are slower than those of the bulk due to the hydrophobic effect
of the methyl groups in these solutes [67, 68]. If such slow dynamics exist around the
solutes, the FFTCFmay contain a long-lived component. However, the CLS analysis
reveals that no static component exists in the FFTCF of NTBA. On the other hand,
although theFFTCFsof SCN− andN3

− have static components, its amplitude relative
to the other components is quite small. Therefore, the frequency fluctuations of the
SCN anti-symmetric stretching modes of NTBA and SCN− in H2O are controlled by
the motionally narrowed homogeneous contribution and solvation dynamics, which
are characterized by T *

2 and τC, respectively.
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The 2D-IR experiments for NTBA and the three atomic ions in H2O showed that
the FFTCFs have a decay component of about 1 ps. Because the FFTCFs of NTBA
and SCN− in H2O exhibited decay behaviors similar to those of HOD in H2O and
D2O, the three vibrational modes investigated here are also sensitive to the structural
fluctuations of the HB network around the vibrational probes.

However, it should be noted that the magnitudes of the frequency fluctuations
depend on the solute. To determine the sensitivity of the vibrational modes to the
solvation dynamics on the ~1 ps time scale, the numerically calculated IR spectra
without the slow decaying components are shown in Fig. 12.4. Based on the spectra
in Fig. 12.4, the ratios of the inhomogeneous bandwidth to the total bandwidth
are approximately 0.29 and 0.46 for NTBA and SCN−, respectively. Therefore, we
found that the SCN anti-symmetric stretching mode of SCN− is more sensitive to
the solvation dynamics than that of NTBA, which is most likely due to stronger
interaction between SCN− and water molecules.

It is important to note that the molecular properties of a solute including charge
distributions and molecular structure are expected to affect the network structure and
dynamics of the water molecules surrounding the solute. Therefore, the structure
and dynamics of water molecules around NTBA likely differ from those around
SCN− and N3

−. Nevertheless, the 2D-IR measurements revealed that the FFTCF of
NTBA in H2O decayed with a time constant of 1.1 ps, which is similar to those of
SCN− and N3

−. Therefore, why are the FFTCFs of NTBA and the three atomic ions
characterized by the approximately same time constants?Because the two vibrational
probe molecules differ in their charge distributions and molecular structures, when
the solvent dynamics in the vicinity of the probe molecule dominates its vibrational
frequency fluctuations, the FFTCFs of NTBA and the three atomic ions are expected
to be different from each other.

12.3 Theoretical Analysis of the Frequency Fluctuations

We performed MD simulations for the three solutes, NTBA, SCN− and N3
− in H2O

to investigate the hydration structures and dynamics ofwatermolecules in the vicinity
of the solutes. Furthermore, we calculated the vibrational frequency fluctuations for
NTBA and SCN− in H2O using the trajectories obtained from the MD simulations.
The relationship between the frequency fluctuations of the solute and its hydration
structure and hydration dynamics is discussed from theoretical aspects here.

The Cho group showed that the multi-site electrostatic potential theory can be
applied to the SCN frequency shifts induced by the interactions with surrounding
water molecules [69, 70]. In their method, distributed interaction sites are placed
at around solutes to calculate solute-solvent interactions. For a given solute-water
configuration, by calculating the electrostatic potentials (φ) at all these interaction
sites, the frequency shift (Δω(φ)) is expressed as follows:
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�ω(φ) ≡ ω(φ) − ω0 =
Nsolu∑

i=1

(li + l0)
Nsolv∑

j=1

φi j , with
Nsolu∑

i=1

li = 0. (12.5)

Here, N solu and N solv are the numbers of the interaction sites and water molecules
in the system. In this study, 35 and 28 interaction sites are considered for NTBA
and SCN−, respectively, i.e. N solu = 35 for NTBA and N solu = 28 for SCN−, (see
Fig. 12.7), and the number of water molecules are 1841 and 1387 for NTBA and
SCN−, respectively. ω(φ) and ω0 are the SCN vibrational frequencies of the solute
in a given cluster and the isolated one, respectively. φij is the Coulomb electrostatic
potential at the ith interaction site caused by the jth water molecule. The coefficient
li is a measure of the sensitivity of the ith interaction site to the change in φij. The
value of l0 is the additional parameter to represent the charge transfer effect due to the
solute-solvent HB on the vibrational frequency shift [70]. Here, Choi et al. found that

Fig. 12.7 Distributions of the interaction sites of a NTBA and b SCN−. The number on each atom
corresponds to the index i in (12.5). The 19th interaction site of NTBA and 4th interaction site of
SCN− are placed to represent the σ -type HB interaction. Moreover, the additional eight interaction
sites placed on the circles around the S, C, and N atoms of the SCN group represent the π -type HB
interaction. The geometrical definitions of these additional interaction sites of NTBA and SCN−
are given in [69] and [70], respectively. c Definition of the HB angles of θCNH (blue) and θCSH
(green) between the SCN group and a single water molecule
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the contribution of the charge transfer effect to the SCN frequency shift of MeSCN
is negligibly small [69]. Therefore, in this study, the parameter l0 for NTBA is set to
zero as well.

In order to determine the parameters li for NTBA and SCN−, we performed mul-
tivariate least-square fitting analysis with (12.5). Here, the following two constraint
conditions are considered for the parameters li in (12.5) [69, 70]. The first condition
is that a set of the parameters satisfies the charge neutrality. The second condition is
that the corresponding parameters li for the additional eight interaction sites on the
same circles are assumed to have the same values due to the approximately cylindri-
cal symmetry of the π -orbitals. Therefore, to describe the solvent-induced frequency
shift, 20 and 7 (including the additional parameter l0) independent interaction sites
are considered for NTBA and SCN−, respectively. For the multivariate least-square
fitting analyses, we randomly sampled 110 NTBA − (H2O)n (1 ≤ n ≤ 6) and 100
SCN−–(H2O)n (1 ≤ n ≤ 16) clusters from the MD simulations and performed struc-
tural optimization and normal mode analysis for the solute in each cluster. Then, by
taking the difference between the vibrational frequencies of the solute in the cluster
and gas phase, we obtained the ab initio calculated SCN frequency shift [i.e. Δω(φ)
in the left-hand side of (12.5)]. Regarding the right-hand side of (12.5), we obtained
all the electrostatic potentials (i = 1–35 for NTBA and i = 1–7 SCN−) from the
NTBA/water and SCN−/water clusters.

12.3.1 Hydration Structure Around Vibrational Probe

Hereafter, the results of the classical MD simulations for the three solute molecules,
NTBA, SCN−, and N3

− in H2O and pure H2O are discussed. First, we discuss
the hydration structure around the three solutes. Figure 12.8 displays the pair radial
distribution functions (RDFs) between thewaterHandOatomsand theNatomsof the
SCN group of NTBA, SCN−, and N3

− (denoted as gNH(r) and gNO(r), respectively).
The firstminimumandmaximumof gNH(r) and gNO(r) are summarized in Table 12.2.
As shown in the figures, gNO(r) of SCN− and N3

− show sharper first peaks at around
3.0 Å and the amplitudes of the first peaks are larger than that of NTBA. This
difference can be explained in terms of the charge density of the vibrational probe:
due to the larger partial charges in the vibrational probe, the three atomic ions can
attract the surrounding water molecules more strongly than the SCN group of NTBA.
Therefore, we consider that the water molecules around SCN− is more strongly
interacts with SCN− than that around the SCN group of NTBA. Moreover, based on
the result of weak interaction between NTBA molecule and water compared with
that with SCN− and water, the hydration structure around the SCN group of NTBA
can be expected to be similar to that of the pure water itself.

On the other hand, as shown in Fig. 12.8, the gNH(r) for NTBA, SCN− and N3
−

have the first sharp peaks at around 2 Å, which arises from the solute-solvent HBs.
To define a HB between the vibrational probe and a water molecule (denoted as
−SCN· · ·H2O for NTBA, SCN−· · ·H2O for SCN−, and N3

−· · ·H2O for N3
−), we
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Fig. 12.8 Pair radial
distribution function
gNX(r) between SCN
nitrogen and N3 terminal
nitrogen atoms and H2O
hydrogen (red, X = H) and
oxygen (blue, X = O) atoms.
a NTBA, b N3

−, and
c SCN−

adopted geometrical criteria with respect to the length rNH and the angle θNOH of
the HB. Based on the angle-resolved RDFs for NTBA and SCN−, we defined the
HB criteria for −SCN· · ·H2O and SCN−· · ·H2O as follows: rNH ≤ 2.6 Å and θNOH

≤ 30◦. Here, it should be noted that NTBA and SCN− possess the other HB sites,
that is, the O atoms of the NO2 and COO− groups of NTBA and the S atom of SCN−.
Regarding to these HB sites, we also defined a HB in terms of geometrical criteria
with respect to the length rXH and the angle θXOH of the HB, where “X” represents
a given HB site of NTBA and SCN−. The value of rXH is determined by the first
minimum of the corresponding pair RDF gXH(r), and the θXOH is set to be 30°.

12.3.2 Water Dynamics Around the Vibrational Probes

As mentioned in the previous section, the interactions between water and SCN−
and N3

− are much stronger than that between NTBA and water. Therefore, we can
expect that the water dynamics around NTBA is different from that around SCN−
and N3

−. First, we discuss HB dynamics between the solute and surrounding water
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molecules. In order to evaluate the solute-solvent HB dynamics, we calculated the
HB correlation functions (HBCFs) between the nitrogen atoms of the vibrational
probes and water molecules as follows [71]:

CHB(T ) ≡ 〈H(T )H(0)〉
〈H(0)H(0)〉 (12.6)

where H(T ) = 1 if a specific HB is formed at time T, and H(T ) = 0 otherwise.
Moreover, we calculated the HBCF for water-water HB (denoted as H2O· · ·H2O)
from the MD simulations for pure H2O system by using the geometrical definition
given by Luzar and Chandler [71]. Figure 12.9 shows the HBCFs for−SCN· · ·H2O,
N3

−· · ·H2O, SCN−· · ·H2O, and H2O· · ·H2O. The HBCFs can be reproduced by a
triple exponential function, and the corresponding time constants (τ i) are listed in
Table 12.2.

If a HBCF decays with a single time constant, the decay time constant can be
interpreted as theHB lifetime.However,HBCFs typically show themulti-exponential
decay due to the dynamics on different time scales, such as rotational motions and
diffusion of water molecules [72–74]. Therefore, we characterized the HB lifetime
by a single time constant τ 1/e defined as: CHB(τ 1/e) = e−1CHB(0). The obtained time
constants of τ 1/e for −SCN· · ·H2O, SCN−· · ·H2O, and N3

−· · ·H2O are 1.76 ps,
8.39 ps, and 16.13 ps, respectively. Regarding the HB dynamics between SCN− and
H2Omolecules, τ 1/e is consistent with the previous result for that between SCN− and
D2O molecules reported by Czurlok et al. [28]. Moreover, τ 1/e for H2O· · ·H2O is
found to be 2.81 ps, which is also consistent with the result from the MD simulation
for the TIP4P water system [75]. As the results that the τ 1/e for SCN−· · ·H2O is
longer than those of −SCN· · ·H2O and H2O· · ·H2O, we consider that SCN− forms
HBs with its neighboring water molecules more strongly than NTBA and H2O. On
the other hand, based on the results that the τ 1/e for−SCN· · ·H2O is close to that for
H2O· · ·H2O, the HB between the SCN group of NTBA and a water molecule may
not be significantly different from that between water molecules.

Next, we examined the reorientational relaxation of a single water molecule in the
vicinity of NTBA, SCN−, and N3

−. In this study, we calculated the dipole moment

Fig. 12.9 HB correlation functions of −SCN· · ·H2O (blue), N3
−· · ·H2O (green), SCN−· · ·H2O

(pink), and H2O· · ·H2O (red). The characteristic time constants τ 1/e for these decay curves are as
follows; τ 1/e = 1.76 ps (NTBA), 16.1 ps (N3

−), 8.39 ps (SCN−), and 2.80 ps (bulk water)
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Fig. 12.10 Dipole moment reorientational correlation functions for water molecules around the
SCN nitrogen atoms of NTBA (blue) and SCN− (pink), N3 nitrogen atom of N3

− (green), and those
in bulk (red). The characteristic time constants τ 1/e for these decay curves are as follows; τ 1/e =
3.56 ps (NTBA), 5.72 ps (N3

−), 5.04 ps (SCN−), and 3.35 ps (bulk water)

reorientational correlation functions for a water molecule forming a HB with the
solutes as follows:

C1,HB(T ) =
〈
P1

(
µ(0) · µ(T )

|µ(0)||µ(T )|
)
H(0)

〉
(12.7)

and for bulk water as follows:

C1,bulk(T ) =
〈
P1

(
µ(0) · µ(T )

|µ(0)||µ(T )|
)〉

(12.8)

where µ(T ) is the dipole moment vector of the water molecule, and P1(x) is the
first-order Legendre polynomial. Figure 12.10 shows the obtained dipole moment
reorientational correlation functions for water molecules neighboring to the vibra-
tional probes and those in bulk. All the dipole moment reorientational correlation
functions can be fitted well by a double exponential function and τ 1/e are 3.56 ps for
NTBA, 5.04 ps for SCN−, 5.72 ps for N3

−, and 3.35 ps for bulk water. The result
shows that the rotational relaxations of thewatermoleculewhich is hydrogen-bonded
to SCN− and N3

− are slower by approximately 50 and 70% than that of bulk water,
respectively. On the other hand, the reorinetational motion of the water molecule
nearby the SCN group of NTBA is found to be almost the same as that in bulk.

12.3.3 Theoretical Analysis for Vibrational Frequency
Fluctuations

We calculated the solvent-induced frequency shifts of NTBA and SCN− at a given
time T (Δω(T )) based on (12.5) by using the time-dependent electrostatic potential
φij(T ). We obtained the temporal evolution of the SCN frequency shifts of NTBA
and SCN− in H2O from the trajectories of MD simulations up to 6 ns.
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Fig. 12.11 a Distributions
of the SCN frequency shifts
of NTBA (blue) and SCN−
(pink) calculated by (12.5).
The dotted light-blue lines
indicate the results of Gauss
fittings. b Comparison of
experimental IR absorption
spectra of NTBA (blue) and
SCN− (pink) in H2O (solid)
and DMSO (dotted). The
peak wavenumbers of these
IR bands in H2O and DMSO
are 2169.3 and 2161.1 cm−1

for NTBA, respectively, and,
2064.9 and 2055.5 cm−1 for
SCN−, respectively

First, we calculated the distributions of the SCN frequency fluctuations of NTBA
and SCN− in H2O. Figure 12.11a shows the SCN frequency distributions of NTBA
and SCN−, which are well reproduced by Gaussian distributions with the peak fre-
quencies of 2.0 and 36.9 cm−1, respectively. Figure 12.11b displays the experimen-
tally obtained IR absorption spectra of the SCN anti-symmetric stretching modes
of NTBA and SCN− in H2O and dimethyl sulfoxide (DMSO). Here, DMSO was
chosen as an aprotic solvent. Figure 12.11b indicates that, compared to the SCN
frequencies of NTBA and SCN− in DMSO, those in H2O are shifted toward the
higher frequency by 8.2 and 9.4 cm−1, respectively. Therefore, based on the vibra-
tional solvatochromism theory, we successfully reproduce the blue shift of the SCN
frequencies of NTBA and SCN− in H2O.

Next, we calculated the FFTCFs of the SCN anti-symmetric stretching modes of
NTBA and SCN− in H2O (Fig. 12.12 and Table 12.2).We found that the theoretically
obtained FFTCFs of NTBA and SCN− in H2O can be fitted by a double exponential
function. It should be noted that, from the theoretical analyses based on the multi-
site electrostatic potential theory, we can reproduce the ~1-ps decay of the FFTCFs
of the SCN anti-symmetric stretching modes of NTBA and SCN− in H2O. In the
previous studies of the classical MD simulations for SPC/E water system, Fayer and
Tokmakoff groups independently concluded that the decay of FFTCF of bulk water
on approximately 1 ps time scale reflect the collective motion of water molecules
accompanying the HB rearrangements [32–34]. Therefore, similarity of the time
scale of τ 2 for NTBA and SCN− to that of bulk water suggests that the slower
SCN frequency fluctuations reflects the structural reorganization of the HB network
around the solutes.
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Fig. 12.12 Normalized FFTCFs of the SCN stretching modes of NTBA (blue) and SCN− (pink)
calculated by (12.5). The dotted light-blue lines are the fitting results to double-exponential func-
tions. The inset highlights the FFTCF decay curves of NTBA (blue) and SCN− (pink) at early
simulation time

In order to extract more detailed information on the SCN frequency fluctuations
of NTBA and SCN− in H2O, we examined the radial dependence of the FFTCFs
of the solutes. Here, we defined the spatially-resolved SCN frequency fluctuation
(Δωs(T )) as:

�ωS(T, r) ≡
Nsolu∑

i=1

(li + l0)
Nsolv∑

j=1

φi j (T ) f j (T, r) (12.9)

where f j(T, r) is the filtering function to characterize the radial-dependence of the
Δωs(T ) which is represented as:

f j (T, r) ≡ max
1≤i≤N ′

solu

{
1

2

(
1 − tanh

[
γ
(
ri j (T ) − r

)])}
(12.10)

where N ′
solu is the number of atoms in NTBA and SCN−: N ′

solu = 18 for NTBA
and N ′

solu = 3 for SCN−. γ is the damping constant (set to 10 Å−1). rij is the
distance between the ith interaction site of the solutes and the O atom of the jth water
molecule, and the r is the given cutoff distance, which characterizes the dependence
of the FFTCF on solute-solvent distance. In this study, by varying r from 3.5 to 7.5
Å with a 1.0 Å step, we calculated the series of the spatially-resolved FFTCFs of
NTBA and SCN− in H2O, as displayed in Fig. 12.13. As shown in Fig. 12.13a, the
spatially-resolved FFTCF of NTBA gradually approaches to the total FFTCF with
increasing the cutoff distance r, which indicates that the SCN frequency fluctuations
of NTBA reflect the electrostatic interactions induced by water molecules existing
far from the solute, i.e. bulk-like water molecules. On the other hand, Fig. 12.13c
shows that the FFTCF of SCN− is almost determined by the contribution form the
water molecules within the distance of 3.5 Å from the solute, i.e. water molecules in
the first hydration shell.

Here, we examined these results on the spatially-resolved FFTCFs of NTBA and
SCN− in H2O from a different viewpoint. In order to evaluate the radial dependence
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Fig. 12.13 Spatially-resolved FFTCFs of a NTBA and c SCN− with the filtering function f j(T,
r) defined by (12.10). The cutoff distance r for each profile is as follows: r = 3.5 Å (red), 5.5 Å
(pink), 7.5 Å (light-blue), and no filtering (blue). The inset in (a) and (c) highlights the difference
among the overlapping lines. (Inset) Schematic illustration of the filtering function f j(T, r) for
b NTBA and d SCN−. By considering sphere with a radius of r on each atoms of the solutes,
the union of the spherical regions, i.e. light-blue region within closed blue line, characterizes the
radial-dependence of the SCN frequency fluctuations

of the Coulomb interaction, we calculated the radial Coulomb electrostatic potentials
for NTBA and SCN− as follows [76]:

φ(r) ≡
〈
Nsolu∑

i=1

Nsolv∑

j=1

φi j (T ) f j (T, r)

〉
(12.11)

where f j(T, r) is given in (12.10). Here, based on the parameter lj for NTBA, we con-
sider that the SCN frequency shift of the solute is approximately characterized by the
electrostatic interactions between the SCN group and surrounding water molecules.
Therefore, for the comparison between the non-ionic and ionic SCN groups in terms
of the solute-solvent interactions, we calculated the Coulomb electrostatic poten-
tial only on the SCN group and its surrounding extra sites of NTBA is considered
for NTBA. We also performed the same calculation for N3

− in H2O. Figure 12.14
clearly shows that the radial dependence of the electrostatic potentials on NTBA and
the three atomic ions is different: while NTBA is influenced through the Coulomb
interaction induced by water molecules approximately ~7 Å away from the solute
(~90% of the converged value of the electrostatic potential), that on three atomic ions
is almost determined by the water molecules in the first and second hydration shells
(<5.0 Å, ~90% of the converged electrostatic potential) and the contribution from
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Fig. 12.14 Normalized
radial Coulomb electrostatic
potential for NTBA (blue),
N3

− (green), and SCN−
(pink)

water molecules beyond the second hydration shell is negligibly small. Based on the
results above, in the case of NTBA/water system, we consider that, since NTBA feels
the electrostatic interactions fromwatermolecules existing far from the solute, which
are expected to behave as bulk water, the fluctuations of the HB network system in
bulk can induce the SCN frequency fluctuations on the 1 ps time scale.

On the other hand, in the case of SCN−/water and N3
−/water systems, we

found that the electrostatic interaction further beyond the second hydration shell
is “screened out”, which is in good agreement with the theoretical work on
dimethylphosphate (CH3O)2PO2

−) in H2O reported by Fingerhut et al. [76]. Here,
with respect to the water dynamics around SCN− and N3

−, it should be noted that
the HB dynamics between the ions and water molecules are significantly slower than
that between water molecules in bulk. Moreover, the reorientational motions of the
water molecule forming the HB with SCN− and N3

− is about 50 and 70% slower
than that of the bulk water, respectively. These results suggest that the vibrational
frequency fluctuations of the ions in H2O are mainly dominated by the collective
water dynamics in the first hydration shell, not the HB dynamics between water
molecules and the ions. Consequently, in order to investigate the collective water
dynamics around SCN− and N3

−, we calculated the normalized total dipole moment
time correlation function for water molecules in the first and second hydration shells
of the ions as follows:

CTDP,solv(T ) ≡
〈(∑Nsolv

i=1 µi (T ) fi (T, r)
)

·
(∑Nsolv

j=1 µ j (0) f j (0, r)
)〉

〈∣∣∣
∑Nsolv

i=1 µi (0) fi (0, r)
∣∣∣
2
〉 (12.12)

where the cutoff distance r is set to 5.0 Å. Moreover, for comparison, we calculated
the corresponding time correlation function for the bulk water system without SCN−
and N3

− as follows:

CTDP,water(T ) ≡
〈(∑Nsolv

i=1 µi (T ) f ′
i (T, r)

)
·
(∑Nsolv

j=1 µ j (0) f
′
j (0, r)

)〉

〈∣∣∣
∑Nsolv

i=1 µi (0) f
′
i (0, r)

∣∣∣
2
〉 (12.13)
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Here, in order to define the filtering function f i ′(T, r), we considered a “hypothet-
ical hydration shell” as shown in Fig. 12.15. Inside a “hypothetical hydration shell”,
f i ′(T, r) is set to 0. Outside a shell, f i ′(T, r) is the same as that in (12.10). Figure 12.16
shows CTDP,solv(T ) and CTDP,water(T ) for the SCN−/water, N3

−/water, and bulk water
systems, respectively. These decays can be characterized by characteristic time con-
stants of τ 1/e of 3.77 ps and 5.12 ps for SCN−/water and N3

−/water systems, respec-
tively. On the other hand, the CTDP,water(T ) for the hypothetical hydration shell of
SCN− and N3

− decay with characteristic time constants of 3.33 and 4.35 ps, respec-
tively. The differences between the ion/water system and the bulk water system are
only 13 and 17% for SCN− and N3

−, respectively. This result indicates that the col-
lective water dynamics in the first and second hydration shells of SCN− and N3

− are
“more similar” to that of bulk water than the single molecule dynamics of a water
molecule forming the HB with the ions.

Here, as mentioned above, it should be noted that HBs between SCN− and N3
−

and neighboring water molecules are very strong compared with that between bulk-

Fig. 12.15 Schematic illustration of a “hypothetical hydration shell of SCN−” in bulkwater system.
In order to define this hydration shell in the bulk water system, SCN− molecule is simply removed
from the hydration shell of SCN−/water system. Here, the molecular structure of SCN− (i.e. bond
lengths and bond angle) is the same as that for SCN−/water system. Regarding the size of each
atom of this hypothetical SCN− in bulk water system, radius r is defined as the shortest length in
which the corresponding RDF gXO(r) (X= S, C, or N) has non-zero value. For the light-blue region
(i.e. hydration shell of SCN−), the filtering function f i ′(T, r) is the same as that in (12.10). On the
other hand, for the green region (i.e. inside of the hypothetical SCN−), the filtering function f i ′(T,
r) is set to 0
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Fig. 12.16 Total dipole moment time correlation functions for water molecules in a N3
−/water

and b SCN−/water systems. The green and pink lines correspond to the results for N3
−/water and

SCN−/water given by (12.12) with cut-off length r = 5.0 Å, respectively. The light-blue and blue
lines are the result for the hypothetical hydration shell of N3

− and SCN− in bulk water systems
given by (12.13) with cut-off length r = 5.0 Å, respectively. The characteristic time constants τ 1/e
for these decay curves are as follows; τ 1/e = 5.12 ps (N3

−/water system), 3.77 ps (SCN−/water
system), 4.35 ps (hypothetical hydration shell of N3

−), and 3.33 ps (hypothetical hydration shell of
SCN−)

water molecules. In order to clarify the fluctuation of the water molecules in the first
hydration shell of SCN− and N3

−, we investigated the HBCF for water molecules
in the first hydration shell of the ions by defining the following time correlation
function:

CHB,Hyd(T ) ≡
〈
H ′(T )H ′(0)R(T )

〉

〈H ′(0)H ′(0)R(0)〉 (12.14)

where H ′(T ) = 1 if the water molecule in the first-hydration shell forms HB with
another water molecule at time T and H ′(T ) = 0 otherwise. R(T ) defines the region
of the first-hydration shell of SCN− and N3

−: R(T )= 1 if the distance between the O
atom of a specificwatermolecule and the terminal N atoms of SCN− andN3

− are less
than a cutoff distance (Rcut,N) at timeT andR(T )= 0 otherwise. In this study, based on
the first minima of gNO(r) for the SCN−/water and N3

−/water systems, the Rcut,N are
set to 3.3 Å and 3.4 Å, respectively. Figure 12.17 displays the comparison between
theHBCFs ofwater pairs in the first hydration shells of the terminalN atoms of SCN−
and N3

− (denoted as H2OHW,SCN−· · ·H2O and H2OHW,N3
− · · ·H2O, respectively) and

those in bulk. The HBCFs for H2OHW,SCN−· · ·H2O and H2OHW,N3
−· · ·H2O can be
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Fig. 12.17 Comparison of the HBCFs among H2OHW,N3−· · ·H2O (green), H2OHW,SCN−· · ·H2O
(pink), and bulk H2O· · ·H2O (red, same result as the red line in Fig. 12.9). (Inset) Snapshots of
the MD simulations for water pairs in the first hydration shell of the terminal N atoms of N3

− and
SCN−. The characteristic time constants τ 1/e for these decay curves are as follows; τ 1/e = 2.79 ps
(H2OHW,N3−· · ·H2O) and 2.05 ps (H2OHW,SCN−· · ·H2O)

characterized by characteristic time constants τ 1/e of 2.05 and 2.79 ps, respectively.
We found that theHBdynamics betweenwatermolecules in the vicinity of SCN− and
N3

− are faster than those between the ions and water molecules, and are almost the
same as those in bulk. Consequently, since SCN− andN3

− form relatively strongHBs
with surrounding water molecules, the motion of these water molecules, e.g. trans-
lational and rotational motions, can be controlled by the collective rearrangement of
the HB network without breaking the HBs with the solute. In other words, the anti-
symmetric stretching modes of SCN− and N3

− are perturbed by the structural fluc-
tuations of the HB network through the water molecules directly hydrogen-bonded
to the solute, which results in the experimentally observed vibrational frequency
fluctuations of SCN− and N3

− in water on the 1 ps time scale.

12.4 Conclusion

In this chapter, in order to establish molecular pictures for the vibrational frequency
fluctuations of the non-ionic and ionic vibrational probes, the three solute molecules,
NTBA, SCN−, and N3

−, were investigated experimentally and theoretically. By two-
dimensional IR spectroscopy, the FFTCF of the vibrational frequency fluctuations
were obtained, and the decay time constants of the FFTCF were found to be approx-
imately 1 ps. We aimed to answer to the following questions on the vibrational
frequency fluctuations; what kind intermolecular interaction between the solute and
solvent molecules determine the frequency fluctuations and what kind of solvent
dynamics affects that. We theoretically investigated the structural fluctuations of the
local environment around the solute for the three systems. By calculating the solute-
solvent pair radial-distribution functions, the hydrogen-bond correlation function,
and the single-water dipolemoment correlation function, we found that the hydration
structure and water dynamics in the vicinity of the SCN group of NTBA are almost
similar to those in bulk. Moreover, by calculating the spatially-resolved FFTCF and
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the electrostatic potential on the vibrational probe, we revealed that longer-range
solute-solvent interaction is important for the SCNvibrational frequency fluctuations
of NTBA, which is a different result from the SCN−/water and N3

−/water systems.
Therefore, we consider that the electrostatic interactions with such “bulk-like” water
molecules are responsible for the slow decay component, i.e. 1-ps decay compo-
nent, of the FFTCF of NTBA in H2O. This is in a sharp contrast with the molecular
mechanism for the FFTCFs of SCN− and N3

− in H2O, where the SCN and N3 vibra-
tional frequency fluctuations are controlled by the water molecules tightly hydrogen
bonding to the ions. From the comparison between our current and previous studies,
it is revealed that the molecular origin of vibrational frequency fluctuations can be
significantly different between ionic and non-ionic vibrational probe molecules in
terms of the solute-solvent interactions and solvation dynamics, even if we observe
similar time scales of decay components in their FFTCFs by 2D-IR spectroscopy.
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Chapter 13
Surface-Enhanced 2DIR Spectroscopy
of nm-Thick Films Using Plasmonic
Nano-arrays

Robert T. Mackin, Bar Cohn, Lev Chuntonov and Igor V. Rubtsov

Abstract The ability to interrogate structure and dynamics of molecules at inter-
faces is crucial for many fields of science and technology. In this chapter, we discuss
the implementation of surface-enhanced two-dimensional infrared (SE 2DIR) vibra-
tional spectroscopy to examine molecules in thin films down to a monolayer, enabled
by lithographically-fabricated plasmonic nano-antenna arrays. A variety of nonlin-
ear IR measurements are presented for sample films of different thicknesses, ranging
from a monolayer to ca. 100 nm, including diagonal and cross peak 3rd-order SE
2DIR measurements and diagonal 5th-order SE IR measurements. High raw-signal
enhancement factors reaching 5.1 × 104 were obtained for diagonal peaks of a
carbonyl stretching mode in a 1.5 nm thick sample via the 3rd-order SE 2DIR mea-
surements. A similar enhancement factor of 4.3 × 104 was observed for cross peaks
among the modes, frequency separated by ca. 350 cm−1 and distance separated by
over 12 Å, in nanometer-thick films. The mechanism of the enhancement was exam-
ined, using classical coupled oscillators approach. It revealed that for thicker samples
the signal is dominated by a radiation damping mechanism, whereas the near-field
enhancement is dominant for thinner samples of less than 3 nm thick. An applica-
tion of SE 2DIR method to study sample monolayers and cross and diagonal peak
waiting time dependences makes a wide arsenal of 2DIR techniques applicable for
interrogating molecules at interfaces.
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13.1 Introduction

Plasmonic enhancement of spectroscopic signals is based on the ability of free elec-
trons to locally enhance electric field in the vicinity of metal surfaces, thus allowing
to perform spectroscopic measurements with higher sensitivity [1–4]. The highest
signal enhancements are obtained when molecular transitions are in resonance with
the collective excitations of the conduction electrons, known as localized plasmon
resonances. Extensive research in the field of nano-plasmonics during the last decade
demonstrated that such resonance conditions can be achieved by tuning the optical
properties of localizedplasmonsvia the rational designof the size, shape, andmaterial
of metallic structures [5]. For example, nanostructures which are tens of nanometers
in size made from noble metals (mainly from gold and silver) were shown to gen-
erate enhancement of the local field reaching factors of several hundreds and even
a thousand, when the corresponding plasmon resonance are excited in the visible
and near-IR spectral regions. These enhancements are exploited in surface-enhanced
Raman scattering (SERS) spectroscopy [6, 7]. The SERS method has even shown
single molecule detection as the result of incredibly high signal enhancements (1014)
[8, 9]. In the mid-IR, plasmon-enhanced vibrational spectroscopy measurements
began on solid metal surfaces and metal-island films [1, 10–12], however, recent
lithographic techniques have allowed for the fabrication of metal nano-antennas
which generate stronger localized plasmonic fields and their excitations can be tuned
in-resonance with the molecular transitions [13–17]. Resonant enhancement in the
mid-IR region, though, requires larger-scale half-wavelength nanostructures, reach-
ing several micron is size [13, 15, 16, 18], which provide smaller, yet very significant,
signal enhancements for surface-enhanced infrared absorption (SEIRA) measure-
ments [13, 14]. SEIRA has been developing actively for decades, involving studies
of proteins [13, 14, 19], DNA [20], small molecules [1, 21–23], etc., deposited over
or chemisorbed to the surface of the nano-structures.

Recent development of two-dimensional IR (2DIR) spectroscopy [24–26] enabled
characterization of structural features and dynamics ofmolecules in condensed phase
in the bulk via recording interactions of vibrational modes. Using the plasmonic
nanostructures, which include nanoparticles [3, 27], rough metal surfaces [28–31],
and nano-arrays [13, 15–17, 32–36], the 2DIR diagonal-peak measurements were
extended to thin sample films and even to monolayers [28–30, 37]. Note that it is
advantageous to use a 3rd-order nonlinear technique, such as 2DIR, as well as higher-
order methods, as the signal enhancement increases with the order of the technique
in the electric field [16].

Here we report on the evaluation of enhancements provided by lithographically
manufactured nano-arrays via linear absorption, third order pump-probe (PP), three-
beam dual-frequency 2DIR, and 5th-order IR spectroscopies. We report SE cross
peak measurements from a 1-nm-thick sample, as well as a range of nonlinear IR
measurements for films ranging from 1 to 80 nm in thickness. Analysis of the line-
shapes in SE 2DIR measurements is given. We discuss the mechanism of the signal
enhancement, whichwas found to change between very thin films of less than 3–5 nm
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to the films exceeding 5 nm. Fifth-order spectra and 2DIR spectra of a monolayer
are also discussed. The strong signal enhancements, reaching a factor of 105 in the
3rd-order 2DIRmeasurements, show a strong potential of the SE 2DIR spectroscopy
for interrogating molecules at interfaces.

13.2 Sample Preparation and Experimental Methods

13.2.1 Fabrication of Nano-antenna Arrays

The gold antenna arrays were fabricated on CaF2 substrates using standard methods
of electron beam lithography on a RAITHEBPG 5200machine. The high uniformity
of nanostructure size and shape across the sample of few millimeters in size were
confirmed by both optical spectroscopy and electron microscopy. The large sample
size of 5 mm × 5 mm facilitated spectroscopic measurements. The unit cell dimen-
sions of the array were chosen to optimize its plasmonic optical properties, where the
plasmon resonance was tuned to match molecular excitations. The array dimensions
are shown in Fig. 13.1. The period of the array was always below the critical grating
radiation period [13].

13.2.2 Sample Preparation

Two compounds were interrogated in this study, 4-azidobutyrate-N-
hydroxysuccinimide ester (azNHS) and mercapto acetic acid (mAA). azNHS
was mixed with polystyrene (PS) in toluene and spin-coated onto the gold nano-
arrays. The thickness of this sample was varied by controlling the amount of toluene
and the speed during spin-coating. mAA was chemisorbed onto the surface of the
gold nano-array via the thiol end group. This process was performed by submerging

Fig. 13.1 Dimensions of the antenna array. a Atomic force microscopy phase image of a single
nano-antennameasured in tappingmode. Each bar has length 2μm,width 260 nm, and height 80 nm.
b Scanning electron microscopy of the array collected with normal electron beam incidence. The
array was patterned over a 5 × 5 mm2 area
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the arrays in a dilute solution of mAA (10 mM) in ethanol overnight followed by
rinsing with ethanol and drying under a stream of dry air [38].

13.2.3 Linear Spectroscopy

The surface-enhanced infrared absorption (SEIRA) and reference measurements
were performed with a Vertex 80 spectrometer (Bruker) in transmission mode. A
wire-grid polarizer, placed before the sample, was used for measuring IR spectra
polarized along and perpendicular to the gold bars of the nano-array. Additionally,
an aperture of ca. 1.5 mm was placed before the sample to limit the beam size to the
region of the nano-array.

13.2.4 Non-linear Spectroscopy

The 2DIR and pump-probe (PP) measurements were performed using a fully-
automated dual-frequency three-beam 2DIR instrument with heterodyned detection
[39, 40]. Three m-IR laser beams featuring k1, k2, and k3 wavevectors overlap in the
sample (Fig. 13.2) and the 3rd-order signal is detected by heterodyning with a local
oscillator (LO) in the direction that satisfies the phase-matching conditions. To avoid
light-induced degradation of the nano-array during the measurements, a large neutral
density (ND) filter (OD = 1) was placed on all three beams at the same time; for the
measurements of the reference sample off the array the filter was removed to increase
the signal. Additional ND filters were used to tune the pulse energies to 40 nJ and 8
nJ for the pump (k1 and k2) and probe (k3) beams, respectively (Fig. 13.2). For the
power dependence measurements, the large filter was replaced by a half waveplate
and polarizer placed on the pump beams to allow for greater control of the k1, k2
pulse energy (Fig. 13.2).

Fig. 13.2 Schematics of SE
2DIR spectroscopy. The
sample is deposited onto the
plasmonic nano-array
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13.2.5 FDTD Simulations

Optical properties of the gold antenna arrays and linear surface-enhanced molecular
signalsweremodeled based on the numerical solutions of theMaxwell equationswith
the Finite Difference Time Domain propagation method (FDTD) using Lumerical
software. The geometry of the nano-array used in the simulations was identified by
scanning electron microscopy imaging of the fabricated samples, which included
imaging of the antenna arrays at titled angles and imaging of the antenna’s cross-
sections that were milled by a focused ion beam [17].

All the FDTD simulations were performedwith an effective refractive index of the
environment of n = 1.21, which represented a combined effect of the CaF2 substrate
and thin Cr adhesion layer under the gold structures. Standard dielectric constants of
gold were used [41], while the vibrational transitions weremodeled by a collection of

Lorentz oscillatorswith the permittivity function ε(ω) = n20+
∑

k
fkω2

0

ω2
0,k−ω2−iωγk

, where

n0 represents the refractive indexof the polymermatrix, assumed to be constant across
the relevant frequency range, and the summation is over the molecular vibrational
transitions;ω0,k is the corresponding transition frequency, f k is the oscillator strength,
and γk is the associated line width. The values of these parameters were obtained by
modeling a series of linear absorption spectra of thick polymer layers [16].

13.3 Surface-Enhanced Infrared Absorption

The FTIR transmission spectrum of the bare nano-array has a full-width at half
maximum (fwhm) of ca. 200 cm−1 and the extinction at the maximum of 1.9–2.1 in
optical density,whendetectedwith radiationpolarized along thebars (Fig. 13.3, green
line). The peak is associated with a plasmon resonance, while the peak frequency
depends on the bar length. Upon sample deposition onto the nano-array, the plasmon

Fig. 13.3 Linear FTIR
extinction spectra of bare
and azNHS/PS coated
nano-arrays. The isolated
molecular features for the
42.9 nm thick sample (thick
orange line; ×4), show
Fano-shaped peaks of
azNHS. Normalized
absorption spectrum of the
reference sample is shown
with thin black line
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spectrum is red shifted due to the changes of the dielectric medium around the
antennas [32], as shown for the azNHS/PS films of different thicknesses in Fig. 13.3.
The amount of the red shift allows for the determination of the sample thickness [16].
If the sample has a molecular transition in the vicinity of the plasmon transition, the
former is enhanced significantly by the plasmon, as apparent for the CO transitions at
1740, 1780, 1820 cm−1 and the N3 transition at 2100 cm−1 of the azNHS (Fig. 13.3).
The lineshape of the molecular transition is, in general, dispersive, taking a so-called
Fano shape [42].

The Fano lineshape arises from interference of two (or more) fields in the far-
field at the detector. One contribution consists of a scattering of the nano-array
itself, responsible for the broad plasmon spectrum for a given dielectric environ-
ment. Another contribution is associated with resonant excitation of the molecular
transitions by the plasmonic field. The excited molecular states feature relatively
long lifetime (~1 ps) and re-excite the plasmon after a delay. The plasmon emits and
the second field, which interferes with the first field, is measured at the detector in
the far-field. The phase lag between these two fields leads to the typical dispersive
character of the Fano lines. The accumulated phase is dependent on the molecu-
lar excited state lifetime and on the frequency mismatch between the plasmon and
molecular transitions as different phases are accumulated for different mismatches.

The molecular spectral signature can be isolated by subtracting the spectrum of
the plasmon, numerically shifted to match the dielectric environment of the sample,
from the spectrum of the nano-array with the sample film (Fig. 13.3, thick orange
line). The Fano amplitude, SFTIRAu (Fig. 13.3 vertical arrow), is proportional to the
strength of the molecular transition and the enhanced plasmonic field acting upon it.
The ratio of SFTIRAu and the optical density of the molecular transition of the reference
sample of the same thickness without the nano-array, SFTIRref , represents raw signal
enhancement, which in turn is equal to the square of the effective field enhancement
by the nano-array, ξ 2. Because the plasmon field decreases away from the nano-
antenna surface, the raw enhancement, as well as the effective field enhancement, ξ ,
is expected to depend on the sample thickness. Indeed, a drastic dependence of the
enhancement on the sample thickness was observed experimentally for the CO and
NN transitions of azNHS/PS thin film samples (Fig. 13.4a). Note that the ordinate
in Fig. 13.4a shows ξ values, while the raw enhancement values, given by ξ 2, are
shown in parentheses.

A sharp increase of ξ is observed for thicknesses shorter than 5 nm reaching ξ =
22 for a 1.4-nm-thick film, as the signal is dominated by the molecules located in the
region with the strongest plasmonic field near the gold surface. The enhancement
decreases for larger sample thicknesses. In addition, at larger sample thicknesses the
plasmon maximum is red shifted, resulting in a better resonance with the CO mode
and poorer resonance with the NN mode of azNHS. As a result of this detuning, the
enhancement for NN, ξ lin

NN, decreases at large thicknesses more than the enhancement
for CO, ξ lin

CO, which even shows a plateau between 10 and 30 nm thicknesses. Numer-
ical FDTD calculations of the field enhancements for both CO and NN transitions as
a function of sample thickness were performed, showing an impressive agreement
with the experiment (Fig. 13.4a, solid lines).
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13.4 Surface-Enhanced Third-Order Spectroscopy

The linear SEIRA experiments showed a sharp increase of the enhancement for thin-
ner films (Fig. 13.4a). In order to determine how the signal enhancement depends on
the film thickness in third-order spectroscopies, mid-IR pump-probe (PP) and three-
pulse heterodyned photon echo (HPE) measurements were performed for diagonal
and cross peaks on the nano-array. Before discussing the enhancement, we describe
the shape of the plasmon enhanced IR spectra.

13.4.1 Shape of Transient Surface-Enhanced IR Spectra

Transient IR spectra of the CO modes of azNHS on (blue) and off (green) the nano-
array are shown in Fig. 13.5. These peaks are diagonal peaks obtained using IR
excitation and probing pulses centered at ca. 1740 cm−1. The spectrum off the array
shows two typical contributions, a ground state bleach (GSB) and stimulated emission
(SE) centered at 1746 cm−1 and an excited state absorption (ESA) anharmonically
red-shifted by ca. 15 cm−1. The PP spectrum on the nano-array shows different
phasing of the two contributions. As explained above, such spectral shape, the Fano
shape, is caused by the interference of several contributions, all involving the plasmon
scattering.

Notice that while the SE PP signals are observed via plasmon scattering, their
peaks reflect mostly the properties of the molecular transition. They have a similar
width to those off the array and their waiting time dynamics match that for the
reference samples (Fig. 13.6). The transient evolution of the signal of theCOdiagonal
mode at 1746 cm−1 is found to be the same, within the noise level, for the sample
on (blue line) and off (green line) the nano-array (Fig. 13.6). Similar observations
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Fig. 13.5 IR PP spectra of
21.8 nm thick azNHS/PP
sample on nano-array (blue,
bold) and off the array
(green, normalized)
measured at T = 200 fs. The
pump and probe pulses were
centered at 1740 cm−1. The
way the peak amplitudes
were measured is indicated
with arrows
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Fig. 13.6 IR PP kinetics of
the νCO diagonal peak of
14 nm thick azNHS/PS
sample on nano-array (blue,
bold) and off the array
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pump and probe pulses were
centered at 1740 cm−1.
Double exponential fit is
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were made also by Rezus and co-workers for PMMA [15]. Analogous observation of
similarity of coherent oscillationswith andwithout a plasmonic nano-arraywasmade
for a Rhodium dicarbonyl complex [36, 43]. These observations and the results of
calculations [35] indicate that the interaction between the plasmon and the molecular
transitions is in the weak coupling limit.

13.4.1.1 The Fano Line Shapes of Vibrational Transitions

A suitable model for describing the asymmetric lines of the enhanced signals is
essential as the vibrational line shapes play important roles in the studies ofmolecular
structure and dynamics [23, 44, 45]. A popular approach to understanding the line
shapes in surface-enhanced linear spectroscopy experiments is based on themodel of



13 Surface-Enhanced 2DIR Spectroscopy of nm-Thick … 295

coupled mechanical oscillators representing the antenna and molecular excitations,
respectively. The corresponding equations of motion are given by

ẍpl + γpl ẋpl + ω2
plxpl + g2eff xmol = αplE(t)

ẍmol + γmol ẋmol + ω2
molxmol + g2effxpl = 0 , (13.1)

where xpl stands for the coordinate of the bright oscillator of the plasmonic antenna
with eigen frequency ωpl and polarizability αpl driven by the electric field of light
E(t) and damped at the intrinsic rate γpl dominated by the electron-electron scattering
[45–48].Molecular transitions are described by a dark oscillatorwith coordinate xmol,
with the corresponding parameters ωmol and γmol, that cannot be excited by E(t)
directly, but couples to the bright oscillator via the near-field interaction, represented
by the oscillators being coupled via the coordinate with the coupling strength geff.
The general harmonic solutions to (13.1) are given by the complex amplitudes xpl =∣
∣cpl(ω)

∣
∣eiϕpl(ω) and xmol = |cmol(ω)|eiϕmol(ω), and the linear spectrum can be readily

obtained by evaluating the extinction of the system

S(1)(ω) = −Im
{
cpl(ω)

}
. (13.2)

Indeed, the amplitude of the bright oscillator of the plasmonic antenna is modified
by its coupling to the dark molecular excitation, while the corresponding line shape
depends on the detuning between the molecular and plasmon excitations. The linear
spectra obtained with the model fully reproduced the asymmetric line shapes mea-
sured experimentally [17, 35]. The effect of the coupling strength can be illustrated
at the resonance frequency ω = ωmol = ωpl, where we obtain

S(1) = αplE2
0γmolωmol

γmolγplω
2
mol + g4eff

, (13.3)

such that the magnitude of the enhanced molecular signal depends on g4eff.
In order to facilitate description of the asymmetric line shapes, assuming that

the detected signal originates from the bright plasmonic mode, we focus on the
phase of the signal electric field ϕsig(ω) = ϕpl(ω). As mentioned above, ϕsig(ω)

can be intuitively understood through the decomposition of the signal generation
process into two steps: excitation of the dark molecular mode via its coupling to the
bright plasmon mode and a consequent secondary excitation of the plasmon by the
molecules from the near-field [49–51]. Therefore,

ϕsig(ω) = ϕmol(ω) + ϕexc(ω) (13.4)

where the first term is associated with the near-field excitation of the molecule, and
the second term—with the off-resonant driving the plasmonic antenna by the excited

molecules with the phase lag of ϕexc(ω) = tan−1
(

γplω

ω2−ω2
pl

)
. For the cases of weak
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coupling, the linear signal can be rewritten as the interference of two light pathways

S(1)(ω) ∝ −Im
{
R(1)
pl (ω) + R(1)

mol(ω)
}

, (13.5)

where R(1)(ω) = μ2
α Iα(ω) and Iα(ω) = (ω − ωα + iγα)−1 is the homogeneous

Liouville space Green function associated with the excitation at the transition fre-
quency ωα and μα are the corresponding transition dipole moments [52]. R(1)

pl =
μ2
pl Ipl(ω) represents the pathwaywhere the light is scattered by the plasmonic antenna

directly into the detector; R(1)
mol(ω) = μ2

molξ
2|Imol(ω)|eiϕsig(ω) represents the pathway

involving secondary plasmon excitation by the molecules, and ξ is the near-field
enhancement factor associated with the molecular excitation. As expected, evalua-
tion of the linear signals by formulas (13.2) and (13.5) results in identical line shapes
[17].

Similar principles were used to describe the line shapes of the third-order 2DIR
signals measured with heterodyned detection,

S(3)(ω1, Tw, ω3) =
∑

n

R(3)
n (ω1, Tw, ω3)e

iϕsig,n(ω1,ω3) (13.6)

Here, the third-order excitations pathways in the molecular system are described by
the corresponding response functions, R(3)

n , involving both stimulated emission and
excited state absorption signals, which generally appear with opposite phases and
at different frequencies. Thus, their line shape asymmetries, which strongly depend
on the detuning between the molecular and plasmonic excitations are also different.
The phase, ϕsig,n(ω1, ω3), associated with the pathway R(3)

n , originates from the
indirect excitation of the molecular transitions by the three laser pulses via molecular
coupling to the plasmon mode as well as from the signal emission process involving
secondary excitation of the plasmonmode by the excited molecules. Phase-matching
conditions in the 2DIR experiment conducted in the BOXCARS configuration imply
that ϕsig,n(ω1, ω3) = ∓ϕmol(ωα)±ϕmol

(
ωβ

)+ϕmol
(
ωγ

)+ϕexc(ωδ) for the rephasing
(upper signs) and non-rephasing (lower signs) signals, respectively, where α − δ

enumerate molecular transitions involved in the corresponding pathway, R(3)
n . The

phase-modified response functions (13.6) were used to simulate 2DIR line shapes
and were found to be in a satisfactory qualitative agreement with the experimental
results for various detuning between the plasmonic and molecular excitations. The
tested cases involved samples with vibrational excitations giving rise to individual
diagonal peaks of PMMA and azNHS (Fig. 13.7), as well as cases with the coupled
vibrational excitations featuring cross-peaks (RDC) [17, 35, 36, 43].
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Fig. 13.7 Modeling of the SE-2DIR spectra with phase-modified response functions. Panels a and
b show experimental spectra of azNHSmolecules embedded in a thick PS film and in a thin PS film
spin deposited on the array of plasmonic antennas, respectively. Panels c and d show simulations
of the corresponding spectra based on the model of (13.1) and (13.6)

13.4.2 Signal Enhancement Provided by the Nano-arrays
via 3rd-Order Spectroscopies

The dependence of signal enhancement provided by the nano-array in PP and HPE
experiments on the film thickness was measured for νCO and νNN diagonal peaks of
azNHS. To obtain a raw enhancement value for the sample of specific thickness, the
3rd-order signals with the array (SPPAu or S

HPE
Au ) were divided by those for the reference

sample (SPPref or S
HPE
ref ) of the same thickness (SPPAu/S

PP
ref or S

HPE
Au /SHPEref ).

An example of mid-IR PP spectra of 21.8 nm thick azNHS/PP sample on and
off nano-array is shown in Fig. 13.5. The SPPAu values were determined by the overall
amplitude of the Fano-shaped transient peaks, as shown in Fig. 13.5 with an arrow;
the SPPref values were determined similarly (Fig. 13.5). An example of magnitude SE
HPE diagonal spectra of νCO and νNN, measured on and off the nano-array, are shown
in Fig. 13.8. As expected, the magnitude SE HPE spectra show a single peak, rather
than a Fano lineshape observed in PP; the amplitude of this peak, SHPEAu , was used in
the enhancement evaluation.

The effective electric-field enhancements, calculated as fourth root of the raw
enhancements, ξPP = (SPPAu/S

PP
ref )

1/4 and ξHPE = (SHPEAu /SHPEref )1/4, are shown in
Fig. 13.4b. The corresponding values of the raw enhancement are shown in paren-
theses along the Y-axis. These results show that the values of the effective field
enhancements, ξPP and ξHPE, are similar to each other and similar to those obtained
in the linear measurements, ξ lin, for the same sample thickness, whereas the raw
3rd-order signal enhancements are much larger, reaching 5.1 × 104 for the 1.5 nm
thick sample. This similarity between the enhancements in the linear and 3rd-order
experiments suggests that the regions of the highest electric field dominate the linear
and nonlinear measurements, resulting in a simple scaling of the raw enhancement
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Fig. 13.8 Examples of SE 2DIR HPE diagonal spectra for νCO (a, b) and νNN (c, d) of azNHS
measured on (a, c) and off (b, d) the nano-array. The spectra were collected at a waiting time, T, of
0.1 ps; the reference spectra (b, d) were measured at a spot on the CaF2 adjacent to the nano-array.
The azNHS/PS sample thickness was 5.9 nm (a, c) and 14.5 nm (b, d). Adapted with permission
from [16]. Copyright (2018) American Chemical Society

as the electric field in the (n + 1)th power, where n is the order of the technique in
the electric field.

13.4.3 Surface-Enhanced Cross-Peak Measurements

Cross peaks in 2DIR spectroscopy provide crucial information on mode coupling,
which, using modeling can be linked to the distance and mutual orientation of the
interacting groups (modes) [26]. Therefore gaining the ability of detecting cross
peaks in thin samples is of utmost interest. Here we demonstrate that, due to plas-
mon enhancement, the cross peak among νNN and νCO can be measured for thick-
nesses as small as 1 nm (Fig. 13.9). The amplitude of this cross peak is governed by
the anharmonic coupling of the two modes, manifested in the shift 
NN/CO of the
combination band frequency, vNN+CO, from the sum of the fundamental frequencies,
vNN+vCO. Because the CO and NN groups in azNHS are separated by over 12 Å, the
NN/CO anharmonicity 
NN/CO is small, at ca. 0.03 cm−1 [53]. As a result, the cross
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Fig. 13.9 SE HPE 2DIR spectrum focusing on the cross peak among νNN and νCO, measured
for the 1.0 nm thick azNHS/PS sample at T = 3.8 ps. The first two laser pulses were centered at
2100 cm−1 to excite νNN, while the third pulse and LO were centered at ca. 1750 cm−1 to excite
νCO. The plasmon spectrum (blue) and the spectrum of the reference sample (green, ×3000) are
shown in the attached panels. Adapted with permission from [16]. Copyright (2018) American
Chemical Society

peak of the reference sample was detectable only for the thicker samples, exceeding
30 nm. Nevertheless, using the nano-array, the NN/CO cross peak was measurable
for thicknesses down to 1 nm (Fig. 13.9). Notice that the azNHS concentration in
the azNHS/PS sample of 1.0 nm was less than 0.03 M, corresponding to the surface
density of only 0.06 molecules/nm2.

The raw signal enhancements were determined for various sample thicknesses,
similarly to the diagonal enhancements. The effective electric-field enhancement,
calculated as ξHPE

NN/CO = (SHPEAu /SHPEref )1/4, is shown in Fig. 13.4c as a function of
sample thickness. The data show a similar trend with a sharp increase of ξHPE

NN/CO at
smaller thicknesses. The raw enhancement of 4.3 × 104 (ξ = 14.4) was obtained
for the thinnest samples of 1 nm. Note that the enhancement values are affected
by the frequency mismatch between the plasmon and the two molecular transitions
separated by ca. 350 cm−1, as the two transitions cannot be both optimally enhanced.
The raw signal enhancement is expected to be a combination of the enhancements
for the two involved transitions such that ξHPE

NN/CO = (ξHPE
NN ξHPE

CO )1/2. Dashed line in
Fig. 13.4c, calculated using the fitted experimental data for ξHPE

NN and ξHPE
CO , matches

the experimental data well.

13.4.4 Modeling the Signal Enhancement

FDTD calculations were used to describe linear extinction spectra of the bare nano-
array and the array coated with the azNHS/PS film [17]. Figure 13.10 shows the
extinction spectra of the same nano-array when uncoated (left axis, black line),
coated with 30 nm thick PS film (blue), and coated with 30 nm azNHS/PS film (red).
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Fig. 13.10 FDTD computed
extinction spectra of a bare
nano-array (black solid line),
the array coated with 30 nm
thick PS film (blue solid
line), and coated with 30 nm
azNHS/PS film (red line).
The signal enhancement
spectra are shown for the
bare (grey dashed line) and
PS coated (blue dashed line)
nano-arrays. Adapted with
permission from [16].
Copyright (2018) American
Chemical Society

To determine the enhancement, the spectrum of the PS-coated sample was subtracted
from that of the azNHS/PS-coated sample. To evaluate the signal enhancement, the
overall Fano amplitude of the resulting molecular line shape was compared to the
amplitude of the unenhanced signal, similar to that in Fig. 13.3.

The simulated signal enhancements for CO and NN transitions of azNHS are in
a good agreement with the experimental results (Fig. 13.4a, solid lines). The signal
enhancement spectra for the bare and PS coated nano-arrays (Fig. 13.10, dashed
lines), calculated at 20 nm above the substrate on a line passing through the center of
the antenna and 1 nm from the antenna edge, are shown in Fig. 13.10 (dashed lines).
It has been shown that the enhancement of the signal frommolecules located close to
the antenna surface scales linearly with the intensity of the enhanced near field [33,
54]. The near-field spectra are red-shifted with respect to their far-field extinction
counterpart. The CO transition has a smaller detuning from the resonance of the red-
shifted near-field spectrum of the array for thin samples and a smaller detuning from
the resonance of the far-field spectrum of the array for thicker samples, as compared
to the NN transition. Thus, it is expected that the CO transition would be enhanced
more than the NN transition, as indeed is seen experimentally.

13.5 Radiation Damping

13.5.1 Estimation of the Near-Field Coupling Strength

The linear coupling between the plasmonic and molecular excitations in (13.1)
through the coordinate assumes that it occurs via the enhanced near-field of the
antenna [55]. The effective coupling strength,geff, which accounts for the interaction
of all molecules in the polymer film surrounding the antenna with the plasmon near
field, is given by
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g2eff =
∑

i

(μα · E(ri ))
2 (13.7)

where E(ri ) is the amplitude of the locally-enhanced near-field at the location ri .
In order to evaluate the magnitude of geff, we have used typical transition dipole
moments of vibrational transitions, μα = 0.2–0.5 D, while the absolute value of the
local field was obtained invoking the considerations from quantum electrodynamics
(QED).

Within theQED approach, the unit cell of the antenna array is treated as a photonic
cavity represented by the harmonic potential. The spectrum of the cavity is given

by the expectation value of the energy operator
〈
n|Ĥ |n

〉
= �ωpl

(
n + 1

2

)
, where

|n 〉 is the corresponding mode of the field in the cavity. At low excitation light
intensities, the molecules are coupled to the vacuum mode of the cavity, |0 〉, which
stores electromagnetic energy amount of U = �ωpl

/
2, where ωpl is the resonance

frequency of the plasmonic antenna. On the other hand, the stored energy is given
by the integral of the energy density over the volume of the array unit cell, U =∫
W̄dV , where W̄ = ε0

(
ε′ + 2ωε′′/γe

)|E |2/4 is the energy density corrected for
the dispersive material with Lorentz dielectric function ε = ε

′ + iε′′ and intrinsic
damping rate γe [56–59]. Here, the spatial distribution of the electromagnetic field
associated with the vacuum mode |0 〉 is described by the local field obtained from
the FDTD simulations E(r). These relations between the field amplitude and the
vacuum energy have been used to find the absolute magnitude of the field, and to
evaluate geff according to (13.7). For example, for a 80 nm-thick PS film, doped with
azNHS molecules (μα = 0.5 D), we found geff = 3 cm−1. Note, however, this value
of geff, when used with the model of (13.1), appeared to be two orders of magnitude
lower than that needed to reproduce themagnitude of the enhancedmolecular signals
in Fig. 13.4. The same results were obtained for all polymer films thicker than a few
nanometers.

The estimation of such a weak near-field coupling strength was further supported
by 2DIR measurements of ultrafast quantum dynamics. These experiments focused
on measurements of the rates of the excited population relaxation and of the rates
of the dephasing of coherent superposition of coupled vibrational modes excited in
molecules, which were embedded in polymer films of a few tens of nanometer thick-
ness, spin-coatedon theplasmonic nano-array.The interactionbetween themolecular
and plasmonic excitations was manifested both in the 104 signal enhancement and in
the expected line shape asymmetry, however, the life times of the excited molecular
population (Fig. 13.6) and the coherence dephasing rates were not affected by this
interaction. For example, the damping rate of quantum beating associated with the
excitation of superposition of the carbonyl stretching modes in Rhodium acetylace-
tonato dicarbonyl was found to be 20 cm−1, as measured in experiments with both
enhanced and non-enhanced signals [36, 43]. This dephasing rate can be used to esti-
mate the upper limit for the coupling strength between the molecular and plasmonic
excitation, which should be an order of magnitude lower, suggesting the geff to be on
the order of few wavenumber in agreement with the result obtained based on (13.7).
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Thus, geff along cannot account for the magnitude of the enhanced signals obtained
for the samples with polymer films thicker than a few nanometers [35].

13.5.2 Coupling via Radiation Damping

It was recently observed that the effect of radiation damping can play an important
role in plasmonic systemswith large scattering cross-section [60].Because the optical
properties of the arrays of infrared antenna used in our experiments are dominated
by scattering, we generalize (13.1) to account for the effect of radiation damping
[47]. The modified oscillator’s equation of motion reads

ẍpl + γpl ẋpl + ω2
plxpl + g2effxmol = ...

P tot + αplE0

ẍmol + γmol ẋmol + ω2
molxmol + g2effxpl = ...

P tot (13.8)

where the radiation reaction (Abraham-Lorentz) force is applied by the total dipole
moment of the system Ptot = αplxpl + αmolxmol, where αpl and αmol are molecular
and plasmonic polarizabilities. Here, we assumed again that molecular transitions
are not excited by light directly, such that αpl � αmol. The enhanced linear signal
calculated from the complex amplitude solution for the bright mode at the resonance
frequency ω = ωpl = ωmol now reads

S(1) = αplE2
0 γ̃molωmol

γ̃molγ̃plω
2
mol +

(
g2eff + iαplω

3
mol

)(
g2eff + iαmolω

3
mol

) , (13.9)

where γ̃ represents the total damping rate of the plasmonic and molecular exci-
tations that does not include their mutual interaction via the radiation force, i.e.
γ̃pl = γpl + αplω

3 ≈ αplω
3, and γ̃mol ≈ γmol. Here, in addition to the near-field cou-

pling manifested in (13.3) and (13.9) by g4eff, the radiative coupling term αmolαplω
6
mol

appears. This term, which leads to the same line shape asymmetry as coupling via
the near-field, describes the amplitude contributed to the total magnitude of the
enhanced signal by molecules located outside the reach of the enhanced near-fields
at the antenna surface. A good agreement between the magnitude of the enhanced
experimental signal and the signal strength evaluated based on the model of (13.8)
was obtained (Fig. 13.4a).

It would be useful to estimate the range over which the action of the radiation
reaction force can be observed in our plasmonic system. First, using FDTD simula-
tions, we evaluated the contribution to the overall signal bymolecules that are located
within the regions of the strongest near-field. To this end, the oscillator strength of
the molecular dielectric function was set to zero in the region around the antenna,
extending to a distance of 20 nm from the antenna surface, where the enhanced
near-field drops by a factor of 1/e. Consistently with the expectation based on the
estimation of the near-field coupling strength geff, exclusion of the molecules located
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Fig. 13.11 Electromagnetic simulations of the linear spectrum of plasmonic nano-array covered
by the 80 nm polymer layer with dispersed molecules with a transition at 1740 cm−1 (black line)
and without such molecules (green line). Red line shows the spectrum obtained after removal of
molecules from a 20 nm (red line) and 70 nm (blue line) shell around the antenna are shown.
Adapted with permission from [35]. Copyright (2018) American Chemical Society

in this region did not lead to a significant reduction in the enhanced signal amplitude
(Fig. 13.11). Thus, we concluded that the enhanced signal in samples with thicker
polymer films is contributed by the molecules located at distances larger than 20 nm
from the antenna surface.

13.6 Other Applications of Nonlinear IR Spectroscopy

13.6.1 Surface Enhanced 5th-Order IR Spectra

The signal enhancement in 3rd-order measurements can be approximately computed
as a square of the signal enhancement in the linear measurements. Much higher raw
enhancements are expected in the 5th-order IR measurements as the signal is pro-
portional to the ξ6. 5th-order IR spectra were previously measured for bulk samples
[61–63], reporting on three-point correlation functions [64], identifying complex
coupling patterns [63], and, together with the 3rd-order 2DIR spectra, providing
means to identify the energy receiving modes in the vibrational energy transport
[42]. Here we show that, with the help of plasmonic nano-arrays, the 5th-order
IR spectra of nm-thick samples can be accessed. Using the fully-automated dual-
frequency three-pulse 2DIR spectrometer with heterodyned detection the 3rd- and
5th-order signals are separated naturally into different directions [63, 65]. More-
over, the instrument permits rapid switching between the 3rd- and 5th-order spectra
[39]. The diagonal 5th-order spectra propagating in the k5th direction were measured,
involving two-quanta sequential excitation of an overtone state by each of the two

first pulses, k1 and k2, which was probed by the k3 pulse: �k5th = 2
(�k1−�k2

)
+ �k3.

Diagonal 5rd-order spectrum of the νCO mode of azNHS was recorded (Fig. 13.12),
involvingmolecular transitions between 0↔1, 1↔2 and 2↔3 quantum states of CO.
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Fig. 13.12 3rd- (a) and 5th- (b) order SE IR spectra of 20-nm-thick azNHS/PS sample

The raw enhancement measured from the 5th-order signals were ca. 6.3 × 104

for the 20 nm thick sample and 1.3 × 106 for the 3.5-nm-thick sample. The resulting
effective field enhancement factors of 6.3 and 10.4 for 20 and 3.5 nm thick samples
respectively are close to the values measured from the SE 3rd-order experiments of
7.3 and 10.0, respectively (Fig. 13.4b).

13.6.2 Studies on a Monolayer Sample

Measurements on gold nano-antenna arrays can be extended down to a single mono-
layer to examine interactions of molecules at interfaces. A monolayer of mercap-
toacetic acid (mAA) chemisorbed on the gold surface of the nano-array was prepared
by standardmethods [38]. Figure 13.13 shows a SE 2DIR diagonal spectrum for νC=O
of mAA of the monolayer. A large inhomogeneous linewidth of the spectrum (diag-
onal width) indicates the presence of a variety of structural motifs featuring different
interactions. The spectrum illustrates the power of the SE 2DIR technique to detect
spectra of very small amounts of analyte on the arrays.

Fig. 13.13 νC=O diagonal
SE 2DIR spectrum of a mAA
monolayer chemisorbed to
the gold antenna array
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13.6.3 Surface-Enhanced Relaxation-Assisted 2DIR

Waiting time evolution for peaks in 2DIR spectra contain valuable information on
various processes in the sample, including spectral diffusion, chemical exchange, and
vibrational energy transport. The waiting time dependence of a cross peak among
vibrational modes localized at spatially remote groups, for instance located at dif-
ferent ends of a large molecule, reports on the energy transport between the groups
[66]. It is advantageous to perform such measurements in thin films as it will help in
characterizing the interface and the molecules at the interface. Plasmonic enhance-
ment of the nano-array permits performing such measurements. The waiting time
dependences of the NN/CO cross peak amplitude of two azNHS/PS films of 39.5
and 2.4 nm thick are shown in Fig. 13.14. The relaxation-assisted 2DIR approach
(RA 2DIR) permits measuring the energy transport time between the groups. Here
the νNN mode, excited by the first two m-IR pulses, relaxes to other modes, initiating
a cascade of IVR steps by which the energy propagates in the direction of the νCO
reporter. The NN/CO cross peak increases when the excess energy arrives to the
reporter site, as the low frequency modes coupled to the reporter become excited.
The cross-peakmaximum, Tmax, is associatedwith the energy transport time between
the involved sites (NN and CO). Moreover, a plateau is observed at large waiting
times due to residual heating of the sample through the tag excitation.

The Tmax for the waiting time kinetics are similar for both film samples, while
the relative level of the plateau is different, reflecting a higher azNHS concentration
in the thicker film [67]. Note that the narrow cross peak observed (Fig. 13.9) reports
specifically on the energy transport between the modes of azNHS, although the gold
bars are also heated up by the excitation pulses. It is conceivable that the observed
difference (Fig. 13.14, insert) in the Tmax values between the films and solution is
associated with the difference in the environment as well in the effective temperature
during the transport. The decay dynamics after 100 ps reflects the cooling of the
sample layer into the gold bars, thus helping studying energy transport across the
interface.

Fig. 13.14 Waiting time
dependences of the surface
enhanced NN/CO cross peak
amplitude for azNHS/PS
films of 39.5 nm (circles)
and 2.4 nm (squares)
thickness and for the NN/CO
cross peak for azNHS
dissolved in CHCl3 without
the nano-array (triangles)
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13.7 Conclusions

In this chapter, we have shown a range of nonlinear IR experiments for studying
nanometer-thick films, which became available through the application of plasmonic
nano-arrays. The raw signal enhancement of 5.1 × 104 was obtained for a 1.5 nm
thick sample in the 3rd-order SE2DIRmeasurements.A strong thickness dependence
of the effective electric field enhancement observed in the linear FTIR measure-
ments, was also found in the SE 2DIR measurements, permitting simple evaluation
of the latter via the linear measurements. The results of a numerical modeling of the
field enhancement using FDTD method are in a good agreement with the experi-
ment. Analysis of the enhancement mechanisms, using classical coupled oscillators
approach, revealed that, for the thinnest samples of less than 3–5 nm, the near-field
strength of the plasmon is the source of the enhancement, whereas the signal from
the thicker samples is dominated by a radiation dampingmechanismwhile the region
within the near field contributes little.

We also showed that, despite a rather narrow bandwidth of the plasmonic enhance-
ment spectrum, a cross peak amongmodes, frequency separated by ca. 350 cm−1 and
distance separated by over 12 Å, is accessible in thin films via SE 2DIR. A simple
way of evaluating the cross-peak effective field enhancement is revealed by taking a
square root of the product of the field enhancements for the two interacting modes.
A raw-signal enhancement of 4.3 × 104 was achieved for the NN/CO cross-peak in
1 nm thick film of azNHS in PS. So large enhancement enables high-quality mea-
surements of the cross-peak waiting time dynamics, which makes applicable a range
of 2DIR techniques, including relaxation-assisted, spectral diffusion, and chemical
exchange 2DIR spectroscopies.

The high plasmonic enhancement provided by nano-arrays enables performing
higher order multidimensional spectroscopy measurements for thin samples. Raw
signal enhancements of ca. 1.3 × 106 were obtained for the 5th-order IR experi-
ments with a 3.5-nm-thick azNHS/PS sample. The measurements were extended to
interrogate monolayers of samples chemisorbed on a gold surface of nano-bars via
thiol groups. There are no apparent limitations to extend the measurements onmono-
layers for recording cross peaks and to performing higher order spectroscopies, as
even higher enhancements are expected at the vicinity of the nano-rod surface. Fur-
ther extensions may include generating stronger electric near fields using nano-gaps,
trimers, and other nano structures [13, 18, 36].
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Chapter 14
The Development of Coherent
Multidimensional Microspectroscopy

Clara A. Tibbetts, Bradley M. Luther and Amber T. Krummel

Abstract The development of coherent multidimensional microspectroscopy
(CMDMS) is driven by a desire to investigate heterogenous samples and spatially
resolve details about molecular structure and dynamics that are available using
coherent multidimensional techniques (CMDS). However, incorporating traditional
CMDS techniques into imaging modalities requires tackling obstacles including
acquisition time, spatial resolution, and detectionmethods. Thus, this chapter reviews
these challenges, the basics of microscopy and spatial resolution, and how different
experimental setups implemented by the five research groups that have executed
CMDMS approach these obstacles. In addition to a brief review of experimental
set-ups, the main findings of each group are reviewed. Most of the current research is
shown to be proof of concept, however with additional improvements valuable infor-
mation could be gained about different biological and materials samples. In looking
towards the future of the field, this chapter also reviews other methods for data reduc-
tion and detection methods that have been applied in CMDS experiments such as
compressive sensing and fluorescence detection or fluorescence encoding methods
to combat long acquisition times, IR detection limitations, and the diffraction limited
spatial resolution inherent to the mid-IR.

14.1 Introduction

Humans have been working to magnify their surroundings since the first century AD
when the Romans invented the lens. They discovered that objects could be made
larger and light could be focused using glass pieces that were thick in the center and
thinner at the edges. Centuries later in 1590 the first compound microscope was built
by two Dutchmen, Zacharias and Han Jansen [1]. Optical microscopies along with
many other imaging modalities continue to advance in spatial resolution, acquisition
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rates, and chemical selectivity. Ultimately experimental tools will be developed to
image chemistry on molecular length and time scales.

Chemical imaging can be accomplished by spatially resolving absorption pro-
cesses, emission processes, and scattering processes. For example, images from
Fourier transform infrared (FTIR) microscopy are produced by monitoring the
absorption of light by molecular vibrations, whereas an image produced by Raman
microscopy is produced by monitoring the scattering of light to report molecular
vibrations. Chemical imaging techniques utilize wavelengths across the electromag-
netic spectrum including long wavelengths in magnetic resonance imaging (MRI), to
infrared, visible, extreme ultraviolet, and x-ray in different optical imaging modal-
ities. Each of these different wavelengths will utilize their own chromophores and
have their own advantages. For example, fluorescence imaging has been a work
horse in biological imaging applications due to its inherent sensitivity and spatial
resolution. The need for fluorescent labels can be limiting, but our knowledge of
cellular structures has increased dramatically since the inception of fluorescence
microscopy. FTIR microspectroscopy has made impactful contributions [2–4] to the
study of disease states in biology due to having narrow spectral features as compared
to fluorescence microspectroscopy. However, FTIR imaging is limited in spatial res-
olution due to the 5 to 8 μm wavelengths associated with the vibrational modes of
biological molecules including proteins and nucleic acids. Hence, FTIR imaging has
generated important insights into chemistry of disease states at the tissue level. The
advent of lasers with ultrashort pulses provided a path to access nonlinear optical
processes more routinely and thus, offer improved imaging.

Nonlinear optical processes have been exploited to produce better imaging con-
trasts as well as improve spatial resolution. For example, two-photon excitation
fluorescence (TPEF) microscopy and third harmonic generation (THG) microscopy
are both based on third-order nonlinear processes produced in a sample [5–7]. TPEF
and THG imaging are widely used as contrasts in biological imaging, in part due
to drastic reduction in fluorescence background. In particular THG requires three
ultrafast pulses to be overlapped in space and time; as such the THG signal is irra-
diated from femtoliter focal volumes. If one is interested in high contrast imaging
of interfaces, second harmonic generation (SHG) becomes the imaging modality of
choice [8, 9]. In each of these cases background signals irradiated through the entire
thickness of the sample are eliminated. Similarly, other nonlinear optical contrast
mechanisms have been developed including coherent anti-Stokes Raman scattering
(CARS) [10–12] microscopy or sum frequency generation (SFG) microscopy for
interfaces [13–15]. Each of the above-mentioned imaging modalities can be utilized
in a microspectroscopy fashion in which the nonlinear optical spectrum is collected
at each image voxel. In each spectrum collected, the nonlinear signal intensity is
plotted as a function of wavelength, Raman shift, or the vibrational excitation fre-
quency as is the case for vibrational SFG (VSFG). Thus, the resulting spectrum is
effectively a linear spectrum. A linear spectrum can be very useful to determine
chemical constituents present in a sample, however, quantitative details of molecular
structures and chemical dynamics can remain hidden in linear spectra.
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Coherent multidimensional spectroscopy (CMDS) techniques have been devel-
oped to reveal quantitative details of molecular structures and dynamics—this book
is a testament to these investigative efforts. Coherent multidimensional spectroscopy
experiments are being performed with wavelengths spanning nearly the entire elec-
tromagnetic spectrum. The CMDS suite of tools allow researchers to capture details
of chemistry and biology at the length scales and time scales upon which they occur.
For example, using 2D IR spectroscopy molecular motions occurring at sub-100 fs
time scales can be captured and subsequent spectroscopic snapshots can be col-
lected of molecular folding or aggregation occurring at millisecond timescales and
longer. Each chapter of this book provides examples of the power in each CMDS
tool and the multitude of observables captured by each coherent multidimensional
spectroscopy technique developed over the past two decades. In this chapter, we
discuss recent efforts to spatially resolve these observables in a suite of coherent
multidimensional microspectroscopy (CMDMS) experiments. Herein, the reader is
provided with details of spatial resolution in nonlinear microscopes, experimental
implementations, practical approaches to signal isolation, approaches to data reduc-
tion, and then an overview of the CMDMS experiments in the literature to date.

14.2 Introductory Concepts of Microscopy

14.2.1 Spatial Resolution of Ultrafast Nonlinear Microscopes

A diffraction limited linear microscope has spatial resolution dependent on the inci-
dent wavelength of light, and the microscope objective in use. Numerical aperture
(NA) is a value that measures the ability of a microscope objective or lens to focus
incoming light to resolve spatial detail of a sample at a certain object distance. NA
is defined as n sin θ with n being the refractive index of the material between the
lens and sample and θ the aperture angle. The lateral (x and y-directions) resolving
power of a microscope can be defined with the Abbe diffraction limit (14.1). The
axial (z-direction) resolution is worse than that in the lateral direction (14.2).

AbbeResolutionx,y = λ/2NA (14.1)

AbbeResolutionz = 2λ/NA2 (14.2)

As described by (14.1) and (14.2), increasing NA or decreasing the excitation
wavelength will decrease the distance between two points in a sample that can be
spatially resolved. A point-spread function (PSF) is a three-dimensional function
describing the diffraction pattern of a point source in both the lateral and axial
directions. An image is formed by convolution of the PSF and the object being
imaged. In addition to using the Abbe diffraction limit to report spatial resolution
several other definitions are used. These other means of reporting resolution include
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Fig. 14.1 Volume of
interaction for a linear
spectroscopic technique
relative to a nonlinear
technique with the black
representing the volume of
interaction

using the Rayleigh criterion, the full width of a point spread functionmeasured at half
its maximum intensity (FWHM), or the Sparrow limit [16]. These three resolution
definitions rely on properties of the PSF, unlike the Abbe diffraction limit that is
solely determined from the optics in use. The Rayleigh criterion states that two
points can be resolved when the minimum diffraction for one point coincides with
the maximum of diffraction for the second source (14.3).

RayleighResolutionx,y = 0.61λ/NA (14.3)

Taken together, (14.1)–(14.3) provide a picture as to how spatial resolution
will change in different types of coherent multidimensional microspectroscopy
(CMDMS) experiments. Due to the diffraction limit being wavelength dependent the
spatial resolution achieved by 2D infrared (IR) versus 2D electronic microscopy (2D
ES) are different orders of magnitude due to the dependence on IR and visible wave-
lengths, respectively. Thus, the diffraction limit would suggest the best achievable
2D IR microspectroscopy resolution is in the range of ~2–4 μm versus ~0.1–0.3 μm
for 2D E microspectroscopy.

For nonlinear imaging techniques specifically, the order of nonlinear interaction
will also play a role in defining the resolving power of the microscope. For example,
this is shown with two–photon absorption experiments [17]. It can be approximated
that the PSF for an N th order nonlinear process would be the corresponding linear
PSF raised to theN th power, thus resulting in a decrease in the interaction volume that
contributes to themajority of the nonlinear signal. Figure 14.1 depicts the relative area
contributing to collected signal for a linear and nonlinear spectroscopic technique
[5].

14.3 Implementations of Coherent Multidimensional
Microspectroscopy

At present, five groups have implemented a form of microscopy based on coherent
multidimensional spectroscopy techniques. The following sections of this chapter
will provide brief descriptions of the experimental approaches making these mea-
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surements possible, as well as the main findings from each study. These experiments
are paving theway for a newfield that can give access to an untappedwell of informa-
tion regarding femtosecond chemical dynamics in spatially heterogenous systems.

14.3.1 Optical Geometries and Pulse Sequences

2D IR and 2D ES are four wave mixing processes which depend on the interaction of
three fields in time and space and the generation of a fourth signal field. In general,
the electric fields involved in these experiments are two pump pulses and a probe
pulse. The first pump pulse creates a superposition between the first excited state
and the ground state. The second pump pulse can drive a population into the ground
or first excited state, the probe pulse can then generate a superposition between the
second excited state and the first excited state or the ground and first excited state
followed by the generation of the signal field. An example pulse sequence is shown
in Fig. 14.2. 2D experiments are often done in a boxcar geometry, in which the two

pump beams and the probe beam each have a unique wave vector,
⇀

k, allowing the
signal to be collected in its own background free direction. Equation (14.4) shows
the direction of the rephasing, R, signal, and (14.5) the non-rephasing, NR [18, 19].

⇀

ksig,R = −⇀

k1 +
⇀

k2 +
⇀

k3 (14.4)

⇀

ksig,N R = +⇀

k1 −
⇀

k2 +
⇀

k3 (14.5)

A second beam geometry often used is the pump-probe geometry in which two

pump pulses share a wave vector direction,
⇀

k1, and the probe beam has a different

wave vector,
⇀

k2. In the pump-probe geometry the probe beam also serves to hetero-
dyne detect the signal field that is emitted along the same direction as the probe.
The boxcar and pump-probe geometries offer access to spatial phase matching. Spa-

Fig. 14.2 (Top) Example
pulse sequence for a 2D IR
experiment. The first
coherence time, between
pump 1 and pump 2,
represented by τ and the
waiting time Twaiting.
(Bottom) Example
fluorescence detected 2D ES
pulse sequence
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tial phase matching is advantageous for decreasing background noise, but it is not
desirable when it is necessary to interface with a microscope objective. A collinear
geometry is preferred when interfacing with a microscope objective. In a collinear
geometry it is necessary to use phase cycling or phase modulation [20] to remove
the unwanted signals and reveal the nonlinear signal of interest. The necessity for
collinear geometry comes at the cost of collecting data sets for each phase cycle
resulting in 4, 8,16, or 27 sets of data for each delay [20–23]. The collinear geometry
poses an advantage relative to a non-collinear geometry such as a boxcar or pump-
probe geometry. In a non-collinear geometry, a requirement for signal production in
a phase-matched direction is the generation a grating of oscillating dipoles. To write
this grating an excitation volume of at least λ3 is required, with λ as the excitation
wavelength. This requirement no longer exists in a collinear geometry, thus reducing
the size of the excitation volume needed [24] CMDMS experiments require many
laser pulses and can be time intensive. However, if the proper balance is chosen with
regard to beam geometry, phase-cycling schemes, and polarization conditions, the
CMDMS experiments can yield vast amounts of information within a reasonable
amount of time. One example of this balance is the consideration of collecting an
absorptive spectrum using a collinear beam geometry in a cross polarization condi-
tion. In this type of experiment, it is possible to isolate the signal of interest with only
a 4 or 8-frame phase cycling scheme. In contrast, if one requires the absorptive signal
to be collected in a collinear beam geometry and under a co-polarization condition,
the number of frames in the phase-cycling scheme must be increased and a greater
number of pulses are required. A second example of balancing use of laser pulses
with image contrast is the use of fluorescence detection of the third order signal.
Fluorescence detection involves the addition of a fourth field interaction [24]. The
fourth field interaction is necessary to change the coherence that was generated by
the third field interaction to a population. The additional field interaction can be done
by adding a fourth pulse or by using two interactions from the third pulse. In the
case of a four pulse sequence, as shown in Fig. 14.2, t1 and t2 are stepped in time
and Fourier transformed to create the pump and probe frequency axes, respectively.
The fluorescence is proportional to the population of the excited state or states. To
remove unwanted signals phase cycling of 16–27 frames are used. The details of
which will be discussed below. However, fluorescence detection of the third order
signal is advantageous because it can be collected off axis, thus increasing signal
to noise and giving the potential to improve image contrast. It is possible that the
improved signal-to-noise ratio using fluorescence detection is worth the additional
phase cycles required. Below details are provided to help the reader determine how
best to balance the requirements for their own CMDMS experiments with their laser
pulse budget.
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Table 14.1 Phase added to
each pump pulse in a
four-frame phase cycling
scheme, with A–D being the
four frames

Frame Pump 1 phase Pump 2 phase

A 0 0

B 0 π

C π π

D π 0

14.3.2 Methods for Signal Isolation

14.3.2.1 Phase Cycling

As mentioned above the use of fluorescence detection or non-boxcar beam geome-
tries necessitates the use of phase cycling or phase modulation to remove unwanted
signals. Phase cycling is dependent on the fact that the third order nonlinear signal
can be written as a function of the difference in phase between the two pump pulses,
�ϕ12, whereas unwanted signals such as transient absorption or scatter are not [25].
This method is commonly used in both collinear and pump-probe geometries. For
example, with a two-frame phase cycling scheme, the signal is collected at �ϕ12

equals 0 and �ϕ12 equals π . The difference between these two signals is taken,
resulting in the third order signal doubling and the unwanted signals not dependent
on �ϕ12 cancelling. Thus, the signal to noise ratio in the data collected is increased.
This can be further improved with four frame phase cycling. Table 14.1 includes the
relative phase added to each pump pulse in a four-frame phase cycling scheme. In
a four-frame scheme the signal plotted is then Signal(A–B) + Signal(C–D), which
then quadruples the signal to noise ratio [18]. While four-frame phase cycling is suf-
ficient in a pump probe geometry in a completely collinear geometry it is necessary
to increase the phase cycles or use cross polarized pump and probe beams. If the
pump beams can be sufficiently eliminated with crossed polarizers four phase cycles
can be used. If however the pump beam reduction is not sufficient it is necessary
to add a chopper and collect eight frame phase cycles in which the probe beam is
chopped as shown in Table 14.2 [22]. Fluorescence detection results inmultiple path-
ways contributing to the collected signal and an increased number of phase cycles to
remove unwanted contributions. This results in up to 27 frames being collected for
each nonlinear spectrum [26, 27].

14.3.2.2 Phase Modulation

Phase modulation is another method used to achieve back-ground free detection.
Phase modulation was developed by Tekavec et al. in 2007 for fluorescence detected
2D ES [20]. Four acousto-optic modulators (AOMs) are used write an independent
radio frequency onto the four pulses, �i (i = 1–4). These AOMs are each in an arm
of a Mach Zehnder interferometer. The first two pulses are recombined and are con-
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Table 14.2 8-frame phase cycling scheme implemented by Baiz et al. [22]

Frame Phase

Input fields Detected

Φ1 Φ2 Φ3 E1E2 E1E3 E2E3 S2DIR

A 0 0 0 0 0 0 0

B 0 π 0 0 π π πa

C π 0 0 π π 0 πa

D π π 0 π 0 π 0

E 0 0 – 0 – – –

F 0 π – π – – –

G π 0 – π – – –

H π π – 0 – – –

A dash refers to the probe field being chopped. The 0 and π represent the phase of carrier field
Signal I: (B + C) − (A + D) = 4S2DIR + 4E1E2
Signal II: (F + G) − (E + H) = 4E1E2
Signal I − Signal II = 4S2DIR
aPhase being ± π depending on the response functions

sequently modulated at the difference frequency of �21 = �2 − �1. Thus, at some
coherence time between pulses 1 and 2 any given wavelength that corresponds to
a transition will oscillate between being pumped or not at the difference frequency
between the pulses,�21. Similarly, the other pulse pair is modulated at the frequency
�43 = �4 − �3. Signal at the sum, �43 + �21, and difference, �43 − �21, fre-
quencies will give rise to the nonrephasing and rephasing signals, respectively [20].
The fluorescence signal is collected using lock in detection at the sum and difference
frequencies generated by the independent AOMs. The detection process involves
replacing the relative phases between the laser pulses with those of reference phases
which are determined by monochromator settings. The reference frequencies can be
downshifted by the monochromators to allow for systematic undersampling, similar
to rotating frame used in 2D IR spectroscopy which is discussed below [28].

14.3.3 Techniques for Data Reduction

14.3.3.1 Rotating Frame

Of the research groups already usingmultidimensionalmicroscopy techniques,many
already utilize approaches to reduce the number of data points required during spec-
tral acquisition including sampling below the Nyquist frequency or the application
of a rotating frame. The Nyquist criterion sets the required sampling frequency of
a waveform to allow the signal to be reconstructed without the loss of information.
Typically, one tries to avoid aliasing of the signal due to infrequent sampling, how-
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Fig. 14.3 (Top) No rotating
frame (Middle) Full rotating
frame (Bottom) Partial
rotating frame. Reprinted
from [18]

ever, aliasing by a known factor can be one path to reducing the number of points
needed to maintain the information contained within a signal. For example, under
sampling a signal by a known factor allows one to operate below theNyquist criterion
for sampling frequency, meaning fewer points must be collected, however the factor
by which the signal is under sampled must be taken into account during post process-
ing of the data. Alternatively, the number of points can be reduced using approaches
such as the rotating frame. Rotating frame works by shifting the phase between the
two pump pulses while τ is changed to decrease the period of the emitted signal field
(14.6). In (14.6), ωi is a constant and is the frequency by which the fundamental fre-
quency is shifted. An example of the results of rotating frame is depicted in Fig. 14.3
[18, 25].

�ϕ12 = −ωiτ (14.6)

14.3.3.2 Compressive Sensing

Another approach to tackling experimental limitations imposed by data acquisition
time is implementing a type of data reduction algorithm. An example of this is the
compressive sensing (CS) approach. The application of compressive sensing to mul-
tidimensional spectroscopy has been demonstrated by Almeida et al. [29], Sanders
et al. [30] and Dunbar et al. [31]. The goal of CS is to reduce the number of points
required to specify a particular dimension and maintain the fidelity of the signal in
that dimension. In the application of CS to multidimensional spectroscopy investi-
gators have used CS to reduce the number of time domain delays needed to generate
the frequency axes of a 2D spectrum. Often one of the frequency axes is generated
with a Fourier transform carried out optically by implementing a detection scheme
that includes a monochromator and array detector. Assuming the experiment is car-
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ried out in the time domain, the second frequency axis is generated from the Fourier
Transform (FT) of the time delay axis with the total time delay. These conditions
determine the spectral resolution and the step size is chosen to satisfy the Nyquist
frequency. Typically, reduction of the number of time delays leads to a reduction
in the temporal window and poor resolution in the frequency domain. However, CS
allows a small portion of the coherence window near a node in the free induction
decay to be sampled and the frequency domain to be reconstructed with higher res-
olution than using a Fourier Transform. This is accomplished using CS algorithms
that replace the Fourier Transform and apply the condition of sparseness to find a
solution. Since the frequency axis is underdetermined in the CS approach there are
multiple solutions. The sparsity requirement seeks the solution that maximizes the
number of zero coefficients in the frequency domain. This allows the determination
of peak positions but does not accurately reproduce the line shapes.

Dunbar et al. [31] compared the use of CS and Fourier Transform analysis on
dicarbonyl-acetylacetonato-rhodium(I) (RDC). The FT 2D IR spectra were collected
using a full 10 ps coherence time scan as well as a 500 fs coherence time scan and
compared to results from a 500 fs coherence time scan using CS (Fig. 14.4). While
the 500 fs FT analysis suffers from poor resolution due to the narrow time window,
the 520 fs CS analysis can reproduce the peak positions and amplitudes with over an
order of magnitude reduction in collection time. Sanders et al. [30] demonstrated the
use of CS on the 2D electronic spectra of 87Rb vapor. Both the pump and probe axes
were collected in the time domain using a four pulse sequence from a Ti:Sapphire
laser. FT and CS algorithmswere used to analyze the data with the CS analysis giving
over an order of magnitude improvement in the resolution. Results for FT and CS
analysis are shown in Fig. 14.5. It was also shown that using a random sampling with
CS allows for even greater reduction of the time domain sampling.

Fig. 14.4 2D IR spectrum
analyzed using compressed
sensing. Reprinted from [31]
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Fig. 14.5 Comparison of data collected using CS approaches to data collected using Fourier trans-
form approaches. Reprinted from [30]

While CS can lead to over an order of magnitude reduction in collection times,
caremust be taken to avoid under samplingwhich can result in peak position error and
splitting between peak positions. The tradeoff between collection time and line shape
accuracy must be determined and while CS is not applicable to extracting frequency-
frequency correlation functions using peak slopes it is applicable to determining
spectral diffusion using the inhomogeneity index [32].

14.4 2D IR Microscopy: Point Scanning Collection

The first implementation of a 2D IR microscopy was accomplished by Baiz et al.
[22]. In this experiment, a point scanning method was used to collect spectra of
polystyrene beads swelledwith a solution ofmetal-carbonylmolecules. They defined
their spatial resolution by the FWHM of the beam spot size at the focus, giving
resolution close to the theoretical diffraction limit of 4.4 μm (Fig. 14.6). The optical
set up used in the experiment is shown in Fig. 14.7. In this experiment the collinear
geometry allowed for the incorporation of a mid-IR microscope (Hyperion 2000,
Bruker Optics). These experiments were performed in a crossed polarization scheme,
in which a combination of polarizers block the pump and reduce the residual probe
light that reaches the mercury cadmium telluride detector (MCT). In addition, an
eight-frame phase cycling scheme was employed to reduce unwanted background
interference with the desired third order 2D IR signal (Table 14.2).
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Fig. 14.6 2D IR focus in experiments performed by Baiz et al. Reprinted from [22]

Fig. 14.7 Experimental set-up used by Baiz et al. [22]

This work was a proof of concept investigation looking at a sample of polystyrene
beads swelled with a solution of metal-carbonyl molecules, Mn2(CO)10 (diman-
ganese decacarbonyl, DMDC). A brightfield image of the polystyrene bead overlaid
with points representing the 2D IR spectra collected and the intensity of the vibra-
tional mode at 2008 cm−1 is shown in Fig. 14.8a. This study was able to distinguish
between different environments experienced by themetal carbonyl vibrational probe.
The difference in local environment surrounding the probemoleculewas investigated
using Stimulated-emission Lifetime IRMicroscopy (SLIM). Shorter vibrational life-
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Fig. 14.8 (a—top right) Bright field image of polystyrene bead overlaid with points for each 2D
IR spectrum taken, with the color representing the signal intensity for the on diagonal 2008 cm−1

transition. (b—top left) An example 2D IR spectrum corresponding to the indicated point in the
center of the bead (c—bottom left) vibrational lifetime as a function of waiting time (pump – probe
delay) (d—bottom right) vibrational lifetimes plotted for each 2D IR spectrum. Reproduced from
[22]

times were observed in the bulk methanol solution versus the longer lifetimes of the
probe absorbed in the polystyrene, as depicted in the blue and red curves in Fig. 14.8b,
respectively. Further information distinguishing the chemical dynamics of these two
distinct environments could be gained by performing waiting time experiments to
look at the spectral diffusion overtime. Currently the acquisition time of this type of
data is a limiting factor with a single 2D IR spectrum taking approximately 30 s to
acquire in this experimental system.

14.5 2D IR Microscopy: Wide-Field Collection

The second implementation of 2D IRmicroscopy was by Ostrander et al. [33]. In this
experimental setup a wide-field approach, in contrast to the raster scanning technique
utilized by Baiz et al. [22] was employed to improve upon spatial resolution and
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Fig. 14.9 Experimental set-up used by Ostrander et al. Reprinted from [33]

acquisition times. In a wide-field approach the need to scan through the focal plane
point by point is eliminated. The experimental setup consisted of a dual acousto
optic modulator (AOM) to generate the pump and probe pulses from a single optical
parametric amplifier (OPA) (Fig. 14.9). The pulses are centered at 5 μm. The probe
pulse is delayed in time relative to the pump pulses. The pump pulses are rotated
90° relative to the probe pulse to allow for the filtering of the desired third order
2D IR signal from background interference. Rotating frame, shifting the observed
frequency by 1900 cm−1, is used to reduce the number of data points required.
In addition, an eight-frame phase cycling scheme eliminates unwanted background
interference with the 2D IR signal. Moreover, in this experimental set-up, unlike
point scanning (Fig. 14.10b) where a full 2D IR spectrum is collected at one point,
the detector records an image on a 128 × 128-pixel MCT focal plane array detector
(FPA), independently for each τ step (Fig. 14.10a). After all values of τ are collected
and Fourier transformed a full 2D IR spectral image is generated. Thus, the advantage
of this technique is the ability to collect 128 × 128 points simultaneously. The
disadvantage being the loss of the ability to collect one axis in the frequency domain
via a spectrometer. Instead t1 and t3 are stepped from 0 to 3.28 ps, for the purely time
domain method of acquisition.

The study by Ostrander et al. [33] was also a proof of concept investigation
of polystyrene beads swollen with two different metal carbonyl solutions, DMDC
and tungsten hexacarbonyl (W(CO)6). Figure 14.11a is an image of a group of six
polystyrene beads with distinct absorption features corresponding to the different
metal carbonyl solutions. The beads highlighted in blue indicate the W(CO)6 solu-
tion and those in red the DMDC solution. Figure 14.11b exhibits the ability to spa-
tially resolve cross-peaks, showing, in orange the cross peaks attributed to DMDC.
Figure 14.11c, d include the corresponding 2D IR spectra collected at a single pixel,
for W(CO)6 and DMDC respectively. The orange dotted line in Fig. 14.11d corre-
sponds to the DMDC cross peaks, shown spatially in Fig. 14.11b.



14 The Development of Coherent Multidimensional Microspectroscopy 325

Fig. 14.10 a Taking a full image, and then stepping in time to get full 2D IR spectra. b Adding
full spectra collected separately to get an image

The wide-field technique improves collection time relative to the point scanning
method at 1 kHz and allows approximately 16,384 2D IR spectra to be captured
in approximately 50 s. The spatial resolution of this system was determined to be
between 3.11 and 3.48 μm. This was determined by measuring a series of equally
spaced bars on CaF2 plates. This resolution is better than the predicted Rayleigh
criterion of 4.3 μm. This improvement was attributed to the increased resolution
gained from nonlinear techniques versus linear techniques (Fig. 14.1).

14.6 2D IR Microscopy at 100 kHz Repetition Rate

A shift from Ti:sapphire laser sources to diode pumped ytterbium oscillators and
amplifiers allows for increased repetition rate. This has been demonstrated by Luther
et al. [21] and Donaldson et al. [34]. Work by Donaldson and coworkers established
that the root mean square noise in mid-IR intensity is approximately 0.15% and
there is approximately a 10 μOD peak-to-peak noise in the probe spectrum over
5000 laser shots for a 100 kHz mid-IR laser. This level of noise is similar to values
from Ti:sapphire systems. The distinguishing factor being that the collection of these
5000 shots is one-hundredth or one-tenth of the time in a 100 kHz system opposed
to 1 or 10 kHz systems. Thus, it is established that Ytterbium based sources can
provide higher stability and better signal to noise relative to traditional Ti:sapphire
systems. Figure 14.12b shows a comparison of both Ti:sapphire and Ytterbium sys-
tems operating at 1 kHz. The estimated laser correlation, rk, drops more rapidly for
the Ti:sapphire system, the red curve. In addition, Kearns et al. [35] have demon-
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Fig. 14.11 a Image of six polystyrene beads, blue representing those swollenwithW(CO)6 solution
and red those swollen with DMDC. b Spatial location of cross peaks for DMDC. c Single 2D IR
for pixel 56, 75 showing frequency ranges including W(CO)6 absorption features. d Single 2D IR
for pixel 56, 75 showing frequency ranges including DMDC absorption features. Figure from [33]

Fig. 14.12 a Ytterbium laser, time required for both a 1 kHz and 100 kHz laser. b Time required
for a Ytterbium laser, blue curve, relative to Ti:sapphire system, red curve. From [34]
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strated the advantage of a 100 kHz system by showing that the pulses required are
better correlated. This correlation is depicted in Fig. 14.12a [35].

In efforts to combat the limitation of acquisition time in 2D IR microscopy, a
100 kHz 2D IR microscope was developed by Tracy et al. [36] using the 100 kHz
mid-IR source setup implemented by Luther et al. [21]. This mid-IR source uses
parametric chirped-pulse amplification (OPCPA) in magnesium doped periodically
poled lithium niobate (MgO:PPLN) and difference frequency generation (DFG) in
zinc germanium diphosphide (ZGP) to generate mid-IR light centered at 4.65 μm
[21]. The 2D IR microscopy data are collected in a collinear geometry with a cross
polarization configuration. A germanium silicon (Ge/Si) achromatic lens is used
to focus the pump and probe pulses onto a sample cell (Fig. 14.13). Transmission
through a 10 μm pinhole was used to determine the PSF for the pump and probe
beams. Then spatial resolution was determined by the convolution of the point spread
function for the pump and probe beams giving a FWHM of ~12 μm.

Isolation of the 2D IR signal was done using 2000 cm−1 rotating frame and a
four-frame phase cycling scheme. This system allows for the collection of 1984
spectral points per minute, allowing for 2D IR spectra to be collected as a function
of waiting time (Tw) across spatially heterogenous samples. A single 2D spectrum
can be collected in 0.5 ms.

In the first 100 kHz 2D IR microscopy experiment by Tracy et al. room tempera-
ture ionic liquid (RTIL) microdroplet chemistry was investigated [36]. Specifically, a
droplet of 1:500 by volume 1-ethyl-3-methylimidazolium tricyanomethanide (Emim
TCM) in 1-ethyl-3-methylimidazolium tetrafluoroborate (EmimBF4) was studied,
with the TCM− acting as the vibrational probe. Figure 14.14a is a bright field micro-
scope image of a RTIL microdroplet. Each point on the droplet represents a 2D IR
spectrum collected in 25 μm steps across the 450 μm × 600 μm wide image.

Chemical dynamics were investigated by collecting Tw-dependent 2D IR spectra
in region of interest (ROI). Nodal line slope (NLS) analysis was used to analyze
spectral diffusion at points reporting on the interfacial region versus the bulk region.

Fig. 14.13 Experimental set-up from Tracy et al. Y–Fi = ytterbium fiber. Cryo Yb:YAG = cryo-
genically cooled ytterbium doped gain medium, specifically yttrium aluminum garnet. PPLN =
periodically poled lithium niobite. OPO = optical parametric oscillator. OPCPA = optical para-
metrically chirped pulse amplification. ZPG = zinc germanium diphosphide. DFG = difference
frequency generation. Reproduced from [21]
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Fig. 14.14 a Bright field image IL microdroplet and chemical map generated by integrating over
the diagonal peak of TCM− in the 2D IR spectra collected at each point. The white box indicates
the specified region of interest in which waiting time experiments were performed. b NLS decay
curves for several points within the ROI [36]

Nodal line slope decays in Fig. 14.14b provide evidence that there are distinct spatial
regions of the RTIL microdroplet which can be characterized by spectral diffusion
measurements.

14.7 2D Fluorescence Detected Microspectroscopy

Fluorescence detected 2D ES was first executed by Wagner et al. in 2005 [24]. One
reason for the use of fluorescence detection is increased sensitivity relative to con-
ventional absorption measurements [24]. Wagner et al. investigated rubidium vapor.
This first demonstration of fluorescence detection 2D ES used a four interaction,
three pulse set-up, with a 16-frame phase cycling scheme to isolate the relevant sig-
nals (the phase cycling scheme was proposed and discussed in detail in earlier work)
[23].

The first demonstration of fluorescence detected 2D electronic microscopy was
by Goetz et al. [27]. This work was a proof of concept study probing the nonlinear
response of a laterally heterogenous nanostructured array of F16ZnPc pillars.

As in prior demonstrations of fluorescence-detected 2D ES, [20, 26, 37], a four-
interaction excitation sequence is needed. In this case a four-pulse sequence is used
(Fig. 14.2).

The measurements were made using a NA of 1.4 giving approximately 260 nm
lateral spatial resolution determined by the Abbe diffraction limit. Similar to the
2D IR microscopes discussed previously the optical geometry in this microscope is
collinear. Thus, a pulse shaperwas utilized to generate a 27-step phase cycling scheme
to distinguish and retrieve all relevant nonlinear contributions to the signal. This
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phase cycling scheme also tracks photobleaching for each time step and allows for
a correction to the signal intensity. The experimental system is shown in Fig. 14.15.

This study chose fluorinated zinc phthalocyanine (F16ZnPc) for a demonstration
of 2D ES microscopy, imaging a diffraction-limited hotspot on the film of F16ZnPc.
Figure 14.16 is a fluorescencemap of the pillar array, with the higher areas of fluores-
cence considered hotspots. The 2D absorptive spectrum of a hotspot in the F16ZnPc
pillar array is shown in Fig. 14.17. This experiment acted as a proof of concept and

Fig. 14.15 Experimental set-up for Goetz et al. LCD= liquid crystal display, SP= short pass, LP
= long pass, APD = Avalanche photodiode. From [27]

Fig. 14.16 Fluorescence
map of the nanostructured
array of F16ZnPc pillars.
From [27]
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Fig. 14.17 2D absorptive
spectrum of a hotspot in the
F16ZnPc pillar array with ωτ

being the coherence time
between pulses one and two
and ωt between pulses 3 and
4. From [27]

further information about chemical dynamics in this system could be gained with
Tw-dependent experiments.

14.8 Spatially Resolved Fluorescence Detected 2D ES

The second display of spatially resolved fluorescence detected 2D electronic spec-
troscopy (SF 2D ES) was by Tiwari et al. [28]. In this case phase modulation is
used, to allow for phase-cycling in ‘real-time’ as opposed to implementing a combi-
nation of multiple phase scans. This is important in fluorescence detection to avoid
photo-bleaching and is generally useful to avoid laser fluctuations which decrease
the signal to noise. Phase-modulation for fluorescence detected 2D ES was initially
implemented by Tekavec et al. [20]. In brief, a four-pulse sequence is generated using
a pair of Mach-Zehnder interferometers and four acousto-optic modulators (AOMs)
or Bragg cells to tag each pulse with a unique radio-frequency (Fig. 14.18). Each
pulse with a specific optical frequency entering the AOM is tagged with a sound
wave frequency. This sound wave frequency is generated by a piezoelectric trans-
ducer attached to the AOMcrystal. Consequently, the nonlinear signals of interest are
contained in a population modulated at frequencies that are linear combinations of
the radio frequencies coded to the four pulses. The nonlinear signals are then detected
using lock-in amplifiers. Moreover, the signal is under sampled by detecting relative
to a reference wavelength. This causes the signal to be less sensitive to phase noise.

SF 2D ES is applied, in vivo, to the investigation of purple photosynthetic bacte-
ria grown with varied lighting conditions. SF 2D ES can distinguish differences in
the structure of purple bacteria colonies grown under high (HL) or low light (LL)
exposure. Spatial resolution is limited, meaning single bacterium cannot be individu-
ally investigated. However, excitonic structure across colonies was investigated. Two
peaks on the diagonal of the 2D spectra (Fig. 14.19) allow tracking of a monomeric
ring of bacteriochlorophyll a (absorbing at ~800 nm therefore referred to as the B800
ring) and a dimeric ring of bacteriochlorophyll a (B850 ring, absorbing at ~850 nm).
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Fig. 14.18 Experimental set-up used by Tiwari et al. SP = Short pass, BS = beam splitter, M =
monochromater, WP=waveplate, PD= photodiode, LP= long pass, MZ=Mach Zehnder, AOM
= acousto-optic modulator. From [28]

Cross peaks suggest that the B800 and B850 states are coupled, sharing a common
ground state. Cross peak signs and amplitudes have previously been shown to be
different in conventional 2D ES and fluorescence detected 2D ES [38]. Cross peaks
were clearly visible when the waiting time was zero. However, the sample seemed
to suffer from the effects of photobleaching at longer times. Thus, to gain more
information about system dynamics different sample preparations, and experimental
set-up changes could be made to decrease photobleaching.

To demonstrate the ability of SF 2D ES to characterize spatially heterogenous
samples, a mixture of HL and LL bacteria was investigated. Spectra for HL and
LL grown colonies were used to form a basis to then fit a mixed sample. Different
locations on a mixed sample were fit with ratio of the purely HL and LL. Thus,
Tiwari et al. [28] show that SF 2D ES can be used to successfully resolve variation
in excitonic structure which impacts peak shape and amplitude.

In studying spatially heterogenous systems it is important to consider the volume
of the sample that is contributing to the collected signal. In this SF 2D ES experiment
the volume of excitation is estimated to be approximately six orders of magnitude
below what is estimated for conventional 2D ES (in a non-microscopy system). This
is due to the optical sectioning that is enabled by the point spread function of the
four-wave mixing (FWM). The sensitivity of this systemwas estimated by analyzing
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Fig. 14.19 a Confocal fluorescence image of a sample of purple photosynthetic bacteria, include
HL and LL. Red squares indicate location of 2D ES measurements. Circles correspond to data
shown in (b). Scale bar is 10 μm. b Spectra on left being raw data, middle being a fit, and right the
fit residuals. c Spectra corresponding to the HH and HL samples of photosynthetic bacteria. From
[28]

a 0.5 μm bead. A confocal fluorescence image was collected. The resulting fit to the
image gave an average lateral FWHM of 0.83 μm, the theoretically calculated ideal
lateral FWHM would have been 0.52 μm, giving a 1.6× deviation from ideal to
experimental. This is for the linear case, the FWM non-ideal PSF is estimated as
the linear PSF squared. This is shown in the right panel of Fig. 14.20. In this PSF,
the volume from which 90% of the FWM signal is generated is then within the 10%
contour. Thus, resulting in a ~0.55 μm3 volume of excitation.
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Fig. 14.20 (left) PSF for the
ideal diffraction limited case
(right) Experimental PSF.
From [28]

14.9 Future Directions for Coherent Multidimensional
Microspectroscopy

The field of coherent multidimensional spectroscopy has produced high impact
results across a wide array of chemical and biological problems. It is expected that
spatially resolving the many observables available in a coherent multidimensional
spectroscopy experiment will produced another generation of high impact results.
However, we are at a crucial point in developing the field of coherent multidimen-
sional microspectroscopy because there are important technical issues that need to be
overcome to fully realize the utility of CMDMS techniques. A summary of the suc-
cessfully implemented approaches to coherent multidimensional microspectroscopy
has been compiled into Table 14.3.

14.9.1 Challenges with Mid-IR Detection

The technical issues to overcome are somewhat exacerbated in the mid IR frequency
range specifically. The use of Ytterbium based amplifiers and sources in contrast to
Ti:sapphire systems will allow access to repetition rates up to the MHz range. How-
ever, currently, detection in the mid-IR at repetition rates higher than 100 kHz poses
a limitation when attempting to achieve even higher repetition rates. This limitation
is caused by the response rates of MCT detectors in the Mid-IR. In addition, signals
detected in the mid-IR limit spatial resolution based on the wavelength dependence
in the Abbe diffraction limit.

Consequently, future work needs to focus on improvement of mid-IR detection.
There are also possibilities of circumventing the need to detect in the mid-IR region,
and retrieving similar information about chemical dynamics, using methods such as
fluorescence encoding.
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Table 14.3 Summary of the current state of CMDMS

Group Using CMDMS Techniques

Tokmakoff
[22]

Zanni [33] Krummel
[36]

Brixner [27] Ogilvie [28]

Year of
Publication

2014 2016 Submitted 2018 2018

Laser Source Ti:sapphire Ti:sapphire Yttirbium Ti:sapphire Ti:sapphire

Type of
Spectroscopy

2D IR 2D IR 2D IR 2D ES 2D ES

Repetition
Rate

1 kHz 1 kHz 100 kHz 80 MHz 83 MHz

Method of
Detection

MCT
detection in
the Mid-IR

MCT
detection in
the Mid-IR

MCT
detection in
the Mid-IR

Fluorescence
detection in
the visible

Fluorescence
detection in
the visible

Acquisition
time/single
2D spectrum

30 s ~16,384
spectra/50 s

0.5 ms ~ 8 ha 12 sa

Method of
Signal
Isolation

8 frame
phase
cycling

8 frame
phase
cycling

4 frame
phase
cycling

27 frame
phase
cycling

Phase
modulation

Sample of
Investigation

Metal
carbonyl
swelled
polystyrene
beads

Metal
carbonyl
swelled
polystyrene
beads

RTIL
microdroplet

F16ZnPc
nanostruc-
tured
pillars

Purple pho-
tosynthetic
bacteria

Reported
spatial
resolution

4.4 μm 3.48 μm 12.5 μm
FWHM of
experimental
PSF

0.26 μm
based on
Abbe
diffraction
limit

0.25 μm ×
0.69 μm
FWHM of
experimental
PSF

aReferring to the optimal collection time of the system

14.9.1.1 Fluorescence Encoded Infrared Spectroscopy (FT FEIR)

A major factor contributing to high acquisition times is the limit of infrared
detector response times. Mastron et al. [39] demonstrated that Fourier Transform
Fluorescence-Encoded Infrared Spectroscopy (FT FEIR) can achieve high levels of
sensitivity in solution-phase IR spectroscopy (sensitivity as low as pM concentra-
tions). This work exhibits the ability to detect qualitatively similar information about
coupled vibrational modes to 2D IR spectroscopy. The samples used to demonstrate
FT FEIR were 7-(diethylamino) coumarin (Coumarin 466, C466) in cyclohexane.
Certain vibrational modes give rise to similar cross peaks in 2D IR and 2D FEIR
despite arising from different physical processes. This technology in conjunction
with the successful implementation of fluorescence detected 2D ES microscopy [27,
28] suggests the possibility for expanding the field of multidimensional infrared
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microscopy by incorporation of fluorescence encoding. Fluorescence encoding is a
promising avenue to improve spatial resolution, allow use of increased repetition
rate laser systems, and improve sensitivity of measurements. However, there are
still unanswered questions to the impact that spectral diffusion and inhomogeneous
broadening may have on 2D FEIR line shapes [39].

In closing, it is clear that the field of CMDMS is in its infancy. However, the recent
experimental accomplishments demonstrate the potential of CMDMSexperiments to
reveal the spatial dependence of chemical structure, chemical dynamics, and energy
transport in heterogeneous systems.
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Chapter 15
Frequency Comb-Based
Multidimensional Coherent Spectroscopy

Bachana Lomsadze and Steven T. Cundiff

Abstract We present a novel approach to multidimensional coherent spectroscopy
that utilizes optical frequency combs. This approach enables the measurement of
a multidimensional coherent spectrum rapidly and with unprecedented frequency
resolution. To demonstrate the improvements in resolution and data acquisition speed
we apply this method to Doppler broadened Rb atoms whose energy level splittings
are of the order of hundreds of MHz and measure a rephasing 2D spectrum. We
also show how this method can probe and give insight about extremely weak dipole-
dipole interactions in an atomic vapor. This novel method has the potential to become
a field deployable device for chemical sensing applications.

15.1 Introduction

Optical multidimensional coherent spectroscopy (MDCS) [1] is a very powerful
technique that has been developed over the last two decades for studying struc-
ture, properties and ultrafast dynamics of a wide range of materials [2–6]. MDCS is
an optical analog of multidimensional Nuclear Magnetic Resonances (NMR) spec-
troscopy [7], which enabled the determination ofmolecular structure. OpticalMDCS
uses a sequence of pulses (typically three, denoted A, B, C) incident on the sample
of interest and detects a four-wave-mixing (FWM) signal emitted by the sample as
a function of the time delay(s) between the excitation pulses. A multidimensional
spectrum is then generated by taking Fourier transforms of the FWM signal with
respect to the time delays between the pulses.
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A multidimensional spectrum contains rich spectroscopic information compared
to a linear spectrum. Depending on the time ordering of the excitation pulses it
can give insight into different physical properties/phenomena. For instance, if the
photon-echo [8] excitation scheme is used where the first pulse is complex phase
conjugated (A*, B, C), a multidimensional spectrum, referred to as a single-quantum
2D spectrum, shows the coupling between the excited states. A single-quantum 2D
spectrum can also differentiate the homogenous and inhomogeneous linewidths and
track the energy redistribution in complex systems in real time. This information
cannot be simultaneously obtained by any other known linear or nonlinear optical
methods. On the other hand, if the complex phase-conjugated pulse arrives last (B,
C, A*) then the corresponding 2D spectrum, referred to as a double-quantum 2D
spectrum, can identify weak many-body interactions [9, 10]. For example, a double-
quantum 2D spectrum can probe long range dipole-dipole interactions in atomic and
molecular systems. This capability is very important as these interactions govern
the physical mechanisms of many phenomena (e.g. photosynthesis and formation of
complex molecules) [11–13].

Over the years, several MDCS methods have been developed both in the visible
and IR regions that utilize either a collinear or box geometry configuration. However,
these techniques require long acquisition time (when implemented using mechanical
stages) and/or provide low spectral resolution (limited by spectrometer resolution,
pulse shaper resolution or the time delays achievable by various techniques) [3,
14–23]. Due to these limitations, these methods have only been used so far to probe
systems that have broad resonances or dephasing dynamics. They have not been able
to probe atomic systems (both cold and Doppler broadened) where the dephasing
times are measured in nanoseconds and energy level splittings are of the order of tens
to hundreds of MHz [24–28]. In addition, currently available methods struggle to
distinguish very congested ro-vibrational levels in complex molecules and identify
the energy transfer between these states.

We note that previously multidimensional coherent spectroscopy has been used to
measure single and double-quantum spectra of atomic systems [4, 29] (rubidium, Rb,
and potassium, K) with the goal to investigate long-range dipole-dipole interactions
in dilute atomic vapors.However, due to spectrometer resolution limitations, an argon
(Ar) buffer gaswas introduced into the vapor cell to artificially broaden the resonances
and match them to the spectrometer resolution. The experiments were able to give
insight about basic properties and underlying physics of dipole-dipole interactions.
However, the broadening led to themodification of the resonance lineshapes [30] and
hence the measurements did not provide a complete picture of the interactions and
dynamics in an atomic vapor. In addition, the measurements could not differentiate
the interactions between the same and different isotope atoms, which is critical for
understating the formation of homo and hetero-nuclear molecules.

To overcome the resolution and acquisition speed limitations we recently devel-
oped a novel approach to performing MDCS that utilizes a dual-comb spectroscopy
(DCS) detection technique [31, 32]. In DCS one frequency comb (typically a mode-
locked laser) is used to excite the sample and the response is sampled in time with
another comb (Local Oscillator LO) that has a slightly different repetition rate.
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The resulting interferogram is captured by a single photodetector. In the frequency
domain, the DCS arrangement produces a Radio Frequency (RF) comb spectrum
that results from these two optical combs beating against each other on a photode-
tector [33]. The RF spectrum directly maps to the optical absorption spectrum of
the sample. DCS is similar to Fourier-transform infrared (FTIR) [34] spectroscopy
but contains no moving elements and hence enables the measurement of a broad
absorption spectrum rapidly and with high spectral resolution. In addition, dual-
comb spectroscopy is becoming compact with the development of mirco-resonators
[35–39] for the applications outside the laboratory (LIDAR, chemical detection, etc.)
[31, 40, 41].

In the next section, we describe the marriage of DCS and MDCS methods [42,
43] that we call M-DCS2. This combination enables the measurement of a multidi-
mensional coherent spectrum rapidly and with high resolution. These improvements
now make MDCS relevant for systems with long dephasing rates particularly for
atomic and molecular systems. To show the improved resolution and acquisition
speed we apply the novel method to Doppler broadened Rb atoms and measure a
single-quantum two-dimensional spectrum. In the following section, we will also
show how M-DCS2 can be used to measure a double-quantum two-dimensional
spectrum that probes extremely weak many-body interactions (dipole-dipole inter-
actions) in Rb atomic vapor and gives insight about the effects of thermal motion on
dipole-dipole interactions [44]. In the last section, we introduce a novel approach to
comb-based multidimensional coherent spectroscopy, Tri-comb spectroscopy (TCS)
[45] that contains no mechanical moving parts and enables the measurement of a
comb-resolution two-dimensional spectrum in under half a second. This approach
has the potential to become a field deployable device for chemical sensing applica-
tions.

15.2 Frequency Comb-Based Single-Quantum
Multidimensional Coherent Spectroscopy

A schematic diagram of frequency comb-based single-quantum multidimensional
coherent spectroscopy is shown in Fig. 15.1a. We briefly describe the experiment
here, please see Ref. [42] for details.We used two-home built Kerr-lens mode-locked
Ti:Sapphire lasers with locked repetition frequencies. The comb offset frequencies
were not stabilized but the phase fluctuations due to the relative repetition frequency
(between two combs), offset frequencies and path length fluctuations were measured
and corrected [46]. The output of the signal comb was split into two parts. One
part was frequency shifted using an accousto-optical modulator (AOM) and then
combined with the other part whose delay was controlled using a retro-reflector
mounted on a mechanical stage. The combined beams were then focused to a 5 μm
spot in a 0.5 mm thin vapor cell. The cell contained 87Rb and 85Rb atoms at 100 °C.
The beams were optically filtered to excite only the D1 lines of both Rb isotopes.
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Fig. 15.1 a Experimental setup for M-DCS2. Two combs with different offset frequencies are
generated using a signal comb and an acousto-optical modulator. These combs then interact with
the sample and generate a FWM signal at a different time delay between combs. The FWM signal
is sampled using a LO comb. b Photon echo excitation scheme (please see the text for details),
|g>-ground state, |e>-excited state

For this experiment we used a photon echo excitation scheme to generate a four-
wave-mixing (FWM) signal (shown in Fig. 15.1b). In this scheme the first pulse is a
complex phase-conjugated pulse (EA*) and excites a coherence between the ground
state and the excited state. The second pulse (EB) then converts this coherence into a
population of the excited (or ground) state and then it (EC) converts this population
into the third-order coherence that radiates the FWM signal (photon echo shown
in red). The FWM signal is then interfered with the LO comb (that has a slightly
different repetition frequency) on a photodetector and isolated from the linear signals
in the RF domain (please see below for details). To generate the second axis for the
two-dimensional spectrum the delay between the excitation pulses was varied from
0 to 3.3 ns with 10 ps steps. A two-dimensional coherent spectrum was generated by
calculating Fourier transforms of the FWM signal with respect to the emission and
evolution times.
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Fig. 15.2 Schematic diagram showing how the linear and FWM comb lines are separated after
down converting them from the optical to RF domain

15.2.1 Separation of Linear and FWM Signals

Figure 15.2 shows the generation and separation of the FWM signal in the frequency
domain. The black lines correspond to the AOM shifted comb lines, blue lines cor-
respond to the original (signal) comb lines and the red and magenta lines correspond
to the generated FWM signals. The green lines correspond to the LO comb teeth.
The detector in Fig. 15.1a measures the interference between all of these lines which
produces multi-heterodyne beat signals in the RF domain where the linear and FWM
signals are spectrally separated (Fig. 15.2, bottom plot). We note that both FWM
combs are present only at a zero delay between the excitation pulses but only one is
generated for a finite time delay due to causality.

15.2.2 Results

Figure 15.3a, b show the energy level diagram and the measured linear absorption
spectrum of the D1 lines of 87Rb and 85Rb atoms, respectively. The absorption axis
is plotted with respect to an arbitrary reference, f ref = 377.103258084 THz. The nat-
ural linewidths of the hyperfine lines (a–h) for Rb atoms are about 6 MHz, however
the absorption profile at 100C is Doppler broadened up to ~600 MHz and hence the
hyperfine lines are overlapped. In Fig. 15.4a, b we show two-dimensional spectra
measured using cross-linearly (HVV-H) and co-linearly (HHH-H) polarized excita-
tion pulses, respectively. The negative values on the absorption/evolution axis reflect
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Fig. 15.3 a Energy level diagram of 87Rb and 85Rb atoms D1 hyperfine lines. b Measured trans-
mission spectrum for 87Rb and 85Rb. νref = 377.103258084 THz

Fig. 15.4 Measured two-dimensional spectra generated by a cross-linearly (HVVH) and b co-
linearly (HHHH) polarized excitations pulses. H-Horizontal, V-Vertical. νref = 377.103258084
THz. The color scale shows the normalized signal magnitude

the negative phase evolution during the evolution period in the photon echo excitation
sequence (Please see Fig. 15.1b).

The diagonal peaks (along the (0, 0) and (10, –10) line) correspond to absorp-
tion/evolution and emission at the same (a–h) resonance frequencies. The elongation
in the diagonal direction is due to Doppler broadening. Along the cross-diagonal
direction the inhomogeneity is removed and the line shapes reflect the homogeneous
linewidth. Although the resolution in this direction is limited by the scan range
achievable with the mechanical stage, we are able to see the hyperfine structure and
all possible couplings between the resonances that appear at unique locations [42].
It is also clear that the two-dimensional energy spectra do not show the coupling
peaks between 87Rb and 85Rb isotopes indicating that they behave as two indepen-
dent atoms. This is valuable information for chemical sensing applications especially
when detecting a mixture without prior knowledge of its constituent species.
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Fig. 15.5 Diagonal slices of Fig. 15.4a, b respectively. c and d Theoretical simulations showing
the strength of the FWM signal at each hyperfine resonance (a–h) for HVVH and HHHH cases

Some of the diagonal peaks are suppressed for HVVH case compared to HHHH
case. In Fig. 15.5a, b the diagonal slices of Fig. 15.4a, b are plotted. The slices show
that peaks at (g, c, a) frequencies are suppressed and the peak at (e) frequency is absent
for HVVH case. We explained this behavior by calculating all possible double-sided
Feynman diagrams [47] for each state (including the magnetic sub-levels) in HHHH
and HVVH cases respectively. Our simulations showed that for the HVVH case the
FWM signals for F to F’= F transitions had the opposite sign compared to the F
to F’= F ± 1 transitions, which caused the closely spaced neighboring peaks to be
partially canceled. The simulation also showed that the FWM signal is zero for F =
1 to F’ = 1 transition for 87Rb. For the HHHH case, all of the Feynman diagrams
have the same sign and hence the peaks do not cancel each other. The results of
our calculation shown in Fig. 15.5c, d are in good agreement with the experimental
results. The slight mismatch between theory and experiment we attribute to laser
pulse propagation effects.

Lastly, the two-dimensional plots inFig. 15.4 showadditional interestingbehavior.
The strengths of the off-diagonal peaks are not the geometric mean of its correspond-
ing diagonal peaks strengths that is expected for a 3-level system. Furthermore, some
of the peaks are even weaker than their corresponding diagonal peaks. For instance
the peak around (3, –6.5) GHz on Fig. 15.4b is much weaker compared to peaks at
(3, –3) GHz and (6.5, –6.5) GHz that correspond to the F = 3 to F’ = 3 and F = 2
to F’ = 3 transitions in 85Rb, respectively. This can be explained with the fact that
F = 2 state has 5 magnetic sub-levels whereas F = F’ = 3 has 7 sub-levels. In the
linear polarization bases (π) all the sublevels of the F= 2 and F= 3 states contribute
for the diagonal peaks (except mF = 0 for the F = 3 to F’ = 3 transitions whose
Clebsh–Gordan coefficient is zero). However only (mF = –2, –1, 1, 2) sub-levels
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of the F = 2 and F = 3 hyperfine states contribute for the off-diagonal peak. Our
theoretical calculation showed good agreement with the experimental results for this
and other off-diagonal peaks as well.

We also would like to note that the two-dimensional spectra shown in Fig. 15.4a, b
were generated in under 4 min. Similar resolution either is not achievable or requires
several hours or even days of acquisition time with currently available methods.

15.3 Frequency Comb-Based Double-Quantum
Multidimensional Coherent Spectroscopy

As shown above, frequency comb-based single-quantum multidimensional coherent
spectroscopy is a very powerfulmethod however it cannot provide complete informa-
tion about the sample. Particularly it cannot access information such as many-body
interactions (dipole-dipole interactions) and collective effects in an atomic vapor.
These interactions are extremely weak and single-quantum two-dimensional spec-
troscopy is not sensitive enough to isolate the FWM signal that is due to interactions
from the signal that is produced by an individual atom. This can clearly be seen
from the Fig. 15.4a, b above. The FWM signal due to the couplings of two different
atoms via dipole-dipole interactions is nonzero however its strength is very weak
and it is not noticeable in the graph. To probe these processes the measurement of a
double-quantum two-dimensional spectrum is required.

Frequency comb based double-quantummultidimensional coherent spectroscopy
[44] is an extension of a single-quantum multidimensional coherent spectroscopy.
Experimentally its spectrum can be generated with the same experimental apparatus
shown above (Fig. 15.1a) but swapping the time order of the excitation pulses such
that the AOM shifted pulse arrives last.

The generation of a double-quantum FWM signal in the time domain is shown
in Fig. 15.6a. The first pulse excites the coherence between the ground and excited
states and then it converts into the coherence between the ground and doubly excited
states. The doubly excited coherence evolves with the frequency that corresponds
to the energy difference between the ground and doubly excited states. The second
pulse then converts this coherence either back to the single coherence between the
ground and excited states or to the coherence between the excited and doubly excited
states. This coherence emits the FWM signal that is detected as a function of the
emission time and the evolution time between the excitation pulses. However, in the
experiment, the laser spectrum was filtered such that it could not excite any doubly
excited states in Rb atoms (Fig. 15.6b). In this case the generation of a double-
quantum FWM signal can be explained by introducing a combined atom picture
shown in Fig. 15.6c where the doubly-excited state indicates that both atoms are in
the excited state. But it is critical to note that the combined picture itself (shown in
Fig. 15.6c) cannot produce any FWM signal as the contributions shown in Fig. 15.6d
(described using Double-sided Feynman diagrams) have opposite signs and equal
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Fig. 15.6 a The generation of a FWM signal in the double-quantum excitation scheme. |g>-ground
state, |e>-excited state, |f> doubly excited state. b Energy level diagram of Rb showing no energy
level at 2×D1 frequency. c Energy level diagram of two combined atoms without interaction (solid
lines) andwith interaction (dashed lines).dDouble-sided Feynman diagrams of the double-quantum
FWM signals

strengths. However, in the presence of interactions (even very weak interactions
such as dipole-dipole interactions) singly and doubly excited states experience slight
energy shifts (dashed lines shown in Fig. 15.6c) or changes in their linewidth. These
changes lead to only partial cancelation in the contributions described above and
hence the generation of a FWM signal.

Figures 15.7a, b show a two-dimensional double-quantum spectrum measured
by the cross-linearly (HVV-H) and co-linearly (HHH-H) polarized excitation pulses,
respectively. The diagonal peaks (along the (0, 0) and (10, 20)GHz line) correspond to
coupling between the same hyperfine energy levels (a–h lines shown in Fig. 15.3a) of
two atomswhereas the off-diagonal peaks show coupling between different hyperfine

Fig. 15.7 a and
b Double-quantum spectrum
generated by cross-linearly
and co-linearly polarized
excitation pulses. νref =
377.103258084 THz. The
color scale shows the
normalized signal magnitude
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energy levels of two atoms of the same and different isotopes (please see [44] for
details). It is important to emphasize that the signal in this experiment is only due
to interactions between two independent atoms and contains no information about
the signal that is due to an individual atom. Hence frequency comb-based double-
quantum MDCS excels in isolating and identifying many-body interactions with
extremely high precision.

In Fig. 15.7a, b it is clear that the peaks are diagonally elongated which suggests
that the emission and double-quantum frequencies are correlated. The elongation
has never been observed for Doppler broadened atomic systems (due to resolution
limitations of current MDCS methods). The correlation indicates that the FWM
signal is predominantly from those two atoms that have near zero relative velocity.

To show this point we solved optical Bloch-equations for a two coupled two-
level system and included the inhomogeneous broadening using a generalized two-
dimensional Gaussian function [48]:

f (x, y) = 1

2πσxσy

√
1− ρ2

e
−
{
[(x − μx )/σx ]2 − 2ρ[ x−μx

σx
][ y−μy

σy
] + [

(y − μy)/σy
]2}/

2(1− ρ2)

where: μx, μy, σ x, and σ y, are the centers and widths of two interacting Doppler-
broadened resonances and ρ is a correlation parameter. For Doppler broadened sys-
tems ρ = 1 (perfect correlation) indicates that only those two atoms that have zero
relative velocity are coupled where as ρ = 0 corresponds to coupling of two atoms
with any relative velocity.

The simulated double-quantum 2D spectra for ρ = 0 and ρ = 0.75 are shown in
Fig. 15.8a, b, respectively. It is clear that the peaks in both spectra are diagonally
elongated. To compare the experimental and theoretical results we used the elipticity
as a metric to describe the peak elongation. The elipticity is defined as

E = a2 − b2

a2 + b2

where a and b are the sizes of the ellipse along the major and minor axes (Fig. 15.8a).
The ellipticity for Fig. 15.8a is 0.5 whereas for Fig. 15.8b it is 0.85 which is in good
agreement with the ellipticity of the experimental results (Fig. 15.7a, b). E = 0.85
corresponds to ρ = 0.75 which indicates that the FWM signal is due to atoms that
have near zero relative velocity.

In summary, frequency-comb based double-quantum multidimensional spectra
identified the collective hyperfine resonances in atomic vapor (containing two differ-
ent isotopes) that were induced by dipole-dipole interactions. In addition the mea-
sured spectra gave insight of the effects of thermal motion on dipole-dipole inter-
actions. Until now, these information were not accessible with currently available
MDCS methods.
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Fig. 15.8 Theoretical simulation. a ρ = 0.0, b ρ = 0.75. The color scale shows the normalized
signal magnitude. νref—arbitrary reference

15.4 Tri-comb Spectroscopy

Frequency comb-based single and double-quantum spectroscopy (M-DCS2

described above) enables the measurement of multidimensional coherent spec-
tra rapidly and with high-resolution. However, the experimental setup contains a
mechanical stage, which still limits both the resolution and acquisition speed. To
fully leverage the advantages provided by frequency combs recently we proposed
and demonstrated a novel approach to multidimensional coherent spectroscopy that
utilizes three frequency combs. This novel approach, which we call tri-comb spec-
troscopy (TCS) [45], contains no mechanical moving elements and can measure
comb-resolution multidimensional coherent spectra in under half a second.

The experimental setup for tri-comb spectroscopy is pictorially shown in
Fig. 15.9a. We used three frequency combs (Comb 1, Comb 2 and LO Comb) with
slightly different repetition rates and locked the phases of the repetition frequencies
to a four-channel direct-digital synthesizer (DDS). Path length and offset frequency
fluctuations for each comb were measured and corrected.

Pulses from Comb 1 and Comb 2 were used for the generation of a photon echo
(Fig. 15.9b). The emitted FWM signal was then sampled and spectrally isolated in
the RF domain after interfering with the LO Comb on a photodetector [45]. The
output of the detector was digitized using a fast data acquisition board. Figure 15.9c
is a cartoon and shows a magnitude of a photon echo FWM signal as a function
of the evolution and emission times. The signal is non-zero only near the diagonal
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Fig. 15.9 a Schematic diagram of tri-comb spectroscopy. Comb 1 and Comb 2 are used for the
generation of a photon echo FWM signal which is then sampled using a LO comb. b Photon echo
excitation scheme (please see the text for details). c Cartoon showing the magnitude of a FWM
signal as a function of emission and evolution times. The color scale shows the normalized signal
magnitude

line, hence to optimize the acquisition speed we set the relative repetition frequencies
between Comb 2 and LO comb to be exactly equal to the relative repetition frequency
between Comb 1 and Comb 2. This arraignment enabled the signal to be sampled
along the echo (along the diagonal line) and not in the region where the signal is zero.
In order to sample points off the diagonal we stepped the phase of the DDS serving
as the reference for the LO comb (which time shifts the LO pulses but without using
a delay line), and measured the FWM signal along the lines parallel to the diagonal
(dashed white lines (a, b, c, d, e) shown in Fig. 15.9c). After digitizing the FWM
signal, a multidimensional spectrumwas generated by calculating a two-dimensional
Fourier transform with respect to t’ and τ’.

To demonstrate the resolution and acquisition speed improvement that can be
achieved with TCS we repeated the measurement shown in Fig. 15.4a. The results
are shown in Fig. 15.10a. The two-dimensional spectrum is tilted by 45° to show the
spectrum in the νt and ντ coordinate system.Comparing Figs. 15.4a and 15.10a shows
that we have reproduced the same results but improved the cross-diagonal resolution
by a factor 4. The spectrum shown in Fig. 15.10a was generated by 365 ms of data,
which is 600 times improvement compare to Fig. 15.4a. Figure 15.10b shows the
same spectrum with the acquisition time of 2 s which clearly shows an improvement
in signal to noise, however all the Rb resonances can be identified in the 365 ms data.
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Fig. 15.10 Two-dimensional spectra generated using a 365 ms b 2 s data records. The color scale
shows the normalized signal magnitude

15.5 Conclusion

We have demonstrated frequency comb-based multidimensional coherent spec-
troscopy (MDCS). We showed that this novel approach offers much higher spec-
tral resolution and acquisition speed than traditional two-dimensional spectroscopy
techniques, making MDCS relevant for systems with long dephasing rates. We also
showed how this technique can be used to probe extremely weak many-body interac-
tions in an atomic vapor and can be extended to cold atomic andmolecular systems as
well as color centers. In addition, we presented a novel approach to comb-based mul-
tidimensional spectroscopy, Tri-comb spectroscopy (TCS), that contains nomechan-
ical moving parts and enables themeasurement of comb resolutionmultidimensional
spectra in under half a second. With the development of micro-resonators, TCS will
become a field deployable devices for chemical sensing and other applications out-
side the laboratory. TCS also has excellent potential to be used for real-time medical
imaging applications.
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Chapter 16
Nonlinear Spectroscopy
of Chromophores in Condensed Phases
with Multiple Frequency Combs

JunWoo Kim and Minhaeng Cho

Abstract Coherent multidimensional spectroscopy involves more than one pulsed
field-matter interaction,which creates nonlinear polarization in an optical sample and
generates phase-matched coherently emitted electromagnetic fields under detection.
To maintain the coherence of the involved electromagnetic fields, each single laser
pulse is split into multiple pulses that remain in a fixed relative phase within their
coherence lengths. However, multi-comb nonlinear spectroscopy breaks this conven-
tional paradigm in that twoormore frequency-comb lasers,which are phase stabilized
and locked with one another, are used to create nonlinear polarization in the opti-
cal sample. In this chapter, nonlinear spectroscopic research utilizing two frequency
combs is summarized and explained in terms of the nonlinear response function.
In addition to a review of linear and nonlinear dual frequency-comb spectroscopy
theory and applications, we discuss the future possibilities for the development of
multi-comb nonlinear spectroscopy.

16.1 Introduction

Molecular spectroscopy is used to study the distribution, energetic fluctuation, state-
to-state correlation, energy exchange, and thermal relaxation ofmolecular eigenstates
as determined by the associatedHamiltonian. These observables provide direct infor-
mation on molecular structures and intermolecular interactions. Thus, this technique
has been considered one of the central research tools for studying chemical and
biological reactions in condensed phases and living organisms [1–3].

To extract information on the molecular dynamics of a system beyond its thermal
equilibrium ensemble properties, time-resolved spectroscopy has long been used to
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monitor the responses of a molecular system to external electromagnetic perturba-
tions. The recent development of femtosecond nonlinear spectroscopy has enabled
the investigation of various forms of molecular dynamics in nature, such as pho-
tochemical and photophysical processes [4], light-harvesting processes in photo-
synthetic systems [1, 5], molecular reaction dynamics [6], solvation dynamics [7],
and biomolecular and cellular dynamics [2, 3]. In the linear response regime, the
molecules under investigation interact with an electronically or vibrationally res-
onant field and affect the net photon number and the speed of incoming light in
accordance with their absorptive and dispersive properties, respectively. However,
linear spectroscopic techniques cannot be used to study molecular dynamic changes
in the time domain.

One of the most popular time-resolved spectroscopic techniques is the two-pulse
pump-probe method, where a pump pulse perturbs the molecular system so that it
is almost instantaneously put into a non-equilibrium, non-stationary state in which
the experimental observables change over time. Time-dependent changes in molec-
ular properties due to chromophore system-bath interactions, inter-chromophore
interactions, and intramolecular relaxation processes can thus be monitored using
a time-delayed interrogating probe pulse. Pump-probe measurement involves the
time-dependent monitoring of population changes in the ground and excited states.
Consequently, the phase of the pump electromagnetic field, i.e., the oscillating elec-
tric field amplitude, does not have to be fixed in relation to that of the probe field
because second-order (in the electric field) pump photon annihilation and probe
photon creation (or annihilation) during each pump-probe interaction event erases
information about the optical phase of the incoming electromagnetic field.

However, coherent multidimensional spectroscopy involves multiple interactions
with more than one light pulse and the signal becomes a function of more than one
coherence between two or more system eigenstates. For example, let us consider
three-pulse two-dimensional spectroscopy with two collinearly propagating pump
pulses with wave vector kpu and a probe pulse with wave vector kpr ( �= kpu). Sup-
pose that the third-order signal field satisfying the corresponding phase-matching
condition, i.e., ksig = −kpu+ kpu+ kpr = kpr, is detected by allowing it to interfere
with the probe field. Here, the relative phase between the first and second pulsed
electric fields is very important and should be stabilized during three-pulse pump-
probe-type 2D spectroscopy experiments, otherwise the average signal would vanish.
Here, mode-locked lasers have been used as a pivotal tool to generate a train of fem-
tosecond optical pulses with a broad spectral bandwidth, which allows nonlinear
susceptibility measurement and offers a high time resolution due to the high peak
power and femtosecond pulse duration, respectively. However, because there is no
phase relationship between the oscillating electric fields under a pair of neighboring
pulses separated by 1 ms for an amplified Ti:Sapphire laser with a repetition rate of
1 kHz, each individual pulse is used to produce time-delayed coherent pulses using
beam splitters.

Over the past two decades, an interesting technological advance in precision mea-
surement has been the use of optical frequency combs, which are a specializedmode-
locked laser [8]. One of the intrinsic properties of mode-locked lasers is their discrete
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spectral lines, which show a comb-like structure in that they are evenly spaced and
the frequency spacing between a pair of neighboring lines is determined by the repe-
tition frequency. The comb structure is generated by the coupling between the broad
optical gain spectrum and the multiple spectral modes of the laser oscillator, which
are given by the geometrical boundary conditions of the oscillator. Once the two
frequency degrees of freedom of mode-locked lasers, i.e., the repetition rate and the
carrier-envelope-offset (CEO) frequency, are stabilized, the system becomes an ideal
frequency-comb laser, producing individual spectral lines with a narrow linewidth
and exactly the same line spacing, thus becoming a precise frequency ruler that offers
a high spectral resolution in the frequency domain.

Mode-locked laser-based frequency combs can be utilized to achieve both high
frequency-resolution and ultrafast time-resolution spectroscopy. Nevertheless, until
recently, frequency-comb technology was not actively employed for the study of
condensed-phase molecular systems because the transition linewidth of the system is
incomparably broader than the spectral resolution of frequency combs. However, the
use of two optical frequency combs (OFCs) together in femtosecond dual frequency-
comb (DFC) spectroscopy has been shown to be of great assistance in studying
molecules in gas [9] and condensed phases [10]. Two notable features of the DFC
system are (i) the automatic time-delay scan originating from the slightly detuned
repetition rates of the two OFCs, which is known as asynchronous optical sampling
(ASOPS), and (ii) the fixed carrier-envelope phase (CEP) for each pulse. Due to
these characteristic properties, DFC linear spectroscopy (DFC-LS) can record linear
molecular responses in a down-converted manner. DFC-LS was first introduced as a
form of gas-phase molecular spectroscopy to measure Doppler-broadened molecu-
lar spectra with a fast scan rate [9]. Recently, DFC-LS has been employed to study
molecular dynamics and intermolecular interactions [11] and to develop DFC-based
microscopy [12, 13]. For molecular spectroscopy targeting electronic or vibrational
chromophores in condensed phases, it is necessary for the spectral bandwidth of the
pulses to be broader than the molecular transition linewidth. Thus, ultrashort pulses
whose bandwidths are on the order of tens to hundreds of THz are necessary for chro-
mophores with a vibrational or electronic dephasing time of a few picoseconds or
tens of femtoseconds, respectively. We have recently demonstrated that it is exper-
imentally feasible to apply DFC-LS [10] and DFC-based nonlinear time-resolved
spectroscopy [14, 15] to the study of dye molecules in solution. We also showed that
broadband dual frequency combs allow the measurement of a wide dynamic range
of two-dimensional electronic coherences in condensed phases.

In this chapter, we present a theoretical description of OFC, DFC-LS, and DFC-
based nonlinear spectroscopy and the diverse range of applications that employ two
OFCs. Recently, we published a review article showing that various nonlinear spec-
troscopic techniques, such as transient absorption (TA), transient grating, two- and
three-pulse photon echoes, two-dimensional spectroscopy, and stimulated Raman
scattering, can be theoretically described using our DFC nonlinear spectroscopy
theory [16]. In that article, it was clearly shown that the combination of the time-
dependent perturbation theory and the OFC field expression explains previously
proposed and/or demonstrated experiments quite well and elucidates how molecu-
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lar responses are reflected in DFC spectroscopy signals. Here, we shall present the
details of a few representative DFC nonlinear spectroscopic techniques and then
end with an overview of multi-comb nonlinear spectroscopy and a few concluding
remarks.

16.2 Frequency Combs: Temporal and Spectral Properties

OFC lasers generate an infinite train of pulses with a pulse interval determined by the
repetition frequency f r. The other frequency variable that is critical for specifying the
absolute frequency distribution of spectral comb lines is the carrier-envelop-offset
(CEO) frequency (Fig. 16.1). This CEO frequency is related to the pulse-to-pulse
(or carrier-envelop-offset) phase slip �φ using fceo = fr · (�φ/2π). The spectral
bandwidth of each pulse is related to the pulse width �tω as �ω = 1/�tω.

In general, the electric field of an OFC, denoted as Ek(r, t) for the kth comb laser
can be expressed in terms of the repetition frequency ( fr,k) and the CEO frequency
( fceo,k), where the linewidth of a single comb line is assumed to be a Dirac delta
function:

Ek(r, t) = Ek(r, t) + c.c. (16.1)

Here, the positive frequency component is

1/fr 1/fr

2π fceo/fr 4π fceo/fr

fr fceo

Frequency

Time

nfr (n + 4) fr(n – 4) fr

Fig. 16.1 Optical frequency comb (OFC). a Time profile of anOFC electric field and pulse envelop.
b Power spectrum of the OFC electric field



16 Nonlinear Spectroscopy of Chromophores in Condensed Phases … 359

Ek(r, t) = 1

2
eik(ωc,k )·r

∞∑

n=0

ck,ne
−i (ωceo,k+nωr,k )t , (16.2)

where the angular frequency (ω) is related to frequency (f ) by ω = 2π f and ck,n is
the Fourier coefficient of the pulse envelope function, which represents the spectral
amplitude of each comb line atωceo,k+nωr,k . Although themode-expansion form for
the electric field of an OFC in (16.2) is exact, it is often convenient to introduce the
carrier frequency f c,k of the OFC so that there are approximately an equal number of
frequency comb modes in the lower and higher regions of the OFC spectrum around
f c,k . The carrier angular frequency is related to the carrier frequency asωc,k = 2π fc,k ,
which is defined as

ωc,k = Ncωr,k + ωceo,k, (16.3)

where Nc is the mode number associated with the carrier frequency. Equation (16.2)
can then be written in a very useful and familiar form as

Ek(r, t) = ei[k(ωc,k )·r−ωc,k t]
∞∑

n=−∞
Ak,ne

−inωr,k t , (16.4)

where Ak,n = ck,n+Nc . Note that the summation in (16.4) runs symmetrically across
the carrier frequency and each comb component has an equal frequency spacing
given by the repetition frequency fr,k . Thus, the frequency of the nth comb line is
given as

ωn,k = ωc,k + nωr,k = Ncωr,k + nωr,k + ωceo,k . (16.5)

It is possible to stabilize fceo,k and even to make it zero. In this case, the optical
frequency of the nth mode is given strictly by the integer multiple of the repetition
frequency, i.e., (Nc + n) fr,k (Fig. 16.1), resulting in every pulse having the same
carrier-envelop-offset phase (CEP). If the CEO frequency is not zero, i.e., fceo,k �= 0,
the frequencies of the comb modes are all simultaneously translated by fceo,k in the
frequency domain (see 16.5), while it linearly increases the CEP slip by increments
of 2π fceo,k/ fr,k in the time domain, resulting in repetitive phase synchronization after
fr,k/ fceo,k pulses. To stabilize both fr,k and fceo,k of the kth comb, the phase-locking
technique in the radio frequency (RF) domain should be used. Typically, external
stable reference frequencies such as those from a GPS-disciplined Rb atomic clock
can be employed for the phase-locking of fr and fceo.

Although the OFC has been of great use in precision measurement andmetrology,
its spectroscopic applications are limited due to its weak energy per comb line and
lack of a fast-response (i.e., hundreds of MHz) array detector. However, because a
variety of DFC-based spectroscopic applications require just one fast photodetector
in the RF domain, dual frequency comb technology could eventually revolutionize
linear and nonlinear spectroscopy and imaging research.
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16.3 Dual Frequency Comb Spectroscopy: General
Overview

Dual frequency-comb linear spectroscopy (DFC-LS)was first proposed in early 2000
[17, 18] and was successfully applied to Doppler limited gas-phase spectroscopy
[9]. Although similar tasks can be handled with single-comb spectroscopy, DFC-
LS is able to simultaneously measure the absorption and dispersion spectra related
to the imaginary and real parts of complex susceptibility, respectively, because it
measures the spectral information interferometrically in the time domain. Note that,
for interferometric spectroscopy with two frequency combs, the spectral response is
more sensitive than for spectrally (spatially) resolved spectroscopy. To understand the
key differences between DFC and conventional spectroscopy when a single radiation
source and a spectrometer are employed, the frequency down-conversion achieved
using the DFC technique needs to be explained first.

Consider twoOFCswith slightly different repetition rates, fr ≡ fr,1 = fr,2−� fr,
where� fr is the experimentally controllable detuning frequency.Note that the integer
Nc specifying the carrier frequency (see 16.3) is the same for the two OFCs, because
in general Nc�ωr is chosen not to exceed ωr/2 to avoid the aliasing caused by
improper under-sampling. The slightly detuned repetition rates of the two OFCs
combined generate a linearly increasing time delay with the increment �t between
the two OFCs given by

�t = � fr
fr( fr + � fr)

� � fr
f 2r

= fD
fr

, (16.6)

where the down-conversion factor f D is defined as

fD ≡ � fr
fr

. (16.7)

As mentioned in the Introduction, the automatic time delay generated by two
mode-locked lasers with slightly different repetition rates is known as asynchronous
optical sampling (ASOPS). Typically, an atomic clock provides a highly accurate
pulse interval (�t) for ASOPS. On the other hand, in conventional interferometry
or time-resolved spectroscopy, the time delay between two pulses is mechanically
controlled by differentiating their optical path lengths with a translational stage. As a
result, the mechanical time-delay scan rate and accuracy are limited by themaximum
speed of the stage and the servo bandwidth of the position-encoding system. In
contrast, in DFC spectroscopy, a scan speed with equal pulse intervals and its timing
accuracy are simultaneously controlled at atomic clock accuracy because the scan
rate and �t are essentially determined by � fr. Because the repetition frequency is
related to the cavity length (L) by fr = c/2L , where c is the speed of light, both
� fr and fr can be precisely stabilized by controlling the cavity length using the
well-developed RF phase-locking technique.
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In summary, the three key time-domain parameters—the pulse-to-pulse time inter-
val T = 1/ fr, its jittering δT = δ fr/ f 2r , where δ fr is the fluctuating component of
the repetition frequency, and the pump-to-probe (OFC1-to-OFC2) delay timestep
�t = � fr/ f 2r —are all directly connected to their frequency domain conjugate
parameters under stabilization when employing RF technology. To ensure that the
DFC spectrometer developed by us recently was capable of sub-optical cycle sam-
pling, we were able to stabilize the fr and fceo of both OFCs with the relative fre-
quency stabilities δ fr/ fr < 10−11 and δ fceo <0.01 Hz, respectively. Therefore, δT <

1.5 as is within reach in our DFC spectroscopy, resulting in a less than femtosecond
pulse-to-pulse timing jitter, optical triggering forDFC interferogram acquisitionwith
sub-femtosecond precision (an optical cycle of 2.7 fs), and a pump-to-probe OFC
delay time �t with a sub-cycle sampling time.

Note that, in typical DFC spectroscopy experiments, optical time t is effectively
down-converted into effective time by the frequency down-conversion factor, i.e.,
teff = t × fD. Usually, f r is in the order of 100 MHz and � f can be controlled to
fall within the Hz to kHz range, meaning that the frequency down-conversion factor
fD is within the range of 10−5 to 10−8. Thus, any molecular dynamics occurring on
the time scale of a picosecond can be measured with a microsecond to millisecond
time-scale detector. This is one of the most important features of DFC spectroscopy.
In the frequency domain, the DFC technique can shift and the down-convert optical
frequency signals (spectra) associated with linear and nonlinear molecular responses
to signals in the RF frequency domain.

Another practical advantage of DFC spectroscopy is that it provides a uniform
spatial beam quality during each time-delay scan. Therefore, the beam overlapping
conditions at the sample and at the detector remain unchanged regardless of the time
delay, which is believed to be an important factor for the high-frequency resolvability
of DFC spectroscopy.

In the following sections, we address linear and nonlinear DFC spectroscopy
theories, taking into account the experimental availability of two phase-stabilized
OFC sources, including linear and nonlinear DFC spectroscopy schemes previously
reported by us and other research groups and newly proposed nonlinear DFC spec-
troscopy techniques.

16.4 Linear Spectroscopy with Dual Frequency Combs

DFC-based linear spectroscopy (DFC-LS), which utilizes two OFCs with slightly
different repetition frequencies and stabilized CEO frequencies, is capable of an
extremely high frequency resolution because of the exceptionally stabilized spectral
positions of the two OFC lines. Naturally, early uses of DFC-LS involved the mea-
surement of the Doppler-broadened linewidths (a few GHz) of atoms and molecules
in the gas phase [9]. Note that the typical frequency spacing between neighboring
comb lines is in the order of 100 MHz, which is significantly smaller than the rovi-
brational spectral linewidth of polyatomic molecules in the gas phase. Additionally,
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by stabilizing one of the comb modes using an ultra-narrow continuous-wave laser
(instead of stabilizing the CEO frequency using a self-reference interferometer), the
entire comb linewidth can be made to approach the sub-Hz level, thus allowing high
precision measurement in such applications as cold-atom spectroscopy [19].

When conducting DFC-LS on chromophores in condensed phases, the optical
frequency domain response is down-converted to the RF domain. Thus, it is possible
to use a detection frequency window in the relatively noise-free region by adjusting
the frequency down-conversion factor fD or fceo. Furthermore, the use of a suitable
apodization scheme or a band-pass filter can improve the signal-to-noise ratio. One
of the important advantages of DFC-LS is that there is no frequency-dependent
power loss when the absorption or refractive index spectra are measured by using
dispersive optics for achieving spectral resolution. This is because DFC-LS extracts
frequency-domain information by taking the Fourier transform of the time-domain
interferogram measured with a photodetector, not with diffractive optics such as a
grating and a spectrometer. It should be noted that the bandwidth of the detector
should be larger than half of the repetition frequency of the OFC used.

For DFC-LS, let us assume that OFC1 interacts with the sample. The transmitted
pulses fromOFC1 are then combinedwith those fromOFC2 at a beam splitter, which
produces a time-domain interferogram on the single-point photodetector (Fig. 16.2).
The linear polarization induced by the interaction of theOFC1field, E1(r, t), with the
chromophores can be described by the convolution of the linear response function,
R(1)(t1), and E1(r, t):

P (1)(r, t) =
∞∫

0

dt1R
(1)(t1)E1(r, t − t1), (16.8)

where r is the position vector. After inserting the mode expansion form of the OFC1
field given in (16.4) into (16.8), we have [16, 20]

P (1)(r, t) = eik(ωc)·r
∞∑

n=−∞

∞∫

0

dt1R
(1)(t1)A1,ne

−i(ωc,1+nωr)(t−t1)

= eik(ωc)·r
∞∑

n=−∞
R̃(1)(ωc,1 + nωr)A1,ne

−i(ωc,1+nωr)t (16.9)

Fig. 16.2 Dual frequency
comb linear spectroscopy
(DFC-LS). Schematic
representation of the
DFC-LS experimental setup.
PD = photodetector

sample

OFC1

OFC2 PD
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Here, R̃(1)(ω) is the one-sided Fourier transform of the linear response function,
which is defined as

R̃(1)(ω) =
∞∫

0

dt R(1)(t)eiωt . (16.10)

As can be seen in (16.9), the material polarization is a Fourier expansion with respect
to the frequency comb components, where the weighting factor or Fourier coefficient
is determined by the spectrum of the linear response function, i.e., complex suscep-
tibility, and the Fourier coefficient of the pulse envelope function.

Themeasured intensity on the photodetector is proportional to themodulus square
of the superposed electric field, i.e.,

I (t) ∝ ∣∣E2(r, t) + E (1)(r, t)
∣∣2

= |E2(r, t)|2 + ∣∣E (1)(r, t)
∣∣2 + 2Re

[
E∗
2 (r, t)E

(1)(r, t)
]
, (16.11)

where E (1)(r, t) is the electric field induced by P (1)(r, t). In the limit of weak absorp-
tion and dispersion, the oscillating component in the time-domain interferogram,
which corresponds to the last term in (16.11), is proportional to the imaginary part
of E∗

2 (r, t)P
(1)(r, t):

SDFC−LS(t) ≡ Im
[
E∗
2 (r, t)P

(1)(r, t)
]

= Im

[ ∞∑

m,n=−∞
R̃(1)(ωc,1 + nωr)A

∗
2,m A1,ne

i((m−n)ωr+m�ωr+�ωc)t

]

(16.12)

Note that the oscillating pattern in the time-domain interferogram is determined
by the frequency-dependent linear susceptibility, pulse spectrum, and discrete comb
mode frequency. It should be emphasized that the summations overm and n in (16.12)
can be rewritten as a series of m − n, i.e.,

SDFC−LS(t) = S0(t;m − n = 0) + S+1(t;m − n = 1)

+ S−1(t;m − n = −1) + · · · (16.13)

where

S0(t;m − n = 0) = Im

⎡

⎣
∞∑

m=−∞
R̃(1)(ωc,1 + mωr)A

∗
2,m A1,mei(m�ωr+�ωc)t

⎤

⎦

S+1(t;m − n = 1) = Im

⎡

⎣
∞∑

m=−∞
R̃(1)(ωc,1 + (m − 1)ωr)A

∗
2,m A1,m−1e

i(ωr+m�ωr+�ωc)t

⎤

⎦
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S−1(t;m − n = −1) = Im

⎡

⎣
∞∑

m=−∞
R̃(1)(ωc,1 + (m + 1)ωr)A

∗
2,m A1,m+1e

i(−ωr+m�ωr+�ωc)t

⎤

⎦. (16.14)

If these terms in (16.12) are Fourier-transformed, the corresponding spectra appear
repeatedly in groups separated by the angular repetition frequency ωr. Interestingly,
they have essentially the same information about the complex linear susceptibility
of chromophores in condensed phases and the two comb spectra. The advantage of
the DFC technique is that a slow-response detector whose bandwidth is lower than
the repetition rate of the OFCs can be used to selectively remove all of the highly
oscillating terms with |m − n| ≥ 1. Of course, a band-pass filter can be used to
selectively measure the spectral contributions from comb modes whose frequencies
range from ωr+ �ωc to 2ωr+ �ωc. Here, let us consider the zeroth term, i.e., m − n
= 0. By truncating all of the highly oscillating terms, (16.13) reduces to and can be
rewritten as

SDFC−LS(t) = Im

[ ∞∑

m=−∞
R̃(1)(ωc,1 + mωr)A

∗
2,m A1,me

i((ωc,1+m ωr) fD+�ωceo)t

]
.

(16.15)

Here, we use the following approximate equality to rewrite the zeroth term in (16.14)
with (16.15):

�ωc = ωc,2 − ωc,1 = Nc�ωr + �ωceo
∼= ωc,1 fD + �ωceo. (16.16)

To understand the frequency down-conversion component of DFC spectroscopy, let
us consider the frequency factor in the exponent in (16.15). The optical response at
ωc,1 + nωr, which is manifest in the weighting factor, R̃(1)(ωc,1 + mωr), of the mth
comb component, is down-converted to (ωc,1 + nωr) fD + �ωceo without changing
the amplitude or the phase of the optical response. Note that the down-converted
frequency in (16.15), (ωc,1 + nωr) fD + �ωceo, is the same as the down-converted
frequency estimated from (16.6) except for �ωceo. The presence of �ωceo in (16.15)
indicates that the detection frequency can be shifted by controlling the difference in
fceo between the two OFCs without varying � fr. This is easily achievable by con-
trolling fceo with an acousto-optic modulator (AOM). This additional controllability
is a critical and practical advantage of the DFC technique because the detection
frequency window can be moved to a noise-free region by employing frequency
modulation and the aliasing caused by improper sampling conditions can also be
prevented.

The scan rate and frequency resolution of a conventional interferometer is limited
by the control bandwidth of the moving stage and the frequency-reference laser.
However, DFC-LS has an intrinsically high scan rate, which is equivalent to � fr,
and its frequency resolution is as accurate as the frequency reference used to stabilize
the fr and fceo for the two OFCs.
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To complete an overview of the theory behind DFC-LS, it is necessary to pro-
vide a theoretical expression for the linear response susceptibility R̃(1)(ωc,1 +mωr).
However, because the main focus of this chapter is to discuss how linear and non-
linear DFC spectroscopy differs from conventional methods and because the theory
behind linear and nonlinear response functions and associated susceptibilities has
been presented and discussed in previous review articles [21] and books [22, 23],
further details will not be discussed here.

Over the past decade, DFC-LS has been actively applied to gas-phase analyses
due to its high frequency resolution capability. For example, DFC-LS has been used
to measure the complete rovibrational spectrum of gas-phase molecules [9]. How-
ever, to employ condensed-phasemolecular spectroscopy, a significantly broad comb
spectrumwith a bandwidth in the order of tens to hundreds of THz is required because
the electronic and vibrational transitions of molecules in condensed phases have a
broad bandwidth in the visible and IR frequency regions.

Only recently, femtosecond Ti:Sapphire mode-locked lasers and OFCs have
become available [24]. Using the broadband OFCs, we for the first time demon-
strated broadband DFC-LS for measuring the complex linear susceptibility of dye
molecules in solution [10]. To stabilize the CEO frequency, we used a feed-forward
loop to achieveminimal fluctuation using an AOM. This AOM is driven by themixed
signal of themeasured fr and fceo so that each frequency component, fn = n fr+ fceo,
becomes fn = (n−1) fr at its -1st order diffracted beam [24]. Because the measured
fr and fceo fluctuate, fceo can be maintained at zero within the bandwidth of the servo
control. We showed that a single time-domain interferogram is sufficient to obtain
the broad absorption spectrum of the dye solution. Based on its scan-less mechanism
and rapid spectrum recovery using a single-point detector, the application of DFC-
LS could be extended to optical chirality and ellipsometry measurement for chiral
molecules in condensed phases [25].

16.5 Nonlinear Spectroscopy with Dual Frequency Combs

Mode-locked lasers revolutionized time-domain nonlinear spectroscopy due to their
high peak power and short pulse duration. A number of different nonlinear spectro-
scopic techniques have been developed based on these lasers, and they have been
critical to the study of variousmolecular systems in isotropic solutions, on anisotropic
surfaces, and at anisotropic interfaces.Of these, third-order (four-wave-mixing) spec-
troscopy is the lowest odd-order nonlinear spectroscopic technique used for solution
samples, and it can be conveniently described with the corresponding third-order
response functions. Recently, dual frequency comb nonlinear spectroscopy (DFC-
NS) with pulses of a sub-10-fs duration has been demonstrated [14, 15]. DFC-NS
has unique and advantageous properties: (i) by adjusting the two repetition rates to
be slightly different from each other, automatic pulse-to-pulse time delay scans can
be achieved; (ii) the spatial overlap of laser pulses can be maintained during pulse
scanning; and (iii) the third-order signal field can be frequency-shifted to the radio
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frequency domain. These characteristic features of DFC-NS allow the wide dynamic
range (i.e., six decades) measurement of population relaxation, excitation migration,
local heating, and thermal diffusion processes.

16.5.1 Third-Order Polarization

To calculate a DFC-NS signal, it is necessary to build a theory for the calculation of
the third-order polarization created by the three field-matter interactions with comb
lasers. In general, the third-order polarization can always be expressed in terms of
the convoluted form of the third-order response function, R(3)(t3, t2, t1), and three
electric fields as [21, 23]

P(3)(r, t) =
∞∫

0

dt3

∞∫

0

dt2

∞∫

0

dt1R
(3)(t3, t2, t1)E(r, t − t3)E(r, t − t3 − t2)E(r, t − t3 − t2 − t1). (16.17)

Here, E(r, t) is the superposition of all incident electric fields at time t and
R(3)(t3, t2, t1) is a fourth-rank tensor representing the response of the molecular
system to the three interactions with the electric field. R(3)(t3, t2, t1) contains three
commutators, which describes the time evolution in Liouville space, so that there are
four interaction pathways and their corresponding complex conjugates. The electric
field of a given OFC is then expanded in terms of the Fourier components determined
by the comb-line numbers. The triple product of the electric field in the integrand
of (16.17) becomes a sum over three comb-line numbers. Thus, unlike conventional
time-resolved spectroscopy, where the pulsed electric field is treated as a continuous
function with respect to frequency, multiple frequency comb spectroscopy can be
described as a discrete sum of distinctively different oscillating components and the
molecular responses to them. The expression for the time-domain DFC-LS interfer-
ogram in (16.15) is a representative example showing the discreteness of the spectral
distribution of oscillating terms contributing to the time-domain interferogram or to
the corresponding comb-structured linear spectrum.

16.5.2 DFC Pump-Probe Spectroscopy

One of the simplest approaches and still the most common time-resolved technique
is pump-probe spectroscopy. Two or more pulses with variable time delays are used
to investigate ultrafast photo-induced chemical, biological, or physical processes in
condensed phases. The pump initiates the photo-induced process, followed by the
probe pulse,which is used to interrogate the process in real time.Theprobe absorption
changes due to various relaxations, energy transfers, and chemical reactions, thus
providing critical information on the associated kinetics.
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ForDFCpump-probe (PP) spectroscopy, theDFC interferometric approach utiliz-
ing optical interference between two OFC fields may not be of great use for studying
the ultrafast electronic dephasing processes of chromophores in condensed phases,
which are on the order of tens of femtoseconds. For example, the automatic scan
range of a DFC system that employs an OFC with a repetition rate of 100 MHz is
10 ns. If this OFC is used to measure electronic dephasing processes occurring on
a time scale of ~100 fs, 99.999% of the OFC pulse energy will be wasted. In other
words, the high spectral resolution capability of a DFC system is not required for
molecular spectroscopic analysis of chromophores in condensed phases. On the other
hand, the relaxation times of the incoherent population changes of chromophores in
solution occur on a time scale of picoseconds to nanoseconds under ambient condi-
tions. In this case, DFC-PP spectroscopy can provide high spectral resolution data.
ASOPS with a DFC setup is thus an excellent choice for the long-termmonitoring of
the population relaxation processes of chromophores in condensed phases. In fact,
incoherent relaxation measurement does not require phase-locked dual comb lasers
because the absolute phase relationship between the pulses from the two lasers is
not important. However, to achieve coherent averaging over multiple sets of time-
domain interferograms, highly phase-stabilized comb lasers are useful for developing
and applying DFC-PP spectroscopy for use withmolecules under thermal fluctuation
[14].

The time scales associated with femtosecond pulse-induced vibrational coher-
ence evolution and relaxation, intramolecular vibration relaxation, internal conver-
sion processes, intermolecular energy transfers, and conformational transitions range
from a few femtoseconds to nanoseconds. They can be investigated using the PPmea-
surement method. As mentioned earlier, the first ASOPS-based transient absorption
(TA) studywas reported in 1987, inwhich two repetition-rate-stabilizedmode-locked
lasers without CEO frequency stabilization were used [26]. Recently, we experimen-
tally demonstrated DFC-PP-based spectroscopy of chromophores in solution, which
fully utilized the phase coherent nature of OFCs. It should be noted that both the
repetition rates and CEO frequencies of our OFCs were stabilized [14]. In addition
to the advantage of our DFC-PP spectroscopy with fully phase-stabilized OFCs in
terms of coherent averaging, it could also be used for ultrashort interferometric trig-
gering, specifically for initiating data collection. It was found that the timing jitter in
our measurements does not exceed the half-period of the carrier frequency.

In DFC-PP spectroscopy, two non-collinearly propagating trains of femtosecond
pulses from the twoOFCs are focused onto an optical sample (Fig. 16.3). The change
in intensity of the probe beam, which interacts resonantly with the chromophores, is
induced by the presence of the pump beam. Simultaneously, small portions of the two
comb laser beams are separated by beam splitters and are allowed to interfere with
each other in a nonlinear crystal to produce a second-harmonic-generation (SHG)
field. It is only when the two pulses fromOFCs temporally overlap that the SHG field
is produced. If the intensity of the SHG field is higher than a given threshold value, it
is used as an optical trigger for data collection. This triggering approach minimizes
the time jitter, which is needed for coherent averaging and for setting time zero for
pump-probe measurements.
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Fig. 16.3 Dual frequency comb pump-probe (DFC-PP). a Schematic representation of DFC-PP
experimental setup. BBO, beta barium borate crystal; PD, photodetector. b Pulse sequences of the
two OFCs in DFC-PP in laboratory time. c Discretely recorded DFC-PP (black) signal and trigger
(red) signal at the corresponding detectors

In our DFC-PP study, we showed that four different Liouville space pathways
contribute to the PP signal, where the corresponding third-order polarization that
satisfies the phase-matching geometry, i.e., kPP = kpr, is given by [14]

P (3)
PP (kpr, t) =

∞∫

0

dt3

∞∫

0

dt2

∞∫

0

dt1R
(3)(t3, t2, t1)[E2(kpr, t − t3)E1

(kpu, t − t3 − t2)E
∗
1 (kpu, t − t3 − t2 − t1)

+ E1(kpu, t − t3)E2(kpr, t − t3 − t2)E
∗
1 (kpu, t − t3 − t2 − t1)

+ E2(kpr, t − t3)E
∗
1 (kpu, t − t3 − t2)E1(kpu, t − t3 − t2 − t1)
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+E1(kpu, t − t3)E
∗
1 (kpu, t − t3 − t2)E2(kpr, t − t3 − t2 − t1)

]

(16.18)

Inserting the comb expressions for the two OFCs into (16.18), the third-order DFC-
PP polarization, which is expressed as the sum over three comb line numbers, can
be obtained. This polarization produces the corresponding third-order electric field,
which is then allowed to interfere with the probe beam from OFC2. It then becomes
possible to measure the time-domain interferogram, which is determined by the
corresponding interference term between theDFC-PP signal field and the probe field.
Similar to the time-domain interferogram for linear spectroscopic measurement (see
16.13), some terms oscillate strongly over detection time t with frequencies larger
than ωr. Using a slow-response detector and a low pass filter, only the contributions
that oscillate with frequencies less than the repetition frequency can be selectively
measured at a single-element photodetector.

After carrying out the triple integration with respect to t1, t2 and t3 in (16.18), we
obtained the DFC-PP interferogram in the time domain, which can be recast in the
following form:

SDFC−PP(t) ∝ Im
[
E∗
2 (kpr, t)P

(3)
PP (kpr, t)

]

∝ Im

⎡

⎣
∞∑

q,m,n=−∞

{
A∗
q+m−n,2Aq,2Am,1A

∗
n,1 R̃

(3)
RE

(
ωRE
q,m,n , ωRE

m,n , ωRE
n

)(
eiω

RE
m,n fDt + eiω

RE
q,n fD t

)

+A∗
q−m+n,2Aq,2A

∗
m,1An,1 R̃

(3)
NR

(
ωNR
q,m,n , ωNR

m,n , ωNR
n

)(
eiω

NR
m,n fD t + eiω

NR
m,q fD t

)}]
(16.19)

In the above equation,RE andNR represent the rephasing andnon-rephasing response
spectra, respectively, where the corresponding response functions can be found in
the book by Cho (see [22]), and the comb line number-dependent frequencies are
defined as

ωRE
n = −ωNR

n = −ωc,1 − nωr, ω
RE
m,n = −ωNR

m,n = (m − n)ωr

ωRE
q,m,n = ωc,1 + (q + m − n)ωr and ωNR

q,m,n = ωc,1 + (q − m + n)ωr. (16.20)

Although the resulting (16.19) appears to be complicated, the pre-exponential terms
are the products of the OFC pulse spectra and triple one-sided Fourier transform of
the third-order response function that corresponds to the third-order susceptibility,
R̃(3)(ω3, ω2, ω1). R̃(3)(ω3, ω2, ω1) is more intuitive to understand the experimental
data and the embedded nonlinear interactions than the corresponding time-domain
nonlinear response function R(3)(t3, t2, t1). In, ω1 (ω3) corresponds to the frequency
conjugate of the first (second) coherence oscillating with the electronic transition
frequency, and it is related to the absorptive (emissive) frequency of the electronic
chromophore.On the other hand,ω2 is the frequency representing the spectral density
associated with the photo-induced vibrational coherence decay, population relax-
ation, and solvation dynamics of the excited molecules [22, 23].
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Here, the population relaxation (pump-probe delay) time scale is down-converted
to a laboratory-measurement time scale by the down-conversion factor fD as fDt
in (16.19). Experimentally, to determine time zero for pump-probe measurement,
it is necessary to adjust the actual recording time in reference to the SHG optical
trigger. One of the important aspects of the theoretical result in (16.19) is that the
DFC-PP interferogram does not depend on the CEO angular frequency ωceo so that,
in principle, DFC-PP spectroscopy does not require CEO frequency stabilization
because it probes the incoherent population changes of excited molecules.

16.5.3 Interferometric Pump-Probe Spectroscopy with Dual
Frequency Combs

Although DFC-PP spectroscopy with a photodetector provides time-dependent sig-
nals over a wide dynamic range of time scales, the spectrum of a PP signal at a given
waiting time cannot be measured unless diffractive optics and an array detector are
used. Unfortunately, an array detector that can follow an OFC repetition rate of a
few hundred MHz is not available. Therefore, to obtain the spectrum of the PP sig-
nal, we proposed DFC-based interferometric pump-probe (DFC-IPP) spectroscopy
and successfully demonstrated that it was feasible for dye molecules in solution [15].
DFC-IPP spectroscopy shares the same beam configuration asDFC-PP spectroscopy,
but due to the additional interferometric detection scheme implemented in the DFC-
IPP system, it is possible to use it to measure the complex transient spectrum whose
real and imaginary parts are associated with the transient refraction and absorption
spectra of dye molecules in condensed phases.

The experimental layout of DFC-IPP spectroscopy is schematically presented in
Fig. 16.4. The pump OFC1 and probe OFC2 are used for the ASOPS of the pump-
probe response. The generated third-order PP field then needs to be interferometri-
cally detected. A small fraction of the OFC2 beam is separated before the sample and
combined with the probe beam carrying the PP signal immediately after the sample.
The time delay (τ ) between the probe and local oscillator (LO) pulses is scanned
using a translational stage. At a fixed τ , the time-resolved response of the sample
interfered with by the LO is recorded by a photodetector. Using the comb expression
for the pump, probe, and LO fields, we found that the theoretical expression of the
DFC-IPP interferogram is given as

SDFC−IPP(t, τ ) ∝ Im[E∗
2 (kpr , t)P(3)(kpr, t, τ )]

∝ Im

⎡

⎣
∞∑
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{
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∗
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.

(16.21)



16 Nonlinear Spectroscopy of Chromophores in Condensed Phases … 371

sample
pump

probe

τ

LO

BBO

OFC1

OFC2

PD

PD

pump probe

LO

ΔT

1/fr

1/(fr +Δfr)
2ΔT 3ΔT

Laboratory time  t

2Δτ2

Δτ2

2/Δfr–1/fr 2/Δfr+1/fr 2/Δfr+3/fr

molecular response

(a)

(b)

(c)

Fig. 16.4 Dual frequency comb interferometric pump-probe (DFC-IPP). a Schematic representa-
tion of DFC-IPP experimental setup. b Pulse sequence of the pump and probe OFCs at the optical
sample in laboratory time. c Pulse sequences of the probe and local oscillator (LO) OFCs at the
detector in DFC-IPP

Equation (16.21) shows that the DFC-IPP signal carries information on the complex
nonlinear response in a two-dimensional time-resolvedmanner. First, the t-dependent
interferogram provides information about the vibrational coherence evolution, pop-
ulation relaxation, and rotational dynamics of the chromophores with respect to
waiting time. The τ -dependence of the DFC-IPP signal is determined by electronic
dephasing, inhomogeneous line broadening, and vibronic progression because the
chromophore dynamics determine the electronic decoherence during τ . To obtain
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the waiting time-dependent and probe frequency-resolved transient absorption and
refraction spectra, the measured τ -dependent time(t)-domain interferogram needs to
be Fourier-transformed with respect to τ .

Although the theoretical expression for the DFC-IPP interferogram appears to
be similar to that of the DFC-PP interferogram, it is quite different experimentally.
Due to its additional probe frequency resolvability, DFC-IPP spectroscopy is better
suited for studying changes in molecular structures and state-to-state energy transfer
processes induced by femtosecond photo-excitation because they affect the tran-
sient absorption and refraction properties of chromophores in condensed phases.
For typical electronic chromophores in solution, it should be noted that DFC-IPP
spectroscopy does not require a long τ -scan because of the subpicosecond electronic
dephasing processes.As a result, DFC-IPP spectroscopy,with itswide dynamic range
measurement capability (6 decades) enables rapid data acquisition compared to the
conventional pump-probe method with a translation stage for waiting time scanning.

Recently, wewere able tomeasure a complete time- and frequency-resolvedDFC-
IPP signal from a dye solution, with the pulse frequency covering a broad window
from 325 THz to 450 THz and the waiting time scanning from 10 fs up to 1.5 ns [15].
The data collection took just a few seconds. Furthermore, with the controllability
of the repetition frequency detuning factor � fr and the long-term phase stability,
DFC-IPP’s femtosecond time-resolution makes it possible to investigate vibrational
coherence dynamics even for averaged DFC-IPP data.

ASOPS schemes,which fully utilize an automatic time-delay scan by twodifferent
mode-locked lasers with different repetition rates, allow a significantly fast waiting
time scan to be achieved compared to conventional mechanical time-delay-based
PP measurement methods. This would thus be useful for monitoring the change in
quantum state populations induced by excitation transfers or local environmental
changes. Furthermore, when it combined with our interferometric optical trigger
technique, DFC-PP and DFC-IPP are advantageous for samples that are vulnerable
to photochemical damage during spectroscopic measurement. In fact, a number of
chemical and biological systems of great interest are easily damaged by the high
peak power or high average power of incident radiation from amplified femtosecond
lasers. For example, the high peakpower of an incident beamcauses undesirable high-
order multi-photon processes that result in unwanted irreversible chemical reactions
such as ionization or bond breaking. Secondly, the high average power of the light
source increases the local temperature at a focal spot through non-radiative relaxation
(i.e., heat dissipation) of the excited molecules. These two forms of photo-induced
degradation can be dramatically suppressed by employing DFC-PP and DFC-IPP
spectroscopy. This is because the peak power or a single pulse energy of each OFC
used in DFC spectroscopy does not have to be high because of its fast and efficient
data acquisition scheme. Secondly, it should be emphasized that the local thermal
heating effect can be reduced by introducing a gated measurement when employing
the interferometric optical triggering scheme, as we have demonstrated in the past
[14, 15]. These technical advancesmakeDFC-PPandDFC-IPP spectroscopy suitable
for the study of various chemical and biological systems that have not been able to
be investigated before.
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16.5.4 Interferometric Photon-Echo Spectroscopy with Dual
Frequency Combs

In Sects. 16.5.2 and 16.5.3, we described the theory and experimental outcomes
of the time-resolved PP and time- and frequency-resolved interferometric PP mea-
surement methods. A natural extension of DFC-based nonlinear spectroscopy is the
development of coherent two-dimensional spectroscopy by employing non-collinear
beam geometry and using the corresponding phase-matching condition to separate
the nonlinear optical signal field from the other injected beams. Recently, we theo-
retically considered DFC photon echo spectroscopy (PES) [20]. In this non-collinear
geometry consisting of two OFC beams with wave vectors k1 and k2, only the signal
propagating along the rephasing direction, i.e., ksig = −k1 + 2k2, is assumed to be
measured (Fig. 16.5). The third-order polarization for the two-pulse DFC-PES signal
can then be written as

P (3)
2P−PE(r, t) =

∞∫

0

dt3

∞∫

0

dt2

∞∫

0

dt1 R
(3)(t3, t2, t1)

× [E2(k2, t − t3)E2(k2, t − t3 − t2)E
∗
1 (k1, t − t3 − t2 − t1)

+E2(k2, t − t3)E
∗
1 (k1, t − t3 − t2)E2(k2, t − t3 − t2 − t1)

]
.

(16.22)

We proceed in the same way as in DFC-IPP spectroscopy by substituting the comb
field expressions into (16.22) and multiplying the LO field, E2(ksig, t), which is
delayed by τ 2, to obtain the final expression for the two-pulse DFC-PES signal (i.e.,
the time-domain interferogram) as follows:

Fig. 16.5 Two-pulse dual frequency comb photon-echo spectroscopy (2P-DFC-PE). Simplified
schematic representation of 2P-DFC-PE experimental setup is shown in this figure. The two non-
collinearly propagating fields with wave vectors k1 and k2 interact with an optical sample and the
generated third-order signal is detected by making it interfere with OFC2 field



374 J. Kim and M. Cho
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The frequencies of the oscillating components contributing to the t-dependent inter-
ferogram measured at the photodetector are down-converted by the factor f D. Note
that the frequencyωRE

n (=−ωNR
n ) is determined by the center frequency of the OFC1,

which should be close to the electronic transition frequency. However, due to the
multiplied down-conversion factor f D, which is typically 10−6–10−8, the actual fre-
quency detected at the single-point photodetector is in the RF domain. However, the
oscillating frequency during the τ 2 scan that is achieved when employing a mechan-
ical translational stage or a pair of sliding glass wedges is in the optical (electronic
transition) frequency domain. Therefore, the double Fourier transformations of the
t- and τ 2-resolved interferograms over the two time arguments provide a 2D elec-
tronic or vibrational spectrum, depending on the nature of the molecular quantum
states involved in the two-pulse photon echo experiment. More specifically, the 2D
two-pulse DFC-PES spectrum is given as
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(16.24)

When the carrier frequencies of the twoOFCs are tuned to be identical to the transition
frequencyωeg of amodel two-level systemwith ground state |g> and excited state |e>,
the peak position of the corresponding rephasing 2D spectroscopic signal appears at
ωeg along theω2 axis. On the other hand, the corresponding peak position along theω1
axis is atωeg fD+�ωceo. Note that the transition frequencyωeg is down-converted by
the factor f D. Therefore, to convert the experimentally measured frequency ωeg fD +
�ωceo from the 2D spectrum to the molecular transition frequency, experimentally
measured �ωceo and f D should be used.

Usually, conventional photon echo spectroscopy or three-pulse scattering spec-
troscopy adopts a non-collinear geometry, where the incident pu1, pu2, and pr pulses
propagate in different directions, and these directions are also different from that of
the generated third-order signal field satisfying the corresponding phase-matching
condition. However, Lomsadze et al. recently demonstrated DFC photon echo spec-
troscopy that employed a frequency modulation technique with a collinear geometry,
where the incident pu1, pu2, and pr pulses and generated signal fields all propagate
in the same direction [27, 28]. To selectively measure the third-order signal field,
its frequencies were shifted to a specific and different frequency window by shifting
the frequency of the pu2 beams by ωm (in the order of tens of MHz) with an AOM.
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Therefore, only those frequency components in the measured time-domain interfer-
ogram that oscillate with frequencies shifted by 2ωm could be selectively detected
in the radio frequency domain, even though all the incident and four-wave-mixing
fields propagated collinearly. The 2D spectrum constructed from the selected radio
frequency region was obtained for Rb atomic vapor.

Collinear DFC-PES has certain advantages. Unlike non-collinear DFC-PES, it
does not require careful alignment for the spatial overlap of the two OFC beams
at the sample. Note that, due to the weakness of photon echo signals, it is difficult
to spatially overlap this signal with the local oscillator beam. In addition, in a non-
collinear geometry, the signal appears along a specific direction, satisfying the phase-
matching angle of the experiment. Thus, the direction of the signal field depends on
the wavelength of the incident fields, which causes the spatial dispersion of the signal
beam. In particular, when broadband incident and local oscillator fields are used, a
reduction in measurement sensitivity due to this spatial dispersion problem cannot
be easily avoided. In this regard, a collinear geometry, which is free from this effect,
may be more practical. However, it should be emphasized that the use of an AOM
to shift all of the comb lines in collinear DFC-PES makes it difficult to extend and
further develop this technique for femtosecond time-resolved and broadband photon
echo spectroscopy because of the intrinsically large temporal dispersion of AOMs.
Therefore, we have recently carried out noncollinear DFC-based two-dimensional
electronic spectroscopy of chromophores in solution by combining ASOPS scheme
for monitoring population relaxation taking place on the timescale ranging from
sub-picosecond to nanosecond with heterodyne-detection method for measuring the
phase and amplitude of generated third-order signal.

16.5.5 Time-Resolved Photon-Echo Spectroscopy with Dual
Frequency Combs

Two-pulseDFC-PES, as outlined in (16.24) and demonstrated in ref. 20 via numerical
simulations, enable the two-dimensional spectrum of chromophores in condensed
phases to bemeasured. However, due to a lack of additional time variables associated
with the population or waiting time, it does not generate waiting time-resolved 2D
spectra. To achieve completely time-resolved DFC-PES, we have added one more
translational stage to control the time delay between the generated third-order signal
field and the local oscillator field. More specifically, OFC1 pulses are split into two
trains of pulses with a beam splitter and the time delay (τ 1) between the pu1 (wave
vector k1) and pu2 (wave vector k2) pulses is scanned with a delay stage. A waiting
time (T ) scan is then achieved by employing ASOPS because the third pr (wave
vector k3) pulse is from the OFC2, whose repetition rate is slightly lower than that
of the OFC1. Finally, the generated photon echo field with the wave vector ksig =
–k1 + k2 + k3 is allowed to interfere with the local oscillator field that is taken
from the same OFC2 (Fig. 16.6). The delay time τ 2 between the pr pulse and the
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Fig. 16.6 Dual frequency comb photon-echo spectroscopy (DFC-PES). a Schematic representation
of DFC-PES experimental setup. b Pulse sequence of the pump and probe OFCs at the sample
position (top) and that of the PES signal field and LO pulse arriving at the detector (bottom)

local oscillator pulse is scanned with another delay stage. Therefore, the measured
time-domain interferogram is a function of τ 1 and τ 2. Including the measurement
time t, we find that the genuine three-pulse DFC-PES interferogram is given as

SDFC-PES(τ2, t, τ1) ∝ Im
[
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(16.25)

where�ωceo was canceled out much like DFC-PP and DFC-IPP. Again, due to the
use of ASOPS for the waiting time scan with respect to t, the oscillating frequencies
with respect to the measurement time t are down-converted by the factor f D.

The t-dependent decay of SDFC−PES(τ2, t, τ1) provides information about the
population relaxation processes during the waiting time in laboratory time, which
is slower than the molecular relaxation time by a factor of 1/f D. To obtain
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the time(t)-resolved 2D spectrum from (16.25), the double Fourier transform of
SDFC−PES(τ2, t, τ1) with respect to τ 1 and τ 2 should be taken to find
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DFC-PES experiments were conducted for dye solutions. We demonstrated that dual
frequency combs enable the measurement of the 2D electronic coherences of chro-
mophores in condensed phases over a wide dynamic range (6 decades).

16.6 Overview and a Few Concluding Remarks

OFC is a special type of mode-locked laser. Due to the stabilized repetition and CEO
frequencies, the corresponding spectrum has spectral lines that are equally spaced at
fixed frequencies. Although OFC lasers have been used in a variety of research fields
including precision measurement [19] and metrology [29], only recently have they
become used for spectroscopic applications [15, 27]. In particular, when two inde-
pendent OFCs are set to have slightly different repetition rates, precise time-delay
scanning in the time domain is achievable, guaranteeing DFC spectroscopy with
a high spectral resolution. In the various spectroscopic applications of DFC spec-
troscopy based on interferometric detection with a single photodetector, the mea-
sured time-domain interferogram provides information on the holographic (phase
and amplitude) responses of the molecules under investigation. Most of the earlier
uses of DFC spectroscopy aimed to obtain the rovibrational spectra of gas-phase
molecules not only because the high-frequency resolvability of the OFC technique is
suited for gas-phase molecular spectroscopy but also because truly broadband OFC
lasers whose bandwidth covers the entire absorption spectrum of chromophores in
condensed phases have not been available until recently.

We have, using the unique and characteristic advantages of broadband OFC
techniques, recently developed DFC-based time-resolved nonlinear spectroscopy.
In this chapter, we reviewed our experimental techniques and the underlying theory.
The three most popular time-domain nonlinear spectroscopic methods—DFC-PP
[14], DFC-IPP [15], and DFC-PES—have all been experimentally demonstrated. As
emphasized in this chapter, the opticalmolecular response in the optical or vibrational
frequency domain (on femtosecond and picosecond time scales) can be measured
with a single detector working in the down-converted frequency RF domain.

Currently, we are developing DFC-based sum-frequency-generation, difference-
frequency-generation, and other four-wave-mixing spectroscopic techniques. We
also plan to use triple comb lasers to carry out high-order nonlinear spectroscopy and
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coherent multidimensional spectroscopy. Of course, the phase stabilization of each
OFC laser is important for the coherent averaging of the measured signals, but the
phase locking of three or more comb lasers is a prerequisite for successful interfer-
ometric studies of the electronic or vibrational coherences induced by field-matter
interactions with these multiple comb lasers.

The extremely high frequency resolution of OFC may not be needed for
condensed-phase molecular spectroscopy. However, when two or more phase-locked
OFCs are combined to develop multiple frequency comb spectroscopic techniques
with coherent averaging, time- or space-to-frequency conversion, frequency mod-
ulation, and asymmetric optical sampling, they will be of critical use for studying
population relaxation and coherence evolution in separate time windows for coupled
chromophores in condensed phases.
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DOVE, 165
Down conversion factor, 20, 374
2D Raman and terahertz spectroscopy, 4
2D Raman spectrum, 108
Drug delivery, 126
3D spectral fingerprints, 148
4D spectroscopy, 122
2D spectrum, 3, 23
4D spectrum, 109
2D THz Raman, 122
2D TIRV spectroscopy, 199
2D tomogram, 117
Dual-comb-based nonlinear spectroscopy, 18
Dual-Comb Spectroscopy (DCS), 340
Dual Frequency-Comb (DFC), 357
Dual Frequency Comb Nonlinear Spectroscopy

(DFC-NS), 365

Dual Frequency Comb Photon-Echo
Spectroscopy (DFC-PES), 373, 375,
377

Dual frequency comb spectroscopy, 20
Dual phase scan, 22
2D vibrational response function, 12
3D vibrational spectroscopy, 106
Dynamic inhomogeneity, 127

E
Effective Fragment Potential (EFP), 179, 180
Electrical anharmonicity, 207
Electric dipole approximation, 8
Electric dipole operator, 8
Electric field, 16
Electric field gradient, 16, 179
Electric field Hessian, 179
Electric potential, 16
Electrocataysis, 247
Electrochemistry, 247
Electron-bath interaction, 128
Electron dynamics, 127
Electron-electron (e-e) collision, 127, 128
Electron-electron scattering, 295
Electron heating, 128, 131, 135
Electronically delocalized exciton, 21
Electronically-excited manifold, 60
Electronic basis, 69
Electronic chromophore, 2
Electronic coherence, 6, 38, 65, 108
Electronic coupling, 3, 5, 38, 127
Electronic decoherence, 84, 371
Electronic dephasing, 3, 65, 371
Electronic Energy Transfer (EET), 37, 51–53,

70, 71, 78, 80, 82, 84
Electronic excitation-transfer coupling, 70
Electronic-nuclear coupling, 65, 84
Electronic polarizability, 110
Electronic spectroscopy, 107
Electronic structure calculation, 5, 36
Electronic transition, 3, 69
Electronic-vibrational coupling, 106
Electronic–vibrational (exciton–phonon)

coupling, 109
Electron-phonon (e-ph) scattering, 128
Electron-vibrational coupling, 111
Electrostatic coupling, 173
Electrostatic intermolecular interaction, 179
Electrostatic potential, 179, 275
Ellipsometry, 365
Ellipticity, 348
Energy transfer, 2, 52, 60, 70, 72, 73, 76
Energy-transfer coupling, 72
Energy-transfer dimer, 84
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Energy-transfer system, 84
Entangled electronic and nuclear dynamics, 52
Entangled quantum state, 148
Equal-and-opposite overlap, 81
Equilibrium density operator, 9
Equilibrium MD simulation, 12
Equilibrium MD trajectory, 13
1-ethyl-3-methylimidazolium tetrafluoroborate

(EmimBF4), 327
1-ethyl-3-methylimidazolium

tricyanomethanide (Emim TCM), 327
Exchange, 179
Exchange repulsion, 181
Excitation energy transfer, 97
Excitation transfer, 74
Excited State Absorption (ESA), 150, 293
Excited-state dynamics, 106
Excited-state wave packet, 76
Exciton, 3, 38, 52
Exciton basis, 55, 56
Exciton dynamics, 3, 97
Excitonic coupling, 122
Exciton shift, 76, 78, 81, 82
Exciton-vibrational coupling, 106
Expectation value, 13
Extensional vibrational mode, 128
Extinction, 20

F
Fabry-Pérot Interferometer (FPI), 25, 200
Fano amplitude, 292, 300
Fano lineshape, 292, 297
Fano shape, 292, 293
Fast modulation limit, 262
Feed-forward, 365
Femtosecond IR pulse, 4
Femtosecond nonlinear spectroscopy, 356
Femtosecond pulse, 2
Femtosecond stimulated Raman, 108
Femtosecond vibrational spectroscopy, 183
Fermi resonance, 210, 211, 224
Field-matter interaction, 2, 3, 8, 10, 13, 23, 137
Field-matter interaction Hamiltonian, 8
Fifth-order, 244
Fifth-order 3D, 107
Fifth-order 2D electronic spectroscopy, 6
Fifth order 3D optical spectroscopy, 101
Fifth-order 2D Raman, 107, 111
Fifth-order 2D Raman scattering spectroscopy,

6
Fifth-order 2D Raman spectrum, 108
Fifth-order nonlinear spectroscopy, 111
Fifth-order process, 110
Fifth-order Raman response function, 6

Fifth-order Raman scattering spectroscopy, 6
Fifth-order Raman signal, 6
Fifth Order Three Dimensional Optical

Spectroscopy (5O3DOS), 88, 99
Fifth-order three-pulse scattering spectroscopy,

6
Fifth Order Two-Quanta 2D Spectroscopy

(5O2Q2D), 97
Filtered-Back-Projection (FBP), 117–120
Finite Difference Time Domain (FDTD)

propagation method, 291
Finite-field method, 13
First-order evolution operator, 78
Fluctuating electric force, 190, 191
Fluorescence-detected coherent 2D electronic

or vibrational spectroscopy, 28
Fluorescence-detected 2D spectroscopy, 28
Fluorescence-detected wave-packet

interferometry, 53
Fluorescence-detected WPI, 57
Fluorescence detection, 53, 316, 317
Fluorescence detection 2D ES, 328
Fluorescence encoding, 335
Fluorescence imaging, 312
Fluorescence microscopy, 312
Fluorescence microspectroscopy, 312
Fluorescence quantum yield, 59, 74
Fluorescence spectroscopy, 53
Fluorescence up-conversion measurements, 52
Fluorinated zinc phthalocyanine (F16ZnPc),

329
Focal length, 23
Focal Plane Array detector (FPA), 324
Focal spot, 372
Force-fields, 178
Formamidinium, 211
Formamidinium methylammonium lead

triiodide (FA0.8MA0.2PbI3), 212
Four-dimensional coherent spectrum, 108
Fourier coefficient, 91
Fourier transformation, 3, 20, 22, 25
Fourier Transform Fluorescence-Encoded

Infrared Spectroscopy (FT FEIR), 334
Fourier Transform (FT), 133, 320
Fourier Transform Infrared (FTIR), 312, 341
Fourth-rank tensor, 10, 11, 27
Four-Wave-Mixing (FWM), 3, 19, 52, 113,

137, 151, 176, 200, 201, 331, 339, 342,
375

Franck-Condon, 44, 72, 78, 114
Franck-Condon-active, 53
Free electron laser, 6
Free induction decay, 320
Frenkel exciton model, 5
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Frequency comb laser, 29
Frequency-domain Raman spectroscopy, 108
Frequency down-conversion, 360, 364
Frequency Fluctuation Correlation Function

(FFCFs), 172, 173, 253
Frequency-frequency correlation function, 6,

229, 321
Frequency-Frequency Time-Correlation

Function (FFTCF), 261, 267
Frequency modulation, 378
Frequency-scanning, 25
Frequency-tunable IR pump-probe

spectroscopic method, 7
FTIR microspectroscopy, 312
Full Widths at Half Maximum (FWHM), 131,

321
Fundamental transition frequency, 4, 11
Fundamental vibrational mode, 4

G
GaSe, 177
Gaussian statistics, 12
Geminate rebinding, 245
Geminate recombination, 245
Geometric-phase effect, 84
Glass wedges, 24
Global fitting, 116
Gold nano-antenna, 304
Gold nanoparticle, 126
Gold Nanorod (AuNR), 126, 133, 135, 142
GPS-disciplined Rb atomic clock, 29, 359
Gradient-Assisted Multidimensional Electronic

Raman Spectroscopy (GAMERS),
108–111, 113, 115, 116, 118, 120–122

GRadient-Assisted Photon Echo Spectroscopy
(GRAPES), 109, 111, 113

Graphical Processing Unit (GPU), 178
Grating, 23
Ground State Bleach (GSB), 265, 293
Ground state bleaching, 192
Guanine-Cytosine (G-C), 175

H
Half-quantum offset, 76
Half waveplate, 290
Hamiltonian, 68
Harmonic bath, 14
Harmonic oscillator, 11
HB Correlation Functions (HBCFs), 273
HB network, 276
H-bonding network, 2
H-down, 232
Heaviside step function, 10
Heterodyne-detected, 23

Heterodyne-detected coherent 2D
spectroscopic measurement, 19

Heterodyne-detected 2D spectroscopic
technique, 7

Heterodyne-detected 2D spectroscopy, 24
Heterodyne-detected signal, 22
Heterodyne-detected three-pulse scattering, 7
Heterodyne-Detected Vibrational Sum

Frequency Generation (HD-VSFG), 216
Heterodyne-detected VSFG spectroscopy, 217
Heterodyne detection, 21, 96, 147, 153, 203,

303
Heterodyned signal, 22
Heteronuclear 2D NMR, 28
HgCdTe, 40, 177
Hierarchical Equation Of Motion (HEOM), 31
High-frequency resolvability, 377
High-order nonlinear spectroscopy, 377
Holographic (phase and amplitude) response,

377
Homodyne-detected 2D VSFG, 221
Homodyne detection, 6, 153, 216
Homodyne signal, 22
Homogeneous and inhomogeneous line

broadenings, 12
Homogeneous (anti-diagonal) and

inhomogeneous (diagonal) spectral
broadening, 7

Homogeneous broadening, 247
Homogeneous linewidth, 344
Hot-carrier relaxation, 211
Hot electrons, 128, 135
H-up, 232
Hybrid Quantum Mechanical/Molecular

Mechanical (QM/MM) force fields, 5
Hydrated DNA, 176
Hydration, 173
Hydration dynamics, 173
Hydration levels, 175
Hydration shell, 263, 277
Hydration structure, 181, 271
Hydrogel, 251
Hydrogenase, 237, 238, 240, 245, 247, 249
Hydrogen-bond, 172
Hydrogen-bond bending, 211
Hydrogen-bond correlation function, 282
Hydrogen-bond dynamics, 216, 232
Hydrogen-bond fluctuation, 230, 232
Hydrogen-bonding, 209
Hydrogen-bond network, 209, 216, 220
Hydrogen-bond rearrangement, 229
Hydrogen generation, 238
Hydrophobic effect, 263
Hydrophobicity, 250, 251
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Hyperfine structure, 344
Hypothetical hydration shell, 280

I
Image contrast, 316
Improper sampling, 364
Impulsive Raman scattering, 109
Impulsive stimulated Raman, 84
Indirect noise, 114
Indirect sampling, 114
Induced dipoles, 180, 190
Infrared transition moments, 38
Inhomogeneous broadening, 133, 135, 162,

225, 242
Inhomogeneous distribution, 6
Inhomogeneous line broadening, 3, 6, 371
Inhomogeneous line broadening limit, 130
Initial value representation, 15
Interaction Hamiltonian, 8
Interaction picture, 10, 68
Interaction representation, 110
Inter-chromophore coupling, 5
Interfacial electric fields, 188
Interfacial water, 226, 232
Interference, 20, 22, 63
Interference fringe, 18
Interference pattern, 19, 21
Interfering wave packets, 79
Interferogram, 43
Interferometer, 330
Interferometric measurement, 41
Interferometric optical trigger, 372
Interferometric optical triggering, 372
Interferometric triggering, 367
Interferometry, 20, 84
Intermolecular coupling, 111
Intermolecular energy exchange, 172
Intermolecular energy transfer, 367
Intermolecular interaction, 4
Intermolecular interaction potential, 16
Intermolecular vibrational frequency, 6
Intermolecular vibrational rephasing, 6
Intermolecular vibration, 209
Internal conversion, 367
Internal rotation, 2
Interpulse phase, 92
Intramolecular nuclear motion, 80
Intramolecular vibrational redistribution, 253
Intramolecular vibrational relaxation, 7, 367
Intramolecular vibration, 244
Inverse Fourier transformation, 22
IR absorption, 4
IR analog of the optical photon echo, 6
IR array detector, 23

IR frequency comb, 30
IR-IR-vis difference frequency generation, 7
IR-IR-vis sum or a difference frequency, 7
IR probe, 4
IR-vis 2D spectroscopy, 28
IR-vis 4WM, 28
IR-vis 4WM spectroscopy, 28
Isotopic dilution, 226
IVR, 240, 241, 244, 249

K
Kinetic energy operator, 55
Kubo ansatz, 181
Kubo lineshape, 181

L
Lattice phonons, 128
LgSPR, 126, 135
Librational, 177
Librational motion, 172
Libration, 172
Ligand dissociation, 242, 245
Light Harvesting Complex (LHCII), 36, 37,

100, 127
Light-harvesting protein, 2
Light-induced degradation, 290
Light-matter interaction, 8
Linear combination of molecular eigenstates, 2
Linear response, 10
Linear response function, 13, 363
Linear susceptibility, 19
Linear vibrational spectrum, 4
Line broadening, 5, 131
Line shape function, 12
Liouville space, 8
Localized plasmonic field, 288
Local mode, 4, 16
Local Oscillator (LO), 7, 20–24, 29, 137, 147,

201, 217, 290, 376
Lock-in amplifier, 330
Long-pass filter, 40
Long-term phase stability, 372
Lorentz dielectric function, 301
Lorentz oscillator, 11
Lossless material, 18
Lowest-Value (LV) reconstruction, 118
Low-Frequency Mode (LFM), 198

M
Mach Zehnder interferometer, 23, 317
Mach-Zehnder (MZ) interferometry, 18
Magic angle pump-probe, 241
Magnesium Doped Periodically Poled Lithium

Niobate (MgO:PPLN), 327
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Magnetic Resonance Imaging (MRI), 312
Malachite Green (MG), 43, 44
Many-body polarization effect, 178
Markovian thermal bath, 162
Material nonlinear polarization, 10
Mechanical and electronic anharmonic

couplings, 7
Mechanical delay device, 19
Mechanical time-delay, 360
Mechanical translational stage, 374
Mercapto Acetic Acid (mAA), 289
Mercury Cadmium Telluride (MCT), 321, 333
Metal carbonyl complex, 241
Metalloenzyme, 237
Metal-Organic Framework (MOF), 251
Metal-to-ligand charge-transfer complex, 38
Methylammonium, 211
Methylammonium lead triiodide (MAPbI3),

212
Michelson interferometry, 20
Microdroplet, 327
Microemulsion, 250
Microsolvation, 251
Microspectroscopy, 28, 30
Mid Infrared (MIR), 88, 99
Mid-IR microscope, 321
Mid-IR photon, 4
Mirco-resonator, 341
Mn2(CO)10, 249, 322
Mode-locked laser, 18, 29
Mode-mode frequency correlation, 30
Molecular dimer, 38, 53
Molecular dipole moment, 44
Molecular Dynamics (MD), 3, 5, 262
Molecular evolution, 74
Molecular-evolution operators, 74, 75
Molecular Hamiltonian, 9
Molecular imaging, 126
Molecular polarizability, 16
Molecular relaxation, 21
Molecular reorientation, 2
Molecular response, 20
Molecular spectroscopy, 355
Monochromator, 20, 21, 23, 25
Monodispersity, 127
Morse oscillator, 14
Multi-chromophore system, 3
Multi-comb nonlinear spectroscopy, 358
Multidimensional Coherent Spectroscopy

(MDCS), 339
Multidimensional fingerprint, 146
Multidimensional microscopy, 318
Multidimensional spectrum, 146

Multidimensional spectroscopy, 52, 250
Multidimensional vibrational spectroscopic

signal, 177
Multi-level system, 12
Multi-oscillator system, 4, 16
Multiple-comb spectrometer, 18
Multiple frequency comb spectroscopic

technique, 378
Multiple frequency comb spectroscopy, 20, 31,

366
Multi-site electrostatic potential theory, 276
MZ interferometry, 19, 20

N
NaBrO3, 175
Nano-antenna, 288
Nano-array, 289, 297, 299
Nano-plasmonics, 288
Narrowband, 133, 135
Narrowband IR, 7
Natural Transition Orbitals (NTOs), 47
Near-field coupling, 302
Near-field enhancement factor, 296
Near-IR OPA, 39
Neutral Density (ND), 290
N–H stretch, 211
Nile Blue (NB), 120
2-Nitro-5-Thiocyanate Benzoic Acid (NTBA),

259, 264, 267
N,N-dimethylformamide (DMF), 251
Nodal Line Slope (NLS), 127, 131, 133, 135,

136, 327
Nodal point, 130
Nodal Point Wavelength (NPW), 131, 133, 136
Nonadiabatic transition, 52
Noncollinear, 59
Non-collinear beam geometry, 21, 89, 94
Noncollinear mixing, 139
Non-Collinear Optical Parametric Amplifier

(NOPA), 39, 113
Non-collinear phase-matching geometry, 99
Non-Condon effect, 267
Noncovalent interaction, 173, 175, 181
Non-degenerate 4WM 2D vibrational

spectroscopy, 7
Non-equilibrium MD simulation, 13, 14
Non-equilibrium MD trajectory, 13
Non-equilibrium molecular system, 2
Non-equilibrium trajectory, 14
Non-Gaussian solvation effect, 106
Noninvasive probe, 173
Nonlinear correlation, 6
Nonlinear crystal, 2, 157
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Nonlinear DFC spectroscopy, 361
Nonlinear electronic/vibrational transition

pathway, 5
Nonlinear line shape function, 12
Nonlinear mixing crystal, 157
Nonlinear optical, 20
Nonlinear optical and vibrational

microspectroscopy, 31
Nonlinear optical response function, 52
Nonlinear optical signal, 87
Nonlinear optical technique, 17
Nonlinear polarization, 146, 147, 153
Nonlinear response function, 3–5, 8, 11–13,

21, 25, 27
Nonlinear spectroscopic technique, 5
Nonlinear spectroscopy, 2, 18
Nonlinear susceptibility, 356
Nonlinear vibrational response, 13, 176
Nonlinear vibrational response function, 5,

13–15
Non-Radiative (NR), 150
Non-radiative relaxation, 372
Non-rephasing, 21, 22, 41, 42, 93–95, 97, 176,

205, 249, 315
Non-rotating frame, 100
Non-stationary state, 2
nth-order nonlinear spectroscopy, 10
nth-order polarization, 10
Nuclear wave function, 52
Nuclear wave-packet dynamics, 76
Nuclear wave packet, 52, 70
Nucleic base, 173
Numerical Aperture (NA), 313
Numerical Integration of the Schrödinger

Equation (NISE), 15–17
Nyquist criterion, 116, 318
Nyquist frequency, 318
Nyquist sampling, 119

O
Observation time, 73
Octadecylammonium, 229
Octopole, 179
OD stretch, 13
OD stretching, 262
Off-Axis Parabolic mirror (OAP), 39, 40
Off-diagonal peak, 3
OH bending, 172
O–H stretch, 198, 209, 224, 230
OH stretching, 172, 191
One-exciton manifold, 63
One quantum coherence, 95
One-quantum transition, 205
Optical Bloch equation, 348

Optical chirality, 365
Optical chromophore, 6
Optical dephasing, 84
Optical frequency comb laser, 17, 18
Optical Frequency Comb (OFC), 20, 29, 356,

357
Optical Parametric Amplification, 17
Optical Parametric Amplifier (OPA), 155, 156,

177, 218, 324
Optical Parametric Chirped-Pulse

Amplification (OPCPA), 327
Optical phase cycling, 59
Optical spectroscopy, 52
Organometallic enzyme, 238
Organometallic polymer, 251
Orientational diffusion, 244
Oscillator strength, 38

P
Parametric down-conversion, 148
Passive phase-locking, 24
Pentacarbonyl, 244
Peptide bond, 7
Permanent dipole, 180
Perovskite, 211, 213
Perturbation theory, 40
Phase and amplitude of a generated 4WM

signal electric field, 7
Phase cycling, 22, 30, 39, 41, 42, 67, 94, 97,

113, 316, 317
Phase cycling based 2DOS, 94
Phase cycling detection, 35
Phase factor, 81
Phase fluctuation, 24
Phase label, 94
Phase-locking, 24
Phase matching, 19, 88, 157, 161
Phase matching condition, 25, 41, 137, 139,

290, 374
Phase matching direction, 41
Phase-modulated WPI, 53
Phase modulation, 316, 317
Phase selective phase cycling, 88
Phase shift, 20
Phase space, 13
Phase-space coincidence, 84
Phase-stabilized comb laser, 29
Phase-stabilized pulse, 18
Phasing, 23, 26, 113
Phenyl-C-phenyl motion, 43
Phonon-phonon coupling, 122
Phonon-phonon (ph-ph) scattering, 128
Phonons, 198
Phosphate, 173, 179, 184, 187, 190, 232
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Phosphate stretching, 176
Phosphatidylcholine, 230
Phosphatidylglycerol, 229
Phosphine, 245
Photobleaching, 331
Photocatalysis, 254
Photochemical damage, 4
Photodiode, 40
Photoinduced, 246
Photo-induced degradation, 372
Photoinduced electron transfer, 247
Photoisomerization, 248
Photon echo, 6, 7, 41, 137, 176, 344
Photon Echo Peak Shift (PEPS), 6
Photon Echo Spectroscopy (PES), 3, 6, 373
Photosensitizer, 252
Photosynthetic bacteria, 330
Photosynthetic light-harvesting complex, 3
Photosynthetic light harvesting system, 97
Photosynthetic pigment-protein interaction,

106
Photosynthetic pigment, 107
Photothermal therapy, 126
Photovoltaics, 106
Plasmon-enhanced vibrational spectroscopy,

288
Plasmonic antenna, 295
Plasmonic electron, 136
Plasmonic nano-array, 301
Plasmon, 288
Plasmon resonance, 288, 291
PMMA, 294, 296
P5O5, 175
Point-charge, 178
Point scanning method, 321
Point-Spread Function (PSF), 313, 314, 327,

331
Poisson–Boltzmann theory, 177
Poisson bracket, 12, 13
Polarizability, 114
Polarizable force fields, 178
Polarizable water molecule, 188
Polarization, 9, 10
Polychromator, 219
Polydisperse AuNR, 130
Polydispersity, 126
Polysaccharide, 249
Polystyrene (PS), 289
Population, 9, 11
Population evolution, 1
Population relaxation, 128, 146, 149, 150, 369
Position-encoding, 360
Potassium Titanyl Phosphate (KTP), 219

Potential anharmonic coefficient, 4
Potential anharmonicity, 30
Potential energy barrier, 2
Potential energy surface, 4, 30, 52, 167
Potential function, 15
Power spectrum, 76, 79
Preferential solvation, 250
Prism compressor, 39
Probe absorption, 2
Projection–slice theorem, 42, 113, 117
Propanedithiolate, 251
Protein conformation, 31
Proton-coupled electron transfer, 36, 38, 47
3-pulse, 176
Pulse polarization, 63
Pulse propagator, 68, 69, 73, 76
Pulse shaper, 27, 39, 42, 133, 134, 137
Pulse-shaping, 26
Pump-Probe (PP), 7, 23–25, 35, 41, 87, 88,

95, 101, 141, 176, 191, 205, 288,
315, 356

Pump-probe projection theorem, 23
Pump-probe spectrum, 2
Pump-probe spectroscopy, 2, 133
Pump-probe TA spectroscopy, 128, 131, 133
Pump-pump-probe, 24
Pure dephasing, 3
Purely absorptive 2DEV spectrum, 41
Purely absorptive spectrum, 97
Purely absorptive three-pulse echo, 88
Purple bacteria, 330

Q
Quadrilinear, 81
Quadrilinear overlap, 59, 60
Quadrilinear population, 59, 60
Quadrupole, 179, 190
Quantum, 181
Quantum-classical method, 17
Quantum 2D IR, 14
Quantum dots, 106, 122
Quantum Electrodynamics (QED), 301
Quantum Liouville equation, 8
Quantum mechanical coherence, 149
Quantum mechanical commutator, 13
Quantum mechanical MD simulation, 15
Quantum Mechanical/Molecular Mechanical

(QM/MM) simulation, 13
Quantum transition, 5, 8
Quantum transition pathway, 8, 10
Quantum yield, 76
Quantum yield-weighted sum, 67
Quasi-free electron, 126
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R
Rabi frequency, 151, 153, 166
Radial concentration gradient, 192
Radial Distribution Function (RDF), 271, 272
Radial scanning, 117
Radiation damping, 302, 306
Radiation reaction, 302
Radiation reaction force, 302
Radiative coupling, 302
Radiative decay, 76
Radio Frequency (RF), 341, 342, 359, 375
Radon transform, 117
Raman-active, 6
Rapid data acquisition, 372
Rapid spectrum recovery, 365
Raster scanning, 323
Rayleigh criterion, 314
Rb, 20
Rb atomic vapor, 375
Reaction coordinate, 2
Redox enzyme, 250
Redox potential, 238
Reflective objective, 30
Refractive index, 10
Region Of Interest (ROI), 327
Relaxation-Assisted 2DIR (RA 2DIR), 305
Reorganization energy, 250
Reorientation, 178
Repetition frequency, 20, 341, 360
Repetition frequency detuning factor, 372
Repetition rate, 357, 367
Rephasing, 5, 21, 22, 41, 42, 93, 95, 97, 176,

205
Repulsion, 179
Resonance effect, 5
Resonance Raman Spectroscopy (RRS),

120
Response function, 9–11
Response function theory, 4
Retroreflector, 39
RF phase-locking, 360
Rhodium acetylacetonato dicarbonyl, 301
Rhodium dicarbonyl, 166, 294
Ribose, 187
Ring-polymer MD, 15
RNA, 173, 191
Room Temperature Ionic Liquid (RTIL), 327,

328
Rotating frame, 318, 319, 324
Rotating-wave approximation, 69
Rotational relaxation, 260
Rotational reorientation, 172
Rovibrational spectrum, 377

S
Salmon testes DNA, 175, 176
Scanning electron microscopy, 291
Scattering, 192
Scattering cross-section, 302
Schrodinger cat state, 149, 162
Schrödinger picture, 69
Second-Harmonic-Generation (SHG), 367
Second-order cumulant approximation, 17
Second-order cumulant expansion technique,

12
Second-order nonlinear susceptibility, 216, 217
Second order perturbation theory (MP2), 180
SE HPE, 297
Self-heterodyne detection, 25, 137
Self-reference interferometer, 362
Semiclassical approach, 15
Semiconductor, 3, 106, 107
Sensitizer, 246
Signal to noise ratio, 23, 316, 317, 362
Silica-coated AuNR, 135
Si3N4, 175
Single-element photodetector, 369
Single-exciton state, 84
Single-point photodetector, 362
Singlet-fission, 106
Singlet fission dynamics, 97
Singly-excited manifold, 56, 74, 76
Singly-to-doubly-excited transition, 76
Singly-to-doubly-excited vibronic transition,

79
Site-state potential, 71
Site-to-site electronic, 74
Six-Wave Mixing (6WM), 111, 113, 115, 117
Sliding glass wedges, 374
Slow-response detector, 364
Small angle x-ray, 192
SNR, 118
Solute-solvent interaction, 2, 260
Solvation, 173
Solvation dynamics, 37, 38, 242, 261, 267,

356, 369
Solvation shell, 263
Solvatochromic shift, 180, 181
Solvatochromism, 190
Solvent shielding, 250
Space-to-frequency conversion, 378
Sparrow limit, 314
Spatial dispersion, 375
Spatial interference, 84
Spatially resolved Fluorescence detected 2D

Electronic Spectroscopy (SF 2D ES),
330
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Spectral congestion, 127, 145
Spectral density, 31
Spectral diffusion, 3, 6, 7, 11, 97, 182, 189,

191, 199, 222, 233, 242, 248, 250, 253,
260, 267, 306, 323

Spectral fingerprint, 150
Spectral fringe, 137–139
Spectral intensity, 15
Spectral interference, 138, 139
Spectral interferogram, 7, 20–22, 139, 141
Spectral interferometric detection, 6, 7, 28
Spectral resolution, 7, 22
Spectral scanning, 155
Spectral window, 4
Spectroelectrochemistry, 255
Spectrometer, 1, 137
Spectroscopic fingerprint, 145
Spectroscopy, 84
Stability matrix, 13, 14
Stark tuning rate, 180
State vector, 8
Stimulated-emission Lifetime IR Microscopy

(SLIM), 322
Stimulated Emission (SE), 61, 128, 192, 265,

293
Structural disorder, 187
Structural reorganization, 276
Sub-sampling scheme, 117
Sugar, 173
Sum Frequency Generation (SFG), 17, 312,

377
Superposition state, 2, 23, 146, 148
Supramolecular complex, 252
Surface-Enhanced Infrared Absorption

(SEIRA), 288, 290, 293
Surface-enhanced linear spectroscopy, 294
Surface-Enhanced Raman Scattering (SERS),

288
Surface-Enhanced Two-Dimensional Infrared

(SE 2DIR), 287, 288, 304, 306
Surface Plasmon Resonance (SPR), 126, 139
Surface-specific 2D sum-frequency-generation

spectroscopy, 4
Survival probability, 3
System-bath coupling, 14
System-bath interaction, 11, 12, 15

T
Temporal interferogram, 25
Tert-Butyl-Alcohol (TBA), 267
Tetramethylurea (TMU), 267
Thermal equilibrium state, 21
Third Harmonic Generation (THG), 312
Third-order 2D electronic spectrum, 114

Third-order dipole moment, 53
Third-order 2D spectroscopic signal field, 20
Third-order material polarization, 5
Third-order nonlinear response function, 203,

205
Third-order photon echo, 109, 110
Third-order polarization, 10, 24, 366
Third-order response function, 10, 11, 13, 14,

40, 41, 181, 365
Third-order response susceptibility, 20
Third-order signal, 19, 24
Third-order signal electric field, 21
Third-order vibrational response function, 14
Three-dimensional fifth-order optical

spectroscopy, 99
Three-level chromophore, 11
Three-level system, 11
Three-mode coupling, 106
Three-pulse bra, 76
Three-pulse DFC-PES, 376
Three-pulse Heterodyned Photon Echo (HPE),

293
Three-Pulse IR Photon Echo (IR-3PE), 260
Three-pulse ket, 76
Three pulse photon echo, 87, 89
Three-pulse scattering, 7, 25
Three-pulse scattering spectroscopy, 5, 374
Three-pulse stimulated photon echo, 5
Three-pulse wave packet, 78
Time-dependent 2D peak shape analysis, 12
Time-dependent perturbation, 57
Time-dependent perturbation theory, 8, 9
Time-dependent Schrödinger equation, 16
Time-dependent vibrational Schrödinger

equation, 15
Time-dependent vibrational wavefunction, 16
Time-dependent wave function, 52
Time-domain interferogram, 20, 29, 362, 363,

365–367, 369, 376, 377
Time-domain 4WM, 21
Time-evolution operator, 9, 16, 76
Time-ordered exponential, 12
Time-ordered exponential operator, 12
Time ordering, 9, 161
Time resolution, 7
Time-resolved spectroscopy, 35, 355, 366
Time-scanning, 25
Timing jitter, 367
Ti:sapphire, 29
Ti:sapphire laser, 17
Tomography, 118
Torsional distortion, 247
Transient absorption and refraction spectra,

372
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Transient absorption spectroscopy, 244
Transient Absorption (TA), 41, 87, 127, 357
Transient anisotropy decay, 241
Transient 2D-IR spectroscopy, 244
Transient-grating, 120
Transient IR absorption, 244, 251
Transient IR pump-probe anisotropy, 244
Transient probe absorption, 7
Transient Spatial Grating (TG), 138
Transition dipole, 5, 15
Transition-dipole coupling, 16
Transition dipole moment, 4, 12, 15, 209
Transition frequency, 12
Transition frequency fluctuation, 12
Transition metal complex, 249
Transition moment, 16, 151
Transition strength, 12
Translational stage, 18, 21, 360
Transmission Electron Microscopy (TEM), 127
Transverse and longitudinal SPR (TrSPR and

LgSPR), 126
Tri-comb Spectroscopy (TCS), 341, 349
Trimethylamine-N-oxide (TMAO), 267
Trimethyl phospine, 251
Triphenyl methane dye, 43
Triple comb, 377
Tungsten hexacarbonyl (W(CO)6), 324
Turnover frequency, 249
Turnover number, 249
Turnstile motion, 247
Two-color 2D vibrational spectroscopic

technique, 7
Two-dimensional array detector, 27
Two-Dimensional (2D), 53, 82, 84
Two-Dimensional (2D) Electronic

Spectroscopy (ES), 3, 5, 51, 52, 84, 95,
106, 110, 113, 115, 120, 127, 131, 142

Two Dimensional (2D) Fourier transform, 87,
93

Two-Dimensional (2D) spectroscopy, 3, 8, 106
Two-Dimensional Electronic-Vibrational

(2DEV), 35–38, 40, 41, 43
Two-Dimensional Electronic-Vibrational

(2DEV) spectroscopy, 3, 21, 35, 47
Two-dimensional harmonic oscillator basis, 76
Two-dimensional infrared and electronic

spectroscopy, 35
Two-Dimensional Infrared (2D-IR), 7, 172,

173, 176, 177, 238, 260, 288
Two-Dimensional Infrared (2D IR)

spectroscopy, 3, 4, 5, 7, 13, 198, 205,
242, 251

Two-Dimensional Optical Spectroscopy
(2DOS), 5, 87, 97, 213

Two-Dimensional Terahertz-InfraRed-Visible
(2D TIRV), 199, 210

Two-dimensional vibrational spectroscopy, 7,
11, 13

Two-Dimensional Wave-Packet Interferometry
(2D-WPI), 53, 65, 66, 68, 69, 76, 78, 80,
81, 84

Two-level system, 151
Two–photon absorption, 314
Two-Photon Excitation Fluorescence (TPEF),

312
Two-quantum transition, 207

U
Ultrafast chromophore-solvent dynamics, 6
Ultrafast dynamics, 37
Ultrafast reaction dynamics, 31
Ultrashort pulse, 5
Unbalanced chirp, 26
Under-sampling, 360
Uniform sampling, 116, 117
Unitary transformation, 55
Upconversion, 30

V
Vibrational anharmonicity, 7, 16
Vibrational chromophore, 4
Vibrational coherence dynamics, 372
Vibrational coherence evolution, 367
Vibrational coherence, 378
Vibrational cooling, 245
Vibrational coupling, 4, 37, 210, 211, 224
Vibrational coupling constant, 4, 16
Vibrational delocalization, 211
Vibrational dephasing, 37
Vibrational dynamics, 7
Vibrational-electronic spectroscopy, 147
Vibrational Energy Relaxation (VER), 260
Vibrational excited state, 11
Vibrational exciton, 211
Vibrational frequency, 4, 16
Vibrational frequency fluctuations, 260
Vibrational frequency mapping, 16
Vibrational frequency shift, 260, 270
Vibrational microspectroscopy, 30
Vibrational mode-mode coupling strength, 7
Vibrational oscillator strength, 43
Vibrational period, 76
Vibrational photon echo, 6
Vibrational probe, 252, 262, 264
Vibrational relaxation, 222
Vibrational response function, 12
Vibrational solvatochromic frequency shift, 16
Vibrational solvatochromism theory, 276

Index 393



Vibrational Sum Frequency Generation
(VSFG), 216

Vibration-phonon coupling, 38
Vibronically mixed system, 38
Vibronic coherences, 38, 47
Vibronic-coupled system, 38
Vibronic coupling, 38, 52
Vibronic cross peak, 107
Vibronic Hamiltonian, 52
Vibronic progression, 371
Vibronic structure, 120
Visibility, 19
Visible pump-IR probe spectrum, 43
Voigt function, 131

W
Waiting time, 2, 133
Water dynamics, 171, 263
Water-water hydrogen, 191
Wave guiding, 106
Wave Mixing Energy Level diagram (WMEL),

149, 166
Wave packet, 52, 69, 73, 78, 84
Wave-packet dynamics, 81
Wave-Packet Interferometry (WPI), 53, 59–61,

70, 72, 74, 75, 82, 84

Wave-packet overlaps, 60
Wave-packet-shaping, 84
Wave vector, 10
Wave-vector-matching condition, 59
Weak-coupling condition, 72
Wedged glasses, 21
Whoopee, 58
Wide dynamic range measurement, 372
Wide-field approach, 323
4WM-based 2D vibrational spectroscopy, 13
4WM spectroscopy, 6

X
X-ray diffraction, 173
X-ray tomography, 117

Y
Yb amplifier, 113
Young’s double slit interference, 29

Z
Zinc Tetraphenyl Porphyrin (ZnTPP), 246, 247
ZnS, 40
ZnSe, 40
Zwitterionic, 230

394 Index


	Preface
	Contents
	Editor and Contributors
	1 Introduction to Coherent Multidimensional Spectroscopy
	1.1 Introduction
	1.2 A Brief Account of the Early Developments in Coherent Two-Dimensional Spectroscopy
	1.3 Theoretical Description and Numerical Simulation Methods
	1.3.1 Third-Order Response Functions
	1.3.2 Nonlinear Response Function Components
	1.3.3 Classical Approximation to 2D Vibrational Response Functions
	1.3.4 Numerical Integration of the Vibrational Schrödinger Equation

	1.4 Experimental Methods
	1.4.1 Femtosecond Laser Light Sources
	1.4.2 Interferometry
	1.4.3 2D Electronic and Vibrational Spectroscopy
	1.4.4 Phasing
	1.4.5 Frequency-Scanning 2D Pump-Probe Spectroscopy
	1.4.6 Time-Scanning 2D Pump-Probe Spectroscopy
	1.4.7 2D Spectroscopy with a Pulse Shaper

	1.5 Perspectives and Concluding Remarks
	1.5.1 Coherent Multidimensional Spectroscopy with Mixed IR and Visible Beams
	1.5.2 Coherent Multidimensional Spectroscopy with More Than One Phase-Stabilized Mode-Locked Laser
	1.5.3 Nonlinear Microspectroscopy
	1.5.4 Computational Spectroscopy
	1.5.5 Summary

	References

	2 Two-Dimensional Electronic Vibrational Spectroscopy
	2.1 Introduction
	2.2 The Information Content of 2DEV Spectroscopy
	2.3 Experimental Design
	2.4 Signal Extraction
	2.5 Application to Barrierless Photochemical Reactions
	2.6 Concluding Comments
	References

	3 Nuclear Wave-Packet Dynamics in Two-Dimensional Interferograms of Excitation-Transfer Systems
	3.1 Introduction
	3.2 Energy-Transfer Dimer
	3.3 Whoopee Signal
	3.3.1 Interaction Hamiltonian
	3.3.2 2D Signal
	3.3.3 One-, Two-, and Three-Pulse Kets

	3.4 Illustrative Calculations
	3.4.1 Overlaps
	3.4.2 Signals

	3.5 Conclusion
	References

	4 The Development and Applications of Phase Cycling in Multidimensional Optical Spectroscopy
	4.1 Introduction
	4.2 Theory of Phase Cycling
	4.3 Applications to Specific Configurations
	4.3.1 2DOS in a Collinear Beam Geometry
	4.3.2 2DOS in a Pump Probe Beam Geometry
	4.3.3 Fifth Order 3DOS in a Pump Probe Beam Geometry

	4.4 Summary
	References

	5 Four-Dimensional Coherent Spectroscopy
	5.1 Introduction
	5.2 Gradient Assistant Multidimensional Electronic Raman Spectroscopy—GAMERS
	5.3 Practical Implementation of 4D Spectroscopy
	5.4 HBLV-Reconstructed GAMERS Spectra of Nile Blue
	5.5 Conclusions
	References

	6 Two-Dimensional Electronic Spectroscopy of Gold Nanorods: Nodal Line Slope Analysis and Spectral Interference
	6.1 Introduction
	6.2 Photo-Induced Electron Dynamics
	6.3 Transient Absorption
	6.4 Two-Dimensional Electronic Spectroscopy
	6.4.1 Nodal Line Slope Analysis: Basic Concept
	6.4.2 Pulse Shaper-Based 2D ES Setup (Pump-Probe Geometry)
	6.4.3 2D ES Spectra and Nodal Line Slope Analysis: Experiment
	6.4.4 Comparison Between Nonlinear Signals in Positive and Negative Waiting Times
	6.4.5 Spectral Interference by Transient Grating (TG) in 2D ES

	6.5 A Few Concluding Remarks
	References

	7 Fully Coherent Schrodinger Cat State Spectroscopy and the Future of CMDS
	7.1 Introduction
	7.2 Schrodinger Cat States and Coherent Multidimensional Spectroscopy
	7.3 Comparisons Between Time and Frequency Domain Methods
	7.4 Experimental Implementations of Coherent Multidimensional Spectroscopy
	7.5 Mixed Frequency/Time Domain Experiments-When the Pulse Width Rivals the Dephasing Time
	7.6 The Multiplicity of CMDS Coherence Pathways
	7.7 CMDS Spectroscopy of Complex Systems
	7.8 The Future of CMDS Schrodinger Cat State Spectroscopy
	References

	8 Noncovalent Interactions of Hydrated DNA and RNA Mapped by 2D-IR Spectroscopy
	8.1 Vibrational Probes of Interactions and Dynamics  in Aqueous Systems
	8.2 Experimental and Theoretical Methods
	8.2.1 Preparation and Linear Infrared Spectra of Hydrated DNA and RNA Samples
	8.2.2 Two-Dimensional Infrared Spectroscopy  and Pump-Probe Methods
	8.2.3 Theoretical Description of Biomolecular Electrostatics

	8.3 Two-Dimensional Infrared Spectra of DNA and RNA  at Different Hydration Levels
	8.4 Electric Fields at the DNA Surface and Energy Exchange Processes
	8.5 Conclusions and Outlook
	References

	9 Two-Dimensional Terahertz-Infrared-Visible Spectroscopy Elucidates Coupling Between Low- and High-Frequency Modes
	9.1 Introduction
	9.2 Experimental Implementation
	9.3 Theoretical Formalism
	9.4 Application: Vibrational Coupling in Water
	9.5 Application: Vibrational Coupling in Hybrid Perovskite
	9.6 Outlook
	References

	10 Ultrafast Vibrational Dynamics at Aqueous Interfaces Studied by 2D Heterodyne-Detected Vibrational Sum Frequency Generation Spectroscopy
	10.1 Introduction
	10.2 Principle and Instrumentation of 2D HD-VSFG Spectroscopy
	10.2.1 Principle
	10.2.2 Instrumentation

	10.3 Ultrafast Vibrational Dynamics at Aqueous Interfaces
	10.3.1 Water at the Air/Neat Water Interface
	10.3.2 Water at the Charged Aqueous Interface
	10.3.3 Water at Biological Membrane Interfaces

	10.4 Conclusion
	References

	11 Ultrafast Spectroscopy of Hydrogenase Enzyme Models
	11.1 Introduction
	11.2 2D-IR and Transient IR Spectroscopy of Small Molecule Active Site Mimics
	11.2.1 Intramolecular Vibrational Dynamics in the Diiron Core
	11.2.2 Ultrafast and Multi-timescale Photochemistry
	11.2.3 Molecular Flexibility: Motion Along the Reaction Coordinate

	11.3 Larger Supramolecular Complexes and Constructs
	11.3.1 FeFe Hydrogenase Complex Embedded Within Micelles, Hydrogels, and Metal-Organic Frameworks
	11.3.2 Dendritic FeFe Hydrogenase Supramolecular Complexes

	11.4 Future Directions
	References

	12 Vibrational Frequency Fluctuations of Ionic and Non-ionic Vibrational Probe Molecules in Aqueous Solutions
	12.1 Introduction
	12.2 2D-IR Spectra of NTBA, SCN−, and N3−
	12.3 Theoretical Analysis of the Frequency Fluctuations
	12.3.1 Hydration Structure Around Vibrational Probe
	12.3.2 Water Dynamics Around the Vibrational Probes
	12.3.3 Theoretical Analysis for Vibrational Frequency Fluctuations

	12.4 Conclusion
	References

	13 Surface-Enhanced 2DIR Spectroscopy of nm-Thick Films Using Plasmonic Nano-arrays
	13.1 Introduction
	13.2 Sample Preparation and Experimental Methods
	13.2.1 Fabrication of Nano-antenna Arrays
	13.2.2 Sample Preparation
	13.2.3 Linear Spectroscopy
	13.2.4 Non-linear Spectroscopy
	13.2.5 FDTD Simulations

	13.3 Surface-Enhanced Infrared Absorption
	13.4 Surface-Enhanced Third-Order Spectroscopy
	13.4.1 Shape of Transient Surface-Enhanced IR Spectra
	13.4.2 Signal Enhancement Provided by the Nano-arrays via 3rd-Order Spectroscopies
	13.4.3 Surface-Enhanced Cross-Peak Measurements
	13.4.4 Modeling the Signal Enhancement

	13.5 Radiation Damping
	13.5.1 Estimation of the Near-Field Coupling Strength
	13.5.2 Coupling via Radiation Damping

	13.6 Other Applications of Nonlinear IR Spectroscopy
	13.6.1 Surface Enhanced 5th-Order IR Spectra
	13.6.2 Studies on a Monolayer Sample
	13.6.3 Surface-Enhanced Relaxation-Assisted 2DIR

	13.7 Conclusions
	References

	14 The Development of Coherent Multidimensional Microspectroscopy
	14.1 Introduction
	14.2 Introductory Concepts of Microscopy
	14.2.1 Spatial Resolution of Ultrafast Nonlinear Microscopes

	14.3 Implementations of Coherent Multidimensional Microspectroscopy
	14.3.1 Optical Geometries and Pulse Sequences
	14.3.2 Methods for Signal Isolation
	14.3.3 Techniques for Data Reduction

	14.4 2D IR Microscopy: Point Scanning Collection
	14.5 2D IR Microscopy: Wide-Field Collection
	14.6 2D IR Microscopy at 100 kHz Repetition Rate
	14.7 2D Fluorescence Detected Microspectroscopy
	14.8 Spatially Resolved Fluorescence Detected 2D ES
	14.9 Future Directions for Coherent Multidimensional Microspectroscopy
	14.9.1 Challenges with Mid-IR Detection

	References

	15 Frequency Comb-Based Multidimensional Coherent Spectroscopy
	15.1 Introduction
	15.2 Frequency Comb-Based Single-Quantum Multidimensional Coherent Spectroscopy
	15.2.1 Separation of Linear and FWM Signals
	15.2.2 Results

	15.3 Frequency Comb-Based Double-Quantum Multidimensional Coherent Spectroscopy
	15.4 Tri-comb Spectroscopy
	15.5 Conclusion
	References

	16 Nonlinear Spectroscopy of Chromophores in Condensed Phases with Multiple Frequency Combs
	16.1 Introduction
	16.2 Frequency Combs: Temporal and Spectral Properties
	16.3 Dual Frequency Comb Spectroscopy: General Overview
	16.4 Linear Spectroscopy with Dual Frequency Combs
	16.5 Nonlinear Spectroscopy with Dual Frequency Combs
	16.5.1 Third-Order Polarization
	16.5.2 DFC Pump-Probe Spectroscopy
	16.5.3 Interferometric Pump-Probe Spectroscopy with Dual Frequency Combs
	16.5.4 Interferometric Photon-Echo Spectroscopy with Dual Frequency Combs
	16.5.5 Time-Resolved Photon-Echo Spectroscopy with Dual Frequency Combs

	16.6 Overview and a Few Concluding Remarks
	References

	Index



