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Foreword

With the rapid increase of world population, the global water shortage is set to be
the major crises of the twenty-first century, that is, population dynamics (growth,
age distribution, urbanization, and migration) create pressures on freshwater
resources due to the increased water demands and pollution. Moreover, water
resource management faces a new challenge, i.e., the potential for longer term and
more persistent climate change nowadays, which, in coming years, may signifi-
cantly affect the availability of supply and patterns of water demand. Evidence for
climate change impacts on the hydro-climatology of Asia is plentiful. The possi-
bility of frequent occurrence of extremely low rainfall, decrease in snowfall, and
earlier thaw will tend to increase the vulnerability of water resources. Meanwhile,
extreme rainfall and temperature tend to cause hydrological disasters including
floods, water quality incidents, and so on.

This new book Impacts of Climate and Human Activities on Water Resources
and Quality—Integrated Regional Assessment is of course the biggest success, in
which the authors put great efforts and invested long time on water-related social–
environmental changes in China, Japan, and the Aral Sea Basin. All these regions
are located at the similar ranges of latitude, but have different climate types, eco-
nomic development stages, and water-related problems. Based on multiple datasets
and methods, the authors have successfully expounded water-related social–envi-
ronmental changes in these regions.

All in all, the results obtained in this book substantially enhance the knowledge
of climate change impacts on the water quality and water resources in Asian
countries, which may provide a means to reduce water quality incidents and mit-
igate future impacts by adapting water management. Furthermore, the improved
methods for water quality modeling in data-scarce regions are potentially

v



transferable to other study areas and applicable in future research. I trust that this
book will provide a useful knowledge base and tool for researchers and resource
managers to improve water resource management.

January 2020 Prof. Chong-Yu Xu
Fellow of Norwegian Academy

of Science and Letters
Fellow of Norwegian Academy of

Technological Sciences
University of Oslo

Oslo, Norway
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Chapter 1
Introduction

1.1 Background

The sustainable development of human social society and economy requires access
to water resources. With the rapid growth of the world’s population, global water
shortages will become the main crisis of the twenty-first century (Eliasson 2015;
Pearce 2006; Schade and Pimentel 2010; Vörösmarty et al. 2010); more specifically,
population dynamics (growth, age distribution, urbanization, and migration) create
pressures on freshwater resources due to the increased water demands and pollution
(Mekonnen and Hoekstra 2016; Polizzotto et al. 2008). At present, climate change
is also a big problem to increase the burden of water resources (Arnell 1999; Barnett
et al. 2005) and energy security (Behrens et al. 2017). According to the World
Health Organization (WHO)’s report, about 1.2 billion people (almost one-fifth of
the world’s population) live in areas of physical scarcity, and about 500 million
people are in this situation; another about 1.6 billion people (almost one-quarter
of the world’s population) face economic water shortage (where countries lack the
necessary infrastructure to take water from rivers and aquifers) (Fig. 1.1).

Due to effects of climate change, water-related disasters arising from floods,
droughts, tropical cyclones, landslides, and tsunamis are undoubtedly increased over
recent decades and appear to continue to rising (Wu et al. 2019), which pose major
impediments to achieving human security and sustainable socio-economic devel-
opment (Horne et al. 2018; Milly et al. 2002), as recently witnessed with disasters
such as Hurricane Katrina in 2005 (Brunkard et al. 2008), 2011 Tohoku earthquake
and tsunami (Fujii et al. 2011), and Thai Floods 2011 (Haraguchi and Lall 2015).
Figure 1.2 shows changes of the world water-related disaster events, suggesting an
increasing trend from 1970 to 2013. From 1970 to 2013, floods and storms increased
dramatically, but during this period, other types of disasters did not increase signif-
icantly. The average flood from 2001 to 2013 was twice the average of 1986–2000,
and the storm increased more than 1.5 times.

The interaction of extreme weather and climate events with exposed and fragile
humans and natural systems can lead to disasters that often cause significant damage

© Springer Nature Singapore Pte Ltd. 2020
W. Duan and K. Takara, Impacts of Climate and Human Activities on Water
Resources and Quality, https://doi.org/10.1007/978-981-13-9394-5_1
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2 1 Introduction

Land use /Land coverClimate change

World 
Popula on

Water
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Need in precipita on 
and temperature

Need for energy

Need for water
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LUCC changes
More crops 
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others

Fig. 1.1 Drivers of global change and feedbacks to the global water cycle. (Modified from the
Harding and Kabat 2007)

Fig. 1.2 Changes of water-related disaster events over the world from 1970 to 2013. (Data from
the Emergency Event Database of the Centre for Research on the Epidemiology of Disasters. http://
www.emdat.be)

to property and casualties. During the period of 1970–2013, 11,707 hydrological
disasters reported worldwide killed 3,525,166 people, resulting in a record loss of
US$ 2,600,128,516 of damages (Table 1.1).

http://www.emdat.be


1.1 Background 3

Table 1.1 Hydrological disasters from 1970 to 2013

Continent Occurrence Deaths Injured Affected Damage (000 US$)

Africa 2,262 859,176 81,758 452,256,918 26,574,852

Americas 2,819 519,718 2,938,072 236,704,736 948,201,308

Asia 4,567 1,953,106 3,559,008 5,860,665,083 1,195,187,529

Europe 1,523 186,681 85,362 38,520,962 356,116,657

Oceania 536 6,485 9,928 20,609,528 74,048,170

Total 11,707 3,525,166 6,674,128 6,608,757,227 2,600,128,516

Source Frequencies are authors’ estimates based on data from the Emergency Event Database of
the Centre for Research on the Epidemiology of Disasters. http://www.emdat.be

Figure 1.3 more clearly shows damages of the human and economic impact by
disaster types in 2013 compared to the average 2003–2012. Clearly, the damage
caused by extreme weather and climate events accounted for a very large part of
total disasters. In addition, we can see most of the disasters occurred in Asia. For
example, the number of disasters happened in 2013 in Asia was up to approximately
88.16%.

Fig. 1.3 Human and economic impact by disaster types (2013 versus average 2003–2012) (Source
The Emergency Event Database of the Centre for Research on the Epidemiology of Disasters. http://
www.emdat.be)

http://www.emdat.be
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4 1 Introduction

Meanwhile, water pollution caused by human activities and natural activities is
another serious problem that increases pressures on freshwater resources supply.
An increase in population will exacerbate land use (DeFries et al. 2010; Zou et al.
2019), not only causing changes in evaporation and runoff, but also causing changes
in greenhouse gas emissions (Rosa and Dietz 2012). Water quality is influenced by
many factors such as nutrients, sedimentation, temperature, pH, heavy metals, non-
metallic toxins, persistent organics and pesticides, and biological factors (Carr and
Neary 2008; Duan et al. 2018). Firstly, increasing population will require an increase
in agricultural productivity, which will naturally result in increased irrigation back-
flow due to the use of fertilizers and pesticides. Secondly, changes in land use caused
by population dynamics will greatly affect the aquatic environment. For example,
deforestation will increase since more cropland and wood for fuel are needed, accel-
erating erosion and leaching and increasing water pollution. Thirdly, climate change
has a major impact on the world’s freshwater resources, water quality, and water
management (Bates et al. 2008; Pachauri 2008). The increase in surface tempera-
ture caused by global warming and the changes in runoff time and runoff caused
by changes in space-time precipitation are likely to produce unfavorable changes
in surface water quality, which in turn affects the health of human ecosystems. For
example, higher surface water temperatures may increase biological productivity,
increase the amount of bacteria and fungi in the water, and promote algal blooms
since temperature can control the types of aquatic life that can survive, regulates the
amount of dissolved oxygen in the water, and influences the rate of chemical and
biological reactions (Kundzewicz et al. 2008). Increased flooding from extreme rain-
fall and periodic storm surges caused by rising sea levels may affect water quality,
overloading infrastructure, such as stormwater drainage operations, wastewater sys-
tems, treatment facilities, mine tailing impoundments, and landfills, which probably
increase the risk of contamination (Duan et al. 2013; McCarthy 2001). In general,
deterioration of water quality caused by climate change and human activity needs to
be stopped for a sustainable society.

Figure 1.4 shows that the driver scores for human water security (HWS) threats
and biodiversity (BD) threats to river systems, which indicates that nutrients such as
nitrogen and phosphorus, sediment, and human population are the main factors in
human water security (HWS) threats and biodiversity (BD) threats to river systems.
Here, human water stress was calculated as the ratio of discharge to local population,
thereby capturing the negative impact of high population density and low natural
water supply.

Moreover, water managers face new uncertainties, that is, the potential for longer
term and more persistent climate change may significantly affect the availability of
supply and patterns of water demand (Vörösmarty et al. 2000). Climate change is
a major and lasting change in the statistical distribution of weather patterns over
periods ranging from decades to millions of years, which affects the hydrological
cycle and thus affects users’ water use. Firstly, the distribution of precipitation in
space and time is very uneven, leading to huge temporal variability in water resources
worldwide (Oki and Kanae 2006). For example, the Atacama Desert in Chile, the
driest place on earth, receives imperceptible annual quantities of rainfall eachyear.On
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a) Nitrogen b) Phosphorus

c) Sediment d) Human water stress

Fig. 1.4 Global geography of driver scores for humanwater security (HWS) threats and biodiversity
(BD) threats to river system: a nitrogen loading, b phosphorus loading, c sediment loading, and
d humanwater stress.Maps display standardized scores, indicating the spatial distribution of relative
threats from low (blue) to high (red). (Data from Vörösmarty et al. 2010)

the other hand, Mawsynram, Assam, India receives more than 450 inches annually.
If all the freshwater on the planet were divided equally among the global population,
there would be 5,000–6,000 m3 of water available per person each year (Vörösmarty
et al. 2000). Secondly, the rate of evaporation varies a great deal, depending on
temperature and relative humidity, which affects the amount of water that can be used
to recharge groundwater. Shorter duration but greater rainfall (meaning more runoff
and less infiltration) plus a combination of evapotranspiration (sum of evaporation
from the surface to the atmosphere and plant transpiration) and increased irrigation
are expected to lead to depletion of groundwater (Konikow and Kendy 2005; Wada
et al. 2010).

All in all, global change including all the future changes due to anthropogenic
activities has significantly affected water resources availability and quality, extreme
events, surface and groundwater, marine and continental water. Therefore, it is
momentous to evaluate the water quality, extreme events, and water resources under
climate change, which can help us to fully understand the relationship between the
hydrological process and thewatershed characters and identify the trendof the vulner-
able of the water-related problems. Also, the above analysis has clearly demonstrated
thatAsia is oneof themost vulnerable regions to climate change.Therefore, the objec-
tive of this book is to evaluate the water-related disasters, precipitation extremes, and
water resource managements in Asian countries under climate change.



6 1 Introduction

1.2 Organization of this Book

Figure 1.5 shows the study regions in this book, including China, Japan, and the Aral
Sea Basin. All these regions are located at the similar ranges of latitude, but have
different climate types. Chapters 2 and 3 focus on China, Chaps. 4–7 focus on Japan,
and Chap. 8 focuses on Turkmenistan of the Aral Sea Basin. A brief explanation of
each chapter is outlined as follows.

This chapter depicts the background and concludes the research progress of
impacts of climate change on water-related problems, suggesting that Asia is one of
the most vulnerable regions to climate change.

Chapter 2 is to evaluate the spatiotemporal distributions of extreme precipitation
events, flooding trends, and socio-economic damages in China. Specifically, multiple
statistical methods are employed to describe the changes in flood trends and associ-
ated socio-economic damages. Also, possible causes such as extreme precipitation
events are explored and discussed.

Chapter 3 uses different multivariate statistical techniques including cluster anal-
ysis, discriminant analysis, and component analysis/factor analysis to evaluate the
temporal and spatial variation of surface water quality in the lake basin of China,
based on water quality data at 28 sites from January 2012 to April 2015.

Chapter 4 gives a spatiotemporal evaluation of water quality incidents in Japan
to provide numerous insights into incident numbers, pollutant category, incident
cause, and affected extend. Results show that human activities and extreme events

Fig. 1.5 Locations of the study regions, including China, Japan, and the Aral Sea Basin
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(e.g., extreme precipitation) were the causes and have significant implications for
adaptation measures, strategies, and policies to reduce water quality incidents.

Chapter 5 evaluates changes of the annual and seasonal precipitation amounts
and annual precipitation extreme indices in Japan by calculating the Expert Team
on Climate Change Detection and Indices (ETCCDI) at 51 weather stations from
1901 to 2012. Possible correlation with climate indices and sea surface temperatures
(SSTs) near Japan was explored. Results show the Hokkaido area was a special area
for precipitation extremes, suggesting further studies are needed in Hokkaido.

Chapter 6 characterizes annual, seasonal, and monthly precipitation trends in
Hokkaido during the period 1980–2011 using theMann–Kendall test, Moran’s I, and
geostatistical interpolation techniques. Possible association with large-scale atmo-
spheric circulation was explored using NCEP/NCAR reanalysis data. The changes in
precipitation can contribute to the following chapters. Using this historical datasets
and the Soil and Water Assessment Tool (SWAT) model, this chapter then simulates
the possible effects of climate change on water resources for the 2030s, 2060s, and
2090s periods in the Upper Ishikari River Basin based on the General Circulation
Model (GCM) outputs and the Statistical DownScaling Model (SDSM). Uncertain-
ties were also discussed about the GCM, the downscaling method and the hydrologic
model.

Chapter 7 develops regression equations by combining the Maintenance of
Variance-Extension type 3 (MOVE. 3) and the regression model Load Estimator
(LOADEST) to estimate total nitrogen (TN), total phosphorus (TP), and suspended
sediment (SS) loads in the Ishikari River, Japan, based on water quality data at five
sites from January 1985 to December 2010. Based on these statistical results, this
chapter also develops a SPARROW-based suspended sediment (SS) model for sur-
face waters in the Ishikari River Basin, the largest watershed in Hokkaido, based
on water quality monitoring records at 31 stations during the period 1982–2010.
The model contained four source variables including developing lands, forest lands,
agricultural lands, and stream channels, three landscape delivery variables including
slope, soil permeability, and precipitation, two in-stream loss coefficients including
small stream (drainage area ≤ 200 km2) and big stream (drainage area > 200 km2),
and reservoir attenuation. Results obtained in this chapter can help resource man-
agers identify priority sources of pollution and mitigate water pollution in order to
safeguard water resources and protect aquatic ecosystems.

Chapter 8, firstly, analyzes climate change impacts on water resources in the Aral
Sea Basin, and then employs climate predictions to analyze the water balance for
the Amu Darya River Basin and evaluate future water use, crop yields, and land
and water productivities in Turkmenistan from 2016 to 2055. Results can provide
insights to help resource managers to fully understand the Aral Sea Basin crisis and
identify vulnerabilities in water–land–climate nexus to ensure food security, water
management, and sustainable development.
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Chapter 2
Extreme Precipitation Events, Floods,
and Associated Socio-Economic Damages
in China in Recent Decades

2.1 Introduction

In recent decades, extreme precipitation events have increased in frequency and
magnitude over theworld under climate change, causingmorewater-related disasters
such as floods, droughts, tropical cyclones, landslides, and tsunami (Amarnath et al.
2017; Dai 2013; Milly et al. 2002; Trenberth et al. 2014; Duan et al. 2016; Wu et al.
2019). There are lots of examples, such as Zhouqu mudflow disaster in 2010 (Wang
2013), Hurricane Katrina in 2005 (Pielke Jr et al. 2008), Amazon Drought in 2010
(Lewis et al. 2011), Heavy Rain Event of July 2018 in Japan (Tsuguti et al. 2019),
Thai Floods in 2011 (Komori et al. 2012), and Kyushu’s flash floods in 2014 (Duan
et al. 2014). All these disasters have caused enormous loss of life and destruction
and have therefore become a major obstacle to the realization of human security
and sustainable socio-economic development (Jongman et al. 2014; Jonkman 2005;
Smith and Katz 2013). The statistic obtained from the Global Emergency Disaster
Database (EM-DAT) showed that there were 11,707 hydrological disasters from
1970 to 2013, killing more than 3,525,166 people, affecting more than 6.6 billion,
and inflicting more than US$ 2,600 billion in damage. Also, these events caused
the second disaster. For example, floods can generally cause serious environmental
damage and pollution (Duan et al. 2013a, b). Therefore, it is very urgent and
necessary to evaluate extreme precipitation events and water-related disasters.

China is vulnerable to extreme precipitation events (Sun et al. 2014). Some
researchers have investigated and evaluated the changes of extreme climate events in
China (Ji and Kang 2015; Tang et al. 2016; Zhang et al. 2006). Based on the gauged
data and global climate model (GCM) outputs derived from the Coupled Model
Intercomparison Project phases 3 and 5 (CMIP3 and CMIP5), most of these stud-
ies generally indicate that cold weather extremes exhibit a decreasing trend, warm
weather extremes show an increasing trend, and extreme heavy precipitations are
likely to become more severe (Chen et al. 2012; Li et al. 2017; Zhou et al. 2014).

Extreme precipitation events caused lots of floods in China. Generally, there were
more than 1000 floods in the history of China, including the 1887YellowRiver floods
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with a death toll of 0.9–2 million, the 1931 floods, with a death toll of 3–4 million,
and the 1998YangtzeRiver floods, with a death toll of 3704. In 2013, direct economic
losses caused byfloodswere about 315.574 billionYuan, occupying 0.55%ofChina’s
2013 gross domestic product (GDP). As a result, research efforts have analyzed
the causes of floods and contributed to the development of disaster management
strategies (Du et al. 2015; Fischer et al. 2012; Zhang et al. 2009; Zhou et al. 2010).
However, information of changes in floods and associated socio-economic damages
in recent decades is still few.

This chapter is to evaluate the spatiotemporal distributions of extremeprecipitation
events, flooding trends, and socio-economic damages in China over recent decades.
Specifically, multiple statistical methods are employed to describe the changes in
flood trends and associated socio-economic damages. Also, possible causes such as
extreme precipitation events are explored and discussed.

2.2 Data and Methods

2.2.1 Study Area and Data Sources

Located in Southeast Asia along the coastline of the Pacific Ocean, China covers an
area of 9.6 million square kilometers, ranking the world’s third largest country. The
land topography can be divided into three levels, which causes that most rivers in
China flow from west to east (Fig. 2.1) and most water-related disasters appear in
the eastern plains. We obtained the water-related disaster database from the Bulletin
of Flood and Drought Disasters in China (2006–2013), which is annually edited
from 2006 by the State Flood Control and Drought Relief Headquarters and the
Ministry ofWater Resources, China. Flood and drought statistics from local to central
authorities are recorded in the bulletin, which mainly contain location, time and date,
flooded river, flooded villages, towns or settlements, death toll, losses, and other
associated socio-economic damages. A flood is defined as waterlogging caused by
heavy rainfall, typhoons, rainstorms, dam or riverbank collapse, snow melting, flash
floods, debris flows, mountain torrents, etc.

Information about the flood disasterwas collected from theEM-DAT International
disasters database, flood risk studies and reports, and the gross domestic product
(GDP) for 31 provinces inChinawere obtained from theNational Bureau of Statistics
of China (www.stats.gov.cn). Moreover, the observed daily precipitation data from
1961 to 2010 with 0.5° × 0.5° resolution were selected to compute the extreme
precipitation for China, which could be used to estimate the frequency of the floods.
This dataset was charged by the National Climate Center, China Meteorological
Administration, which was developed from 2416 weather monitoring stations (Wu
and Gao 2013).

http://www.stats.gov.cn
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Fig. 2.1 Location, elevations, provinces, and main rivers of China

2.2.2 Methods

2.2.2.1 Computation of Extreme Precipitation Indices

A total of 27 widely used climate indices, which were developed and recommended
by theExpert TeamonClimateChangeDetection and Indices (ETCCDI) (available at
http://www.climdex.org/indices.html) for describing and assessing climate extreme
events (Duan et al. 2015; Sillmann et al. 2013; Zhang et al. 2011). Most floods are
due to excessive precipitation, so only nine climate indices (see Table 2.1) including
the annual total wet-day precipitation (PRCPTOT), the annual maximum 1-day pre-
cipitation (RX1day), the annual maximum 5-day precipitation (RX5day), the annual
number of heavy precipitation days (R10mm), the annual number of very heavy pre-
cipitation days (R20mm), the simple daily intensity index (SDII), the annual total
precipitation on very wet days (R95p), the annual total precipitation on extremely
wet days (R99p), and the consecutive wet days (CWD) were therefore computed to
evaluate changes of extreme precipitation.

http://www.climdex.org/indices.html
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Table 2.1 Definitions of nine precipitation extreme indices used in this chapter

ID Indicator name Definitions Units

RX1day Max 1-day precipitation amount Monthly maximum 1-day
precipitation

mm

RX5day Max 5-day precipitation amount Monthly maximum consecutive
5-day precipitation

mm

SDII Simple daily intensity index Annual total precipitation divided
by the number of wet days
(defined as PRCP >= 1.0 mm) in
the year

mm/day

R10mm Number of heavy precipitation
days

Annual count of days when
PRCP >= 10 mm

day

R20mm Number of very heavy
precipitation days

Annual count of days when
PRCP >= 20 mm

day

CWD Consecutive wet days Maximum number of consecutive
days with RR >= 1 mm

day

R95p Very wet days Annual total PRCP when RR >
95th percentile of precipitation on
wet days in the 1961–1990 period

mm

R99p Extremely wet days Annual total PRCP when RR >
99th percentile of precipitation on
wet days in the 1961–1990 period

mm

PRCPTOT Annual total wet-day
precipitation

Annual total PRCP in wet days
(RR >= 1 mm)

mm

Abbreviations are as follows: RR, daily precipitation. A wet day is defined when RR >= 1 mm,
and a dry day when RR < 1 mm

2.2.2.2 Trend Analysis of Disasters

After the extraction process, disaster data (e.g., the number of incidents, etc.) are
categorized and transformed into an Excel database. Trend analysis was completed
using the Kendall’s Tau test for monotonic trends to determine if statistically signif-
icant trends exist in floods and associated socio-economic damages through time.
Mann–Kendall test is a non-parametric rank-based statistical test (Kendall 1975;
Mann 1945). The Mann–Kendall trend test can be stated most generally as a test
for whether Y values tend to increase or decrease with T (monotonic change). Tau
values are considered statistically significant at p ≤ 0.05.

The Mann–Kendall S statistic is computed as follows:

S =
n−1∑

i=1

n∑

j=i+1

sign
(
Tj − Ti

)
(2.1)
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sign
(
Tj − Ti

) =
⎧
⎨

⎩

1 i f Tj − Ti > 0
0 i f Tj − Ti = 0
−1 i f Tj − Ti < 0

(2.2)

where Tj and Ti are the water-related disaster variabilities at multiple time scales j
and i , j > i , respectively. When n ≥ 10, the statistic S is approximately normally
distributed with the mean and variance as follows:

E(S) = 0 (2.3)

The variance (σ 2) for the S—statistic is defined by

σ 2 = n(n − 1)(2n + 5) − ∑
ti (i)(i − 1)(2i + 5)

18
(2.4)

where ti denotes the number of ties to extent i . The summation term in the numerator
is used only if the data series contains tied values. The standard test statistic ZS is
calculated as follows:

ZS =
⎧
⎨

⎩

S−1
σ

f or S > 0
0 f or S = 0
S+1
σ

f or S < 0
(2.5)

The statistic test (ZS) is used as a measure of significance of trend (e.g., Yue et al.
2002). This test statistic is used to test the null hypothesis (H0). If |ZS| is greater
than Zα/2, where α is the chosen significance level (e.g., 5% with Z0.025 = 1.96)
then the null hypothesis is invalid implying that the trend is significant.

2.3 Results

2.3.1 Changes of Extreme Precipitation Events

Figure 2.2 shows the spatial distribution of mean annual precipitation extremes
indices from 1961 to 2010, suggesting an uneven spatial distribution for all nine
indices. Generally, the southeast region (e.g., Yangtze River Basin and Pearl River
Basin) had higher values for all indices than the northwest region (e.g., Tarim River
Basin). Precipitationwasmainly concentrated inGuangdong, Fujian, Jiangxi,Hunan,
and Zhejiang Provinces, the mean annual value of which was up to 2000 mm during
the period 1961–2010; however, the mean regional annual precipitation was less than
100 mm in Xinjiang Province. The mean annual value of R10m was ranging from
0 day in northwest region to 80 days in southeast region, which means that there
were more days with precipitation ≥10 mm in southeast region. The mean annual
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(a) PRCPTOT (b) R10mm (c) R20mm

(d) RX1day (e) RX5day (f) R95p 

(g) R99p (h) SDII (i) CWD

Fig. 2.2 Spatial pattern of mean annual precipitation extreme indices from 1961 to 2010

values of RX1day were greater than 100 mm in many regions of the Yangtze River
Basin and Pearl River Basin, possibly leading to more landslides and flash floods.

As shown in Fig. 2.3, an increasing trend was found for most indices in most
regions over China. The largest trend of precipitation was found in the southeast
corner of Xizang Province, up to 150 mm/10a. The middle reaches of the Yangtze
River had the higher trend of R20mm (up to 3 days/10a) comparedwith other regions,
revealing an upward trend in rainy days with daily rainfall≥ 20mm;moreover, same
distributions of higher values were found for RX1day, RX5day, R95p, R99p, and
SDII in the middle reaches of the Yangtze River, which are the flood-prone areas in
China. The grid with an increasing trend at the 95% confidence level for PRCPTOT,
R10m, and R20m tended to be clustered in Xinjiang, Xizang, Qinghai, and Gansu
Provinces. For consecutive wet days (CWD), as shown in Fig. 2.2i, a decreasing
trend was found in most areas of Yunnan Province, suggesting that the number of
consecutive dry days increased over the 50 years.
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(a) PRCPTOT (b) R10mm                         (c) R20mm 

(d) RX1day (e) RX5day (f) R95p 

(g) R99p (h) SDII (i) CWD 

Fig. 2.3 Spatial pattern of trends for annual precipitation extreme indices from 1961 to 2010.
Trends that are significant at the 95% level are circled

Figure 2.4 illustrates time series and trends for regional annual precipitation
extreme indices from 1961 to 2010, which suggests that CWD and R10mm had
a downward trend, while an upward trend for all other precipitation extreme indices.
Moreover, five indices (CWD, R95p, R99p, RX1day, and SDII) had statistically
significant trends. Of them, CWD had a decreasing trend at the 95% confidence
level, the value of which was up to 2.69 days/10a; the other four indices including
R95p (Z = 2.36), R99p (Z = 2.04), RX1day (Z = 2.19), and SDII (Z = 2.98) had
an increasing trend at the 95% confidence level, the trend values of which were
3.12 mm/10a, 1.28 mm/10a, 0.42 mm/10a, and 0.06 mm/10a, respectively. This phe-
nomenon indicates that although the number of consecutive wet days decreased, the
extreme precipitation such as max 1-day precipitation amount increased from 1961
to 2010 over China, which probably caused more extreme events or floods.
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Trend: -0.01day/10a; Z=-2.69*           Trend: 1.12mm/10a; Z=0.35               Trend: -0.01day/10a; Z=-0.08 

Trend: 0.04day/10a; Z=0.89               Trend: 3.12mm/10a; Z=2.36*              Trend: 1.28mm/10a; Z=2.04*

Trend: 0.42mm/10a; Z=2.19*               Trend: 0.28mm/10a; Z=0.54             Trend: 0.06mm/day/10a;
Z=2.98*

Fig. 2.4 Time series and trends for regional annual precipitation extreme indices from 1961 to
2010. The straight black lines are linear regression lines and the shades are 95% confidence band

2.3.2 Changes of Flooding Frequency

As shown in Fig. 2.5, the proportions of more serious 20-year floods, 10–20-year
floods, and 5–10-year floods were 31 (14.6%), 55 (25.8%), and 127 (59.6%), respec-
tively, suggesting that 5–10-year flood was the main problem in flood disasters in
China. Also, 58 floods occurred in the Yangtze River Basin, 27.2% of all floods, fol-
lowed by the Huaihe River Basin (27, 12.7%), the Pearl River Basin (26, 12.2%), and
the Liaohe River Basin (26, 12.2%). In terms of the number of more serious 20-year
floods, the Yangtze River Basin had the most frequent floods, with 6, followed by
the Pearl River Basin (5), the Yellow River Basin (4), and the Huaihe River Basin
(4), showing that catastrophic floods were generally concentrated on the plains of
the Yangtze River, the Pearl River, the Yellow River, and the Huaihe River. All these
distributions are in line with the precipitation amounts (see Fig. 2.2).
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Fig. 2.5 Distribution of three levels of floods including 20-, 10-, and 5-year floods in major rivers
of China in twentieth century

2.3.3 Impacts on Agriculture

Table 2.2 shows results of the mean value and the Mann–Kendall test for associated
socio-economic damages. Figure 2.6 shows the nationwide trend inChina. The flood-
covered agricultural area has generally increased from 1950 to 2013. The average

Table 2.2 Results of the
mean value and the
Mann–Kendall test for
associated socio-economic
damages

Name Mean Z_value

Covered area 9.38 × 106 ha 4.04

Affected area 5.44 × 106 ha 3.25

Death tolls 4387 people −4.04

Death tolls from
mountain torrents

– −2.14

Destroyed houses 189.94 × 104 houses 0.38

Direct economic damage 1.38 × 1012 Yuan 2.46
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Fig. 2.6 Areas of agriculture covered and agriculture affected by floods (106 ha), and percentage
of affected area (%) in China from 1950 to 2013

values from 1950 to 2013, from 1950 to 1970, from 1971 to 1990, and from 1991
to 2013 were 9.38 × 106 ha, 7.04 × 106 ha, 8.32 × 106 ha, and 13.46 × 106 ha,
respectively. Figure 2.3 shows a significant increase in coverage area observed over
the past 64 years, which is consistent with the results of the Mann–Kendall test,
which is significant at the 95% confidence level (Z = 4.04). The mean value from
1991 to 2013 increased by two orders of magnitude from the average of 1950–1970,
with the largest loss in 1991, reaching 24.60 × 106 ha hectares, followed by 1998
(22.29 × 106 ha).

As with the coverage area, the area of agriculture affected by floods over the past
64 years was also on the rise (the linear trend line in Fig. 2.6). The maximum was
found in 1991, reaching 14.61×106 ha, followedby1998 (13.79×106 ha).However,
the proportion of affected areas has declined slightly, probably because of increased
agricultural areas and improved mitigation measures. The China Agricultural Sta-
tistical Yearbook 2014 showed an increase of 14.62% from 1985 to 2013. Changes
in coverage and affected areas indicated frequent flooding in China, especially in
recent decades.

Figure 2.7 shows that there was a steady decline in flood-related deaths from 1950
to 2013. Average flood-related deaths have dropped by nearly two-thirds from 6146
in the time period of 1950–1970. The results show a significant decrease in deaths,
consistent with the results of the Mann–Kendall test, with a 95% confidence level
(Z = −4.04). As can be seen from Fig. 2.7, the most deadly flood occurred in 1954,
with a maximum of 42,447 deaths, followed by 1975 (29,653 deaths). From June to
September 1954, a series of catastrophic floods occurred in Hubei Province in the
YangtzeRiver Basin. Due to the unusually heavy precipitation and the extraordinarily
long rainy season in themiddle reaches of theYangtzeRiver in the late spring of 1954,
about 33,000 people died, including those who died of the plague after the disaster.
In August 1975, a typhoon caused two large dams (Boqiao Dam and Shimendan
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Fig. 2.7 Number of deaths from floods and houses destroyed by floods in China from 1950 to 2013

Dam) to fail in Henan Province, China (Xu et al. 2008), resulting in approximately
26,000 deaths from floods and another 145,000 due to the subsequent epidemics and
famine.

At the same time, mountain torrents disasters have increased due to the increasing
frequency of extreme precipitation events (see Fig. 2.4). Figure 2.8 shows the number
of deaths caused by mountain torrents from 1991 to 2013 and the percentage change
in floods in China. Judging from the trend of flood deaths, the number of deaths
caused by mountain torrents from 1991 to 2013 showed a downward trend. Due to
the 2010 Zhouqu mudslide disaster, the number of deaths was the highest in 2010
(Xiao et al. 2013). However, the proportion of deaths caused by floods exhibited an
increasing trend, indicating that mountain torrents have become a major threat to the
security of people and properties in recent years.
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1990 to 2013
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Fig. 2.9 Annual direct economic damage and proportion of GDP in China from 1990 to 2013

Figure 2.8 also shows that the number of houses destroyed by floods has also
decreased steadily from 1950 to 2013, but in smaller magnitude. The largest number
of destroyed houses was observed in 1963, up to 14.4 × 106, followed by 1954
(9.009 × 106). In 1963, a serious flood occurred in the Haihe River, which caused
dam failure to 330 small-sized reservoirs, 2,400 breaches in levees, destroyed 62%
of the irrigation area, and submerged 90% of drainage engineering infrastructure.

Figure 2.9 shows the changes in direct economic losses and GDP ratios from 1990
to 2013.Direct economic losses had increased significantly over the past 24 years, but
the GDP ratio had exhibited a decreasing trend, especially from 1999. The reason for
this phenomena was possibly due to China’s torrid growth over the past decade. Both
results were supported by the Mann–Kendall trend analysis. The direct economic
losses that occurred in 2010were the highest, reaching 374.5 billion yuan, accounting
for 9.33% of GDP. The 2010 Chinese flood began in the Yangtze River Basin in early
May 2010. Due to unusual climate patterns including an El Niño “Modoki” and the
jet stream, the damage caused by these floods had exceeded the level of the 1998
Yangtze River floods. Heavy rains occurred in most parts of southwestern China,
causing large-scale floods in July and August 2013, causing the second largest direct
economic loss, with up to 315.6 billion yuan, accounting for 5.55% of GDP.

2.3.4 Distribution Variations

Figure 2.10 shows the provincial distribution of the average value of affected people,
mortality, direct economic damages, crop covered areas, crop affected areas, and
crop areas destroyed by floods from 2006 to 2013. Results reveal that floods mainly
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Fig. 2.10 Distribution of floods across China expressed on the basis of provinces and expressed
as average value of a affected people, b dead people, c direct economic damages, d crop covered
areas, e crop affected areas, and f crop destroyed areas from 2006 to 2013

occurred in the Yangtze River Basin, especially in Sichuan, Chongqing, Hunan,
Jiangxi, and Shanghai. These areas have a common feature that they are prone to
extreme rainfall, which have been illustrated in Fig. 2.3. In addition, Fig. 2.10b shows
a large number of deaths in Gansu Province in 2010 due to destructive debris flows.
Specifically, the heavy rains triggered catastrophic debris flows in the catchments
of the Sanyanyu and Luojiayu torrents, Zhouqu County, Gansu Province, on August
7, 2010, which killed 1,765 people (Tang et al. 2011). Also, Fig. 2.10a–c indicates
that typhoons appear to be an important driver of annual deaths and huge economic
losses, especially in the southeastern coastal regions of China, including Guangxi,
Guangdong, and Fujian.

Figure 2.10e–f suggests that serious destruction of agricultural land was observed
in Heilongjiang Province, which was the same with Hunan, Hubei, and Anhui
Provinces. This phenomena was mainly due to the 2013 China–Russia floods. In
mid-August 2013, severe flooding occurred in eastern Russia and parts of northeast-
ern China (including Heilongjiang, Jilin, and Liaoning Provinces), killing at least 85
people, destroying more than 60,000 homes, and destroying more than 787,000 ha
of agricultural land in the heavily agricultural region.
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2.4 Discussions

Statistical analysis of these floods shows that direct economic losses and agricultural
areas affected by floods exhibited an increasing trend, especially in recent decades.
Most of the floods were concentrated in several relatively developed Chinese river
basins, including the Yangtze River Basin and the Pearl River Basin. In addition, an
increasing trend was also found in mountain torrents and urban flood disasters in the
past few years. These features are attributed to the following main factors.

First of all, the increase in extremeprecipitation events caused by climate change is
an important driver for these flooding disasters. The regional and seasonal rainfall in
China has changed over the past fewdecades, directly affecting the hydrological cycle
and easily causing extreme precipitation events (Piao et al. 2010; Zhai et al. 2005).
Figure 2.3 indicates that an increasing trendwas found inR95p (Z= 2.36), R99p (Z=
2.04), RX1day (Z= 2.19), and SDII (Z= 2.98) over China, especially in the Yangtze
River Basin, which probably led to more floods and thus caused more damages (see
Fig. 2.10). As shown in Fig. 2.11, the July–August extreme precipitation events
exhibited an increasing trend in China, especially in the southeastern regions, which
reveals there will be more floods in the Yangtze River Basin in summer. For example,
Song et al. (2011) found that the number of precipitation days with precipitation or
rainfall amount above 50 mm had an increasing trend in most of southeastern China,
with important implications for people’s lives and socio-economic development.
Jiang et al. (2008) and Su et al. (2006) argued that extreme precipitation events
tended to exacerbate flood disasters in the middle and lower reaches of the Yangtze
River in summer. Also, extreme precipitation is the main driver of mudslides in
China’s central and southern regions due to moderate-to-strong soil erosion risks in
these regions, including Shaanxi, Gansu, Yunnan, and Sichuan. These areas also have
significant risks of mudslides after heavy rainfall. The major risk areas of mudslides
in China account for about 13% of the country’s total area (Liu et al. 2011; Liu

(a) July- August RX1day (b) July- August R10mm

Fig. 2.11 Spatial distribution of the trend of a the July–August RX1day (mm per decade) and
b the July–August R10mm (days per year) from 1961 to 2010, and areas with red dots indicate 95%
significance
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Fig. 2.12 Time series of urbanization in China from 1950 to 2013

and Ni 2005) and the Zhouqu mudslide disaster is a typical mudslide caused by
heavy rains (Xiao et al. 2013). Considering the increase in future climate extremes
(Sun et al. 2015), mudslide disasters will likely to cause serious damage to humans,
buildings, and the natural environment. Therefore, governments especially in these
areas at significant risk ofmudflowoccurrence should implement rainfall-monitoring
programs to provide the early warning system for defending potential debris flows.

In addition, urbanization pressures caused by population growth and rapid eco-
nomic development have put the number of individuals and properties at risk. As
shown in Fig. 2.12, China only spent 22 years in urbanization rate from 20 to 40%,
which was much faster than France (100 years), Germany (80 years), and USA
(40 years). In 2013, China’s urbanization rate reached 53.73%, and there were 86
cities with a population over 1 million. Such a rapid urbanization has two main
negative effects on urban flooding. First, during this rapid urbanization process, the
increasing urban impermeable surfaces may reduce natural feeding of underground
aquifers (Luo et al. 2015; Parsasyrat and Jamali 2015). Also, rapid urbanization has
significantly changed the geomorphological complexity of the urban river networks,
and low-grade rivers have been severely damaged in the process of urbanization in
China (Xu et al. 2010; Zhang et al. 2015). These two main factors have a negative
impact on the urban hydrological processes, such as accelerating runoff flow velocity
and enlarging peak flow (Grove et al. 2001; Li and Wang 2009), thereby increasing
the urban flood risks. Urban flood risk had been on the rise during recent decades
(Chen et al. 2015; Zheng et al. 2013), and statistical analysis shows that up to 62%
of the 351 cities surveyed suffered severe floods between 2008 and 2010, and 137
cities of them had been hit more than 3 times. Besides, due to high-density buildings
and underground infrastructures (such as subways and many kinds of pipelines in
China), it is difficult to build and improve the flood infrastructure (Chen et al. 2015),
which may increase the risk of flash floods in the future.
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2.5 Conclusions

In this chapter, we presented a spatiotemporal evaluation of extreme precipitation
events, flooding trends, and socio-economic damages in China. In recent decades, the
southeast region (e.g., Yangtze River Basin and Pearl River Basin) had higher values
for all nine indices than the northwest region (e.g., Tarim River Basin); the middle
reaches of the Yangtze River had the higher trend of R20mm (up to 3 days/10a) com-
pared with other regions, revealing an upward trend in rainy days with daily rainfall
≥20 mm; moreover, same distributions of higher values were found for RX1day,
RX5day, R95p, R99p, and SDII in the middle reaches of the Yangtze River, which
are the flood-prone areas in China. The 5–10-year flood was the main problem in
flood disasters in China. The nationwide trend for China is that the area of agricul-
ture covered and affected by floods increased from 1950 to 2013, with an average of
area covered and affected area over the period 1991 to 2013 of 13.46 × 106 ha and
7.45 × 106 ha, respectively, while a significant downtrend in death tolls exhibited a
significant downtrend, with the deadliest floods in 1954 (42,447 deaths). In recent
years, direct economic losses have increased, and the loss in 2010 was the largest,
up to 374.5 billion Yuan, accounting for 9.33% of the GDP. The damage caused by
the floods was mainly concentrated on the plains along the Yangtze River, the Pearl
River, the Yellow River, and other large rivers, which will become more vulnerable
due to climate changes and rapid urbanization.
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Chapter 3
Changes of Water Quality in the Yangtze
River Basin

3.1 Introduction

Water scarcity is the lack of freshwater resources to meet the ever-increasing demand
for water, which has been the focus of increasing international, national, and local
concern and debate (Brunner et al. 2019; Mekonnen and Hoekstra 2016). In recent
decades, lots of factors have caused the water scarcity more serious and increased
worldwide awareness, which could be summarized into two aspects. One is the
increasing water demand, which generally contains the incredible growth in human
population (Nielsen 2016); rapid urbanization (Arfanuzzaman and Rahman 2017);
competition among agriculture, industry, and cities (or regions) (Duan et al. 2019;
Ziolkowska and Peterson 2016); climate change (Gosling and Arnell 2016); and so
on. Rapid population growth increases water demand for food production, household
consumption, and industrial uses (Liu and Yang 2012; Rasul 2014). Urban growth
is also increasing the demand for water resources, and by 2050, urbanization rate is
expected to be nearly 70%, which will be likely to consume more water resources
(McDonald et al. 2014). With the continuous expansion of a city, people probably
find more water from the surrounding region, which will increase competition for
freshwater resources with other adjacent cities (Postel 2014). Global climate change
has been confirmed to largely affect the hydrological cycle, eventually impacting
water resource supplies (Hagemann et al. 2013; Schewe et al. 2014).

The other is the compromised water supply, mainly due to the pollution. That
is, water pollution is one of the main causes for the water scarcity (Azizullah et al.
2011). Both anthropogenic activities (such as industrial accidents (Duan et al. 2011;
Duan et al. 2013), dam construction (Zhao et al. 2012), and so on) and natural
climate change (Delpla et al. 2009), are affecting the water quality everywhere (Chen
et al. 2018), resulting in high concentrations of sedimentation, nutrients, heavy met-
als, and toxic organic compounds, high temperature, and so on (Carr and Neary
2008). For example, as much as 70% of industrial waste and 80% of sewage is
directly discharged into the water resources including rivers, lakes, and groundwater
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in developing countries. Thus, it is momentous to detailedly describe spatial–tempo-
ral changes in water quality and accurately identify the potential pollution sources
(Zhang et al. 2016b).

A series of monitoring programs and protocols have been developed to enable
a reliable quantification of nutrient transport in the aquatic system, such as the
National Monitoring and Assessment Program (NOVA) in Denmark (Conley et al.
2002; Kronvang et al. 2005), the National Land with Water Information in Japan
(Duan et al. 2013), the Harmonized Monitoring Scheme (HMS) in Britain (Hurley
et al. 1996; Morvan et al. 2008), the National Water-Quality Assessment (NAWQA)
in the United States (Gilliom et al. 1995; Rosen and Lapham 2008), and so on.Mean-
while, lots of approaches including the projection pursuit technique (Zhang and Sihui
2009), neural networks (He et al. 2011), multivariate statistical techniques (Singh
et al. 2004) (e.g., discriminant analysis (DA), cluster analysis (CA) and principal
component analysis/factor analysis (PCA/FA)), and hydrological models (Moriasi
et al. 2012) have been greatly improved to evaluate water quality. Among these
methods, multivariate statistical techniques including CA, PCA/FA, and DA can be
applied to easily extract important information in large water quality datasets and
are therefore used widely to evaluate water quality and identify potential pollution
sources (Wang et al. 2013).

Water quality is severely impaired and has a major factor affecting human health
and sustainable economic and social development in China (Duan et al. 2018; He
et al. 2012). Since 2004, the Ministry of Environmental Protection has begun to pay
attention to monitoring systems for surface water quality in the Pearl River Basin,
the Tai Lake Basin, the Yellow River Basin, the Yangtze River Basin, the Songhua
River Basin, and so on. As a result, a huge monitoring database has been established
for regional water resources management, including nutrients, sediments, physical
and chemical properties, toxic organic compounds and pesticides, and heavy metals.
However, the lake environment is still needed to be evaluated and recovered. For
example, Poyang Lake, which is the largest freshwater lake (3050 km2) in China, is
heavily polluted, especially in the year with low water level.

Therefore, this chapter firstly analyzed spatial and temporal distributions of water
quality in the Yangtze River Basin, and then focused on the Eastern Poyang Lake
Basin to (1) describe temporal and spatial variations of water quality and (2) identify
the potential influencing factors that explain changes in water quality parameters
using several multivariate statistical approaches (DA, CA, and PCA/FA).

3.2 Materials and Methods

3.2.1 Study Area

Yangtze River begins its journey in the glacial meltwaters of the Tanggula Mountain
(elev. 6621 m) and flows 6,397 km eastward before emptying into the Eastern China
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Sea (ESC), covering one-fifth of the whole nation with an area of about 1.8 ×
106 km2 (Fig. 3.1b). The river contains an uppermost section (from the source to
Yibin, Sichuan Province, with a length of 3,499 km), an upper section (from Yibin to
Yichang, Hubei Province, with a length of 1,030 km), amiddle section (fromYichang
to Hukou, Jiangxi Province, with a length of 950 km), and a lower section (from
Hukou to Shanghai, with a length of 938 km). Yangtze River Basin has complicated
hydroclimatic conditions due to the East and South Asian monsoon activities. Wet
season is from May to October, and dry season is from December to the next April.

Poyang Lake is located on the southern bank of the middle-lower Yangtze
River in Jiangxi Province, China (Fig. 3.1c), which is a shallow lake and
mainly fed by the Gan River, the Fu River, the Xin River, the Rao River, and the
Xiu River. Its drainage area is about 162,200 km2, 96.7% of which belongs to the
Jiangxi Province and 1.8% belongs to Anhui Province. The basin has a subtropical

Fig. 3.1 Location of study area and monitoring stations for the rivers in the Yangtze River Basin
and the Eastern Poyang Lake Basin
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humid climate with short but relatively cool winters and hot and humid summers. In
Poyang Lake Basin, the averaged annual regional precipitation and temperature are
about 1710 mm and 17.5 °C, respectively.

The Poyang Lake Basin is rich in water resources, but now facing a series of
difficulties due to climate change and human activities. With the rapid economic
development and population explosions in the basin, human activities including dam
construction (Zhang et al. 2012) and land-use change have significantly affected the
quality and quantity of water resources (Ye et al. 2013). Therefore, Poyang Lake
faces many environmental problems, including deterioration of water quality and
eutrophication. In this chapter, the East Poyang Lake Basin (Fig. 3.1) was selected
for water quality assessments. The Eastern Poyang Lake Basin mainly contains the
Xin River and Rao River (rising from two branches including the Chang River and
Lean River).

3.2.2 Monitored Parameters and Analytical Methods

For the Yangtze River Basin, a total of 17 environmental monitoring stations were
selected for analysis (Fig. 3.1b).Of them, number 1, 5, 7, 11, 13, 15, and 16 are located
along the trunk stream, number 8 and 9 were set up for monitoring the Danjiangkou
Reservoir, and the rest were built to assess the influence of major tributaries. Weekly
water quality data including pH, chemical oxygen demand (CODMn), ammonia–
nitrogen (NH4–N), and dissolved oxygen (DO) at these 17 stations during the period
2004–2015 were obtained and processed from a surface water quality monitoring
system that was built by China’s Ministry of Environmental Protection in 2004.
Weekly water grades are also described according to environmental quality standards
for surface waters in China (GB3838-2002) (Grade I–V level means that water is
“Excellent”, “Good”, “Satisfactory”, “Bad”, and “Very bad”, respectively).

For the Eastern Poyang Lake Basin, 28 stations were selected for taking water
samples; station L1–L9 are located in the Chang River, station X1–X13 are located
in the Xin River, station L1–L9 are located in the Chang River, and station P1–P5
are located in East Poyang Lake (see Fig. 3.1). During the period from January 2012
to April 2015, water samples were taken every 2 months. Totally 14 water qual-
ity parameters were chosen to describe water quality in the Eastern Poyang Lake
Basin, including temperature (TEMP), pH, ammonia–nitrogen (NH4

+–N), 5-day
biochemical oxygen demand (BOD), chemical oxygen demand (COD), dissolved
oxygen (DO), total nitrogen (TN), total phosphorus (TP), fluoride (F), sulfide (S),
copper (Cu), oil, chromium (Cr), and Zinc (Zn). Table 3.1 shows the specific analyt-
ical method for each water quality parameters, which are in line with the standard
methods from the State Environment Protection Bureau of China 2002.

Land-use data for the Eastern Poyang Lake Basin from 1980 to 2015 were inter-
preted fromLandsat TM/ETM images with a spatial resolution of 1× 1 km (Liu et al.
2010) and land-use types contained agricultural land, forest, water body, grassland,
construction land, and others.
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Table 3.1 Water quality parameters, units, analytical methods, and lowest detected limit as
measured from January 2012 to April 2015 for the Eastern Poyang Lake Basin

Parameters Abbreviations Units Analytical methods Lowest detected
limit

Temperature TEMP °C Thermometer –

pH pH Glass electrode –

Dissolved oxygen DO mg/L Iodimetry 0.2

Ammonia nitrogen NH4
+–N mg/L N-reagent

colorimetry
0.05

Biochemical oxygen
demand

BOD mg/L Dilution and
inoculation test

2

Chemical oxygen
demand

COD mg/L Potassium
permanganate
method

0.5

Total nitrogen TN mg/L Ultraviolet
spectrophotometry

0.05

Total phosphorus TP mg/L Ammonium
molybdate
spectrophotometry

0.01

Cuprum Cu mg/L Atomic absorption
spectrometry

0.001

Zinc Zn mg/L Atomic absorption
spectrometry

0.05

Fluoride F mg/L Ion chromatography 0.05

Oil Oil mg/L Infrared
spectrophotometry

0.01

Sulfide S mg/L Methylene blue
spectrophotometric

0.005

Chromium Cr mg/L DPC colorimetric 0.004

3.2.3 Multivariate Statistical Methods

The seasonal Mann–Kendall test (SMK) (Hirsch and Slack 1984) was applied to
detect monotonic trends of weekly water quality data at 17 stations in the Yang River
Basin. SMK is a non-parametric test and has been widely used to detect potential
trend change points in water quality trends (Bouza-Deaño et al. 2008; Chang 2008;
Helsel and Frans 2006; Zhang et al. 2016a). Let X = (X1, X2, . . . , Xn)

T be a time
series of independent water quality observations, and Xi = (

Xi1, Xi2, . . . , Xi j
)
.

Here, n is the number of years and j is the number of weekly water quality data for
each year and so for weekly “seasons”, the first week water quality is compared only
with the first week’s data of every year, the second week water quality data only with
the second week’s water quality data of every year, and so on. The null hypothesis
(H0) is that there are no monotonic trends in time. The statistic for the gth season is
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Sg =
n−1∑

i=1

n∑

j=i+1

sgn
(
X jg − Xig

)
, g = 1, 2, . . . ,m (3.1)

The SMK statistic, Ŝ, for the entire water quality series can be calculated (Hirsch
1982):

Ŝ =
m∑

g=1

Sg (3.2)

Here, the significance level p is selected at 0.05 and 0.10 with corresponding Z
statistics of 1.96 and 1.65, respectively. A positive value of Z represents an “upward
trend” and a negative value of Z means a “downward trend”.

Spatiotemporal analysis of the water quality in the Eastern Poyang Lake Basin
was analyzed by using CA, DA, and PCA/FA techniques. CA is the task of grouping
a set of objects based on the characteristics they possess (McKenna 2003; Shrestha
and Kazama 2007) and Ward’s method is a criterion applied in hierarchical clus-
ter analysis. The Ward’s method of hierarchical clustering with squared Euclidean
distance was applied to explore the grouping of the 28 sampling stations.

DA determines the variables that discriminate between two or more naturally
occurring groups/clusters on the basis of the accuracy rate of discriminant func-
tions (DFs). It constructs a discriminant function (DF) for each group (Johnson and
Wichern 1992). DFs are calculated using the following equation:

f (Gi ) = ki +
n∑

j=1

wi j Pi j (3.3)

where i represents the number of groups (G), ki represents the constant inherent to
each group, n represents the number of parameters, and wi j represents the weight
coefficient assigned by DF analysis (DFA) to a given parameter (Pi j ).

DAwas employed to calculate themeanof a variable to predict groupmembership.
The standard, forward stepwise and backward stepwise modes of DA were used to
calculate DFs in two groups generated from CA to describe spatial variations in river
water quality.

PCA is a dimensionality reduction technique that helps to simplify the data and
make it easier to visualize by finding a set of principal components (PCs) (Jolliffe
2002; Yidana et al. 2008). PCs are orthogonal variables calculated by multiplying
the original correlated variables with a list of coefficients, which can be described as

zi j = ai1x1 j + ai2x2 j + . . .+ aimxmj (3.4)

where z represents the component score, a represents the component loading, x
represents the measured value of the variable, i represents the component number,
j represents the sample number, and m represents the total number of variables.
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FA was used to extract a lower dimensional linear structure from a set of data
and therefore provide a powerful means for detecting similarities among samples
(Reghunath et al. 2002). FA can reduce the contribution of less significant variables
obtained from PCA and the new group of variables known as varifactors (VFs) is
extracted through rotating the axis defined by PCA. The basic concept of FA is
described as

zi j = a f 1 f1 j + a f 2 f21 + . . .+ a f m fmi + e f i (3.5)

where z represents the measured value of a variable, a represents the factor loading,
f represents the factor score, e represents the residual term accounting for errors
or other sources of variation, i represents the number of samples, j represents the
number of variables, and m represents the total number of factors.

3.3 Results

3.3.1 Water Quality in Yangtze River Basin

3.3.1.1 Level of Water Quality

Figure 3.2 shows changes in different grades of river water at 17 stations in the
Yangtze River Basin from 2004 to 2015, suggesting that water environment has been

y = 15.5x + 410.83

350

400

450

500

550

600

y = 7.0804x + 114.23

y = -1.3287x + 113.8

y = -3.3986x + 65.091

0

50

100

150

200

250

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Grade Ⅳ Grade Ⅴ Worse than Grade V

Fig. 3.2 Changes of number of different grades of river water based on 17 stations in the Yangtze
River Basin from 2004 to 2015. The black straight lines are the trend lines for each grade



38 3 Changes of Water Quality in the Yangtze River Basin

improved significantly since 2004. Concretely, a significant trend was detected in
Grade II water, occupying 66.7% of all water quality categories in 2015. A slight
increasewas found inGrade Iwater, while a slight decrease inwater of Grades III–IV.
Proportion ofGrade I–IIIwater has increased from2004 to 2015,with 97.3% in 2015,
suggesting gradual improvement in surface water, which is consistent with the results
from (Sun et al. 2015).

3.3.1.2 Level of Water Quality

The distribution of pH, DO, CODMn, and NH4–N from 2004 to 2015 at 17 stations is
shown in the boxplots in Fig. 3.3. As shown in the figure, themedian pH andDO con-
centrations at Stations 1 and 6 were higher compared with other stations, while the
median CODMn and NH3–N concentrations were lower, which indicates that water
quality in the Uppermost Yangtze River Basin was better than in other areas. Except
for Station 1, we see an upward trend in median DO and pH from Station 2 to Station
7, but a downward trend in median CODMn and NH4–N concentrations. Station 2
(MinjiangBride) had the highestmedianCODMn concentration (3.47mg/L), the low-
est median DO concentration (6.47 mg/L), and relative high NH4–N concentration.
Station 14 (Chuchuo) had the highest median NH4–N concentration (0.97 mg/L) and
the lowest median pH (6.94), followed by station 10 (Xingang), which suggests high
ammonia nitrogen pollution in the Xiang River and Gan River.
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Fig. 3.3 Boxplots illustrating distribution of water quality at 17 stations from 2004 to 2015 in the
Yangtze River Basin. Red lines are the mediums. a pH, b CODMn (mg/L), c NH4–N (mg/L), d DO
(mg/L)
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3.3.1.3 Trends of Water Quality

Figure 3.4 shows seasonal trends (the value of the test statistic Z ) ofwater quality at 17
stations in the Yangtze River Basin during the period 2004–2015. A decreasing trend
was found for pH at 11 stations (approximately 65%, 8 stations with significance at
95% confidence), which were mainly located on the upper and middle of the Yangtze
River Basin (Fig. 3.4a). An increasing trend was detected for CODMn concentration
at 10 stations (among them, 9 stations with significance at 95% confidence), which
were mainly distributed in major tributaries (e.g., station 10 on Xiang River, station
14 on Gan River) and the lower reach of the trunk stream (Fig. 3.4b). Figure 3.4c
indicates that half of the stations had a decreasing trend in NH4–N concentration,
mainly clustering on the middle and lower reaches of the trunk stream. Figure 3.4d
shows that a total of 12 stations had an upward trend in DO concentration.

Figure 3.4 also clearly illustrates that there has been a measurable decrease in
pollutants before flowing into dams and reservoirs and after flowing from them. For
example, water quality after the dams/lakes was better than before the dams/lakes;
mean NH4–N at stations 10 and 14 were 0.53 mg/L and 0.65 mg/L, respectively, but
largely decreased to 0.27mg/L and 0.20mg/L at stations 11 and 15 after flowing from
Dongting and Poyang Lakes. There may be two main reasons for this phenomenon.
One is that high runoff fromother tributarieswith lowpollutant concentration directly
dilutes outflows from lakes and reservoirs and dams are positively influencing the
retention of pollutants along the river. The other is that attenuation of pollutant
concentrations because lakes are another well-established explanation for the data
(Duan et al. 2015), especially under some appropriate planning and contamination
monitoring policies.

To conclude, according to the evaluation of 17 environmental stations, water qual-
ity of surface water was significantly improved in the whole Yangtze River Basin
during the period 2004–2015. The detailed evaluations were slightly different from
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Fig. 3.4 Spatial distribution of seasonal Mann–Kendall trends (the value of Z) a pH; b CODMn
(mg/L); c NH4–N (mg/L); d DO (mg/L) at 17 stations in the Yangtze River Basin, between 2004
and 2015
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the State of Environment Report of China (China’s Ministry of Environmental Pro-
tection 2016), which indicated that Grade I–III water increased slightly from 88.1%
in 2014 to 89.4% in 2015, and Grade V+ water remained flat at 3.1%. However, the
overall tendency was the same for both the present study and the State of Environ-
ment Report. Meanwhile, it is necessary to study and show changes of water quality
in some specific regions, such as the Dongting Lake Basin and Poyang Lake Basin.

3.3.2 Water Quality in Eastern Poyang Lake Basin

3.3.2.1 Temporal/Spatial Similarity and Grouping

The result of temporal cluster analysis is shown in Fig. 3.5a, which suggests that two
groupswere detected. Cluster 1 (dry season) contained January andMarch, represent-
ing the low flow period; Cluster 2 (wet season) contained May, July, September, and
November, representing the mean and high flow periods. Notably, temporal variation
of surface water quality was significantly affected by local climate seasons (spring,
summer, autumn, and winter) and hydrological conditions (low, mean, and high flow
period). The Poyang Lake Basin lies in a subtropical wet climate zone with a distinct
alternation from wet to a dry season, consistent with the temporal patterns of water
quality.

Figure 3.5b shows the spatial CA, which also yielded a dendrogram with two sta-
tistically significant clusters at (Dlink/Dmax)× 100< 60. TheX1 station and theL1–L4

Fig. 3.5 Dendrogram showing the a temporal clustering and b spatial clustering of study periods
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stations in Group 1 are located upstream of Xin River and Le’an River, respectively.
Due to low population density and lack of industrial and commercial activities, they
are far away from major point and non-point pollution sources. However, the L1–L4
stations are located in Dexing District, which is one of the largest copper and gold
production areas in China. Metal pollution and related mineral pollution have always
been a big problem (Chen et al. 2015; Xiao et al. 2015). Although relatively high
concentrations of Cu, S, and Fwere observed at the L4 station, the pollution of Group
1 should be considered as the moderate or low level. Group 2 represented the highly
polluted sites with the highest average concentration of NH4–N, petroleum, BOD,
COD, and TP. Most of these stations are located in the middle and lower reaches of
the Poyang Lake Basin and are contaminated by sources of municipal wastewater,
industrial wastewater, and non-point source pollution.

3.3.2.2 Temporal/Spatial Variations in River Water Quality

Tables 3.2 and 3.3 indicate the discriminant functions (DFs) and classification matri-
ces (CMs), which were calculated by the standard, forward stepwise and backward
stepwise modes of DA. In the forward stepwise mode, the variables are gradually

Table 3.2 Classification function coefficients for DA of temporal changes

Parameters Standard mode Forward stepwise mode Backward stepwise
mode

Wet
season

Dry season Wet
season

Dry season Wet
season

Dry season

TEMP 1.989 3.033 3.241 2.207 2.613 1.577

pH 82.847 84.585 59.995 58.095 56.048 54.185

NH4–N 21.105 24.167 28.602 25.452 27.846 25.129

BOD 9.934 10.125

COD −1.194 −1.189

DO 10.981 10.727 12.409 12.687

TN −5.506 −7.395 −9.417 −7.549 −12.533 −10.631

TP 7.996 6.712 −3.095 −1.832

F 46.734 46.243

S 631.996 634.440

Cu −255.025 −250.116

Oil −148.788 −206.928 20.532 75.009

Cr 374.404 403.601

Zn 53.327 52.592

Constant −378.134 −403.979 −302.864 −276.639 −235.610 −206.896
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Table 3.3 Classification
matrix for DA of temporal
changes

Monitoring
periods

Percent correct Temporal groups

Wet season Dry season

Standard mode

Wet season 95.536 321 15

Dry season 100 0 224

Total 97.321 321 239

Forward stepwise mode

Wet season 95.536 321 15

Dry season 100 0 224

Total 97.321 321 239

Backward stepwise mode

Wet season 96.429 324 12

Dry season 100 0 224

Total 97.857 324 236

advanced from the high position until there is no significant change, but in the back-
ward stepwise mode, the gradual deletion is gradually performed from the low posi-
tion. The standard and forward stepwise mode DFs using 14 and 7 discriminant
variables, respectively, produced the corresponding CMs assigning 96.43% of the
cases correctly. However, in the backward stepwise mode, the DA used only four dis-
criminant parameters to derive a CMwith approximately 97.86% correctly assigned,
showing TEMP, pH, NH4–N, and TN. Therefore, the temporal DA suggested that
TEMP, pH, NH4–N, and TN were the most important parameters to distinguish the
difference between the wet season and the dry season, indicating that these four
parameters can be used to explain the expected changes in surface water quality in
the Eastern Poyang Lake Basin.

Figure 3.6 shows box and whisker plots of the discernible parameters identified
by the DA. Due to the local climate, the average temperature in the wet season
(Fig. 3.6a) was significantly higher than in the dry season. The same pH difference
was found in Fig. 3.6b. Conversely, due to local hydrological conditions, the average
concentrations of NH4–N and TN during the dry season are higher than during the
rainy season. The emissions during the rainy season were much larger than during
the dry season, which greatly diluted NH4–N and TN. In addition, during the rainy
season (usually in summer and autumn), there are more aquatic organisms than in
the dry season, consuming more NH4–N.

As with temporal DA, the DFs and CMs of the spatial DA were performed using
the standard, forward gradual and backward gradual modes according to the space
group (low-pollution station and high-pollution station, see Tables 3.4 and 3.5). The
standard and forward stepwise mode DFs using 14 and 11 discriminant variables,
respectively, produced the corresponding CMs that correctly assigned 95% of the
cases, while the backward stepwise DA assigned only 93.75% of the correct assign-
ments to the CMs using only five discriminant parameters (Tables 3.4 and 3.5). The



3.3 Results 43

(a) TEMP (b) pH (c) NH4-N
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Fig. 3.6 Temporal changes: a TEMP, b pH, c NH4–N (mg/L), d BOD (mg/L), e COD (mg/L),
f DO (mg/L), g TN (mg/L), and h F (mg/L) in the East Poyang Lake Basin

backwardDA indicated that pH, COD, TN, F, and Swere themost important parame-
ters to distinguish the difference between a low-pollution station and a high-pollution
station.

Figure 3.7 shows the chosen discriminate parameters identified by spatial back-
ward stepwise DA. The pH of the low-pollution areas (Fig. 3.7b) was largely lower
than that of the highly polluted areas, which was inconsistent with the analysis of
the Danjiangkou Reservoir Basin in China (Chen et al. 2015). This may be because
the river section of the area had discharged a large amount of acid mine drainage and
copper- and zinc-containing wastewater from the nearby Dexing Copper Mine and
many smelters and mining/panning activities. The average COD and TN concentra-
tions in low-pollution areas (Fig. 3.7b, c) were also significantly lower than in highly
polluted areas. In highly polluted areas, all sites were located near the middle and
lower reaches and near the city, so theywere close tomunicipal sewage and industrial
wastewater. The average F and S concentrations in low-pollution areas (Fig. 3.7d, e)
were also significantly higher than in highly polluted areas. Obviously, these excess
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Table 3.4 Classification function coefficients for DA of spatial changes

Parameters Standard mode Forward stepwise mode Backward stepwise
mode

Low
pollution

High
pollution

Low
pollution

High
pollution

Low
pollution

High
pollution

TEMP 1.028 1.07 1.214 1.260

pH 87.554 91.925 79.992 84.230 72.662 77.108

NH4–N 15.389 13.534 16.827 15.151

BOD 10.175 10.467

COD −0.833 −0.584 −0.409 −0.146 −0.376 −0.146

DO 10.645 10.246 10.144 9.730

TN −1.196 0.484 −0.140 1.573 3.971 5.296

TP 10.63 11.57

F 41.529 37.651 42.883 38.954 59.009 54.412

S 518.07 441.985 479.059 401.226 416.961 330.412

Cu −244.929 −234.766 −205.655 −195.490

Oil −63.009 −43.309 77.283 100.383

Cr 435.253 496.253 588.508 653.149

Zn 54.778 55.278

Constant −384.511 −413.498 −349.255 −376.823 −273.306 −303.391

acidic contaminants were the main driving force for pH reduction. Figure 3.8 clearly
illustrates the spatial distribution of (a) TEMP, (b) pH, (c) NH4–N (mg/L), (d) BOD
(mg/L), (e) COD (mg/L), (f) DO (mg/L), (g) TN (mg/L), (h) TP (mg/L), (i) F (mg/L),
(j) S (mg/L), (k) Cu (mg/L), (l) Oil (mg/L), (m) Cr (mg/L), (n) Zn (mg/L) at 27 sites
in the eastern basin of Poyang Lake.

3.3.2.3 Data Structure Determination and Source Identification

Based on the normalized log-transformed datasets, PCA/FA was used to further
identify the potential pollution sources for the low-pollution and high-pollution
regions. Before the PCA/FA analysis, theKaiser–Meyer–Olkin (KMO) andBartlett’s
Sphericity tests were carried out on the parameter correlation matrix to examine the
validity of PCA/FA. The KMO results for Group 1 and Group 2 were 0.61 and 0.71,
respectively, and Bartlett’s Sphericity results were 547.92 and 1611.68 (p < 0.05),
indicating that the PCA/FA analysis can reasonably reduce size. Figure 3.6 and
Table 3.6 indicate that six VFs were calculated for low-pollution areas, and four
VFs were calculated for highly contaminated areas with eigenvalues greater than
one, accounting for approximately 78.86% and 57.78% of the total variation in the
corresponding surface water quality datasets (Fig. 3.9).
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Table 3.5 Classification
matrix for discriminant
analysis of spatial changes

Monitoring
stations

Percent
correct

Spatial groups

Low
pollution

High
pollution

Standard mode

Low
pollution

72.000 72 28

High
pollution

100.000 0 460

Total 95.000 72 28

Forward stepwise mode

Low
pollution

72.000 72 28

High
pollution

100.000 0 460

Total 95.000 72 488

Backward stepwise mode

Low
pollution

69.000 69 31

High
pollution

99.130 4 456

Total 93.750 73 487

In the low-pollution area, VF1 in the six VFs can explain about 25.38% of the
total variance, with strong pH and TN positive loads and moderate COD positive
loads, as well as strong S negative loads and medium negative loads of F. The high
concentration of total nitrogen reflects agricultural runoff and municipal wastewater
(Alexander et al. 2000; Moeder et al. 2017; Yang et al. 2010); chemical oxygen
demand is an indicator of organic pollution in industrial and domestic wastewater
(Wen et al. 2017). pH is considered to be one of themain reaction conditions involving
the redox reaction of organic matter, and the concentration of COD can be adjusted
by pH (Juahir et al. 2011). Sulfides and fluorides were mainly derived from copper
mines in the region (such as the Dexing CopperMine in Dexing City), which are very
complex and difficult to be used for high sulfur and fluoride beneficiation (He et al.
1997). VF1 included nutrient pollution, organic pollution, andmining pollution. VF2
(14.99% of the total variance) had a strong positive with Cu load and a negative with
BOD load, representing metal contamination. VF3 explained 12.21% of the total
variance, with a high positive load of Cr and TP and a medium positive load of oil.
This factor can be interpreted as representing the effects from point sources such as
copper ore, industrial wastewater, and domestic wastewater. VF4, which accounted
for 10.49% of the total variance, had a strong positive relationship with temperature
and a strong negative relationship with dissolved oxygen load. The concentration
of DO is mainly controlled by temperature and therefore has a seasonal and daily
cycle (Ringler and Hall 1975). Therefore, due to the low temperature, the dissolved
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(a) TEMP (b) pH (c) NH4-N

(d) BOD (e) COD (f) DO

(g) TN (h) F (i) S

Fig. 3.7 Spatial changes: a TEMP, b pH, c NH4–N (mg/L), d BOD (mg/L), e COD (mg/L), f DO
(mg/L), g TN (mg/L), h F (mg/L), and j S (mg/L) in the East Poyang Lake Basin

oxygen concentration in winter and early spring is high, and the dissolved oxygen
concentration in summer and autumn is low due to high temperature. VF5 (9.30%)
has a strong positive relationship with NH4–N load, representing non-point source
pollution associated with agricultural activities. VF6 (7.19%) has a strong positive
correlation with zinc content, indicating metal contamination.

Regarding the dataset associatedwith highly polluted areas,VF1, explaining about
22.89% of the total variance in four VFs, had a strong positive load on Cu, and had a
moderate negative load on pH and S, which basically represented metal pollution in
the upstream. VF2 (16.88% of the total variance) had a strong NH4–N positive load
with moderate TN and COD positive loads. This factor can be interpreted as a typical
mixed pollution, including point source pollution (such as industrial and domestic
wastewater) and non-point source pollution associatedwith agricultural activities and
atmospheric deposition. VF3 explains 10.19% of the total variance, with a strong DO
positive load and a medium positive load of F and a medium negative load of TEMP.
Typically, fluoride was from cement plants, fluorination plants, and copper smelters
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(a) TEMP (b) pH (C) NH4-N

(d) BOD (e) COD (f) DO

(g) TN (h) TP (i) F

(j) S (k) Cu (l) Oil

(m) Cr (n) Zn

Fig. 3.8 Boxplots illustrating distribution of a TEMP, b pH, c NH4–N (mg/L), d BOD (mg/L),
e COD (mg/L), f DO (mg/L), g TN (mg/L), h TP (mg/L), i F (mg/L), j S (mg/L), k Cu (mg/L),
l Oil (mg/L), m Cr (mg/L), n Zn (mg/L) at 27 stations in the East Poyang Lake Basin

in the region. In low-pollution areas, the relationship between dissolved oxygen and
temperature was the same as in the interpretation of VF4. The positive load of BOD
of VF4 (7.82%) was very strong, while the load of oil and Cr was medium. High
concentrations of BOD and oil may represent organic and petroleum pollution, while
cement and copper smelters in the region may produce Cr.
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Fig. 3.9 Scatterplot of loadings for the four VFs for group 1 (a and b) and group 2 (c and d)

3.4 Discussions

China has been facing severe environmental problems due to rapid population growth
and economic development. In recent decades, gross domestic product (GDP) is
growing rapidly with the population growth, which brings great downward pressure
to water resources. Figure 3.10 shows the spatial distribution of mean concentration
at 17 station in Yangtze River Basin, with GDP of 2010, population of 2010, mean
precipitation between 2001 and 2010, gross domestic product (GDP), and land use
of 2010. As shown in the figure, GDP and population was concentrated in big cities
such as the Chengdu–Chongqing Economic Zone along the Upper Yangtze River, the
Wuhan–Changsha–Nanchang Economic Zone along the Middle Yangtze River, and
the Yangtze River Delta Economic Zone along the Lower Yangtze River, where the
water quality was relatively poor at stations 2–4, 10, 14, and 17. The main reason for
this phenomenon was the increase of pollutants from municipal sewage, agricultural
wastewater, and livestock production facilities in these big cities (Wang et al. 2008;
Zhang et al. 2010). Also, enormous effort has been made in recent decades in China
including an ever-improving legal system and the popularity of sewage treatment
plants, which significantly improve water quality in Yangtze River Basin.
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Fig. 3.10 Spatial distributions of mean concentrations a pH; b CODMn (mg/L); c NH3–N (mg/L);
and d DO (mg/L) at 17 stations, with GDP of 2010 (Chinese yuan/km2), population of 2010
(person/km2), mean precipitation between 2001 and 2010 (mm), and land use of 2010

In Poyang Lake Basin, five potential pollutants including nutrients, organic mat-
ter, chemicals, heavy metals, and natural pollutants were identified. Regional high
pollutionmay be the result of drainage ofmunicipal wastewater, agricultural wastew-
ater, and livestock production facilities (Xue et al. 2019). Water quality is strongly
influenced by land use through changes in pollutant input and water circulation.
On the one hand, with the growth of agriculture and settlements, like other coun-
tries, point source pollution and non-point source pollution may increase due to the
increase in sewage treatment plants and the additional use of agricultural fertilizers.
On the other hand, land use can accelerate the transport of pollutants by changing the
form of runoff. For example, most of the rainwater that falls on the parking lot will
flow out immediately (Duan et al. 2016), often draining into the rainwater pipeline,
and the pollutants in the sewage will be transported to the stream or ditches without
filtration. Figure 3.11 shows changes of land use in the east Poyang Lake Basin from
1980 to 2015, which suggests that an increasing trend was found in agricultural land
and construction land, probably deteriorating water quality in this area.

3.5 Conclusions

This chapter firstly characterized the spatiotemporal distribution, long-term trend,
and seasonality of water quality in the Yangtze River Basin based on weekly water
quality data (pH, COD, NH4–N, and DO) from 17 environmental stations for the
period January 2004 through December 2015, and then focused on the Eastern
Poyang Lake Basin to systematically evaluate the spatiotemporal variation and iden-
tify the potential influencing factors for surface water quality. Results indicate that
water quality was gradually improved during this time period in the Yangtze River
Basin, but regional differences were still obvious. In the Poyang Lake Basin, the
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(a) 2015 (b) 2010 (c) 2005

(d) 2000 (e) 1990 (f) 1980

Agricultural land               Forest                  Grass land              Water body              Construc on land    Others                   

Fig. 3.11 Land-use changes in the East Poyang Lake Basin from 1980 to 2015

hierarchical CA divided 6 months into two groups based on similar water quality
characteristics, and also divided 28 sampling stations into two groups, which can
provide a basis for reasonable and useful classification, thereby optimizing the space
monitoring network at a lower cost in the near future. For temporal changes, four
discriminant parameters including TEMP, pH, NH4–N, and TNwere identified, with
about 97.86%correct assignations. Five discriminant parameters including pH,COD,
TN, F, and Swere identified, with about 93.75% correct assignations. All these meth-
ods can be used to optimizewater qualitymonitoring procedures in future. The results
of the PCA/FA analysis identified five potential contaminations, including nutrients,
organic matter, chemicals, heavy metals, and natural pollution. Copper mines such
as Dexing Copper Mine and land-use change probably caused high pollution in the
Eastern Poyang Lake Basin.
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Chapter 4
Spatiotemporal Evaluation of Water
Quality and Water Quality Incidents
Over Japan

4.1 Introduction

Water is one of the leading drivers of sustainable development of human social
economy (Steffen et al. 2015).With the fast development of economy and the growth
of population, the demand of freshwater for human is growing rapidly, and water
shortage is one of the major crises of the twenty-first century in the world (Pangare
2006; Pearce 2018; Polizzotto et al. 2008). The world population is more than 7.3
billion people in 2015 and is expected to be up to 8.5 billion by 2030, 9.7 billion
in 2050, and 11.2 billion in 2100, which will consume more resources (e.g., food,
freshwater, and so on) and produce vast quantities ofwaste, causing pollution ofmany
lakes and rivers (Vörösmarty et al. 2010). Meanwhile, increasing population and
economy bring more pollutants, which are climate change such as global warming
and extremeprecipitation events have significantly affectedwater resources andwater
quality, exacerbating the water problem (Vörösmarty et al. 2000). Therefore, how to
improve water quality and reduce the risk of pollution incidents has become a very
important and urgent issue for controlling water pollution.

In Japan, due to strict emission regulations, development of sewage treatment sys-
tems, and other relatedmeasures in recent years, water qualitymanagement hasmade
great efforts to improve river water quality (Jun et al. 2004; Luo et al. 2011; Taka-
hasi 2009). However, freshwater supply still faces serious waste problems (Honma
and Hu 2009; Nakano et al. 2008) and some studies have been done for improving
water quality (Hosono et al. 2010; Tsujimoto et al. 2006; Yasuhara and Yamazaki
2005). Some researches argued that the occurrence of water pollution incidents is an
important cause of the deterioration of surface water quality (Wakakura and Iiduka
1999), and few studies have investigated the characteristics of water quality events
(such as spatial and temporal distribution).

Therefore, this chapter firstly describes the trend and distribution of water quality
and water quality incidents in Japan, from aspects of incident numbers, pollutant
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category, incident cause, and affected extend. Then, reasons for the rapid growth
have also been discussed as the types of pollutants change and the cause of the
incident.

4.2 Materials and Methods

4.2.1 Regional Divisions

Japan is an archipelago consisting of four large islands (Honshu, Hokkaido, Kyushu,
and Shikoku) and many other small islands (of which 6,852 islands have a coastline
of more than 100 m). Japan is also made up of many short and fast rivers, which are
divided into three levels including the first-class river systems, the second-class river
systems, and other river systems. Generally, the first-class river systems have 109
rivers with corresponding lengths of 87,560 km, and the second-class river systems
have 2723 rivers with corresponding lengths of 36010 km. The first-class river sys-
tems are charged by theMinistry of Land, Infrastructure and Transportation of Japan
(MLIT), the second-class river systems are controlled by the government of urban and
rural prefectures, and other small rivers are managed by Mayors of municipalities.
Figure 4.1 shows nine regions for river management in Japan, including Hokkaido,
Tohoku, Kanto, Hokuriku, Chubu, Kinki, Chugoku, Shikoku, and Kyushu, which
suggests that Kanto has the longest channel length, up to 13181.8 km, followed by
Tohoku and Kinki.

4.2.2 Datasets

Yearly water quality data in rivers, lakes and reservoirs, and sea and coastal areas
from 1974 to 2017 were obtained from the Ministry of the Environment (MOE) of
Japan. Every year, the MOE put together the results of the nationwide water quality
survey of public water areas implemented by the national and local governments.
Location of the main 98 water quality monitoring stations is shown in Fig. 4.2. Of
them, there are 12 stations in Hokkaido, 11 stations in Tohoku, 8 stations in Kanto,
10 stations in Hokuriku, 11 stations in Chubu, 10 stations in Kinki, 10 stations in
Chugoku, 5 stations in Shikoku, and 21 stations in Kyushu. In this chapter, the water
quality indicator mainly contains biochemical oxygen demand (BOD), chemical
oxygen demand (COD), total nitrogen (TN), and total phosphorus (TP).

Water pollution incident data was obtained from the Japan River Water Quality
Yearbook (1996–2017), whichwas edited and issued by the JapanRivers Association
(JRA) and the MLIT. With these statistical data, we could find and determine the
distribution of pollutant categories, the causes and losses involved in the accident,
and the trend of pollution accidents in Japan. However, in this chapter, the detailed
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Fig. 4.1 Nine regions for river management in Japan (Modified from MLIT)

pollutant categories for the incidents were from 1996 to 2007. Length of the rivers
for the three types of river systems is checked and obtained from the MLIT (http://
www.mlit.go.jp/en/index.html) and JRA (http://www.japanriver.or.jp). Water supply
facilities were obtained from the Health Services Bureau of the Ministry of Health,
Labor and Welfare (MHLW) (http://www.mhlw.go.jp/english). Illegal dumping was
found from the Ministry of the Environment of Japan (http://www.env.go.jp/en/).

4.2.3 Methods

Trends for water quality indicators and water pollution incidents were estimated by
linear least-squares regression, and its significance in each time series was estimated
by the Mann–Kendall trend test (Kendall 1975). The linear regression could be
expressed by

Yi = βXi + εi (4.1)

http://www.mlit.go.jp/en/index.html
http://www.japanriver.or.jp
http://www.mhlw.go.jp/english
http://www.env.go.jp/en/
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Fig. 4.2 Location of 98 water quality monitoring stations in nine regions in Japan. The order of
station ID is demonstrated from up to down or from right to left in each square (Modified from Luo
et al. 2011)

where Yi represents a dependent variable (response) for ith experimental/sampling
unit, Xi represents the level of the independent (predictor) variable for ith experi-
mental/sampling unit, β represents the change in mean of Y when X increases by 1
(slope), and εi is the random error term.

The water pollution incidents were analyzed from the frequency of events and
the number of pollutant types, the number of related causes, long-term trends, and
geographical distribution. Here, statistics were used to show the spatiotemporal char-
acteristics of incidents that were the result of time lapses or regional differences. The
reasons for these features were also discussed.
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4.3 Results and Discussion

4.3.1 Changes of Water Quality

Figure 4.3 shows changes in compliance rate of environmental quality standards
(hereinafter referred to as “the EQSs”, the details can be accessed from the MOE)
for living environment items in Japan from 1974 to 2017. Both BOD and COD are
typical water quality indicators for organic contamination. In terms of the compliance
rates of EQSs for BOD and COD (BOD for rivers and COD for lakes and reservoirs
and sea and coastal areas) in 2017, the overall compliance ratewas 89%,with rivers at
94%, lakes and reservoirs at 53.2%, and sea areas at 78.6%. A significant increasing
linear trend was detected in BOD for rivers and COD for lakes and reservoirs, while
a slight decreasing trend was found in COD for sea and coastal areas. The year of
2015 had the highest compliance rates in total, rivers, land lakes, and reservoirs, with
the corresponding values at 90.3, 95.8, and 58.7%.

Figure 4.4 shows changes of BOD and COD concentrations in Japan from 1979 to
2017, suggesting that a significant increasing trendwas found for BOD concentration
in rivers and COD concentration in lakes and reservoirs, while a slight decreasing
trend for COD concentration in sea and coastal areas. These trends were the same as
the compliance rate of environmental quality standards. The BOD concentration in
rivers decreased from 3.3 mg/L in 1979 to 1.2 mg/L in 2017, more than a threefold
fall. The COD concentration in lakes and reservoirs decreased from 4.2 mg/L in
1979 to 3.2 mg/L in 2017, almost a quarter fall. The COD concentration in sea and
coastal areas fluctuated between 1.7 mg/L and 1.9 mg/L during the period 1979–
2017. Figures 4.2 and 4.3 indicate an especially remarkable improvement in the
compliance rate of EQSs in Japan during recent decades.
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Fig. 4.3 Changes in compliance rate of environmental quality standards for BOD and COD (BOD
for rivers and COD for lakes and reservoirs and sea and coastal areas) for living environment items
in Japan from 1974 to 2017. The dashed lines are linear trend lines
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4.3.2 Changes of the Incidents Over Time

Figure 4.5 shows the nationwide trend of Japan and the total number of water quality
incidents fluctuated between 400 and 1600/year, and the average from 1996 to 2017,
from 1996 to 1999, from 2000 to 2003, from 2004 to 2007, and from 2008 to 2017
were 1080, 499, 902, 1487, and 1222, respectively. Obviously, the average from 2004
to 2007 was almost three times as many as from 2000 to 2003, which means water
pollution incidents were almost three times increasing from 1996 to 2007. But the
number decreased from 1487 (2004–2007) to 1222 (2008–2017). The largest number

1672
y = 30.995x + 724.19, p<0.01
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Fig. 4.6 Distribution of water pollution incidents by category from 1996 to 2007

of water quality incidents was found in 2006, up to 1672, followed by 2007 (1493)
and 2008 (1488). Generally, water quality incidents firstly increased from 1996 to
2007, and then decreased from 2008 to 2017.

4.3.3 Results of Pollutant Category

4.3.3.1 Distribution by Pollutant Category

In order to determine the type of water pollution incidents, pollutant categories were
recorded using the fire descriptor including “Oil”, “Chemical”, “Spills excepted oil
and chemical”, “Other”, and “Natural”. The “Other” category includes incidents for
which the cause has not been determined. The “Nature” category includes incidents
that are not in the artificial category. Figure 4.6 indicates the national distribution and
regional distribution of pollution incidents by pollutant category for total incidents
from 1996 to 2007, which suggests that oil was the largest proportion of pollutant
types in Japan, occupying 76.61%. The oil category was also the main pollution
source for each region, and Hokkaido had the largest oil category pollution incidents,
up to 88.96%, followed by Hokuriku (85.15%) and Chugoku (83.29%). Shikoku had
the lowest proportion (0%) for the “natural” category, while Chubu had the largest
proportion, up to 11.69%.

4.3.3.2 Trend in Pollutant Category

Figure 4.7 shows the trend of water pollution incidents attributed to each category
for the nine regions from 1996 to 2007, suggesting that there has been much change
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in the category of pollution incidents. A growing trend was found for the number
of each category, especially since 2005, and “Oil” and “Other” categories fluctuated
violently during the study period. Kanto had the largest trend for the “Oil” category,
up to 20 incidents/year. Chubu had the largest growth for the “Natural” category,
which was in line with Fig. 4.6.

4.3.4 Results of Cause

4.3.4.1 Cause of Incidents

In order to identify the cause of a water pollution incident, seven descriptors includ-
ing “Poor working practice”, “Equipment failure”, “Accident”, “Illegal dumping”,
“Other”, “Unknown”, and “Natural” were used to document the cause of the contam-
inant. The cause of “accident” refers to traffic accident. The cause of “Other” refers
to accidents other than factories and traffic accidents, such as aviation accidents. The
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Fig. 4.8 Distribution of water pollution incidents by cause (“Poor working practice”, “Equipment
failure”, “Accident”, “Illegal dumping”, “Other”, “Unknown”, and “Natural”) during the study
period

cause of “Unknown” includes events that cannot determine the cause, such as unex-
plained oil spills, chemical leaks, etc. The cause of “Natural” includes events that
are not man-made. According to statistics from 10,581 incidents in Japan, Fig. 4.8
indicates that the main cause of the incident was “unknown” (43%), followed by
“Poor work practices” (24%), “Accident” (10%), and “Other” (10%). Figure 5.7 also
shows that in Hokuriku, the main cause of the incident was “Poor work practice”
(36%), followed by “unknown” (30%) and “Equipment failure” (12%); in Tohoku,
“Poor work practice” and “Unknown” had the same proportion (29%); and Chubu
had the largest proportion for “Accident” cause, up to 11%, which was in line with
Fig. 4.7.

4.3.4.2 Trend in Incident Cause

Figure 4.9 shows the time series and trends of the incident causes from 1996 to
2007 in Japan. Generally, the number of incidents from each cause had an increasing
trend during the period 1996–2017, especially from the “Unknown” cause and “Poor



66 4 Spatiotemporal Evaluation of Water Quality …

y = 3.6329x + 9.6364

0

10

20

30

40

50

60
Hokkaido

y = 7.1224x - 19.879

0

20

40

60

80

100

120
Tohoku

y = 15.129x + 30.909

0

50

100

150

200

250
Kanto

y = 5.4441x + 1.3636

y = 5.1224x - 2.8788

0

10

20

30

40

50

60

70

80
Hokuriku

y = 1.1014x + 26.091

0

10

20

30

40

50

60

70

80
Chubu

y = 4.5559x + 23.803

0

10

20

30

40

50

60

70

80
Kinki

y = 1.9266x + 27.227

0

10

20

30

40

50

60

70
Chugoku

y = 1.2273x - 3.2273

0

3

6

9

12

15

18
Shikoku

y = 4.986x + 2.0909

0

10

20

30

40

50

60

70

80

90
Kyushu

y = 21.601x + 69.924

y = 44.804x + 93.773

0

100

200

300

400

500

600

700

199619982000200220042006

Japan
Poor Working Prac ce
Equipment Failure
Accident
Illegal dumping
Other
Unknown
Natural
Trendline
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respectively

working practice” cause (Fig. 4.9 (Japan)), which largely reflects the changes for all
nine sub-regions (Fig. 4.9 (Hokkaido) and (Shikoku)). Meanwhile, some special
cases were found for the trend in incident cause. For example, Fig. 4.9 (Chugoku)
shows a decreasing tendency of incidents from the “Other” cause in Chugoku.

4.4 Impacts of Water Pollution

It is obvious that water pollution incidents have significant negative effects on people,
local communities, and wildlife, and many years are needed to recover (Exley and
Esiri 2006; Nsiah-Kumi 2008).
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Fig. 4.10 Changes in four kinds of water supply establishments under the impact of water pollution
incidents from 1983 to 2017

4.4.1 Changes in Different Water Supply Establishments

In Japan, water supply is divided into four categories (2012). Service water supply:
a utility that supplies water to a water company through a water pipe. Waterworks:
a population of 5001 people or more according to the water supply plan. Simplified
waterworks: a population of 101 or more but less than 5,000 people based on the
water supply plan. Exclusive waterworks: a water plant owned by a population of 101
or more people according to the water supply plan. Figure 4.10 shows the changes in
the four water supply establishments under the influence of water pollution incidents
from 1983 to 2017. As can be seen from the figure, the most affected one was the
waterworks in these years, about 60% per year, followed by the simplified water-
works. In 2012, the number of water pollution incidents induced by the waterworks
was up to 154, which was the largest value during the period 1983–2017. The main
reason for this phenomenon is that the annual water supply of the waterworks (for
example, according to the 2002 statistics of 15.745 billion cubic meters, account-
ing for 94.8%) was largely greater than other types of water supply establishments,
which probably increased the risk of water pollution.

4.4.2 Water Supply by Offensive Tastes and Odors

The changes in the incidence of water affected by offensive tastes and odors in the
water supply from 1983 to 2017 are shown in Fig. 4.11. As can be seen in the figure,
the number of utilities by offensive odors and tastes peaked maintained a relatively
higher and constant level, and the year 2016 had the largest value, up to 135. The
population suffering from offensive tastes firstly increased from 1983 to 1990, and
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Fig. 4.11 Changes in the incidence of offensive tastes and odors in water supply system from 1983
to 2017

then decreased since 1990. The population was up to 21.63 million in 1990, which
was the highest value during the period 1983–2017. The population suffering from
offensive tastes in 2017 was about 1.98 million, an increase from about 860,000 in
2016. The number of water utilities that suffered offensive tastes was 118, a decrease
from 135 in 2016. The investment of water treatment technologies such as ozonation
was the reason of decrease of people since 1990 (Ando 2008).

4.5 Discussions

Among the results of pollutant category before, oil spill is no doubt the biggest risk
resulting in water quality incidents and it is also the main problem in other coun-
tries. The reasons for this phenomenon are mainly as follows: Firstly, Japan is the
third largest oil consumer after the United States and China. Although the proportion
of oil consumption decreased somewhat with the spread of energy saving and fuel
conversion, it was still about half of energy supply. In addition, oil spill, release of a
liquid petroleum hydrocarbon into the environment because of human activity, is an
inevitable problem at the same time. The type of oil spill, perhaps surprising to many,
is that oil from individual cars and boats, lawn mowers, underground pipeline, refin-
ery, and airplanes contributes the most oil pollution to the river in Japan (Yudakuken
2012). Except oil, chemical and other substances spill also contributed to growing
incidence of water pollution.

The above results indicate that oil spills were undoubtedly the biggest risk of
water quality incidents and also a major problem in other countries (Shadizadeh and
Zoveidavianpoor 2010; Wang et al. 2003). The main reasons for this phenomenon
are as follows: First, Japan is the third largest oil consumer after the United States and
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Fig. 4.12 The primary energy supply trends in Japan (%), and the source data was from the Agency
for National Resources and Energy of Japan

China. Although the proportion of oil consumption has declined with the spread of
energy conservation and fuel conversion, it still accounts for about half of the energy
supply (see Fig. 4.12). In addition, due to the wrong human activities, the leakage of
liquid petroleum hydrocarbons into the environment is an inevitable problem. The
type of oil spill may surprise many people by the fact that oil from individual cars and
boats, lawn mowers, underground pipelines, refineries, and aircraft has the greatest
oil pollution to Japanese rivers (Yudakuken 2012). Besides oil, changes in leakage
of chemicals and other substances have also become two factors that contribute to
the growth of water quality accidents.

In addition, from the perspective of the cause of the incident, the causes of leak-
age of oil, chemicals, and other substances are mainly “Unknown”, “Poor working
practice”, “Equipment failure”, and “Illegal dumping”. Among them, “Poor working
practice” can lead to erroneous operations, which directly lead to incidents (Bentley
and Haslam 2001) and have appeared in many industries (Diane et al. 1999; Mearns
et al. 2003). In recent decades, it has become a serious problem in Japan. The number
of non-regularworkers (such as dispatchedworkers, fixed-term contract workers, and
part-time workers, who generally lack systematic safety education and operation) is
increasing among employed people (as shown in Fig. 4.13) due to a decline in birth
rates.

Illegal dumping is anothermajor problem that has causedwater quality incidents in
Japan (Ichinose andYamamoto 2011;Miyazaki andUne 2005).Although the number
of cases has declined since 2001, the weight of illegal dumping has not decreased
correspondingly (as shown in Fig. 4.14). Most of them have a huge negative impact
on water resources management. For example, some give off awful smells from toxic
gases created from chemical reactions of the waste materials, some often gases are
quite poisonous, even deadly, all of which pose a risk to improve water quality.
Finally, natural disasters also threaten water quality. For example, the Great East
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Fig. 4.14 Trend in illegal dumping from 1995 to 2017 (Data source Ministry of the environment
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Japan Earthquake in the Tohoku region hit the sewer system, and many wastewater
treatment plants were unable to process it, which had a negative impact on water
quality. In addition, the nuclear leakage after the Great Tohoku Earthquake caused
serious water pollution problems, which have not yet been resolved.
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4.6 Conclusions

Someconclusions obtained are as follows. Firstly, significant improvementwas found
in water quality in recent decades in Japan, and the overall compliance rate was up
to 89% in 2017. Secondly, the number of water quality incidents increased from
1996 to 2007, and then decreased since 2008. According to the analysis of pollutant
categories, in addition, oil was the largest proportion of Japan’s pollutant categories
(76.61%) and was the main pollution source of each region. Of the 10,581 incidents
that occurred in Japan between 1996 and 2007, the main cause was “Unknown”
(43%), followed by “Poor work practice” (24%), followed by “Accident” (10%),
and “Others” (10%). Waterworks (approximately 60%) had the largest value in the
four water supply establishments under the influence of water pollution incidents
from 1983 to 2017. Finally, the number of non-regular workers has been increasing
and it becomes a big problem causing the water quality incidents.
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Chapter 5
Assessment of Precipitation Amounts
and Climate Extremes in Japan

5.1 Introduction

Changes in extreme weather and climate extremes have a major negative impact on
the natural environment and human society and are one of themost serious challenges
to society in addressing climate change (2008). For example, rapid declines in rainfall
may have serious impacts on regional ecosystems and human settlements and may
lead to social decline (e.g., the Mayan civilization) (Medina-Elizalde and Rohling
2012) and biodiversity reduction (e.g., Amazonia in 2005) (Marengo et al. 2008). It
is important to fully understand the precipitation changes in the past for predicting
what will happen for the extreme precipitation event in the future, which could be
used to improve the ability to manage the risks of water-related disasters (Duan
et al. 2019). Many studies have focused on large-scale spatial-scale rainfall changes.
Some studies have found an increase in global extreme precipitation (Allan and
Soden 2008; Coumou and Rahmstorf 2012; Easterling et al. 2000; Lenderink and
VanMeijgaard 2008), while others have detected an increasing trend in droughts due
to global warming (Burns et al. 2010; Dai 2011; Kerr 2007).

Due to the impact of climate change, increasing trends in precipitation extreme
events have been found in Japan (Duan et al. 2015; Hu et al. 2015; Solomon 2007).
For example, based on 50 gauged stations, Fujibe et al. (2005, 2006) found that three
extreme precipitation indices including extreme daily precipitation, extreme four-
hourly andhourly precipitation increased in the past century over Japan.With changes
in the topographic distribution, Miyajima and Fujibe (2011) argued that a moderate
north–south gradient appeared for the distribution of top ten-minute precipitation.
Someother researchers have analyzed changes in precipitation at different time scales
and regions across Japan (Iwasaki and Sunaga 2009; Takeshita 2010).

All of these studies have detected the characteristics of precipitation, but there has
been little information on precipitation changes and extreme precipitation events in
the last century. Therefore, this chapter calculates the temporal and spatial variations
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of seasonal changes in precipitation amounts and extremeevents over Japan in thepast
century and explores the effect of sea surface temperature on extreme precipitation
events.

5.2 Data and Methods

5.2.1 Datasets and Quality Control

Figure 5.1 and Table 5.1 show the location and information of 51 observed weather
stations in Japan, which were developed by the JapanMeteorological Agency (JMA)
and used to gather sunlight, temperature, precipitation, and wind velocity and direc-
tion (Kawamoto et al. 2011). The daily precipitation from 1901 to 2012 was used to
compute interannual and seasonal time series of precipitation amount and 10 extreme
precipitation indices. Based on climate conditions of Japan, four seasons are divided

Nansei Islands

Honshu

Shikoku

Kyushu

Hokkaido

North Pacific Ocean

Sea of Japan

Yellow
Sea 

East China Sea

Fig. 5.1 Study area and weather stations
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as winter = December, January, February; spring = March, April, May; summer =
June, July, August; autumn = September, October, November.

In order to identify the spatial relationship between precipitation extreme events
and the sea surface temperatures (SSTs), the extended reconstruction sea surface
temperature (ERSST.v3b) (Smith et al. 2008) from 1901 to 2012 was used, which
has a resolution of 2° latitude × 2° longitude and has been proven to be suitable for
long-term global and basin-wide studies.

The computer program RClimDex (Zhang and Yang 2004) was used to evaluate
data quality, which can identify potentially unrealistic climatic records, including
negative values of daily maximum-minus-minimum temperature outliers (typically
exceeding four standard deviations difference from the mean) and negative values of
daily precipitation (Alexander et al. 2006; Zongxing et al. 2012). After carrying out
the data quality control, we found there were more than three missing or unrealistic
climatic records in a month (see Table 5.2). Then, the RHTest software, which was
developed by the Climate Research Branch of Meteorological Service of Canada,
was employed to determine if there were artificial changes at the station (such as
station moves) that significantly impacted the observations (Aguilar et al. 2009).
The result of homogeneity checks shows that precipitation data at all stations are
reasonable.

Table 5.2 List of stations with more than three missing records

Station ID Station number Station name Periods of unrealistic
climatic records

Number of months

J_D6 47616 Fukui February–December
1938 (except May,
July, and October);
July–August 1945

11

J_D20 47638 Kofu June–July 1945 2

J_D45 47651 Tsu July 1989 1

J_D12 47654 Hamamatsu June 1945 1

J_D51 47670 Yokohama August–December
1923

5

J_D49 47766 Kure April 1945; June
1945–September 1946

17

J_D18 47770 Kobe March 1945 1

J_D33 47936 Naha January–July 1923;
October 1943:
September 1944;
February
1945–December 1950;
February–March 1951

83
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Table 5.3 Definitions of 10 precipitation indices used in this study

ID Indicator name Definitions Units

RX1day Max 1-day precipitation amount Monthly maximum 1-day
precipitation

mm

RX5day Max 5-day precipitation amount Monthly maximum consecutive
5-day precipitation

mm

SDII Simple daily intensity index Annual total precipitation divided
by the number of wet days
(defined as RR >= 1.0 mm) in
the year

mm/day

R10 mm Number of heavy precipitation
days

Annual count of days when RR
>= 10 mm

day

R20 mm Number of very heavy
precipitation days

Annual count of days when RR
>= 20 mm

day

CDD Consecutive dry days Maximum number of consecutive
days with RR < 1 mm

day

CWD Consecutive wet days Maximum number of consecutive
days with RR >= 1 mm

day

R95p Very wet days precipitation Annual total PRCP when RR >
95th percentile of precipitation on
wet days in the 1961–1990 period

mm

R99p Extremely wet days precipitation Annual total PRCP when RR >
99th percentile of precipitation on
wet days in the 1961–1990 period

mm

PRCPTOT Annual total wet-day
precipitation

Annual total PRCP in wet days
(RR >= 1 mm)

mm

Abbreviations are as follows: RR, daily precipitation. A wet day is defined when RR >= 1 mm and
a dry day when RR < 1 mm

5.2.2 Selected Extreme Precipitation Indices

Except for precipitation amounts, 10 extreme precipitation indices were calculated
to analyze extremes and detect precipitation variations (see Table 5.3). The indices
were developed and recommended by the Expert Team onClimate Change Detection
and Indices (ETCCDI, available at http://www.climdex.org/indices.html) (Sillmann
et al. 2013; Zhang et al. 2011).

5.2.3 Area Averaging and Trend Calculation

All seasonal precipitation and extreme indices and the anomalies of these indices
were computed. The base period for anomalous selection is 1981–2010. Positive
anomaly values indicate that the precipitation index from 1980 to 2010 is greater

http://www.climdex.org/indices.html
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than the average precipitation index, while negative anomaly values indicate that the
observed precipitation index is less than the average precipitation index from 1980
to 2010.

The Kendall’s tau test (Press et al. 1992; Helsel and Hirsch 1992) was used to
calculate the trend to determine if statistically significant trends exist in seasonal
precipitation amounts as well as in measures of precipitation extremes, through the
study time. Regional analysis plays a pivotal role in the changing climate as it can
describe, compare, and explore climate changes between different regions and has
been used by many studies (Giorgi and Francisco 2000). Therefore, the regional
average anomaly sequence for each precipitation index is calculated by the following
formula:

xr,t =
nt∑

i=1

(xi,t − xi )/nt (5.1)

where xr,t is the regionally averaged extreme precipitation index at year t , xi,t is the
index for weather station i at year t , xi is the 1901–2012 index mean at station i , and
nt is the number of weather stations with data in the year t .

5.2.4 Comparisons to SSTs

In order to determine whether there is a relationship between sea surface temperature
(SST) and extreme precipitation events, the Kendall’s tau rank correlation between
SST and several indices was calculated. Aguilar et al. (2005) used this method to
analyze the daily extreme climate in Central and Northern South America.

5.2.5 Atmospheric Circulation Analysis

To better understand the atmospheric circulation patterns behind the spatial and
temporal variations of precipitation, water vapor flux and related transport charac-
teristics were explored using NCAR/NCEP reanalysis data (Xu et al. 2004). Due to
the availability of the NCAR/NCEP reanalysis data, we calculated changes in water
vapor flux and other features annually and seasonally for the periods 1980–1995
and 1996–2011, respectively, which could explain impacts of atmospheric circula-
tion patterns on precipitation in recent decades. According to the European Centre
for Medium-Range Weather Forecasts (ECMWF) analyses (Cullather et al. 1998)
and others (Zhang et al. 2008, 2011), atmospheric moisture is considered negligible
above 300 hPa and so only layers under 300 hPa (z ≤ 8) were used to calculate
the water vapor flux. The zonal moisture transport flux (Qu), meridional moisture
transport flux (Qv), and whole layer moisture budget (QT ) at regional boundaries
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were calculated based on the following equations (Miao et al. 2005; Zhang et al.
2009, 2011):

Qν(x, y, t) = 1

g

∫ ps

p
q(x, y, p, t) ∗ v(x, y, p, t)dp (5.2)

QW =
φ2∑

φ1

Qu(λ1, y, t) (5.3)

QE =
φ2∑

φ1

Qu(λ2, y, t) (5.4)

QS =
λ2∑

λ1

Qv(x, φ1, t) (5.5)

QN =
λ2∑

λ1

Qv(x, φ2, t) (5.6)

QT = QW − QE + QS − QN (5.7)

whereu and v are the zonal andmeridional components of thewindfield, respectively;
q is the specific humidity; ps is surface pressure (z = 1); p is 300 hPa (z = 8); g is
acceleration of the gravity; QW , QE , QS , QN are the West, East, South, and North
regional boundaries, respectively; and φ1, φ2, λ1, λ2 are the latitude and longitude
according to the regional boundaries (Miao et al. 2005).

5.3 Results and Discussions

5.3.1 Precipitation Amounts and Trends

5.3.1.1 Annual Precipitation Amounts and Trends

Figure 5.2 indicates that precipitation in Japan has variedwidely in the past 112 years.
Figure 5.2a illustrates the time series of regional average precipitation of Japan, indi-
cating that precipitation during the period from 1901 to 2012 fluctuated year by year.
Kendall’s tau value was−0.087, suggesting that the observed annual average precip-
itation has been greatly reduced over the past years. More specifically, the solid trend
line shows that annual regional precipitation has decreased by 72.4 mm over the past
years. The precipitations in 1923 (about 1925.89 mm) and 1994 (about 1142.44 mm)
were the highest and lowest years, respectively, consistent with the wettest year and
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Fig. 5.2 a Changes of regionally averaged rainfall amounts (mm) with line trend (straight line) and
9-year running mean (dotted curve) in Japan from 1901 to 2012. bNational precipitation departures
in Japan, 1901–2012, based on the average from 1981 to 2010

the driest year shown in Fig. 5.2b. Compared to Fig. 5.2a, b, precipitation fluctuations
are more frequent and intense, especially since the 1960s.

Figure 5.2b shows precipitation departures in Japan, which is based on the average
precipitation from 1981 to 2010. These intervals include (1) 8 years with deficits
exceeding 200 mm and 22 years with surpluses exceeding 200 mm; (2) two wettest
periods (1901–1923 and 1948–1959) and two driest periods (1924–1947 and 1960–
2012); (3) the wettest consecutive 12 years (1948–1959) of any 12-year interval; and
(4) 1923 is the wettest year since records and 1994 is the driest year since records.

Figure 5.3 shows that the annual mean precipitation ranged from 836 to 2990 mm
across Japan. As can be seen from the figure, Hokkaido had less precipitation com-
pared with the other regions and there was much higher precipitation in southwest
compared with the northeast. Figure 5.3 also indicates that there were 45 stations
with a decreasing trend in precipitation (approximately 88% of the total number of
stations), suggesting an overall decline in precipitation from 1901 to 2012. Stations
with significance at 95% confidence are mainly distributed in the southeastern Japan.

5.3.1.2 Seasonal Precipitation Amounts and Trends

Like the annual data results, more than 57% of stations in all four seasons tended to
decrease (see Table 5.4); in winter, the number of negative stations was the highest
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Annual precipita on (mm)

Tau

Fig. 5.3 Annual mean precipitation (mm), trends (Kendall’s tau) for 51 stations and changes of
regionally averaged rainfall amounts (mm) in Japan from 1901 to 2012. Positive trends are shown
as pluses and negative trends as minuses. Trends that are significant at the 95% level are circled

(49, about 96%), followed by autumn (46, about 90%), summer (34, about 67%),
and spring (29, about 57%). Among them, there were 11 stations in autumn (about
22%, 11 positive and 0 negative) significance at 95% confidence, while it fell to
5 (4 positive and 1 negative) in winter, 2 stations (1 positive and 1 negative) in
summer, and 0 station in spring.

Like the annual trend, seasonal precipitation over a hundred-year time series shows
a slight (and negligible) downward trend (Fig. 5.4). The total precipitation in autumn
decreased themost value among four seasons (Tau= −0.116, p= 0.071), mainly due
to negative anomalies since the early 1960s (Fig. 5.4c). The second largest decline in
winter (Tau = −0.115, p = 0.072) was mainly due to negative anomalies since the
early 1970s (Fig. 5.4d); spring (Tau = −0.009, p = 0.890, Fig. 5.4a) and summer
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Table 5.4 Annual trends and percentage of stations with positive or negative trends for regional
indices of precipitation extremes in Japan during 1901–2012

ID Regional
trends

Range Showing
positive
trend

Showing
significant
positive
trend

Showing
negative
trend

Showing
significant
negative
trend

RX1day 0.114 −0.134–0.229 37 2 14 1

RX5day 0.115 −0.107–0.17 38 5 13 0

SDII 0.140 −0.136–0.244 43 9 8 1

R10 mm −0.129 −0.208–0.169 7 1 44 13

R20 mm −0.023 −0.176–0.164 16 1 35 1

CDD 0.237 −0.0377–0.223 47 23 4 0

CWD −0.178 −0.236–0.249 11 2 40 22

R95p 0.083 −0.0856–0.192 38 3 13 0

R99p 0.150 −0.142–0.297 40 6 11 1

PRCPTOT −0.081 −0.161–0.133 7 1 44 4

Annual
precipitation

−0.087 −0.169–0.117 6 0 45 4

Spring
precipitation

−0.009 −0.124–0.0759 23 0 29 0

Summer
precipitation

−0.005 −0.188–0.128 27 1 34 1

Autumn
precipitation

−0.116 −0.169–0.0795 5 0 46 11

Winter
precipitation

−0.115 −0.222–0.175 2 1 49 4

(Tau = −0.005, p = 0.934, Fig. 5.4b) were negligible. Therefore, the decrease in
total precipitation in autumn and winter was the main reason for the decrease in
total annual precipitation (Fig. 5.2). Figure 5.4 also shows the wettest year period
and high positive and negative anomalies in different seasons. The summer had
the largest positive anomaly and negative deficit (326 mm in 1905 and −252 mm
in 1994), followed by autumn (301 mm in 1945 and −179 mm in 1984), spring
(154 mm in 1903 and −116 mm in 2005), and winter (129 mm in 1915 and−69 mm
in 1996).

The seasonal differences in precipitation distribution are shown in Fig. 5.5, which
suggests that summer and autumn had the high precipitation. In addition, in spring,
summer, and autumn, the precipitation in southwestern Japan was higher than that
in the northeast. In winter, the precipitation in the northwest was higher than that in
the northeast, indicating that the spatial distribution in Japan was uneven in the past
112 years. Figure 5.5 also shows the spatial distribution of trends based on 51 stations.
In spring and summer, precipitation in the northwest increased, while precipitation
in the southeast decreased. In the winter, some stations with significantly negative
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Fig. 5.4 As in Fig. 5.2 but for four seasons: a Spring; b Summer; c Autumn; d Winter

trends were mostly scattered on the northern edge. In contrast, in the autumn, the
sporadic stations in the southeast showed a significant negative trend. These seasonal
changes are also consistent with the results from Kimoto et al. (2005) and Fujibe
et al. (2005).

5.3.1.3 Changes of Annual Precipitation Extremes

In the past 112 years, some precipitation extremes of most stations, such as R10 mm,
R20 mm, CWD, and PRCPTOT, have shown a downward trend (Table 5.4). Among
them, R10 mm and PRCPTOT stations had the largest number, with a negative trend
(44 stations, about 86%), followed byCWD(40 stations, about 78%) andR20mm(35
stations, about 69%). On the other hand, for most other precipitation extremes, such
as R95p, R99p, CDD, RX1day, RX5day, and SDII, it has been found that there was
an increasing trend inmost stations (Table 5.4). Of these sites, almost all sites showed
a positive trend for CDD (47 sites), followed by SDII (43 sites, approximately 84%),
R99p (40 sites, approximately 78%), R95p (38 sites, approximately 75%), RX 5 days
(38 stations, approximately 75%), and RX1day (37 stations, approximately 73%).
For regional average trends, changes in R10 mm, R20 mm, CWD, and PRCPTOT
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(a) Spring

Precipita on (mm)

(b) Summer

Precipita on (mm)

(c) Autumn

Precipita on (mm)

(d) Winter

Precipita on (mm)

Fig. 5.5 As in Fig. 5.4 but for four seasons: a Spring; b Summer; c Autumn; d Winter

have also declined over the past 112 years (Table 5.4), while R95p, R99p, CDD,
RX1day, RX5day, and SDII were on the rise.

Like the total precipitation, the precipitation extremes in southwestern Japan were
usually higher than in the northeast (Fig. 5.6). For example, the SDII in the southwest
ranged from 13 mm day−1 to 18 mm day−1, while the SDII in the northeast ranged
from 7 mm day−1 to 13 mm day−1. More precisely, Hokkaido’s extreme index value
was much lower than in other parts of Japan.

Except for Hokkaido, the negative trends of PRCPTOT, R10 mm, and R20 mm
were dominant, and the stations with statistically significant trends were mainly
distributed in the southeastern part of Japan. In contrast, extremely wet daily pre-
cipitation (R95p), extremely wet daily precipitation (R99p), and average wet daily
precipitation (SDII) had generally increased, and stationswith statistically significant
trends were mainly distributed in southwestern Japan. In addition, although the total
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Fig. 5.6 Spatial pattern of trends (Kendall’s tau), spatial distribution of annual mean, and regional
averaged standardized series for precipitation extremes indices. Positive trends are shown as pluses
and negative trends as minuses. Trends that are significant at the 95% level are circled. Insets show
the regionally averaged standardized anomalies relative to 1981–2010
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Fig. 5.7 As in Fig. 5.6 but for precipitation spell indices

precipitation had decreased over the past 112 years (Figs. 5.2 and 5.3), the maximum
1-day precipitation and themaximum5-day precipitation had increased (Fig. 5.7a, b).
As shown in Fig. 5.7c, for continuous dry days (CDD), most of the weather stations
with positive trends were observed, suggesting the number of consecutive dry days
increased over the past years. Conversely, the number of consecutive wet days had
decreased over the past 112 years, which largely indicates that most negative trend
stations were scattered throughout Japan except for the Hokkaido region (Fig. 5.7d).

5.3.2 Relations with SSTs

Sea surface temperatures influence precipitation patterns throughout the world, so
when sea surface temperatures change, precipitation patterns tend to change as well.
Figure 5.8 shows that the averaged anomalies of surface temperatures in global and
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Fig. 5.8 Regional averaged anomalies of surface temperatures inmain oceans relative to 1981–2010

in main oceans including North Pacific Ocean, North Atlantic Ocean, South Atlantic
Ocean, South Pacific Ocean, and Indian Ocean, relative to 1981–2010, indicating
the averaged SSTs increased over the twentieth century and will probably continue
to rise. Among these, the North Pacific Ocean plays an important role in Japan’s
precipitation.

Figure 5.9 gives the correlation patterns between precipitation extreme indices and
SSTs by calculating theKendall’s tau, which indicates that generally the precipitation
extreme indices had a positive correlation with the Pacific, the Sea of Japan, and the
China East Sea, with the exception of PRCPTOT. Moreover, the positive correlation
was generally stronger in the sea areas around Japan. Except for some offshore areas,
as shown in Fig. 5.9a, the correlation was negative in most sea areas, suggesting that
the total wet-day precipitation decreased over the past 112 years with the SSTs
increasing.

The SSTs variation is a key factor for the precipitation changes, because increased
evaporation of a warmer ocean not only lead to more water vapor available for pre-
cipitation but also to the potential relationship with a longer or more intense tropical
cyclone (Aguilar et al. 2005). Increases in SSTs generally bring more precipitation,
but actually the annual total wet-day precipitation (PRCPTOT) decreased in Japan
over the past century. Why? Japan’s climate is characterized as monsoonal (i.e.,
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(b) SDII 

(c) R95p (d) R99p 

(e) RX1day (f) RX5day 

(a) PRCPTOT 

Fig. 5.9 Correlation patterns of annual precipitation extreme indices and sea surface temperatures
from 1901 to 2012. a PRCPTOT; b SDII; c R95p; d R99p; e RX1day; f RX5day

governed by seasonal winds), that is, wet weather is brought by East Asian sum-
mer monsoon from the Pacific Ocean and Southeast Asia in summer, and freezing
temperatures and heavy snowfalls always happen caused by the winter monsoon
from late September to late March. However, the weakening of the East Asian sum-
mer monsoon and Asian winter monsoon has been observed in many recent studies
(Li et al. 2010; Nakamura et al. 2002; Panagiotopoulos et al. 2005). It may explain
the downtrend in annual total wet-day precipitation, although SSTs increasing may
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produce more water vapor. Further studies about the synergistic influence of Asian
land surface air temperatures and Tropical Pacific SST anomalies associated with
the El Niño-Southern Oscillation (ENSO) are necessary to elaborate the changes of
precipitation extreme indices.

5.3.3 Large-Scale Atmospheric Circulation

Large-scale atmospheric circulation, which is becoming more erratic under global
warming, has a major impact on rainfall variability (Muñoz-Díaz and Rodrigo 2006).
Change in atmospheric moisture is one of the results of a warming climate. Folland
et al. (2002) reported that total atmospheric water vapor has increased by several
percent per decade over many regions of the Northern Hemisphere since the early
1970s, resulting in rainfall variability; Zhang et al. (2009) demonstrated that precip-
itation variations likely reflect changes in atmospheric moisture or water vapor flux.
We analyzed the wind speed and geopotential height at 500 hPa (see Fig. 6.6) and
compared the water vapor flux in whole layers under 300 hPa and air temperature at
500 hPa between 1980–1995 and 1996–2011 (see Fig. 5.10) in order to explore the
impact of large-scale circulation patterns on trends in annual and seasonal rainfall in
recent decades in Japan.

Figure 5.10 compares anomalies in wind and geopotential height at 500 hPa
between 1980–1995 and 1996–2011 annually (Fig. 5.10a), in winter (Fig. 5.10b),
spring (Fig. 5.10c), summer (Fig. 5.10d), and autumn (Fig. 5.10e). Geopotential
height is valuable for locating troughs and ridges, which are the upper air coun-
terparts of surface cyclones and anticyclones. From Fig. 5.10a, we can see that an
anomalous anticyclone developed in the Asia-Pacific region with a center located
at approximately 46° N and 180° W coincident with a negative trend in rainfall in
the north of Hokkaido. Hokkaido was therefore on the edge of an anticyclone with
southwesterly wind, which may explain increasing trends in rainfall in that there is
more rainfall at the edge of the anticyclone. From Fig. 5.10b, as in the case of annual
data, a cyclone and an anticyclone have developed in northern Hokkaido and the
Asia-Pacific region, respectively, but the centers are a bit different. An anomalous
cyclone, developed in Japan near 37° N and 140° E, can be seen in Fig. 5.10c, which
impacted on the whole of Japan in spring during 1980–1995 as compared to 1996–
2011. This may be a reason why spring rainfall is concentrated in the southeast and
most of the stations revealed strongly increasing trends in spring, especially in May.
Figure 5.10d shows two anticyclones on both sides of Hokkaido and a small cyclone
in northern Hokkaido, which may explain why there are a few stations showing neg-
ative trends in the southeast in summer. Figure 5.10e also shows that an outstanding
cyclonic circulation anomaly is located to the south of Lake Baikal and an anomalous
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Fig. 5.10 Difference of wind speed (m/s) and geopotential height (gpdm) at 500 hPa in annual (a),
winter (b), spring (c), summer (d), and autumn (e), between 1980–1995 and 1996–2011

anticyclone is located to the west of the Sea of Okhotsk, forming a northwest–south-
east pressure gradient around Japan, which may explain higher rainfall values in the
northwest compared to the southeast in autumn.

Figure 5.11 shows that the changes in air temperature at 500 hPa in Japan show
increasing trends between 1980–1995 and 1996–2011, with autumn showing the
biggest change of almost 0.7 °C. These results are in line with the results indicated
by You et al. (2011), showing an increasing trend at 500 hPa. Because a warmer
atmosphere holds more water vapor (Cline 1991), temperature increases are likely to
impact water vapor flux and therefore contribute to rainfall variability. Figure 5.11a
clearly shows that there were increasing trends in water vapor flux between 1980–
1995 and 1996–2011 all over Japan, which may explain increasing rainfall in these
years. On a seasonal timescale consistent with overall increases in rainfall, increases
in water vapor flux were mainly seen in winter (Fig. 5.11b), spring (Fig. 5.11c),
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Fig. 5.11 Difference of water vapor flux (kg/m s) in whole lays under 300 hpa and air temperature
(Celsius degree) at 500 hPa in annual (a), winter (b), summer (c), autumn (d), and spring (e),
between 1980–1995 and 1996–2011

and autumn (Fig. 5.11e). However, decreases were seen in the southeast in summer
(Fig. 5.11d), which does not fit well with the above change observation. In general,
these changes are in line with former researchers. Kurihara et al. (2005) pointed out
that changes of surface temperatures in and around Hokkaido were predicted to be
larger than those in other regions of Japan, and indicated that anticyclonic circulation
in the south of Japan will likely intensify and induce a strong water vapor flux along
the rim of the anticyclonic anomaly in the future, whichwould increase the likelihood
of heavy rainfall. Westerly moisture flux associated with the prominent pattern of the
surface pressure anomalies between the main island of Japan and the Sea of Okhotsk
also influences the rainfall in Japan (Yamada et al. 2012).
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5.4 Conclusions

Major conclusions can be summarized as follows:

(1) Precipitation amounts exhibited a substantial decrease at both the annual and
seasonal scales, with 49 stations (approximately 96% of the total number of sta-
tions) showing negative trends on a seasonal basis inwinter, followed by autumn
(46, approximately 90%), annual basis (45, approximately 88%), summer (34,
approximately 67%) and spring (29, approximately 57%). The fluctuation of
precipitation became more frequent and intense at both the annual and seasonal
scales in the latest decades.

(2) Precipitation varied substantially in spatial–temporal. Precipitation was mainly
concentrated in summer (ranging from 286mm to 1021 mm) and autumn (rang-
ing from 218 mm to 719 mm), while precipitation amounts were less in win-
ter and spring. The southwest had higher precipitation than the southeast in
spring, summer, autumn, and interannually, with precipitation concentrated in
the southeast in winter.

(3) Variations in R10 mm, R20 mm, CWD, and PRCPTOT indicated a decreasing
trend for a whole Japan, with while an increasing trend for R95p, R99p, CDD,
RX1day, RX5day, and SDII. The spatial differences of these indices were obvi-
ous. Negative trends dominated for PRCPTOT, R10 mm, and R20 mm, with
the exception of the Hokkaido, and stations with statistical significant trends for
R95p, R99p, and SDII mainly scattered in the southwest area of Japan.

(4) Except for PRCPTOT, other precipitation extreme indices includingSDII, R95p,
R99p, RX1day, and RX5day had a positive correlation with the SSTs.

(5) The analyses of large-scale atmospheric circulationusingwind speed andgeopo-
tential height at 500 hPa and the water vapor flux in whole layers under 300 hpa
and air temperature at 500 hPa between 1980–1995 and 1996–2011 could
explain changes of the spatiotemporal distributions in precipitation in recent
decades in Japan. Due to the changes in air temperature, wind speed, and geopo-
tential height, the resulting water vapor flux increased between 1980–1995 and
1996–2011 across Japan, leading to more rainfall in recent decades in northeast
Japan.
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Chapter 6
Precipitation Changes in Hokkaido
and Future Water Resources in Its Main
Rivers

6.1 Introduction

Continued global warming has severely affected the spatiotemporal distribution of
water resources and extreme climate events (Brown and Funk 2008; Coumou and
Rahmstorf 2012; Hendrix and Salehyan 2012). For example, Oki and Kanae (2006)
argued that the spatiotemporal of precipitation is very uneven, resulting in significant
time-varying changes in water resources worldwide. Zhang et al. (2007) found that
precipitation tends to increase in themid-latitudes of the northern hemisphere, drying
in the subtropical and tropical regions of the northern hemisphere, and moistening in
the subtropical and deep-tropical regions of the southern hemisphere. Evaporation
rates vary widely depending on factors such as cloudiness, air temperature and wind
speed, and greatly affect the amount of water that can be used to recharge groundwa-
ter. Shorter duration but greater rainfall (meaning more runoff and less infiltration)
will lead to depletion of groundwater (Konikow and Kendy 2005; Wada et al. 2010).

There is much evidence of the impact of climate change on the hydrological cli-
mate in Japan (Solomon 2007). According to a report from the JapanMeteorological
Agency (JMA), the annual average temperature rise rate was equivalent to 1.15 °C
per century between 1898 and 2010, which was much higher than the global average
temperature increase of 0.74 °C in the last century (according to the Intergovernmen-
tal Panel on Climate Change’s “Climate Change 2007: Synthesis Report Summary
for Policymakers”). The Special Committee’s “Climate Change 2007: Summary of
Policymakers’ Comprehensive Reports”; in addition, Japan’s annual precipitation
varied widely over the past years. All these changes have greatly affected Japan’s
water supply. Therefore, many authors have analyzed precipitation changes at dif-
ferent time scales in Japan (Iwasaki and Sunaga 2009). Although all of these studies
have detected the characteristics of rainfall changes, most studies have focused on
interannual or summer variability, and seldom conduct feature analysis on multiple
time scales (e.g., year, season, and month). Moreover, based on general circulation
models (GCMs)’s output, many efforts have been made to assess Japan’s hydrologi-
cal climate under climate change. For example, Sato et al. (2013) studied the effects
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of climate change on river flows in several major river basins in Japan. However, in
the small river basin of Hokkaido, there are few studies on the hydro-climatology
variations under climate change.

Therefore, the objective of this chapter is firstly to elucidate precipitation changes
at multiple time scales in Hokkaido, using the Moran’s I (a measure of spatial auto-
correlation), the Mann–Kendall test (a non-parametric trend test) and geostatistical
interpolation techniques, and then to investigate the possible effects of climate change
onwater resources in the upper Ishikari River Basin ofHokkaido based on theGCM’s
outputs and the Soil and Water Assessment Tool (SWAT) model.

6.2 Materials and Methods

6.2.1 Study Area

Hokkaido is the main northernmost island in Japan (41°21′–45°33′ N, 139°20′–
148°53′ E; Fig. 6.1a). The west is the Sea of Japan, the south and the east are the
Pacific Ocean, and the north is the Sea of Okhotsk. Hokkaido is famous for its
relatively cool summers and cold winters. In both cases, the average temperature
range in August is from 17 to 22 °C, and the average temperature in January is from
−12 to −4 °C, both depending on the altitude and distance from the ocean. Unlike
other major islands in Japan, Hokkaido is generally unaffected by the rainy season
from June to July. The total precipitation is from 1,600 mm in the mountains of the
Sea of Japan to around 800 mm around the Okhotsk Sea and inland lowlands (the
lowest in Japan), while the Pacific side is about 1,100 mm.

Asahikawa
Ino

Meteorological sta ons

(a)

(b)

Fig. 6.1 a Meteorological station distributions used and b location of the Upper Ishikari River
Basin in this study
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The upper Ishikari River Basin (UIRB) is a headwater watershed of the Ishikari
River and is derived from Mt. Ishikaridake (elev. 1967 m) (Fig. 6.1b). The UIRB
extends from the source of the Ishikari River in the Taisetsu Mountains and to the
Asahikawa city, and they mainly has Jurassic–Cretaceous rocks, serpentinite, and
Cretaceous forearc sediment. The focus of this study is on the watershed area above
the Ino discharge monitoring station (elev. 90.8 m), about 3,450 km2, which accounts
for about a quarter of the Ishikari River Basin. Snowmelt is the main water source
of the river discharges, especially from April to May. From 1981 to 2010, the mean
annual,monthly air temperatures at theAsahikawaweather station (elev. 120m) in the
warmest month (August) and the coldest month (January) were about 6.9 °C, 21.3 °C
and −7.5 °C, respectively, and the mean annual precipitation is about 1042.00 mm.
From the beginning of December to the end of April, the UIRB area is covered by
snow for up to five months in a year.

6.2.2 Data

6.2.2.1 Precipitation Dataset

Daily precipitations at 169 stations obtained from the Automated Meteorological
Data Acquisition System (AMeDAS) (Kawamoto et al. 2011) were used in this
chapter. The time period was from 1980 to 2011, which is enough to reflect the latest
trends. Missing values were filled in by interpolation based on neighboring days, a
method that has been employed in many previous studies (Zhang et al. 2011, 2012).
The Worsley likelihood ratio and the Bayesian procedures in AnClim (Stepanek
2007) were used to analyze the homogeneity for each station and results suggested
that all stations selected in this study are homogeneous at >95% confidence. Four
seasons were divided as: winter = December, January, February; spring = March,
April,May; summer= June, July,August; autumn=September,October,November.

6.2.2.2 SWAT Model Input Datasets

Based on the ArcSWAT 2012 interface, a 50-m grid resolution (DEM) data down-
loaded from the Japan National and Regional Policy Bureau was used to depict the
UIRB and analyze the drainage pattern of the land surface topography. Based on
this DEM, the characteristics of the river network (such as the slope, length, and
width of the channel) and the associated sub-basin parameters (such as the slope
and slope of the terrain) were calculated. Land use is an important factor affecting
runoff, evapotranspiration, and surface erosion in the basin. Soil type is one of the
most important factors affecting soil moisture transport because different soil types
have different soil textures and physical and chemical properties. The land-use data
was developed using data from the Bureau of Land, Infrastructure, Transport, and
Tourism of Japan in 2006. There were nine types of land use in UIRB (Fig. 6.2a).
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Fig. 6.2 SWAT input datasets: a Land use and b Soil

Figure 6.2b shows the soil data, which was extracted from a 1:50,000 soil map of
the Fundamental Land Classification Survey developed by the Hokkaido Regional
Development Bureau (www.agri.hro.or.jp/chuo/kankyou/soilmap/html/map_index.
htm). Daily precipitation, maximum and minimum temperatures, wind speed, solar
radiation, and relative humidity weather data were obtained from the records of rain-
fall and weather stations from 1981 to 2005 (Fig. 6.1b). Daily river flow data from
1995 to 2005 at Inou station data was downloaded from the website of theMinistry of
Land, Infrastructure, Transport and Tourism (www1.river.go.jp) for data calibration
and verification.

6.2.3 Methods

6.2.3.1 Statistical Analysis

TheMAKESENSMicrosoftExcel template developedby theFinnishMeteorological
Institute (Salmi 2002)was employed todetect positive or negative trends at all 169 sta-
tions (1980–2011) for annual, seasonal, andmonthly rainfall data. This software uses
the Mann–Kendall trend test, a non-parametric rank-based statistical test (Kendall
1975; Mann 1945), which has been used to analyze trends in hydro-meteorological
time series such as streamflow, rainfall, temperature, and water quality (Türkeş 1996;
Yue et al. 2002).

To detect spatial dependence of rainfall trends among the 169 stations, we calcu-
latedMoran’s I tests for spatial autocorrelation. If data exhibit spatial autocorrelation,
the locations of the stations will provide information about the spatial pattern or trend
of variation in these rainfall data. The global measure of spatial autocorrelation is
defined as follows (Elhorst and Strijker 2003):

http://www.agri.hro.or.jp/chuo/kankyou/soilmap/html/map_index.htm
http://www1.river.go.jp
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I =
n
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i=1

n∑
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wi j )

(6.1)

where Ri and R j refer to the rainfall trend in station i and station j , respectively;
R is the overall mean rainfall trend; n is the number of spatial units indexed by i
and j . wi j is the (i, j)th element of the matrix w, describing the spatial weights;
that is, if station i and station j are adjacent wi j = 1, otherwise wi j = 0. Like the
correlation, Moran’s I is positive if both Ri and R j lie on the same side of the mean
(above or below); on the contrary, Moran’s I is negative if one is above the mean and
the other is below (O’Sullivan and Unwin 2003). GeoDa, a spatial analysis software
developed by Anselin et al. (2006), was applied to calculate the degree of spatial
autocorrelation among the 169 stations.

6.2.3.2 SWAT Model

The Soil and Water Assessment Tool (SWAT) model is a semi-distributed model
that can be applied across the basin to simulate the quality and quantity of surface
water and groundwater and to predict land use, land management practices, and
environmental impacts. (Arnold et al. 1998; Narsimlu et al. 2013). In the model,
hydrological response units (HRUs) were used to describe spatial heterogeneity in
terms of land cover, soil type, and slope of land surface within a basin. Based on
the water balance equation, the SWAT model simulates the hydrological cycle. The
equation can be expressed as follows:

SWt = SW0 +
t∑

i=1

(Rday − Qsurf − Ea − wseep − Qgw) (6.2)

where SWt represents the final soil water content (mm water), SW0 represents the
initial soil water content in day i (mm water), t is the time (days), Rday represents the
amount of precipitation in day i (mm water), Qsurf represents the amount of surface
runoff in day i (mm water), Ea represents the amount of evapotranspiration in day
i (mm water), wseep represents the amount of water entering the vadose zone from
the soil profile in day i (mm water), and Qgw represents the amount of return flow
in day i (mm water). More detailed information on SWAT model principles can be
accessed from (Neitsch et al. 2005).

The model application consists of six steps: (1) data preparation; (2) watershed
and sub-basin discretization; (3) HRU definition; (4) parameter sensitivity analysis;
(5) calibration and verification; and (6) uncertainty analysis. In this study, the outlet
of the UIRB was the Ino river discharge monitoring station.

The sensitivity analysis is performed to delineate the number of parameters that
affect the fit between the simulated data and the observed data. Calibration was
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performed using the data from 1996–2000 and model validation was performed
using the data from 2001–2005. Five years (1991–1995) were chosen as the warm-
up period during which the model was allowed to initialize and then approximated
to a reasonable initial value for the model state variables. The sequential uncertainty
fitting algorithm (SUFI-2) was used to do the uncertainty analysis that was performed
in SWAT-CUP (Abbaspour et al. 2007).

To assess the performance of model calibration, the coefficient of the determi-
nation (R2) and Nash–Sutcliffe efficiency (NSE) between the observations and the
final best simulations are calculated. The former is usually used to evaluate how
accurately the model tracks the variation of the observed values. The latter measures
the goodness of fit and would approach unity if the simulation is satisfactorily repre-
senting the observed data, which describes the explained variance for the observed
data over time that is accounted for by the SWAT model (Green and Van Griensven
2008). R2 ranges between 0.0 and 1.0 and higher values mean better performance.
NSE indicates how well the plot of observed values versus simulated values fits the
1:1 line and ranges from−∞ to 1 (Nash and Sutcliffe 1970). Larger NSE values are
equivalent with better model performance. Therefore, a few standards were adopted
currently for evaluating model performance. For example, Santhi et al. (2001) used
the standards of R2 > 0.6 and NSE > 0.5 to determine how well the model per-
formed. Chung et al. (2002) used the criteria of R2 > 0.5 and NSE > 0.3 to
determine if the model result is satisfactory. In this study, R2 > 0.5 and NSE > 0.5
were chosen as criteria for acceptable SWAT simulation.

The determination coefficient (R2) and the Nash–Sutcliffe efficiency (NSE)
between the observed and final best simulations were calculated to assess the per-
formance of the model calibration. The NSE measures the goodness of fit would
approach unity if the simulation is satisfactorily representing the observed data
(Green and Van Griensven 2008), which ranges from −∞ to 1 and can show how
well the plot of observed values versus simulated values fits the 1:1 line (Nash and
Sutcliffe 1970). Generally, R2 > 0.5 and NSE > 0.5 were considered as criteria
for acceptable SWAT water simulations. Both of them can be expressed using the
following equations, respectively.

R2 =
[∑n

i=1

(
Qi,obs − Qobs

) ∗ (
Qi,sim − Qsim

)]2

∑n
i=1

(
Qi,obs − Qobs

)2 ∗ ∑n
i=1

(
Qi,sim − Qsim

)2 (6.3)

NSE = 1 −
∑n

i=1

(
Qi,obs − Qi,sim

)2

∑n
i=1

(
Qi,obs − Qobs

)2 (6.4)

where Qi,obs is the observed data value at time unit n, Qi,sim is the simulated data
value at time unit n, and n = 1, 2, 3, . . . . . . , t , .Qobs. is the mean observed data
for the entire evaluation time period, Qsim is the mean model simulated data for the
entire evaluation time period. R2 ranges from 0.0 to 1.0 and higher values mean
better performance
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6.2.3.3 GCM Data and NCEP Predicators

GCM is the most advanced tool currently available to simulate the response of
the global climate system to increased greenhouse gas concentrations, which can
provide global climate variables for different emission scenarios. Since some studies
(He et al. 2011; Tatsumi et al. 2014) indicated that the HadCM3 (Hadley Centre
Coupled Model, version 3) GCM was selected as a representative of the Japanese
region, the output of HadCM3 GCM was considered suitable for this study.

Large-scale predictor variables’ information, including the National Centers for
Environmental Prediction (NCEP_1961-2001) reanalysis data for the calibration
and validation and HadCM3 (Hadley Centre Coupled Model, version 3) GCM
(H3A2a_1961-2099 and H3B2a_1961-2099) data for the baseline and climate sce-
nario periods, were downloaded from the Canadian Climate Change Scenarios Net-
work (http://www.cccsn.ec.gc.ca/). The NCEP reanalysis predictor contains 41 years
of daily observed predictor data, derived from the NCEP reanalyzes, normalized
over the complete 1961–1990 period. These data were interpolated to the same grid
as HadCM3 (2.5 latitude × 3.75 longitude) before the normalization was imple-
mented. The HadCM3 GCM predictor contains 139 years of daily GCM predictor
data, derived from the HadCM3 A2 (a) and B2 (a) experiments, normalized over
the 1961–1990 period. The predictors of the NCEP and HadCM3 GCM experiments
with descriptions are presented in Table 6.1.

From the Canadian Climate Change Scenarios Network (http://www.cccsn.
ec.gc.ca/), we downloaded the National Centers for Environmental Prediction
(NCEP_1961-2001) reanalysis data and the HadCM3 (Hadley Centre Coupled
Model, version 3) GCM (H3A2a_1961-2099 and H3B2a_1961-2099) data. The for-
mer was used for calibration and validation, and the latter was used for the baseline
and climate scenario periods. The NCEP reanalysis predictor contains 41 years of
daily observed predictor data that was reanalyzed by NCEP and normalized through-
out the period 1961–1990. The daily GCM predictor data of 139 years were used as
the HadCM3 GCM predictor, which were derived from the HadCM3 A2 (a) and B2
(a) experiments. Table 6.1 lists the predicted indicators and their descriptions for the
NCEP and HadCM3 GCM experiments.

6.2.3.4 Downscaling Techniques

Since the resolution of GCM output data is too rough to be directly applied to the
impact assessment for a specific area, it is necessary to downscale the GCM output
data to bridge the gap between spatial and temporal resolution. In general, there
are two downscaling techniques. One is statistical downscaling, in which statistical
relationships are established by observed datasets statistical relationships between
large variables (such as atmospheric surface pressure) and local variables (such as
wind speed at a particular location). This relationship is then used for GCM data
to obtain local variables from the GCM output. The other is dynamic downscaling,
which simulates local conditions in more detail because the GCM output is used to

http://www.cccsn.ec.gc.ca/
http://www.cccsn.ec.gc.ca/
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Table 6.1 Daily predictor variable held in the grid box data archive

Variable Description

temp Mean temperature at 2 m

mslp Mean sea level pressure

p500 500 hPa geopotential height

p850 850 hPa geopotential height

rhum Near surface relative humidity

r500 Reative humidity at 500 hPa height

r850 Relative humidity at 850 hPa height

shum Near surface specific humidity

s500 Specific humidity at 500 hPa height

s850 Specific humidity at 850 hPa height

Derived variable The following variables have been derived using the geostrophic
approximation

a_f Geostrophic air flow velocity
a_z Vorticity
a_u Zonal velocity component
a_v Meridional velocity component
azh Divergence
ath Wind direction

Notice The derived variables have been derived using the geostrophic approximation
aRefers to different atmospheric levels: the surface (p_), 850 hPa height (p8) and 500 hPa height
(p5)

drive regional numerical models of higher spatial resolution. In this study, the statis-
tical downscaling method was used because it is simpler and less computationally
intensive than the dynamic downscaling method (Wilby et al. 2000).

The statistical downscaling contains many methods such as regression methods,
weather pattern-based approaches, and stochastic weather generators. The Statistical
DownScaling Model (SDSM), which is a hybrid of a stochastic weather generator
and a multivariate regression method for generating local meteorological variables
at a location of interest (Wilby et al. 2002), was applied to assess the impacts of cli-
mate change under future climate scenarios in this study. Based on a combination of
multi-linear regressions and a weather generator, the SDSM simulates daily climate
data for current and future time periods by calculating the statistical relationships
between predictand and predictor data series. As shown in Fig. 6.3, the procedures
of the SDSM downscaling mainly contain six steps. The quality control was used to
identify gross data errors, specify missing data codes, and outliers prior to model cal-
ibration. The main purpose of the screen variable option is to choose the appropriate
downscaling predictor variables. The calibrate model operation constructs down-
scaling models based on multiple regression equations, given daily weather data (the
predictand) and regional–scale, atmospheric (predictor) variables. In this study, the
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Fig. 6.3 SDSM downscaling procedures ( modified from Wilby and Dawson 2007)

ordinary least-squares optimization was selected to evaluate the SDSM optimizes.
The calibrated model was used to generate synthetic daily weather series using the
observed (or NCEP reanalysis) atmospheric predictor variables and regressionmodel
weights. Then, the generatedweather series was comparedwith observed station data
to validate the model.

The Statistical Downscaling Model (SDSM) is a mixture of stochastic weather
generators andmultiple regression methods for generating local meteorological vari-
ables at locations of interest (Wilby et al. 2002), which was employed to assess the
impacts of climate change in UIRB. Figure 6.3 shows the process of SDSM down-
scaling, whichmainly consists of six steps including quality control, screen variables,
calibrationmodel operation, weather generator, scenario generator, andmodel output
and analysis.
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6.3 Results and Discussion

6.3.1 Precipitation Changes in Hokkaido

6.3.1.1 Annual Precipitation Amounts and Trends

Table 6.2 shows the results of the Mann–Kendall test and Moran’s I for 169 stations
in Hokkaido. The trends of the Mann–Kendall test are reported at the 90% and
95% confidence level and explained in terms of positive and negative implications.
Figures 6.4 and 6.5 show spatial distribution of seasonal and monthly rainfall and
trends for 169 stations in Hokkaido, 1980–2011, respectively. These changes are in
line with the result of Kimoto et al. (2005) and Fujibe et al. (2005), both of whom
showed mean precipitation increases over long time periods across Japan.

As shown in Fig. 6.4a, the annual mean rainfall is much higher in the south-
west as compared to the northeast. Morino station (42.632° N, 141.245° E) had the
highest mean annual rainfall (2213.53 mm) of all 169 stations, while Tokoro station
(44.115° N, 144.037° E) had the lowest (694.75 mm). Figure 6.4b shows increasing
annual rainfall at 147 stations (approximately 87% of the total number of stations) in
Hokkaido. Out of 169 stations, trends are significant for 50 stations (approximately

Table 6.2 Results of Mann–Kendall test and Moran’s I for 169 stations, Hokkaido

Variable Positive Negative Significant 95% Significant 90% Moran’s I

Positive Negative Positive Negative

Annual 147 22 31 3 47 3 0.3368

Winter 103 66 17 14 26 19 0.5398

Spring 143 26 13 1 23 1 0.3884

Summer 139 30 38 0 58 0 0.3699

Autumn 116 53 0 1 5 3 0.3491

January 68 101 4 20 4 24 0.5189

February 101 68 7 9 22 14 0.5821

March 75 94 6 5 8 7 0.2505

April 69 100 0 0 0 3 0.4037

May 168 1 29 0 64 0 0.5007

June 114 55 1 0 3 0 0.4278

July 165 4 55 0 77 0 0.3506

August 89 80 0 7 1 11 0.4181

September 138 31 2 2 8 2 0.2201

October 53 116 0 3 1 9 0.4065

November 115 54 3 3 6 6 0.5721

December 122 47 9 5 28 10 0.5316
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Fig. 6.4 Annual rainfall amounts (a) and trends (b) for 169 stations in Hokkaido from 1980 to
2011
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Fig. 6.5 Annual changes of rainfall amounts at Sakaino and Okushiri station from 1980 to 2011

30%, 47 positive and 3 negative) at the 90% confidence level and for 34 stations
(approximately 20%, 31 positive and 3 negative) at the 95% confidence level (see
Table 6.2). These stations are distributedwidely acrossHokkaido (see Fig. 6.4b), sug-
gesting annual rainfall increased overall from 1980 to 2011. Sakaino station (43.707°
N, 143.643° E; Z = 3.55) and Okushiri station (42.248° N, 139.557° E; Z = −2.45)
represent the largest positive and negative trends, respectively, whose annual rainfall
trends from 1980 to 2011 are shown in Fig. 6.5. Sakaino station, located in an area
of lower average rainfall in northeast Hokkaido, saw an increase in rainfall from 500
to 900 mm from 1980 to 2011 with a peak in 2006 (approximately 1100 mm). On
the other hand, Okushiri station, located in an area of higher average rainfall in the
southwest of Hokkaido, saw rainfall decline from 1200 to 800 mm during 1980 to
2011.

6.3.1.2 Seasonal Precipitation Amounts and Trends

More than 60% of stations in all four seasons have an increasing trend of precipita-
tion (see Table 6.2). The number of positive stations in spring was the highest (143,
about 85%), followed by summer (139, approximately 82%), autumn (116, approx-
imately 69%), and winter (103, approximately 61%). Among them, there were 58
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stations in summer (about 34%, 58 positive and 0 negative) with significance at 90%
confidence, while in winter it dropped to 45 (26 positive and 19 negative). These
seasonal variations are also consistent with the results of Kimoto et al. (2005) and
Fujibe et al. (2005).

Figure 6.6 suggests that rainfall decreased in the western part of the winter and
increased in the eastern part. The results of the winter show that there were more
stations with significant negative trends on the western edge. A similar distribution
was found in the autumn, but the trend value was less than the winter. Only three sites
in the eastern region had a negative trend. In the spring, a small number of stations
with negative trends were scattered in the northwest. In contrast, in the summer,
some stations with negative trends tended to be scattered in the southeast, especially
on the southeastern edge. In addition, stations with obvious summer trends were
mainly found in the central region. Figure 6.6 also clearly illustrates the seasonal
differences in precipitation distribution. Precipitation was mainly concentrated in
summer (ranging from 233 to 751 mm per year) and autumn (ranging from 218 to

Fig. 6.6 Spatial distribution of rainfall amounts (mm) and trends (the value of Z) at seasonal scale
in Hokkaido (1980–2011)
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724 mm per year), while precipitation decreased in winter and spring. In winter and
autumn, precipitation in the northwest was higher than in the southeast, indicating
that most stations with negative trends were located in areas with high precipitation,
while stations with positive trends tended to cluster in areas with lower precipitation.

6.3.1.3 Monthly Precipitation Amounts and Trends

On themonthly time scale, the increase in precipitation occurredmainly inmore than
100 sites in February, May, June, July, September, November, and December (see
Table 6.1). Among them, May and July had the almost all stations with a positive
trend, and there were 77 stations (approximately 46%, 77 positive and 0 negative)
at the 90% confidence level in July. Three months including January, April, and
October had more than 100 stations with a negative trend. Among them, the number
of stations with a negative trend in October was the largest (116 stations), accounting
for 69%. Yamada et al. (2012) also reported an increase in precipitation from June
to August and Nomoto (2003) also reported a decrease in precipitation in January.

Figure 6.7 shows that there were significant spatial differences in precipitation
trends in different months. The spatial distribution of precipitation trends indicates
that precipitation in most regions had decreased in January, March, April, and Octo-
ber, but had increased in other months, especially in May and July. Among them,
the stations with a negative trend in Hokkaido in January and March were evenly
distributed, mainly observed in the northwestern regions of February, April, October,
November, and December, while in the southeast in June and August. Positive trends
dominated in September, with the exception of the southwest corner of Hokkaido.
Figure 6.7 also indicates that precipitation ranged from 31 to 162 mm in January,
from 16 to 154mm in February, from 21 to 136mm inMarch and from 35 to 179mm
in December. In January, February, October, November, and December, there was
more precipitation in the northwestern part of Hokkaido, similar to autumn and
winter. In addition, like spring and summer, the winter and autumn rainfall in the
southeastern region in April, May, June, July, August, and September was higher
than in the northwest. In areas with high rainfall, most stations with negative trends
were observed.

Table 6.2 also showsMoran’s I, themeasure of spatial relationship, for annual, sea-
sonal, and monthly rainfall. Results show that monthly rainfall had the highest auto-
correlation of 0.58 in February and the lowest autocorrelation of 0.22 in September.
Seasonal precipitation shows the highest autocorrelation during winter and the low-
est autocorrelation during autumn. Low correlation during autumn is likely caused
by the high variability of the linear trend. Summer precipitation in Hokkaido is
largely affected by local convection and orographic effects. Accordingly, in complex
mountainous terrain, adjacent weather stations could exhibit different precipitation
amounts and levels of intensity in the summer season.
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Fig. 6.7 Spatial distribution of rainfall amounts (mm) and trends (the value of Z) at monthly scale
in Hokkaido (1980–2011)
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Fig. 6.7 (continued)

6.3.2 SWAT Calibration and Validation

In the discretization procedure, each available water flow gauged station was taken
as a sub-basin outlet, and a threshold area of 10,000 ha (minimum area drained
through a cell for the latter to be defined as a stream cell) was selected to discretize
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the watershed into uniform sizes. The Inou station was the only water flow gauging
station used to calibrate the final SWAT model. There were 22 sub-basins in the
UIRB. The minimum, maximum, and mean elevation of the basin were 91, 2290,
and 608.2 m above the average sea level, respectively. Finally, 100 HRUs were
created.

The parameters responsible for streamflow assessment for the catchment,
viz. r_CN2.mgt (curve number), v__ALPHA_BF.gw (base flow alfa factor),
v__GW_DELAY.gw (groundwater delay time), v__GWQMN.gw (threshold depth
of water in shallow aquifer required for return flow), v__GW_REVAP.gw
(groundwater “revap” coefficient), r__SOL_AWC.sol (soil available water capac-
ity), r__SOL_K.sol (soil hydraulic conductivity) v__ESCO.hru (soil evapora-
tion compensation factor), v__CH_N2.rte (manning roughness for main channel),
V__SFTMP.bsn (Snowfall temperature), V__SMFMX.bsn (Maximum melt rate for
snowduringyears), andV__SMFMN.bsn (Minimummelt rate for snowduringyears)
have been considered for model parameterization and calibration process. Table 6.3
shows the ranking, description, minimum, andmaximum ranges of the 12 parameters
fitted for the monthly calibration in the SUFI-2.

The observedmonthly streamflowat the Inou gauging stationwas used to calibrate
themodel, the result of which is shown in Fig. 6.8. For both calibration and validation
periods, the slope of the regression line is close to the 1:1 line (the black dashed line in
Fig. 6.8), which suggests a good agreement between the monthly observed flow and
the simulated flow. The NSEs during calibration and verification were 0.87 and 0.86
(see Fig. 6.8), respectively, which also indicates a reasonable agreement between the
calibration results and the monthly observed flow and simulated flow.

6.3.3 Climate Projects

6.3.3.1 SDSM Validation

We used the SDSM4.2 to downscale precipitation, maximum temperature, andmini-
mum temperature at the Asahikawa station, which can be regarded as a representative
of all stations in the UIRB because the basin is relatively small compared with the
GCM’s resolution. Figures 6.9 shows the simulated daily maximum temperature,
minimum temperature, and precipitation performance during calibration and verifi-
cation, respectively, indicating a good agreement between simulated and observed
dailymaximumandminimum temperature values, but very bad in daily precipitation.
It may be because rainfall predictions have greater uncertainty than temperature pre-
dictions (Bader et al. 2008;Wilby andDawson2007).However, as shown inFig. 6.10,
a relatively good agreement between simulated and observed monthly precipitation
was found in both calibration and verification periods.

Figure 6.11 shows the comparison between observed average long term mean
monthly precipitation, and maximum and minimum temperature with correspond-
ing simulations, which suggests that the SDSM model can generally replicate the
basic pattern of observations, especially for temperature. Based on the HadCMGCM
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Table 6.3 Parameter global sensitivity ranking and final auto-calibration results

Rank Parameter Description Optimal value Lower bound Upper bound

1 SFTMP Snowfall
temperature (°C)

4.358 −5 5

2 ESCO Soil evaporation
compensation
factor

0.307 0 1

3 GW_REVAP Groundwater
“revap”
coefficient

0.694 0 1

4 SOL_K Saturated
hydraulic
conductivity

−0.666 −0.8 0.8

5 SOL_AWC Available water
capacity of the
soil layer (mm
H2O mm–1

soil)

0.184 −0.5 1

6 GWQMN Shallow aquifer
required for the
return flow to
occur (mm)

0.112 0 2

7 GW_DELAY Groundwater
delay (days)

68.25 0 1000

8 ALPHA_BF Baseflow alpha
factor (days)

0.059 0 1

9 CH_N2 Manning’s “n”
value for the
tributary
channels

0.164 0 0.3

10 SMFMN Minimum melt
rate for snow
during years
(mm °C−1d−1)

4.03 0 8

11 SMFMX Maximum melt
rate for snow
during years
(mm °C−1d−1)

4.402 0 8

12 CN2 Initial SCS
runoff curve
number for
moisture
condition II

−0.163 −0.2 0.8
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Fig. 6.8 Scatter-plot of simulated versus observed monthly streamflow at the Inou gauging station
during a calibration and b validation. The dashed lines are the 1:1 lines

predictor variables for the two Emissions Scenarios (SRES, A2a and B2a), we down-
scaled the climate scenario for the future periods in the UIRB. Total 20 ensembles
were used to calculate the future three 20-year periods, including the 2030s (2020–
2039), 2060s (2050–2069), and 2090s (2080–2099). A2a describes a highly het-
erogeneous future world with a regionally oriented economy, whose main drivers
are high population growth rates, increased energy use, land-use change, and slow
technological change. B2a is also regional, but it is moving toward environmental
protection and social equity.

6.3.3.2 Future Temperature

Figure 6.12 shows the changes in monthly, seasonal and annual mean maximum
temperature for A2a scenario, B2a scenario, and (A2a-B2a) scenario during the
future periods 2030s, 2060s, and 2090s based on the baseline period (1981–2000) at
the Inou station, suggesting an increasing trend for both scenarios (A2a and B2a) in
2030s, 2060s, and 2090s, and increases during 2090s in the A2a scenario are much
bigger than the B2a scenario.

For the A2a and B2a emissions scenarios, the annual average maximum temper-
atures may increase by 1.80 °C and 2.01 °C, 3.41 °C and 3.12 °C, and 5.69 °C and
3.76 °C, respectively, during the 2030s, 2060s, and 2090s. The seasonal results show
that in the 2090s, the summer has the highest increase in the A2a and B2a emissions
scenarios, reaching 6.27 °C and 3.96 °C, respectively, and the lowest in autumn,
which is about 5.24 °C and 3.59 °C, respectively. In the 2090s, the A2a (about
7.40 °C) and B2a (about 4.59 °C) emissions scenarios showed the largest increase in
the monthly average maximum temperature in August. Figure 6.9 also illustrates that
increases in maximum temperature during 2090s in the A2a scenario are at least one
degree higher than that in the B2a scenario for all months, but increases in maximum
temperature during 2030s in the A2a scenario are lower than that in the B2a scenario
for most months, especially in April (up to −1.59 °C).
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temperature, and c daily precipitation during calibration and validation periods
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Fig. 6.10 Scatter-plot of simulated versus observedmonthly precipitation during calibration (a) and
validation (b). The dashed lines are the 1:1 lines

Figure 6.13 shows the changes in monthly, seasonal, and annual mean minimum
temperature forA2a scenario,B2a scenario, and (A2a-B2a) scenario during the future
periods 2030s, 2060s, and 2090s based on the baseline period (1981–2000) at the
Inou station, the patterns of which are like the changes of maximum temperature.
Generally, an increasing trend was found for both scenarios (A2a and B2a) in 2030s,
2060s, and 2090s, and increases during 2090s in the A2a scenario are much bigger
than the B2a scenario.

The average annual minimum temperatures of 2030s, 2060s, and 2090s may
increase by 1.41 °C and 1.49 °C, 2.60 °C and 2.34 °C, and 4.20 °C and 2.93, respec-
tively, under the A2a and B2a emission scenarios. In terms of seasonality, winter has
the largest increase in each case, followed by summer, autumn, and spring. In the
2090s, for the A2a and B2a scenarios, the average minimum temperature in winter
may increase by 5.17 °C and 2.66 °C, respectively. As in the case of the monthly
simulation, the minimum temperature for all twelve months of both scenarios tends
to increase during all future time periods. In the 2090s, the A2a scenario had the
largest increase in August (about 6.74 °C), followed by January (about 6.05 °C) and
July (about 5.73 °C). In the B2a scenario, January has the largest increase (around
4.40 °C) in the 2090s, followed by August (about 4.24 °C) and July (about 3.82 °C).
Figure 6.10 also illustrates that increases in minimum temperature during 2090s in
the A2a scenario are at least half degree higher than that in the B2a scenario for all
months, but increases in minimum temperature during 2030s in the A2a scenario
are lower than that in the B2a scenario for most months, especially in March (up to
−0.51 °C).

6.3.3.3 Future Precipitation

Figure 6.14 shows the changes inmonthly, seasonal and annualmean precipitation for
A2a scenario, B2a scenario and (A2a-B2a) scenario during the future periods 2030s,
2060s, and 2090s based on the baseline period (1981–2000) at the Inou station, which
indicates that the average annual precipitation of A2a and B2a emissions scenarios
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Fig. 6.11 Comparison between observed and generated mean daily precipitation and maximum
and minimum temperature in the time step for the Inou station. a maximum temperature (°C),
b minimum temperature (°C), and c precipitation (mm)

for the next 2030s, 2060s, and 2090s may decrease by 5.78% and 8.08%, 10.18%
and 12.89%, 17.92%, and 11.23%, respectively, revealing a significant downward
trend in future precipitation in the UIRB area. On a seasonal scale, except for the
A2a scenario in the winter of the 2030s and 2060s and the spring of the 2030s, the
average precipitation in all seasons may decline for both scenarios. Among them,
the decline in autumn is the largest, the value of which is up to 9.52%, 20.12%, and
25.22 for the 2030s, 2060s, and 2090s, respectively, for A2a scenario, and 12.49%,
14.66%, and 20.49% for B2a scenario, followed by summer.
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Fig. 6.12 Changes in monthly, seasonal, and annual mean maximum temperature for a A2a sce-
nario, b B2a scenario, and c A2a-B2a scenario during the future periods 2030s, 2060s, and 2090s
based on the baseline period (1981–2000) at the Inou station
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Fig. 6.13 Changes in monthly, seasonal, and annual mean minimum temperature for a A2a sce-
nario, b B2a scenario, and c A2a-B2a scenario during the future periods 2030s, 2060s, and 2090s
based on the baseline period (1981–2000) at the Inou station

Figure 6.14 also shows that there is a mixed trend for the future monthly precipita-
tion for both scenarios. In the 2030s, except for February, April, May, and December
under A2a scenario, and February andMay under B2a scenario, the average monthly
precipitation for all months may decrease. All three future periods of the A2a sce-
nario are likely to increase in February and December compared with the baseline
period. Compared with other months, a larger decline will appear in September for
the 2090s for both A2a (approximately 35.47%) and B2a (approximately 27.05%)
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scenarios. Of them, September has the largest decrease for the 2060s for the A2a
scenario, up to 38.90%. In addition, except for February and April, the decrease of
the average precipitation for 2090s in A2a scenario is greater than the decrease in
B2a scenario (see Fig. 6.14c).
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Fig. 6.15 Percentage change inmeanmonthly, seasonal, and annual flowvolume for aA2a scenario,
b B2a scenario, and c A2a-B2a scenario during the future periods 2030s, 2060s, and 2090s based
on the baseline period (1981–2000) at the Inou gauging station
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6.3.4 Impacts on Water Flow

Figure 6.15 shows the percentage change in mean monthly, seasonal, and annual
flow volume for A2a scenario, B2a scenario and (A2a-B2a) scenario during the
future periods 2030s, 2060s, and 2090s based on the baseline period (1981–2000) at
the Inou gauging station, which indicates that there may be the same trend for both
A2a and B2a emission scenarios. Except for the 2090s, the average annual flow of
all three future periods increased in the A2a scenario. Of them, the largest increase
may appear in the 2030s in the A2a scenario, up to 7.56%.

As in the case of seasonal predictions, a significant growth is found in winter for
all three future periods under both scenarios, while a significant decline in summer
except for the 2030s underA2a scenario. The highest increase is found in 2060s under
A2a scenario, reaching72.17%, followedby70.89% in the 2090s underA2a scenario,
and 62.61% in the 2090s under B2a scenario. The biggest decline is predicted in the
2090s under A2a scenario, up to 22.09%. Also, a mixed and slight trend will appear
in spring and autumn for three future periods for both scenarios.

The monthly streamflow will increase in January, February, March, July, and
December, and decrease in April and June under both scenarios. In the 2030s, the
largest increase of the streamflow will appear under the B2a scenario, followed by
110.19% and 81.99% under the A2a scenario. Also, the maximum decline under B2a
scenario may be as high as 40.07%, followed by 32.46% for the A2a scenario. In
addition, the increase of the streamflow in March for all three future periods in A2a
scenario is less than the increase in B2a scenario (see Fig. 6.15c).

6.4 Discussions

Based on the output of the HadCM3 GCM A2a and B2a climate scenarios, the
temperature, precipitation, and water flow changes in the UIRB for the 2030s, 2060s,
and 2090s periodswere evaluated. All these datawere entered into a calibrated SWAT
model to calculate the water flow for all three periods in both scenarios. Several
interesting questions were found. First of all, performance of the downscaling results
was good in daily maximum temperature and minimum temperature, but bad in daily
precipitation, which was in line with the results from Dile et al. (2013). It may be
because the rainfall patterns are mainly affected by topography and GCMs cannot
clearly capture these features (Bader et al. 2008; Duan et al. 2017a, b; Prudhomme
et al. 2002).

Secondly, the annual precipitation in the future will decline, but there is no trend
or even an upward trend in water flow. The water flow in the UIRB is expected to
depend on temperature and precipitation. Remarkable decreasing precipitation will
likely reduce runoff in the UIRB. However, the temperature will tend to rise, causing
more snow and ice to melt, which will significantly increase the river flow. These
changes are also consistent with the results of Sato et al. (2013).
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Finally, although the results obtained from this study are reasonable, the uncer-
tainty should be discussed. For example, the HaDCM3GCM output has some uncer-
tainty and cannot fully simulate the future, especially in precipitation (Buytaert et al.
2009). In addition, the downgrade technique also brings some uncertainty (Fowler
et al. 2007; Khan et al. 2006). Thirdly, we have neglected the changes in land use and
soil texture in future in the SWAT prediction, which probably cause some uncertainty
in estimating water resources (Setegn et al. 2011).

6.5 Conclusions

This chapter characterized the causes of precipitation variability in Hokkaido, Japan,
during 1980–2011, using Mann–Kendall test and Moran’s I. In addition, the SWAT
model was successfully applied to simulate the possible impact of climate change on
water resources in the UIRB by using the GCM outputs and statistical downscaling
technique. The main conclusions can be summarized as follows:

(1) Precipitation tended to increase across Hokkaido during 1980–2011 at both the
annual and seasonal scales, with 147 stations (approximately 87% of the total
number of stations) showing positive trends on an annual basis, followed by
spring (143, approximately 85%), summer (139, approximately 82%), autumn
(116, approximately 69%), and winter (103, approximately 61%).

(2) Precipitation displayed an uneven characteristic in time and space. Rainfall
was mainly concentrated in summer and ranged from 233 to 751 mm and
autumn with a range of 218–724 mm, while rainfall amounts were less in win-
ter and spring. Higher rainfall occurrence in the warm seasons is consistent
with observed monthly distributions. The northwest had higher rainfall than the
southeast in winter, autumn and interannually, with rainfall concentrated in the
southeast in both spring and summer. These results are generally in line with
monthly distributions.

(3) Most stations with negative trends are located in areas with higher rainfall,
such as the west in winter and autumn (see the Japan Sea side in Fig. 6.4), the
southeastern fringe in summer, and scattered across the areas with lower rainfall
in spring. InFebruary,August,October,November, andDecember,most stations
with negative trends were observed in areas with higher rainfall. This suggests
that larger increases in rainfall occurred in areas with lower rainfall overall.

(4) The NSE for both the calibration and validation periods were 0.87 and 0.86,
respectively, suggesting that there is reasonable agreement between the observed
flow and simulated flow.

(5) Downscaling results indicate that the annual average maximum temperature
may increase by 1.80 °C and 2.01 °C, 3.41 °C and 3.12 °C, and 5.69 °C and
3.76 °C, the annual average minimum temperature may be will increase by
1.41 °C and 1.49 °C, 2.60 °C and 2.34 °C, and 4.20 °C and 2.93 °C, and the
annual average precipitation may be reduced by 5.78% and 8.08%, 10.18% and
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12.89%, and 17.92% and 11.23% in 2030s, 2060s, and 2090s for A2a and B2a
emission scenarios, respectively.

(6) In the A2a scenario, the average annual flow for all three future periods may
increase, except for the 2090s. The largest increase is found in the 2030s under
A2a scenario, up to 7.56%. The increase of water flow in March for all three
future periods in A2a scenario is less than the increase in B2a scenario.
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Chapter 7
Estimation of Nutrient and Suspended
Sediment Loads in the Ishikari River

7.1 Introduction

The importance of surface water quality in controlling the health of aquatic ecosys-
tems, affecting drinking water resources, and human health is increasingly recog-
nized. Nutrients (mainly nitrogen and phosphorus) are essential for the life of animals
and plants, but high concentrations cause many ecological problems (Carpenter et al.
1998; Li e 2011; Smith 1982; Sprague andLorenz 2009). Excessive sediments reduce
water quality, which has negative impacts on material fluxes, aquatic geochemistry,
water quality, and channel morphology (Dedkov and Mozzherin 1992; Ishida et al.
2010; Meade et al. 1985). In order to effectively manage and protect water resources,
it is important to understand nutrients and sediments dynamics (Gruber andGalloway
2008; Sprague and Lorenz 2009). Concentrations and loads of nutrients and SS are
usually estimated based on models and infrequent monitoring data (Armour et al.
2009; Kulasova et al. 2012; Li et al. 2009, 2011; Ma et al. 2011). River flow data,
usually obtained from sparse monitoring stations, provides the basis for estimating
critical water quality components, as the concentration and load of these compo-
nents typically change naturally with changes in flow. In addition, it is often difficult
to obtain water-quality records representing the concentration of components in a
rapidly changing water stream over a long period of time (years to decades). There-
fore, the uncertainty of the composition load estimate is often high (Christensen et al.
2000; Reckhow 1994).

Japan’s efforts inwatermanagement have greatly improved the estimation ofwater
quality (Duan et al. 2013; Wang et al. 2016). For example, a national data collec-
tion network called “National Land Water Information” (http://www1.river.go.jp/)
was built to offer reliable and real-time water data including river discharges, water
quality, and precipitation. Since the load estimation process is complicated by the
transformation bias (Ferguson1986;Webb et al. 1997), data censoring (Gilbert 1987),
and non-normality (Helsel and Hirsch 1992; Shumway et al. 2002), there is usually
a bias in the estimated load of the model simulation (Johnes 2007). Meanwhile, in
Japan, high suspended sediment load is increasingly recognized as an important issue
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in river basin management (Mizugaki et al. 2008; Somura et al. 2012). For example,
the Ishikari River Basin has long been plagued by heavy suspended sediment loads,
which often result in high turbidity and riverbed erosion along rivers, including the
economic and government center (e.g., Sapporo) of Hokkaido. A few studies have
focused on the SS management in the Ishikari River Basin. For example, Asahi et al.
(2003) argued that it is necessary to directly deal with the influence of tributaries, and
the sediment discharged from the tributaries contributes to the discharge of sediment
from the estuary. However, the detailed sediment sources and transportation in the
Ishikari River Basin is still poorly understood.

Therefore, it is important to improve estimation methods for obtaining reli-
able water quality loads. Based on the Maintenance of Variance-Extension type 3
(MOVE.3) and the regressionmodel LoadEstimator (LOADEST), this chapter firstly
estimated total nitrogen (TN), total phosphorus (TP), and suspended sediments (SS)
loads at five sites on the Ishikari River, Japan, from January 1985 to December
2010. Then, this chapter developed a spatially explicit, regional empirical model of
suspended sediments (SS, soil, and other particulate matter) for the whole Ishikari
River Basin. This model is used to analyze the source and transport process of the SS.
The ultimate goal of this work is to provide information and tools to help resource
managers identify priority sources of pollution and reduce pollution to protect water
resources and protect aquatic ecosystems in the Ishikari River Basin.

7.2 Study Area and Datasets

7.2.1 Study Area and Data Collection

Figure 7.1 shows that the Ishikari River Basin is located in the middle of Hokkaido
with a total drainage area of 14,330 km2. The Ishikari River originates from
Mt. Ishikaridake (elev. 1967 m) in the Taisetsu Mountains of central Hokkaido,
and flows southward into flows south into the vast Ishikari Plain and finally flows
into the Sea of Japan. The length of the Ishikari River mainstream is 268 km, ranking
third in Japan. At the Sapporo weather station (elev. 17 m), the monthly temperature
of the warmest month (August) is about 22.0 °C, and the monthly temperature of the
coldest month (January) is about −4.1 °C.

As shown in Fig. 7.1, 31 monitoring stations were selected in this chapter. Of
them, 5 monitoring stations including station 7, station 10, station 17, station 20, and
station 31 were used to do the trend analysis. The sites Yinou-oohashi, Yiwamizawa-
oohashi, andYishikarikakou-bashi are located in the upper,middle, and lower reaches
of the mainstream, respectively, while the Akane-bashi and Umaoyi-bashi sites are
located in the tributaries of Uryū and Yūbari, respectively. Typically, each site was
measured and collected for water quality concentration (TN, TP, and SS) and river
discharges per onemonth or twomonths from1985 to 2010 by theNational Landwith
Water Information (http://www1.river.go.jp/) monitoring network. A total number

http://www1.river.go.jp/
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Five sta ons for trend analysis
7:  Yinou-oohashi
10: Akane-bashi
17: Yiwamizawa-oohashi
20: Umaoyi-bashi
31: Yishikarikakou-bashi

Fig. 7.1 Study area and monitoring stations for the Ishikari River

of 312 samples for each testing parameter were collected at Akane-bashi, Yinouo-
ohashi, and Umaoyi-bashi stations, and 274 samples were collected for each testing
parameter at Yiwamizawa-oohashi and Yishikarikakou-bashi stations. All these 31
monitoring stations were used to calibrate the SS model for the Ishikari River Basin.

7.3 Statistical Methods

7.3.1 Streamflow Extension

Based on daily streamflowvalues recorded at nearby and hydrologically similar index
stations, a streamflow record extension method called the Maintenance of Variance-
Extension type 3 (MOVE.3) (Vogel and Stedinger 1985) was applied to estimate
missing flow values or to extend the record at a short-record station. The method can
be expressed by the following equation:

Yi = βXi + b + ei (7.1)
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where Yi represents the logarithm of the river discharge for the ith day at the short-
record station; Xi represents the logarithm of the river discharge for the ith day at
the long-record station, β represents the slope of the regression-line, b represents the
intercept of the regression-line, ei represents the difference between the estimated
regression-line and the measured Y value for the ith measurement.

7.3.2 Loads Estimation

In theory, based on constituent concentration (C) and discharge (Q), the SS or
chemical constituent load (∅) can be computed using the following equation:

∅ =
∫

C(t)Q(t)dt (7.2)

where t is the time period. In Eq. 7.2, the calculation needs a continuous record of
concentration and discharge when estimating the SS or chemical constituent load
(∅). Although it is easy to measure river discharges at a sufficiently high frequency,
it is often difficult to obtain continuous water quality data due to the expense of
collecting and analyzing samples. Therefore, Eq. 7.2 could be expressed as follows:

LT = �t
n∑

i=1

Li (7.3)

where LT represents an estimate of total water quality load, Li represents an estimate
of instantaneouswater quality load, n represents the number of discrete points in time,
and �t represents the time interval represented by the instantaneous water quality
load.

Then, we have calibrated the above regression model using the FORTRAN Load
Estimator (LOADEST) (Runkel et al. 2004). Four statistical estimation methods
including the adjusted maximum likelihood estimation (AMLE), maximum likeli-
hood estimation (MLE), linear attribution method (LAM), and least absolute devi-
ation (LAD) were provided in the LOADEST when carrying out the calibration
procedures. Of them, when the model calibration errors (residuals) are normally
distributed, both AMLE and MLE are suitable, but AMLE is the more appropriate
method when containing censored data (i.e., when data are reported as less than
or greater than some threshold). Other two methods including LAM and LAD are
the appropriate methods when the residuals are not normally distributed. Therefore,
since the input data in this chapter included censored data and the model calibration
residuals were normally distributed within acceptable limits, the AMLE estimation
method was chosen to calibrate at each monitoring station. The output regression
model equations can be expressed as follows (Runkel et al. 2004):
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ln(Li ) = a + b ln Q + c ln Q2 + d sin(2π dtime)

+ e cos(2π dtime) + f dtime + gdtime2 + ε (7.4)

where Li represents the calculatedwater quality load for the sample i,Q represents the
stream discharge; dtime represents the time, in decimal years from the beginning of
the calibration period, ε represents the error, and a, b, c, d, e, f, g represent the fitted
parameters in the multiple regression model of water quality loads. According to the
lowest Akaike information criterion (AIC) values, some of the regression equations
did not contain all terms (Sakamoto et al. 1986). The AIC could be calculated as
follows:

AIC = 2n − 2ln(L) (7.5)

where n represents the number of parameters in the statistical water quality model
and L represents the maximized value of the likelihood function for the estimated
water quality model. The monthly and seasonal average TN, TP, and SS loads were
estimated based on the above formula. Four seasons were considered as follows:
winter (December, January, February), spring (March, April, May), summer (June,
July, August), and autumn (September, October, November).

7.3.3 Trend Analysis

The Mann–Kendall test was employed to compute trends of water quality in Ishikari
River Basin, which is a nonparametric rank-based statistical test (Kendall 1975;
Mann 1945) and has been used to analyze trends in hydro-meteorological time series
(Duan et al. 2017; Yue et al. 2002). For independent and randomly ordered on a time
series Xi {Xi , i = 1, 2, . . . , n}, the null hypothesis H0 inMann–Kendall test assumes
that there is no trend and this is tested against the alternative hypothesis H1, which
assumes that there is a trend. The Mann–Kendall S Statistic is computed as follows:

S =
n−1∑
i=1

n∑
j=i+1

sign
(
Tj − Ti

)
(7.6)

sign
(
Tj − Ti

) =
⎧⎨
⎩
1 if Tj − Ti > 0
0 if Tj − Ti = 0
−1 if Tj − Ti < 0

(7.7)

where Tj and Ti are the water quality (TN, TP, and SS loads) variability at multiple
time scales j and i, j > i , respectively. When n ≥ 10, the statistic S is approximately
normally distributed with the mean and variance as follows:

E(S) = 0 (7.8)
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The variance (σ 2) for the S-statistic is defined by

σ 2 = n(n − 1)(2n + 5) − ∑
ti (i)(i − 1)(2i + 5)

18
(7.9)

where ti denotes the number of ties to extent i. The summation term in the numerator
is used only if the water quality (TN, TP, and SS loads) data contains tied values.
The standard test statistic ZS is calculated as follows:

Z =
⎧⎨
⎩

S−1
σ

for S > 0
0 for S = 0

S+1
σ

for S < 0
(7.10)

The test statistic ZS is used as a measure of significance of trend of the water
quality (TN, TP, and SS loads) (e.g., Yue et al. 2002). This test statistic is used to test
the null hypothesis (H0). That is, if |ZS| is great than Zα/2, where α is the chosen
significance level (e.g., 5% with Z0.025 = 1.96) then the null hypothesis is invalid
implying that the trend of water quality (TN, TP, and SS loads) is significant.

7.4 Modeling Tools

7.4.1 SPARROWModel

Computer-based modeling is essential for organizing and understanding complex
data related to water quality conditions and for developing management strategies
and decision support tools for water resource managers (Somura et al. 2012). There
are lots of hydrological and water quality models to describe and identify sources of
pollutants and transportations at various spatial scales (e.g., HSPF (Jeon et al. 2011;
Johanson et al. 1980), ANSWERS (Beasley et al. 1980), SWAT (Kirsch et al. 2002;
Liew et al. 2012), and ANN (Rajaee et al. 2011)). Nowadays, the GIS-based water-
shed model SPARROW (SPAtially Referenced Regression OnWatershed attributes)
is very popular and widely used to evaluate the water quality in the United States
(Smith et al. 1997; Alexander et al. 2000, 2007; Duan et al. 2012, 2015; McMahon
et al. 2003). Figure 7.2 shows the functional linkages between the major spatial com-
ponents of SPARROWmodels. Monitoring station flux estimates are long-term flux
estimates used as response variables in the model. The flux estimates for the monitor-
ing station are derived from a station-specific model that correlates the concentration
of contaminants in each water sample with a continuous record of the water flow time
series. Generally, a nonlinear least-squares multiple regression is used to describe
and estimate the relationship between spatially referenced basin and channel charac-
teristics (predictors) and in-stream water pollution loads (response) (Schwarz et al.
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Fig. 7.2 Schematic of the major SPARROW model components (From Schwarz et al. 2006)

2006). This function can track the transportation of water quality to evaluate the
pollutants’ supply and attenuation in streams and reservoirs (Preston and US 2009).

The fundamental principle of SPARROW modeling can be expressed as follows
(Alexander et al. 2007):

F∗
i =

⎡
⎣

⎛
⎝ ∑

j∈J (i)

F ′
j

⎞
⎠A

(
Z S
i , Z R

i ; θS, θR

)
+

⎛
⎝ NS∑

n=1

Sn,iαn Dn

(
ZD
i ; θD

)⎞
⎠A′(Z S

i , Z R
i ; θS, θR

)⎤
⎦εi

(7.11)

The first summation term

(( ∑
j∈J (i)

F ′
j

)
A
(
Z S
i Z

S
i θSθR

))
is the suspended sedi-

ments flux that leaves upstream reaches and is delivered downstream to reach i,

where F ′
j represents the measured suspended sediment flux

(
FM
j

)
when upstream

reach j is monitored and equals the given model-estimated flux (F∗
j ) when it is not.

A(·) represents the stream delivery function, which indicates suspended sediment
loss processes acting on flux as it travels along the reach pathway. In other words,
it defines the fraction of suspended sediment flux entering reach i at the upstream
node that is delivered to the downstream node. Z S and Z R are functions of measured
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stream and reservoir characteristics in the Ishikari River Basin, respectively, and θS
and θR are the corresponding coefficient vectors.

The second summation term represents the amount of suspended sediment flux
introduced to the stream network at reach i in Ishikari River Basin, which consists of
the flux originating from specific suspended sediment sources in the basin, indexed
by n = 1, 2, . . . , NS . Each suspended sediment source has a source variable, denoted
as Sn , with the corresponding source-specific coefficient (αn). The function Dn(·)
is the land-to-water delivery factor, which means the suspended sediment source is
transported from the land to the water. The land-to-water delivery factor is denoted
by Z θ

i , which is a source-specific function of a vector of delivery variables, with
an associated vector of coefficients (θD). The function A′(·) is the fraction of flux
originating in and delivered to reach i, which is transported to the downstream node
in the river network. The sediment introduced to the reach from its incremental
drainage area receives the square root of the full in-stream delivery when the reach i
is classified as a stream (as opposed to a reservoir reach). This assumptionmeans that
suspended sediments are introduced to the reach network at the midpoint of reach i
and thus are subjected to only half of the time of arrival. In addition, for a section
classified as a reservoir, we assume that the suspended sediment mass will receive
the full attenuation defined for the reach. εi is the multiplicative error term, which
is considered to be independent and evenly distributed across separate sub-basins in
the intermediate drainage system between stream monitoring stations.

The suspended sediment loss in streams is modeled according to a first-order
decay process. In this process, the sediment mass fraction derived from the upstream
node and transported along the reach i to the downstream node is estimated as a
continuous function of the mean water time of travel (T S

i ; units of time) and average
water depth (Di ) in reach i. The process can be expressed as follows:

A
(
Z S
i , Z R

i ; θS, θR
) = exp

(
−θS

T S
i

Di

)
(7.12)

where θS is an estimated suspended sediment mass-transfer flux-rate coefficient in
units of length time−1. The rate coefficient is independent of the amount of water
that is proportional to the amount of water, such as streamflow and depth (3). Based
on the average water depth, the rate can be re-expressed as a reaction rate coefficient
(time−1).

7.4.2 Input Data

In this study, the input data used to construct the SPARROW model is divided into:
(1) stream network data to define the watershed and catchment area in the Ishikari
River Basin; (2) The suspended sediment loading data from many monitoring
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Table 7.1 Summary of input data and calibration parameters

Category Input data Data source

The stream
network

Stream network,
stream lengths,
sub-catchment
boundaries,
sub-catchment
areas

Automated catchment delineation based on a 50 m
DEM, with modification flow diversions

Stream load data Monitoring
station

The suspended sediment flux at 31 stations from
1982 to 2010 was obtained from the National Land
with Water Information monitoring network

Sediment source
data

Developing land,
forest land,
agricultural land,
and water land

Land-use data were downloaded from the Ministry
of Land, Infrastructure, Transport and Tourism,
Japan, 2006

Environmental
setting data

Mean annual
precipitation

The 20-year (1990–2010) average from Japanese
Meteorological Agency

Catchment slope Mean value of local slope, obtained from 50 m DEM

Soil texture, soil
permeability

Obtained from the 1:5.000.000-scale FAO/UNESCO
Soil Map of the World and the National and
Regional Planning Bureau, Japan

Reservoir (dam)
loss

The Japan Dam Foundation (http://damnet.or.jp/)

stations within the model boundary (dependent variable); (3) Sediment source data
describing the source of all modeled sediments or other components (independent
variables); (4) Environmental datasets describing the environmental settings of
the modeled, which cause statistically in the amphibious transport of sediments
(independent variables). The input datasets are described in more detail in Table 7.1.

7.4.2.1 The Stream Network

Figure 7.3 shows the hydrologic network and catchments used for the SPARROW
model of the Ishikari River basin, which are obtained from a 50 m digital eleva-
tion model (DEM). In total, there were 900 stream reaches, each with an associated
sub-catchment. River networks mainly include river arrival and sub-catchment char-
acteristics, such as river length, water flow direction, reservoir characteristics (such
as surface area), and local and total drainage areas. For example, the areas of the
smallest sub-catchment are 0.009 km2, and the largest one is 117 km2. The median
area for these sub-catchments is 15.9 km2.

http://damnet.or.jp/
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(a) River network (b) Catchments

Fig. 7.3 Schematic showing a the river network and b 900 catchments in the Ishikari River Basin

7.4.2.2 Stream Load Data

Thirty-one stations (see Fig. 7.1) were selected formodel calibration. The SS concen-
tration and daily flow data for each station from 1982 to 2010 were collected through
theNational LandWater Information (http://www1.river.go.jp/)monitoring network.
However, some flowmeasurement stations have very short recording times or lack of
flow values, reflecting the gap in long-term monitoring. A streamflow record exten-
sion method called the Maintenance of Variance-Extension type 3 (MOVE.3) (Vogel
and Stedinger 1985) was applied to estimate missing flow values or to extend the
record at a short-record station based on daily streamflow values recorded at nearby,
hydrologically similar index stations. On this basis, the FORTRAN Load Estimator
(LOADEST) was used to estimate SS loads.

According to the lowest Akaike information criterion (AIC) values, some of the
regression equations did not contain all terms (Sakamoto et al. 1986). The long-term
average annual load of 31 stations was then standardized to the 2006 base year. The
2006 base yearwas chosen to be consistentwith the latest explanatory geospatial data.
Figure 7.4 shows the observed water flows (m3/s) and the observed SS concentration
(mg/l) at 31 monitoring stations in the Ishikari River Basin.

7.4.2.3 Sediment Source Data

Suspended sediment sources can be divided into sediments in highland areas, sedi-
ments in urban areas, and sediment erosion in river corridors (Langland et al. 2003).
It is generally believed that the effects of land use lead to increased sediment loading
and are therefore unintended consequences of human activities. In addition, land

http://www1.river.go.jp/
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Fig. 7.4 Schematic showing a the observedwater flows (m3/s) and b the observed SS concentration
(mg/l) at 31 monitoring stations

use and land-use change are also important factors affecting erosion and sediment
yield. For example, when large areas of roads, roofs, and parking lots are covered
with impervious surfaces, urbanization may eventually lead to a reduction in local
surface erosion rates (Wolman 1967). The soil surface is increased due to the removal
of natural plant cover, and agricultural land can greatly accelerate the erosion rate
(Lal 2001). In addition, stream channel erosion may be the main source of sediment
production in urbanized areas (Trimble 1997).

The SS source variables tested in the Ishikari SPARROWmodel include estimates
of development sites, forest land, agricultural land, and river channels. Figure 7.5a
shows 11 types of original land use in Ishikari River Basin, which were developed
using data derived from the Policy Bureau of the Ministry of Land, Infrastructure,
Transport and Tourism, Japan, 2006. They were then combined into four types (see
Fig. 7.5b): developing land, forest land, agricultural land, and water land. Finally,
different lands are allocated to individual sub-catchments to obtain the proportion
for each land use using GIS zonal processes.

7.4.2.4 Environmental Setting Data

Climatic and landscape characteristics can affect SS transportation, which mainly
contain climate, topography, and soil (Asselman et al. 2003; Dedkov and Mozzherin
1992). In this chapter, temperature, precipitation, slope, and soil permeability are
used to assess the impact of “land-to-water” transport conditions. Mean annual
temperature and precipitation data, representing the 20-year (1990–2010) average,
were downloaded from the Japan Meteorological Agency. The results of them are
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(a) Original land use (b) Merged land use

Forest land

Water land

Agricultural land

Developing land

Fig. 7.5 Original and merged land use of the Ishikari River Basin, 2006

shown in Fig. 7.6a, b, which indicate that temperature ranged from 4.69 to 8.69 °C,
and precipitation ranged from 1573.05 to 3013.57 mm. Figure 7.6c shows the slope
of the basin, which is calculated using the GIS surface tool. Figure 7.6d shows the
soil permeability and clay content, which are estimated using the data derived from
the 1:5.000.000-scale FAO/UNESCO Soil Map of the World (Fao 1988) and the
National and Regional Planning Bureau, Japan.

Loss of reaches and reservoirs are used as the mediating factors to influence the
transfer of sediment from the river network. Reach-loss variable is nonzero only for
stream reaches, and is defined for two separate categories including shallow-flowing
(small) streams and deep-flowing (large) streams. Since the depth of the water flow is
unknown, it is assumed that the water flow with a drainage area of less than 200 km2

is a shallow and small streams. The loss of the reservoir is expressed in terms of the
areal hydraulic load of the reservoir, which is calculated from the quotient of the
average annual water storage outflow and surface area (Hoos and McMahon 2009).

7.5 Results

7.5.1 Streamflow Extension

Based on the MOVE.3 method and nearby long-time gauged stations, these stations
with short recording records or missing flow values were filled and extended. Sev-
eral criteria were used when selecting the long-term index stations (Nielsen 1999).
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(degree) (c) Slope

(b)

(a) Temperature

Temperature ( ) Precipita on (mm)

(b) Precipita on

(d) Soil

Fig. 7.6 Schematic showing the a temperature (°C), b precipitation (mm), c slope (degree), and
d soil texture in Ishikari River Basin

Figure 7.7 shows Pearson’s correlation coefficient (ρ), ranging from 0.79 (Umaoyi-
bashi) to 0.96 (Yiwamizawa-oohashi), with an average value of 0.88, which suggests
that relationship between the index stations and the studied stations were strong.
The scatterplots of simultaneous average daily loads between the study stations and
nearby index stations are shown in Fig. 7.8, indicating Yiwamizawa-oohashi station
which had the best performance (see Fig. 7.8e).

After determining the index stations, the MOVE.3 method was used to extend
the daily discharge records for each study station. During this process, two statistics
including the root mean square error (RMSE) and the Nash–Sutcliffe efficiency



140 7 Estimation of Nutrient and Suspended Sediment …

0.88 0.9
0.96

0.79
0.84

0.13
0.19

0.08

0.38

0.16

0.54 0.55

0.78

0.21

0.45

0

0.2

0.4

0.6

0.8

1

Yinou-oohashi Akane-bashi Yiwamizawa-oohashi Umaoyi-bashi Yishikarikakou-bashi

p EMSE NSE
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Fig. 7.8 The scatterplots of concurrent daily mean discharge between study stations and nearby
index stations. The red line is the 1:1 line

(NSE, Legates, and McCabe 1999) were employed to evaluate the accuracy of the
MOVE.3 method. The results were shown in Fig. 7.2. The RMSE ranged from
0.08 (Yiwamizawa-oohashi) to 0.38 (Umaoyi-bashi) and the NSE coefficient ranged
from 0.21 (Umaoyi-bashi) to 0.78 (Yiwamizawa-oohashi), with an average of 0.51.
Of them, Umaoyi-bashi had the largest RMSE and the smallest NSE, suggesting that
the model performance of the site was relatively poor.
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7.5.2 Regression Evaluation

Table 7.2 shows the regression coefficients, coefficients of determination (R2), and
AIC for load models used to estimate TN, TP, and SS at five sites in the Ishikari
River Basin, Japan, 2000–2010. As can be seen in the figure, R2 ranged from 71.86
to 90.94%, which indicates that the best-fit regression models for loads of TN, TP,
and SS for the five studied sites performed well. Of them, Akane-bashi station was
the best.

Meanwhile, the lowest AIC was the criterion to determine the best model and the
AMLEwas used to calculate the coefficients. For TN estimation at site Akane-bashi,
the lowest of AIC was 0.729 and the coefficients a, b, c, d, e, f, and g were
7.694, 1.015, −0.066, 0.234, −0.040, and −0.017; while at site Umaoyi-bashi, the
lowest of AIC was 0.928 and the coefficients employed were a (6. 354), b (0. 986),
and c (0. 021). For TP estimation at site Akane-bashi, the lowest of AIC was 1.359
and the coefficients a, b, c, d, e, f, and g were 5.285, 1.064, −0.015, 0.044, −
0.566, −0.024, and −0.002; while at site Yiwamizawa-oohashi, the lowest of AIC
was 0.972 and the coefficients employed were a (7.445), b (1.286), c (0.095), d
(−0.195), and e (−0.014). For SS estimation at site Akane-bashi, the lowest of
AIC was 2.247 and the coefficients a, b, c, d, e, f, and g were 11.305, 1.597,
0.012,−0.051,−0.390,−0.040,−0.003, and 84.50; while at site Umaoyi-bashi, the
lowest of AIC was 2.432 and the coefficients employed were a (10.103), b (1.592),
c (0.138), d (0.363), e (0.348), f (−0.026), and g (−0.002).

7.5.3 Estimated Loads

This study mainly discussed the monthly, seasonal, and annual load estimates. For
the sake of brevity, only estimated monthly average and measured instantaneous
loads (kg/day) of TN, TP, and SS at site Akanebashi, 1985–2010, are displayed in
time-series graphs (Fig. 7.9). As a measure of error associated with monthly average
load estimates, the upper and lower 95% confidence intervals are also presented in
Fig. 7.9. Yishikarikakou-bashi had the largest estimates, with TN, TP, and SS loads
ranging from 8519.00 to 200189.00 kg/day (April 1999), 395.87 to 52299.00 kg/day
(April 1999), and 92111.00–92500000.00 kg/day (September 2001), respectively.
At all sites, monthly average TN, TP, and SS loads displayed seasonal fluctuations
in both loads and in discharge from 1985 to 2010, even though the dates of peak
discharge were not the same every year.

Figure 7.10 shows the estimated average loads of TN, TP, and SS for all stations
from 1985 to 2010, which are averaged by the monthly averages for each month
of the year (for example, the monthly average for all January, the average of
February, the average of March, and so on). As can be seen from Fig. 7.10, April
had the largest estimated average loads for TN, TP, and SS for all stations, the
values of which are been in shown Fig. 7.6. After April, the estimated average load
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Fig. 7.9 Estimated monthly average and measured instantaneous loads (kg/day) of TN, TP, and SS
at site Akanebashi, 1985–2010
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Fig. 7.10 Estimated monthly loads of TN, TP, and SS at five sites on the Ishikari River, from the
January 1985 to the December 2010

drops and then increases. Typically, TP and SS peak in September, while loads in
January, February, and March were relatively low. At Yishikarikakou-bashi, the
values of TN, TP, and SS estimates were 122629.31 kg/day, 15630.62 kg/day, and
18694484.69 kg/day, respectively; at Yiwamizawa-bashi, the values of TN, TP,
and SS estimates were 65651.08 kg/day, 8259.08 kg/day, and 8741123 kg/day,
respectively; and at Yinou-bashi, the values of TN, TP, and SS estimates were
25375.77 kg/day, 1668.73 kg/day, and 1321272 kg/day, respectively.

Estimated seasonal loads of TN, TP, and SS at five sites were highly variable
between 1985 and 2010 in the Ishikari River and its tributaries, with the great-
est loads occurring in the spring and the smallest loads occurring in the win-
ter (Fig. 7.10), reflecting fluctuations in discharge as a result of the combined
effects of seasonal runoff patterns, the exact timing of which vary from year to
year. At site Akane-bashi, TN load decreased from 8146.00 kg/day in spring to
1191.00 kg/day in winter, TP load decreased from 907.00 to 60.30 kg/day, and
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Fig. 7.11 Estimated average loads of TN, TP, and SS in April, at five sites on the Ishikari River,
January 1985 through December 2010 (kg/day)

SS decreased from 956854.00 to 26906.00 kg/day. At site Yishikarikakou-bashi, TN
load decreased from 78478.00 kg/day in spring to 39091.00 kg/day inwinter, TP load
decreased from 8110.00 to 1619.00 kg/day, and SS decreased from 11470000.00 to
367458.00 kg/day. Seasonal fluctuations were consistent with monthly fluctuations
(Fig. 7.10). Regardless of season, site Yishikarikakou-bashi had the largest loads of
TN, TP, and SS, far more than at other sites, the seasonal mean of which were 46
702, 3 560, and 1 991 033 kg/day (Fig. 7.11).

Between 1985 and 2010, the estimated seasonal load of TN, TP, and SS at the
five locations of the Ishikari River and its tributaries varied greatly, with the largest
loads in spring and the least load in winter (Fig. 7.12), which were line with the
seasonal runoff patterns of every year. At the Akane-bashi station, the total nitrogen
load decreased from 8146.00 kg/day in spring to 1191.00 kg/day in winter, and the
total phosphorus load decreased from 907.00 to 60.30 kg/day, while SS decreased
from 956854.00 to 26906.00 kg/day. At the Yishikarikakou-bashi site, the TN load
decreased from 78478.00 kg/day in spring to 39091.00 kg/day in winter, the TP load
decreased from 8110.00 to 1619.00 kg/day, and the SS decreased from 11470000.00
to 367458.00 kg/day. At the Yiwamizawa-bashi site, the TN load decreased from
45481.00 kg/day in spring to 16067.00 kg/day in winter, the TP load decreased from
5449.00 to 712.86 kg/day, and the SS decreased from 5392.07 to 256.53 kg/day.

Seasonal fluctuations are consistent with monthly fluctuations. As can be seen
in Fig. 7.13, the Yishikarikakou-bashi site had the highest seasonal TN, TP, and
SS loads, far exceeding other sites, with seasonal averages of 46,702, 3,560, and
1,991,033 kg/day, followed by Yiwamizawa-oohashi site (TN(26233.50 kg/day),
TP(2553.00 kg/day), and SS(2250293.00 kg/day)).
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Fig. 7.12 Estimated seasonal average loads of TN, TP, and SS at five sites on the Ishikari River,
January 1985 through December 2010

7.5.4 Trends of the Estimated Yearly Loads of TN, TP, and SS

Since the Yishikarikakou-bashi site is located on the inlet of the Ishikari River, this
study calculated the trends of the estimated yearly loads of TN, TP, and SS at this
station, which could reflect changes of water quality for the whole Ishikari River
Basin. The results are shown in Fig. 7.14, which suggest that a significant decreasing
trend was detected for all the water quality indices at Yishikarikakou-bashi site
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Fig. 7.13 Estimated seasonal loads of TN, TP, and SS at five sites on the Ishikari River (kg/day)

from 1985 to 2010. The Mann–Kendall Z values of TN, TP, and SS were −3.79,
−2.42, and −2.82, respectively, and the decrease of TN, TP, and SS was about
635.04 kg/day, 65.68 kg/day, and 217257 kg/day for each year, respectively. Results
show a significant improvement in water quality in Ishikari River Basin.

7.5.5 Results of SPARROW SS Model

7.5.5.1 Model Calibration

After parameter adjustment, we successfully established the final SPARROW sus-
pended sediment model for the Ishikari River Basin, which contains four source
variables (agricultural land, forest land, developing land, and streambed (stream
channels)), three landscape transport variables (precipitation, slope, and soil perme-
ability), two in-stream loss coefficients (small stream (drainage area≤ 200 km2) and
large stream (drainage area > 200 km2)), as well as reservoir attenuation describing
removal/deposition in reservoirs (see Tables 7.1 and 7.3). Table 7.3 lists the model
calibration results for the logarithmic transformation and the nonlinear least-squares
estimation of the sum in Eq. (7.11), which explains about 95.96% (R2) of the spa-
tial variation in the natural logarithm of the average annual suspended sediments in
the Ishikari River Basin. The mean square error (MSE) of 0.323 indicates that the
SS predicted by the model matches the observed load very well. For comparison,
the accuracy of the results is worse than other SPARROW models such as Waikato
SPARROWmodel (R2 = 0.97 and MSE = 0.14, calibrated using 37 stations) due to
different parameters and the accuracy of calibration data (Alexander et al. 2002).
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Fig. 7.14 Trends of estimated yearly loads of TN, TP, and SS at Yishikarikakou-bashi site on the
Ishikari River (kg/day)

Figure 7.15a shows the observed and predicted SS flux (kg/year) at 31 monitoring
sites included in the Ishikari SPARROW model (Natural logarithm transformation
applied to observed and predicted values). As we can see from the figure, the fitting
line is close to the red dashed line (1:1 line), suggesting that the predicted values
were close to the observed values. Figure 7.15b shows the model residuals for 31
monitoring stations used to calibrate the final Ishikari SPARROW model which
reveals that high-predicted (<0) monitoring sites mainly exist in the central part of
the Ishikari River Basin, and high-predicted (>0) monitoring sites exist in the upper
and lower river. Schwarz et al. 2006 argued that standardized residual greater than
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Table 7.3 SPARROW estimates of model statistics for Ishikari River Basin SS based on the 31
monitoring stations

Model parameters Coefficient units Estimated coefficient Standard error P-value

SS sources

Developing land kg/km2/year 1006.267 508.503 0.028

Forest land kg/km2/year 75.554 31.058 0.011

Agricultural land kg/km2/year 234.211 121.7511 0.036

Streambed (stream
channels)

kg/km/year 123.327 99.567 0.113

Land-to-water loss coefficient

Slope – 0.349 0.094 <0.001

Soil permeability h/cm −9.195 2.431 <0.001

Precipitation mm 0.007 0.002 <0.002

In-stream loss rate

Small stream
(drainage area
≤200 km2)

day−1 −0.044 0.011 <0.001

Big stream (drainage
area >200 km2)

day−1 0.000012 0.0068 >0.050

Reservoir-loss m/year 26.283 4.364 <0.001

Model diagnostics

Mean square error 0.323

Number of
observations

31

R-squared 0.9596

Notes This table indicates the overall model calibration results, statistical parameter estimates,
standard errors, and probability levels for modeled explanatory sediments variables. All sources
and storage items are subject to non-negative estimates for more realistic physical simulation of
the suspended sediment transport. Due to this specification, the statistical significance of the source
and aquatic storage coefficient estimates is evaluated as a one-sided p statistic, and the two-sided
values are used to assess the probability levels for land-to-water parameters (Schwarz et al. 2006)

3.6 are generally considered outliers and require further investigation. Therefore, the
final model did not show evidence of large prediction bias at the monitoring site.

All simulated source variables were statistically significant (P < 0.05) except for
the river channel and indicated the average level of sediment supply (Table 7.3).
The developing land produced the largest intrinsic sediments, with an estimated
value of approximately 1006.267 kg/km2/year, which is line with the results from
Brakebill et al. (2010) and Schwarz (2008). The sediment yield of agricultural land
is the second highest, with an estimated value of about 234.211 kg/km2/year, while
the sediment yield of forest land is the lowest, with an estimated value of about
75.554 kg/km2/year.
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Fig. 7.15 aObserved and predicted SS flux (kg/year) at 31 monitoring sites included in the Ishikari
SPARROW model (Natural logarithm transformation applied to observed and predicted values);
bModel residuals for 31 monitoring stations used to calibrate the final Ishikari SPARROW model

Land-to-water delivery for sediment land sources is powerfullymediated bywater-
shed slope, soil permeability, and rainfall, all of which are statistically significant
(Table 7.3). As expected, Table 7.3 shows that sediment produced from land trans-
port to rivers is most efficient in areas with greater basin slope, less permeable soils,
and greater rainfall, which is consistent with the results calculated by Brakebill et al.
(2010). The alteration of these factors can directly and indirectly cause changes in
sediment degradation and deposition, and, finally, to the sediment yield (Luce and
Black 1999; Nelson and Booth 2002). Increased rainfall amounts and intensities can
directly increase surface runoff, leading to greater rates of soil erosion (Nearing et al.
2005; Ran et al. 2012) with consequences for productivity of farmland (Julien and
Simons 1985). Watershed slope and soil permeability have a powerful influence on
potential surface runoff as they affect the magnitude and rate of eroded sediment that
may be transported to streams (Brakebill et al. 2010).

The slope of the watershed, soil permeability, and precipitation have an important
impact on the suspended sediment transport from land to water. Table 7.3 shows that
suspended sediments produced from land transport to rivers are most effective in
regions with larger watershed slopes, less permeable soils, and greater precipitation,
which is consistent with the calculations of Brakebill et al. (2010). Changes in these
factors can directly and indirectly lead to changes in sediment degradation and sedi-
mentation, and ultimately to changes in suspended sediments yield (Luce and Black
1999; Nelson and Booth 2002). For example, increased precipitation amounts and
intensities can directly increase surface runoff, which can bring greater soil erosion
rates (Nearing et al. 2005; Ran et al. 2012), affecting farmland productivity (Julien
and Simons 1985).

Table 7.3 also shows that the estimated coefficient for large streams and small
streams is about 0.000012 day−1 and −0.044 day−1, respectively, which suggests
that suspended sediments are removed from large streams and accumulated in small
streams. These results are not in line with one previous point that the river channels
with high flow can increase the amount of sediments generated from stream channels
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(Schwarz 2008). In the reservoir, sediment storage was statistically significant and
estimated to be approximately 26.283 m/year, which is similar to the result of the
conterminous U.S. SPARROW model (36 m/year) (Schwarz 2008).

7.5.5.2 Model Application

Figure 7.16a shows the spatial distribution of total suspended sediments yields, rang-
ing from 0.034 to 1190 kg/ha/year (mean = 101 kg/ha/year). The distribution also
shows the total suspended sediments yields concentrated in the secondary watershed
in the middle and lower reaches of the Shishou River, which suggests that the sedi-
ments yields relate to the river network. Figure 7.16b shows the spatial distribution
of increased suspended sediments yields, which indicates that much of the incremen-
tal sediment yields are distributed in regions with high total suspended sediments
yields. The largest value of the increased suspended sediments yields is greater than
150 kg/ha/year.

Figure 7.16 also illustrates the percentage of total incremental flux produced by (c)
agricultural lands, (d) developing lands, (e) forested lands, and (f) stream channels,
indicating the relative contribution of various sources to each sub-basin. As shown
in the figure, the proportion of agricultural-land sediment yields was greater than
50%, in many sub-basins with high total sediment yields. The same distribution
was found in the proportion of predicted forest-land sediment yield and predicted
steam channels yield, and all these two sources produced low suspended sediments
in the Ishikari River Basin. Figure 7.17 shows the total incremental flux generated
for agricultural lands, developing lands, forested lands, and stream channels. As
shown in the figure, agricultural lands produced the largest suspended sediments, up
to 35.11%, followed by forested lands (23.42%), developing lands (22.91%), and
stream channels (18.56%).

7.6 Discussions

7.6.1 Large Loads of TN, TP, and SS at Site
Yishikarikakou-bashi

TheYishikarikakou-bashi site had thehighest loads ofTN,TP, andSS inbothmonthly
and seasonal loads. The reason is that this site is located in the lower reaches of the
Ishikari River and has the highest average discharge, which is the primary driver
of constituent delivery to coastal waters (Fig. 7.18). Constituents from the upper,
middle, and lower reaches of the mainstream and the Uryū and Yūbari Tributaries
move together and are discharged at the Yishikarikakou-bashi Site.
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Fig. 7.16 Map showing the spatial distribution of a total suspended sediment yields, b incremental
suspended sediment yields, c sediments produced by agricultural lands, d sediments produced
by developing lands, e sediments produced by forest lands, and f sediments produced by stream
channels
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Fig. 7.17 The total
incremental flux generated
for agricultural lands,
developing lands, forested
lands, and stream channels
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Fig. 7.18 Schematic diagram of the Ishikari River and five studied sites

7.6.2 Decreasing Trends of TN, TP, and SS Loads

From Fig. 7.9, we can see a downward trend of TN, TP, and SS load (most obvious
was the decline of SS after 2001), which is in line with the result from Luo et al.
(2011). Many researchers have shown that land use has a large impact on water
quality and there is a significant correlation between water quality parameters and
land-use types (Tu 2011; Woli et al. 2004). In Hokkaido, the urbanization process
was accelerating, leading to an increase in the population of the Ishikari River Basin.
Table 7.4 shows that the population of the Ishikari River Basin has increased from
760132 in 1920 to 3124348 in 2005, with 32.2% of Hokkaido’s population in 1920
to 55.5% of Hokkaido’s population in 2005. Urbanization has increased the pressure
on the Ishikari River Basin, such as the increase of flooding, river erosion, and so on
(Klein 2007).

However, numerouswatermanagementmeasures havebeen implemented in Japan
to prevent deterioration of water quality. First of all, many polices and laws have been
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Table 7.4 Increasing trend of
people that live in the Ishikari
River Basin from 1920 to
2005

Year Hokkaido Ishikari river Basin Percentage (%)

1920 1599051 760132 32.2

1955 2942693 1830394 38.3

1965 3044706 2127094 41.4

1985 2876589 2802850 49.4

2005 2507785 3124348 55.5

enacted to reduce and mitigate pollution, especially since 2000 (see Fig. 7.19), lead-
ing to a comprehensive policy framework concerning water pollution control. In the
1990s, “Basic Environment Law”was enacted to set environmental quality standards
for water quality. “Drinking Water Sources Law”, “Laws Concerning Special Mea-
sures for Conservation of Drinking Water Sources”, and “Law on Livestock Excreta
Management and Recycling” were enacted to keep water sources from being pol-
luted. In the 2000s, “Law Concerning Special Measures against Dioxins” and “Soil
Contamination Countermeasures Law” were enacted to prevent pollution caused
by hazardous substances. Some important international conventions concerning the
prevention of water pollution including the “Convention on the Prevention and of
Marine Pollution by Dumping of Wastes and other Matter”, “International Conven-
tion for the Prevention of Pollution from Ships”, and “International Convention for
the Control and Management of Ships’ Ballast and Sediments” were also enforced
to protect water quality.

Fig. 7.19 AHistory of enactment of laws concerning water pollution control (Source https://www.
jetro.go.jp/ttppoas/special/env_rep_english/env_rep_03_1.html)

https://www.jetro.go.jp/ttppoas/special/env_rep_english/env_rep_03_1.html
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However, Japan has taken many water management measures to prevent water
quality deterioration. First, especially since 2000, many policies and laws to reduce
andmitigate pollution have been enacted (see Fig. 7.19), resulting in a comprehensive
policy framework for water pollution control. In the 1990s, the “Basic Environment
Law” was enacted to set environmental quality standards for water quality for whole
Japan. “Drinking Water Sources Law”, “Laws Concerning Special Measures for
Conservation of Drinking Water Sources”, and “Law on Livestock Excreta Man-
agement and Recycling” were promulgated to prevent pollution of water sources. In
the 2000s, the “Law Concerning Special Measures against Dioxins” and “Soil Con-
tamination Countermeasures Law” were promulgated to prevent pollution caused by
harmful substances. Some important international conventions on the prevention of
water pollution were also implemented.

In addition, with the urbanization of Japan, the water infrastructure including
the sewer system has also expanded. As shown in Table 7.5, the length, processing
area, processing capacity, and coverage of the sewer system in Sapporo City had
increased from 910.30 km, 1771 ha, 115.4 × 103 m3/day, and 19.20% in 1970
increased to 8139.70 km, 24611 ha, 1173.80 × 103 m3/day, and 99.70% in 2009,
respectively.Meanwhile, improvements in industrial water treatment and wastewater
treatment systems and improvements in “Jukasou” (Japan’s domestic wastewater
treatment system) had also helped to reduce wastewater flow (Luo et al. 2011).
Overall, improvements in policies and laws and improvements inwater infrastructure
in recent years have led to a downward trend in TN, TP, and SS loads.

Table 7.5 Changes of length of sewer system, processing area, processing capacity, and coverage
rate in Sapporo (Data from https://www.city.sapporo.jp/kurashi/suido_gesui/index.html)

Year Length of sewer
system (km)

Processing area
(ha)

Processing
capacity
(thousands of
m3/day)

Coverage rate of
sewer system (%)

1970 910.30 1,771 115.4 19.20

1975 2,437.40 8,552 423 64.50

1980 4,170.30 14,638 729 85.90

1985 5,887.20 18,786 948.1 91.80

1990 6,753.70 20,602 986.8 95.40

1995 7,348.20 22,933 1,044.80 98.60

2000 7,713.70 23,813 1,089.80 99.20

2005 8,006.60 24,402 1,173.80 99.50

2009 8,139.70 24,611 1,173.80 99.70

https://www.city.sapporo.jp/kurashi/suido_gesui/index.html
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7.7 Conclusions

In this chapter, we firstly estimated the total nitrogen (TN), total phosphorus (TP), and
suspended sediment (SS) loads in Ishikari River Basin, from January 1985 toDecem-
ber 2010, and then successfully established the final SPARROW suspended sediment
model for the Ishikari River basin, which contains four source variables (agricultural
land, forest land, developing land, and streambed (stream channels)), three landscape
transport variables (precipitation, slope, and soil permeability), two in-stream loss
coefficients (small stream (drainage area≤ 200 km2) and large stream (drainage area
> 200 km2)), as well as reservoir attenuation describing removal/deposition in reser-
voirs. The significant conclusions of the calibration procedure and model application
are summarized below:

(1) The loads of TN, TP, and SS were largest in April, and spring, reflecting the
fluctuation of seasonal runoff patterns in the Ishikari River Basin. Also, the
Yishikarikakou-bashi site had the highest water quality loads due to which it is
located in the lower reaches of the Ishikari River.

(2) A decreasing trend was found in TN, TP, and SS loads in Ishikari River
Basin from 1985 to 2010, because of improvements in policies and laws and
improvements in water infrastructure in recent years.

(3) The calibration results of SPARROWmodel account for approximately 95.96%
of the spatial variation in the natural logarithm of mean annual SS flux (kg/year)
and show relatively small prediction errors based on 31 monitoring stations.

(4) Developing land has the largest intrinsic sediment yield at around
1006.267 kg/km2/year, followed by agricultural land (234.211 kg/km2/year),
stream channels (123.327 kg/km2/year), and forest land (75.554 kg/km2/year).
Reservoir attenuation (26.283 m/year) is statistically significant, indicating that
reservoirs can play an important role in sediment retention.

(5) The total sediment yield and incremental production are concentrated in the
middle and lower reaches of the Ishikari River, indicating that these sub-basins
aremost susceptible to erosion. The percentages of total incremental fluxes from
agricultural land, developing land, forest land, and river channels were 35.11%,
23.42%, 22.91%, and 18.56%, respectively.
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Chapter 8
The Aral Sea Basin Crisis and Future
Water–Climate–Food Nexus
in Turkmenistan

8.1 Introduction

Water, land, and energy resources are critical to food security and ultimately to sus-
tainable socio-economic development (Ellabban et al. 2014; Liu et al. 2018; Mohtar
et al. 2019). Globally, water withdrawals and water use for food production account
for 70 and 90% of total water withdrawals, respectively, (AQUASTAT 2016) and
about 10% accounted for energy production and power generation in 2014 (IEA
2016). It is estimated that by 2050, global population growth will increase food
demand by about 70%, and will increase by about three times by 2100 (Clay 2011;
Food and Agriculture Organization 2009). The pressure associated with population
growth will continue to be exacerbated by climate change, which will affect food
production, hydropower, and many other important ways of water use (Conway et al.
2015). Therefore, to identify the linkages between water, energy, and food produc-
tion can help us to fully understand and recognize the water–climate–food nexus for
sustainable development under population growth and global warming (Dai et al.
2018; Mohtar and Daher 2015; Mortada et al. 2018).

In Central Asia, the vulnerability of water–climate–food security relationships
is particularly acute (Jalilov et al. 2016) due to the arid or semi-arid climate
(Bekturganov et al. 2016), transboundary rivers (Bernauer and Siegfried 2012), and
rising temperature (Aleksandrova 2015; Farinotti et al. 2015) in this region. The
Aral Sea Basin is the largest basin in Central Asia, which intersects all five Central
Asian republics including Kazakhstan, Kyrgyzstan, Tajikistan, Turkmenistan, and
Uzbekistan. With the rapid economic development and population explosion during
recent years, the Aral Sea (the world’s fourth largest lake in 1960) has already
shrunk to almost one-tenth of its former size with the rise of toxic salt around the sea
region, causing terrible ecological disasters, which was called the Aral Sea Basin
crisis in the world (Micklin 2004; Spoor 1998).

The main reason is the significant decrease in the amount of water flowing from
the Amu Darya River and Syr Darya River into the Aral Sea over the past 60 years,
which directly caused a sharp decrease in the seawater level due to the vast amounts
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of water for irrigation. Along with the rapid economic growth and population rise
in this region, the future demand for water resources will certainly exacerbate the
vulnerability of water–climate–food security relationships. For example, the main
source ofwater inTurkmenistan is theAmuDaryaRiver, a typical transboundary river
between Turkmenistan and Uzbekistan, which originates from the Pamir and Tien
Shan Mountains. Limited water resources, low irrigation efficiency, and a rapidly
growing population and economy are driving the country to develop a sustainable
resource management strategy (Bekchanov 2014; Bekchanov et al. 2016).

Therefore, this chapter firstly analyzes climate change impacts on water resources
in the Aral Sea Basin, and then employs climate predictions to analyze the water
balance for the Amu Darya River Basin and evaluate future water use, crop yields,
land, and water productivities in Turkmenistan from 2016 to 2055. We also have
explored the potential impact of future climate change on the relationship between
water and food security in Turkmenistan.

8.2 Data and Methods

8.2.1 Study Area

TheAral SeaBasin is a transboundary river basin at the heart of theEurasian continent
(Fig. 8.1a). Its area is about 1.76 million km2, which is shared by Tajikistan (about
99%), Turkmenistan (about 95%) and Uzbekistan (about 95%), Kyrgyzstan (about
59%), Kazakhstan (about 13%), northern Afghanistan (about 38%), and a very small
part of Iran. The Aral Sea is mainly fed by the Syr Darya and Amu Darya rivers, and
both rivers originate from Kopet Dag, western Tien Shan, and Pamirs.

The Amu Darya River is the largest river in Central Asia. It originates from the
Pamiro-AlaiMountains andflows into theAral Sea,with a total area of approximately
1.33× 106 km2 (Fig. 8.1b). TheVakhsh River and the Pyanj River are two tributaries.
TheAmuDaryaRiver ismainly fed by rainfall and themelting of snow and ice, which
is vulnerable to global warming. In recent years, rapid economic development and
population growth in the basin are driving significant changes in land cover, water
supply, and water demand patterns (Rakhmatullaev et al. 2017).

Turkmenistan lies in the lower and middle reaches of the Amu Darya River and is
mainly covered (80%) by the Karakum Desert (Fig. 8.1b). The Amu Darya River is
the main water source for all agricultural and non-agricultural uses in Turkmenistan,
accounting for more than 80% of total freshwater resources. According to the water
allocation agreements between all Central Asian countries (Protocol No. 566),
Turkmenistan’s share is about 35.8% of the total runoff from the Amu Darya River
(Kostianoy et al. 2011). More than 90% of the water is consumed by irrigated
agriculture (e.g., for cotton, wheat, rice, vegetables, fruits, and cucurbits) through
an integrated water management system (e.g., the Karakum Canal), mainly in our
focus provinces of Ahal, Dashoguz, Lebap, and Mary.
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Fig. 8.1 Location of a the Aral Sea Basin, b the Amu Darya River Basin, river systems, and
Turkmenistan

Turkmenistan is located in the middle and lower reaches of the Amu Darya River
and is mainly covered by the Karakum Desert (80%) (Fig. 8.1b). The Amu Darya
River is the main source of water for all agricultural and non-agricultural usage in
Turkmenistan, which accounts for more than 80% of the total freshwater resources.
According to the Water Distribution Agreement between all Central Asian countries
(Protocol 566), Turkmenistan’s share accounts for approximately 35.8% of the total
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flow of the AmuValley based on the water allocation agreements between all Central
Asian countries (Protocol No. 566) (Kostianoy et al. 2011). Ahal, Dashoguz, Lebap,
and Mary Provinces consume 90% water resources for irrigated agriculture (e.g., for
cotton, wheat, rice, vegetables, fruits, and cucurbits).

8.2.2 Datasets

The yearly water level (m), water surface area, and water volume in Aral Sea from
1911 to 2018 were obtained from the Portal of Knowledge on Water Resources and
Ecology of Central Asia (http://www.cawater-info.net). The monthly, seasonal, and
yearly precipitation and temperature in the Aral Sea Basin during the period 1901–
2016 were computed based on the Climatic Research Unit (CRU TS v.4.01), which
is a gridded dataset with a 0.5° resolution and has been widely used in the world and
confirmed to be reasonable for Central Asia (Harris et al. 2014). The yearly land use
during the period 1992–2015 has been downloaded from the European SpaceAgency
(ESA) climate change initiative (CCI). The data has 37 categorieswith a 300mspatial
resolution and been confirmed to be reliable in Central Asia (Hollmann et al. 2013),
which finally have been merged into 7 types (agricultural land, forest, grassland,
water body, construction land, and bare land) according to the categories defined by
the Intergovernmental Panel on Climate Change (IPCC) (Hurtt et al. 2009).

Most of the original datasets were from the Official Statistics of Turkmenistan
(http://www.stat.gov.tm/), the World Bank Group (https://data.worldbank.org/
country/turkmenistan), and the Portal of Knowledge for Water and Environmen-
tal Issues in Central Asia (http://www.cawater-info.net/). Other data came from
the national or provincial energy strategy documents of Turkmenistan (Garabayeva
2012).

8.2.3 Methodology

8.2.3.1 The Aral Sea Basin Management Model and Calculation
Process

TheAral Sea BasinManagementModel (ASBmm), jointly developed by the Science
Information Center of the Interstate CoordinationWater Commission of Central Asia
(SIC ICWC) and UNESCO-IHE, was used to compute water balance and determine
water allocation in the Amu Darya River Basin (De Schutter 2008; Merks 2018).
The aim is to develop a comprehensive assessment methodology for water sustain-
able development, taking into account socio-economic, environmental, energy, and
climatic factors. ASBmm contains two models for the Amu Darya and Syr Darya
watersheds. Each model contains four main modules, including a flow formation
model, a water distribution model (WAm), a planning area model (PZm), and a

http://www.cawater-info.net
http://www.stat.gov.tm/
https://data.worldbank.org/country/turkmenistan
http://www.cawater-info.net/
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socio-economic model. The water balance covers almost all hydrological processes,
including evaporation, groundwater influx and outflow, seepage, return flow from the
planning zones (PZs), PZs’ extraction, and inflows and discharges into other parts
(detailed information can be accessed from http://www.cawater-info.net/).

Figure 8.2 shows the hydrological scheme of the Amu Darya River Basin and the
yellow quadrangles are the PZs for the four provinces in Turkmenistan. The PZm
calculates the water balance of each water management political province under
different climate, socio-economic, and water management scenarios related to river
networks, including water balance in irrigation areas, backwater estimation (CDF),
and calculations of agricultural output losses (in case of water shortages) on the basis
of local resources (e.g., groundwater) and flow regulation by local reservoirs. PZm
is used here to calculate water demand and to assess the land and water productivity
of four interested provinces (Ahal, Dashoguz, Lebap, and Mary) in Turkmenistan.

Figure 8.3 shows the calculation framework forwater requirements, water deficits,
crop yield, agricultural output loss (in the absence of water), and land and water pro-
duction in four provinces of Turkmenistan. In this study, the existing ASBmmmodel
was used to determine the water balance and water distribution of future cross-border
rivers (De Schutter 2008; Merks 2018). A regional climate model called REMO-
0406 was to assess the possible impacts of climate changes on water resources.
Three socio-economic scenarios, including the food security and diet change (FSD),
export-oriented sustainable adaptation (ESA), andbusiness as usual (BAU) scenarios,
were adopted. BAU means “no change” in the future. The goal of FSD is to max-
imize food self-sufficiency based on population growth; ESA’s goal is to achieve
maximum food exports in the future with a food self-sufficiency rate of 80%. In all
three cases, the demographic changes from 2016 to 2055 are based on demographic
data for each planned area over the past decade. For the BAU scenario, future planting
methods and yields are predicted based on trends in the last decade. The long-term
target parameters adopted by the National Social and Economic Development Plan
of Turkmenistan (2011–2030) are used to build future planting patterns and yields
for FSD and ESA scenarios.

A coefficient of provision of water withdrawal limit from transboundary sources
was selected to determine the water scenario. The coefficient is 50% in this study,
suggesting that 50% of river discharges from the Amu Darya River could be taken
during the growing season. An innovation scenario was also adopted, which means
that development of innovative and efficient irrigation methods was used in irriga-
tion. The main indicators evaluating the irrigation system contain water delivery,
crop yields (cotton, wheat, and rice), and water productivity. Under the above cir-
cumstances, Turkmenistan’s futurewater requirements andwater deficits for irrigated
land, agricultural yields of several major crops, land productivity (total output per
hectare of irrigated area), and water productivity (gross production per m3 water
intake) were computed based on the following equations:

(1) The monthly standard net crop water requirements in planning zones are
described by Eq. 8.1:

http://www.cawater-info.net/
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http://www.cawater-info.net/
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Fig. 8.3 Procedure for calculating water requirements and irrigated agriculture productivity

Wzirn(dt) = Hz ∗
∑

wzmr (dt) ∗ Hzr (8.1)

where Hz is the total irrigated area of the four provinces (103 ha), wzmr (dt) is
the average annual standard of irrigation for crop r (m3/ha), and Hzr is fraction
of area under crop r in each province out of the total irrigated area of the four
provinces. The predicted standard irrigated agriculturalwater demand, including
losses in the irrigation network, is estimated as follows:

Wzir (dt) = Wzirn(dt) ∗ ET(dt) − pze f (dt)

ETm(dt) − pzmef (dt)
(8.2)

whereWzirn(dt) represents the monthly standard net crop water requirements in
PZ (106 m3), ET(dt) is the predicted reference evapotranspiration, ETm(dt) is
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the average annual reference evapotranspiration, and pzmef (dt) is the average
annual monthly effective precipitation for each province. The average annual
reference evapotranspiration is estimated as follows:

ETm(dt) = 0.00144 ∗ (25 + T (dt))2 ∗ (100 − Lm(dt)) (8.3)

where T (dt) is the predicted average monthly temperature (K), and Lm(dt) is
the average monthly humidity (%).

(2) Output losses calculate the average crop yield losses in case of water shortage
for crop r for each province (δYzgr , %) according to

δYzgr = sr ∗ (100 − α) ∗ η ∗ wnzr/ETr (8.4)

where wnzr is the necessary irrigation with an account of climate change in
future, calculated as follows:

α = 100 ∗ Wlz/Wzdir (8.5)

where Wlz is the irrigation water supply limit for a season (106 m3), Wzdir is
the irrigated agriculturewater demand, including losses in the irrigation network
(within the boundaries of planning zones) over a season (106 m3).

8.2.3.2 Statistical Analysis

The Mann–Kendall test was employed to compute trends of climate factors (tem-
perature, precipitation), water requirements, food production, and socio-economic
impacts from land production and water production under different scenarios during
the study period. Given an independent and random dataset consisting of T values
with the sample size n, theMann–Kendall S Statistic is calculated as follows (Kendall
1975; Mann 1945):

S =
n−1∑

i=1

n∑

j=i+1

sign(Tj − Ti ) (8.6)

sign
(
Tj − Ti

) =
⎧
⎨

⎩

1 if Tj − Ti > 0
0 if Tj − Ti = 0
−1 if Tj − Ti < 0

(8.7)

where n is the sample size, Tj and Ti represent the variability of the above indicators
at times j and i ( j > i). The sample size (n) is 40. When n ≥ 10, S is approximately
normally distributed with mean E(S) = 0 and variance (σ 2), which can be computed
as follows:
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σ 2 = n(n − 1)(2n + 5) − ∑
ti (i)(i − 1)(2i + 5)

18
(8.8)

where E(S) denotes the mean value of the S statistic, ti is the number of ties to extent
i . The summation term in the numerator is only used if the above data series contains
tied values. The standard test statistic ZS is calculated as follows:

Z =
⎧
⎨

⎩

S−1
σ

for S > 0
0 for S = 0
S+1
σ

for S < 0
(8.9)

The test statistic ZS is used as a measure of significance of trend of the above data
series (e.g., see Duan et al. 2017 and Yue et al. 2002). When |Z | is greater than Zα/2,
where α represents the chosen significance level (e.g., 5% with Z0.025 = 1.96), the
null hypothesis is invalid implying that the trend of the above data series is significant.

8.3 Results

8.3.1 Changes of Water Resources in the Aral Sea Basin

8.3.1.1 Changes of Water Level, Water Surface Area, and Water
Volume

Figure 8.4 shows time series of water level (m), water surface area (103 m2), and
water volume (km3) in Aral Sea from 1911 to 2018, suggesting that a decreasing

Fig. 8.4 Time series of water level (m), water surface area (103 m2), and water volume (km3) in
Aral Sea from 1911 to 2018
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Fig. 8.5 Changes of lake surface area in Aral Sea from 1973 to 2018

trend for all three indices. Concretely, the water surface area decreased from 67.5 ×
103 m2 in 1911 to 6.99× 103 m2 in 2018, the water volume decreased from 1078 km3

in 1911 to 69.31 km3 in 2018, and the water level decreased from 53.32 m in 1911
to 31.03 m in 2018. Figure 8.5 illustrates changes in lake surface area in Aral Sea
from 1973 to 2018, which indicates that the Aral Sea has already shrunk to almost
one-tenth its former size. In 1987–1988, the Aral Sea split into two parts, and the
Large and Small Aral Sea Basins were created. In 2018, the surface area was only
6.99 × 103 m2.

8.3.1.2 Trend Analysis of the Precipitation and Temperature

Figure 8.8 shows distributions of the mean annual values in the precipitation (mm),
temperature (°C), and linear decadal trends in the annual precipitation (mm/decade)
and annual temperature (°C/decade) during 1901–2015 in the Aral Sea Basin.
Figure 8.8a indicates that the mean annual precipitation ranged from 100 to 700 mm,
which was higher in the mountainous regions compared with the other regions.
Except for the upper Syr Darya River Basin, the same distribution was detected in
the precipitation trends (Fig. 8.8c).

Figure 8.8b indicates that the mean annual temperature was much higher in the
middle and lower regions of the Aral Sea Basin compared with the high mountainous
regions, ranging from around −5 °C to around 15 °C. As shown in Fig. 8.8d, an
increasing trend with the significance on a 95% significance level was found for all
grid cells of the basin, ranging fromapproximately 0.04 °C/decade to 0.18 °C/decade.
The northwestern region of the basin showed a larger increase compared with the
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Fig. 8.6 Maps of the mean annual values in the a precipitation (mm), b temperature (°C) and linear
decadal trends in the c precipitation (mm/decade), and d temperature (°C/decade) during 1901–
2016 in the Aral River Basin. Red pluses indicate the grid points with changes that are significant
on a 95% significance level

other regions, up to 0.18 °C/decade, suggesting more sensitive to global warming in
the plain, which has accelerated the glacier melting in the mountains regions (Zou
et al. 2019) (Fig. 8.6).

Figure 8.7 shows time series and trends in precipitation (mm) and temperature
(°C) in the whole Aral Sea Basin from 1901 to 2016, which reveals that a significant
upward trendwas detected for both precipitation and temperature. This kind of trends
was also predicted to occur in the future, probably causing pressure on water supply
and food production in the Aral Sea Basin.

8.3.1.3 Trend Analysis of the Precipitation and Temperature

Figure 8.8 shows Time series of the water delivery to the Aral Sea from the Amu
Darya River Delta and the Syr Darya River Delta for both growing season and non-
growing season from 1992 to 2018, which suggests that the water delivery to the Aral
Sea and the Amudarya river Delta decreased significantly for both growing season
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Fig. 8.7 Time series and trends in the a precipitation (mm) and b temperature (°C) in the whole
Aral Sea Basin from 1901 to 2016. The straight line in each sub-figure is the trend line

and non-growing season. Figure 8.9 shows the changes in the main types of land
use in the Aral Sea Basin from 1992 to 2015. Generally, grassland is the largest land
cover, followed by agricultural land and bare land. A noticeable increase on a 95%
statistical significance level was found in the agricultural land and construction land
exhibited during 1992–2015, implying that the rapid expansion of the agricultural
land consumed more water resources.

8.3.2 Future River Runoff in Amu Darya River

Figure 8.10 shows that the annual runoff exhibits a slight increase from 2016 to 2055,
with the Z value at 0.90 (not significant). The year of 2026 has the highest annual
runoff, up to 104 × 109 m3/year. The average annual runoff during the period of
2016–2055 is about 66.77 × 109 m3/year, which is 1.68 × 109 m3/year less than that
for the period 1933–2015. The average annual runoff for Pyandj, Vakhsh, Kafirni-
gan, Surkhandarya, and Kunduz Rivers during the period 2016–2055 is approxi-
mately 34.50 × 109, 19.12 × 109, 5.34 × 109, 3.42 × 109, and 4.39 × 109 m3/year,
respectively. Under the REMO 0406 scenario, the Pyandj River will have the largest
decrease in the future, up to 0.86 × 109 m3/year. In addition, although the annual
runoff from 2016 to 2055 is small, it varies greatly from month to month. The river
runoff is expected to decrease from June to August, and increase in the months of
April and the growing season.



8.3 Results 173

Fig. 8.8 Time series of the water delivery to the Aral Sea from the Amu Darya River Delta and the
Syr Darya River Delta for both growing season and non-growing season from 1992 to 2018

8.3.3 Future Water–Climate–Food Nexus in Turkmenistan

8.3.3.1 Water Requirements and Deficits During Growing Season

The time series of water requirements and water deficits for the growing season
(April–September) in Turkmenistan from 2016 to 2055 are shown in Fig. 8.11a, b.
The water requirement under the BAU scenario is clearly less than that in both FSD
and ESA scenarios, and the difference between them continues to increases, up to
4.40 × 109 m3/month by 2055. Similarly, the water deficits under the BAU scenario
are clearly less than that in both FSD and ESA scenarios. Under the ESA, FSD, and
BAU scenarios, the estimated water shortages are 7.88 × 109 m3, 7.47 × 109 m3,
and 4.33 × 109 m3 in 2055, respectively.

Table 8.1 shows the results of the Mann–Kendall test (Z value) of water require-
ments and water deficits for growing season under three scenarios (BAU, FSD, and
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Fig. 8.9 Maps of the land covers in the Aral Sea Basin in 1992 and 2015

y = 111.27x + 64562, Z=0.90, P>0.01
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Fig. 8.10 Annual runoff of the Amu Darya River under the REMO 0406 scenario from 2016 to
2055. The red line is the linear trend line, and the dashed lines are the average annual river runoff
for history (1933–2015) and future (2016–2055)

ESA) from 2016 to 2055. With the exception of Lebap and Mary Provinces, water
requirements in all other provinces have shown adownward trend.Among them, from
2016 to 2055, the BAU scenario had a significant decreasing trend at the 95% con-
fidence in all four provinces. Water requirements in Lebap Province under the ESA
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Fig. 8.11 Time series of a water requirements (109 m3/month) and bwater deficits (109 m3/month)
for growing season under three scenarios (BAU, FSD, and ESA) from 2016 to 2055. The annual
mean c water requirements (106 m3/month) and d water deficits (106 m3/month) during growing
season under BAU, FSD, and ESA scenarios in Turkmenistan and its four provinces from 2016 to
2055

Table 8.1 Mann–Kendall test (Z value) of water requirements and water deficits for growing
season under three scenarios (BAU, FSD, and ESA) from 2016 to 2055

Regions Water requirements Water deficits

BAU FSD ESA BAU FSD ESA

Ahal −6.28 −3.88 −1.50 −5.98 −3.53 −0.94

Dashoguz −5.25 0.03 −0.78 −4.60 0.90 0.55

Lebap −5.98 0.62 2.67 −5.98 0.64 2.85

Mary −6.63 0.15 0.38 −5.44 2.16 2.85

Turkmenistan −6.56 −1.85 −0.64 −6.28 −0.92 0.76

scenario shows a significant increasing trend, indicating that water deficits during
the growing season would increase (95% confidence). As with water requirements,
water deficits exhibit a significant decreasing trend under the BAU scenario from
2016 to 2055 in Turkmenistan. A significant increasing trend is also found for water
deficits under both the FSD and ESA scenarios in Mary Province.
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Fig. 8.12 Crop yield (t/ha) of a cotton, b wheat, c rice, d maize, e vegetables, f orchards, and
g forage under BAU, FSD, ESA scenarios in four provinces of Turkmenistan from 2016 to 2055

Figure 8.11c, d show the average annual water requirements and annual water
deficits in the growing seasons of the three scenarios from 2016 to 2055. As shown
in the figure, the estimated average water demand in these three scenarios is the
largest in Dashaguz, with a value of 3.90 × 109 m3, followed by Ahal, Mary, and
Leap. In addition to Ahal Province, FSD scenario in other provinces have the largest
water requirements, followed by the ESA and BAU scenarios. In terms of water
scarcity, Dashaguz Province has the highest average value of 2.50 × 109 m3 in these
three scenarios, while Mary Province has dropped to 0.60 × 109 m3. This may be
because there are less irrigated areas and local water resources in Mary Province. As
with water requirements, the FSD scenario shows that all provinces have the largest
water deficits, especially in the Ahal (2.50 × 109 m3).
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8.3.3.2 Agricultural Productivity

Unsurprisingly, the agricultural productivity results shown in Fig. 8.12 and Tables 8.2
and 8.3 show considerable time variations. Under the FSD and ESA scenarios, pro-
duction of seven major crops in all four provinces is expected to increase in 2016–
2055, including cotton, wheat, rice, corn, vegetables, orchards, and pastures, most
of which are significant at the 95% confidence level. For example, by 2055, cotton
yields are expected to increase to 1.71 t/ha, 1.76 t/ha, 2.39 t/ha, 3.51 t/ha under the

Table 8.2 Crop yields in the four provinces in 2030 and 2055 under different scenarios

Province Scenario BAU FSD ESA

Year 2030 2055 2030 2055 2030 2055

Ahal Cotton 1.24 1.38 1.53 1.71 1.88 2.25

Wheat 0.7 0.75 0.71 0.86 0.65 0.67

Rice 0 0 0 0 0 0

Maize 11.65 9.19 22.23 28.06 19.69 20.58

Vegetables 7.73 6.62 12.06 14.68 12.83 15

Orchards 9.85 10.87 9.9 10.96 12.41 13.27

Forage 2.16 2 2.88 3.66 2.43 2.37

Dashoguz Cotton 1.31 1.33 1.68 1.76 2 2.29

Wheat 0.77 0.61 1.13 1.19 1.11 1.08

Rice 1.03 1.3 0.97 1.11 0.95 1.06

Maize 4.04 3.66 5.33 6.01 4.93 4.83

Vegetables 12.13 9.37 19.16 21.48 21.38 23.61

Orchards 5.53 5.94 8.55 9.75 10.8 12.76

Forage 6.58 6.49 7.03 7.86 6.32 5.78

Lebap Cotton 1.58 1.78 1.99 2.39 2.44 3.08

Wheat 0.98 1.33 0.93 1.27 0.88 1.06

Rice 0 0 0 0 0 0

Maize 2.49 2.92 2.99 3.84 2.87 3.3

Vegetables 7.4 7.72 11.43 15.96 12.46 17.52

Orchards 1.88 2.43 2.98 3.89 3.94 5.24

Forage 6.13 6.81 6.96 9.27 6.27 6.71

Mary Cotton 2.5 3.06 2.86 3.51 3.45 4.26

Wheat 2.41 3 2.18 2.86 2.14 2.53

Rice 12.61 12.32 13.66 17.14 12.83 14.24

Maize 3.78 3.97 4.17 5.16 4.01 4.36

Vegetables 21.78 19.71 29.32 37.07 32.23 39.62

Orchards 3.98 3.18 5.76 6.82 7.91 10.18

Forage 12.1 8.92 14.99 19.3 13.57 13.99
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Table 8.3 Results of the Mann–Kendall test (Z value) for six types of corps in Ahal, Dashoguz,
Lebap, and Mary from 2016 to 2055

Provinces Scenarios Cotton Wheat Rice Maize Vegetables Orchards Forage

Ahal BAU 7.19 5.50 −4.96 −1.79 6.14 2.20

FSD 7.38 6.04 6.82 6.86 5.74 6.60

ESA 8.12 3.93 4.73 6.78 5.55 2.43

Dashoguz BAU 4.46 −3.50 7.13 0.77 −4.77 5.45 4.07

FSD 6.54 5.12 6.40 6.98 7.03 7.26 6.39

ESA 7.62 3.76 6.21 4.33 6.56 7.33 1.77

Lebap BAU 7.33 7.24 6.35 3.09 6.96 5.11

FSD 7.94 6.70 6.93 7.82 7.12 6.85

ESA 8.25 5.45 5.61 7.80 7.43 2.48

Mary BAU 7.98 8.00 0.56 6.43 −4.18 −7.02 −6.75

FSD 7.49 6.75 6.00 6.31 6.64 5.77 6.51

ESA 7.65 5.57 3.64 3.77 7.05 7.11 0.43

FED scenario and to 13.27 t/ha, 23.61 t/ha, 5.24 t/ha, 10.18 t/ha under the ESA
scenario in Ahal, Dashoguz, Lebap, and Mary Provinces, respectively. Wheat yields
are predicted to increase to 10.96 t/ha, 9.75 t/ha, 3.89 t/ha, 6.82 t/ha under the FED
scenario, and to 13.27 t/ha, 23.61 t/ha, 5.24 t/ha, 10.18 t/ha under the ESA scenario in
Ahal, Dashoguz, Lebap, and Mary Provinces, respectively. These estimated produc-
tivities BAU scenario are less than the yields under the FED and ESA scenarios in
2055. We can also find that the changes in yield between different years and between
different provinces seem to be large, mainly due to the difference of various climatic
factors in different regions.

Figure 8.12 and Tables 8.2 and 8.3 also clearly show that under these three sce-
narios, most of the crops in the province of Mary (including cotton, wheat, rice,
vegetables, and forage) have higher yields, while the lower yields of wheat, rice, and
forage in Ahal Province. Among them, the cotton yield in the province of Mary is
about twice that of the Akhal Province, and the wheat and pasture are about three
and five times, respectively. The dramatic increase in forage may reflect a significant
increase in livestock in this province. Almost all of Turkmenistan’s rice is produced
in the province of Mary (Fig. 8.12), and by 2055, it is estimated to increase to
12.32, 17.14, and 14.24 t/ha under the BAU, FSD, and ESA scenarios, respectively.
Under the BAU, FSD, and ESA scenarios, maize productivity in Ahal Province is
the highest, reaching 9.19, 28.06, and 20.58 t/ha in 2055, respectively.

8.3.3.3 Land and Water Productivity

The estimated annual revenue of irrigated agriculture (Millions of USD), revenue
losses in irrigated agriculture (USD), land productivity (USD/ha), and irrigation
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(a) Revenue of irrigated agriculture (106 USD) (b) Revenue losses in irrigated agriculture (USD)
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Fig. 8.13 Time series of a revenue of irrigated agriculture (106 USD), b revenue losses in irrigated
agriculture (USD), c land productivity (USD/ha), and d irrigation water productivity (USD/m3)
from 2016 to 2055

water productivity (USD/m3) are shown in Fig. 8.13 and Table 8.4, which suggests
that a significant increasing trend for all four provinces under the FSD and ESA
scenarios from 2016 to 2055. Under the FSD and ESA scenarios in Mary Province,
the estimated annual revenue from irrigated agriculture is predicted to increase from
6.55 × 108 USD in 2015 to 11.80 × 108 USD and 14.20 × 108 USD in 2055,
respectively, and the estimated annual land productivity is also predicted to increase
from 1125.28 USD/ha in 2015 to 2813.67 USD/ha and 3373.65 USD/ha in 2055,
respectively. Under the FSD and ESA scenarios in Ahal Province, the annual revenue
losses in irrigated agriculture is predicted to increase from 283.54 USD in 2015 to
1083.19 USD and 1595.17 USD in 2055, respectively, and the estimated annual
irrigation water productivity is also predicted to increase from 704.91 USD/ha in
2015 to 1469.6 USD/ha and 1968.02 USD/ha in 2055.

As shown in Fig. 8.13 and Table 8.4, BAU scenario is predicted to have the lowest
value for all land and water productivity indicators. Under the BAU scenario, from
2016 to 2055, the estimated annual revenue losses of irrigated agriculture in Mary
Province exhibits a downward trend. On the contrary, the largest value for all land
and water productivity indictors is found in the ESA scenario, which indicates that
under Turkmenistan’s export-oriented sustainable adaptation, the income and losses
of irrigated agriculture are likely to reach the highest level.

8.4 Discussions

The above results indicate that a sharp decrease in the amount of water flowing
from the Amu Darya River and Syr Darya River into the Aral Sea over the past
60 years directly caused the Aral Sea Basin crisis. The Aral Sea and its fringing
wetlands were an important resource for the agriculture, animal husbandry, fur
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Table 8.4 Land and water productivity s in 2015, 2020, and 2055 in Turkmenistan under different
scenarios

Scenario BAU FSD ESA

Year 2015 2020 2055 2020 2055 2020 2055

Revenue of irrigated agriculture (108 USD)

Ahal 3.87 1.94 2.24 2.22 5.88 2.34 7.87

Dashoguz 4.36 2.12 1.98 2.76 6.03 2.85 9.21

Lebap 3.99 1.93 2.44 2.14 5.81 2.21 7.06

Mary 6.55 4.11 4.45 4.73 11.8 4.86 14.2

Revenue losses in irrigated agriculture (USD)

Ahal 283.54 316.3 335.57 362.34 1083.19 378.55 1595.17

Dashoguz 40.45 79.11 80.51 126.17 470.67 129.47 689.32

Lebap 32.68 234.83 232.17 267.98 836.53 272.88 1030.13

Mary 26.86 39.44 13.59 77.12 283.08 77.85 354.39

Land productivity (USD/ha)

Ahal 704.91 487.5 584.65 546.33 1469.6 576.57 1968.02

Dashoguz 1110.49 578.81 561.34 692.57 1526.52 714.37 2331.11

Lebap 1114.25 531.52 636.62 585.56 1521.27 604.37 1864.72

Mary 1125.28 1066.04 1344.02 1113.72 2813.67 1145.45 3373.65

Irrigation water productivity (USD/m3)

Ahal 0.23 0.2 0.28 0.23 0.67 0.25 0.9

Dashoguz 0.12 0.1 0.1 0.13 0.28 0.14 0.44

Lebap 0.18 0.16 0.22 0.18 0.49 0.19 0.59

Mary 0.19 0.15 0.2 0.17 0.44 0.17 0.53

trapping, and fishing industries during early Soviet Union times (Micklin 2004);
however, since the 1950s, the irrigated land (especially for cotton) have increased
dramatically, which have significantly affected the water supply and water demand
patterns. During the late 1960s, the amount of water evaporating from the Aral Sea
become greater than the amount of water flowing from the Amu Darya River and
Syr Darya River into the lake, so lake levels significantly declined in the 1970s
and 1980s (see Fig. 8.4). Climate change may exacerbate the challenge of meeting
the needs of Turkmenistan’s water–climate–food security nexus. Firstly, increasing
temperature has been proven to increase the rate of evaporation and change crop
phenology (Chmielewski et al. 2004; Peã Uelas et al. 2009), such as to shorten the
growing season for cotton and therefore reduce water requirements (Wang et al.
2008). In addition, monthly precipitation will vary dramatically in the future, which
will bring challenges for freshwater supply and water resources management.

Technological innovation can mitigate or even eliminate climate risks in water–
climate–food security (Smithers and Blay-Palmer 2001), which should be placed in
a priority position in the Amu Darya River Basin. For example, due to the low level
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of technical capacity, irrigation systems in Central Asia have wasted large amounts
of water resources during crop irrigation and resulted in loss or degradation of fertile
land, river degradation, and other environmental consequences (Zonn et al. 2018).
In this chapter, therefore, an innovative solution was simulated to improve water use
efficiency, which can offset the negative impacts of climate change.

Finally, limitations and uncertainty analysis are necessary. Clearly, climatemodels
have a degree of uncertainty about future precipitation and temperature predictions,
which may affect our ability to assess crop water requirements during the growing
season (Knutti and Sedláček 2013). Secondly, it is difficult to predict the future runoff
since the Amu Darya River is a river that is mainly supplied by ice and snow melt-
ing (Sorg et al. 2012). Thirdly, incomplete historical datasets, especially historical
datasets from Afghanistan, introduce yet another uncertainty into the modeling via
ASBmm.

8.5 Conclusions

In this chapter, climate change impacts on water resources in the Aral Sea Basin
were analyzed, and future water–climate–food security nexus were estimated for
four provinces of Turkmenistan from 2016 to 2055. Results could be summarized as
follows: (1) A sharp decrease in the amount of water flowing from the Amu Darya
River and Syr Darya River into the Aral Sea over the past 60 years directly caused the
Aral SeaBasin crisis; (2) The expansion of the construction land and agricultural land
increased the water consumption, exacerbating the stress of the water resources; (3)
Changes in precipitation and temperatures are predicted to exacerbate the challenges
of meeting needs of the water–climate–food security nexus in Turkmenistan; (4)
Under the BAU, FSD, and ESA scenarios, a decreasing trend was found in water
requirements andwater deficits during the growing seasons from2016 to 2055 inmost
provinces; (5) Under all three scenarios, production of seven major crops including
cotton, wheat, rice, maize, vegetables, orchards, and forage, are predicted to exhibit
a upward trend for four provinces for the period of 2016–2055; and (6) The highest
mean income (about 7 × 108 USD/year) and losses of irrigated agriculture (about
1.50 × 103 USD/year) were found in Mary Province under all three scenarios, and
the largest mean land (about 800 USD/ha/year) and irrigation water productivities
(about 0.40 USD/m3/year) were predicted in Ahal Province.
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