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Preface

The 4th Workshop on Document Analysis and Recognition (DAR 2018) was held at
Hyderabad, Telangana, India, on December 18, 2018. This edition was organized by
the International Institute of Information Technology, Hyderabad (IIIT-H) as part of the
11th Indian Conference on Vision, Graphics, and Image Processing (ICVGIP 2018).
The DAR workshop series brings together researchers working in the area of document
analysis, with the focus of exchanging ideas in order to foster further research in the
field. The present proceedings contain the papers that were accepted and presented at
the workshop.

Broadly speaking, the papers presented in this volume describe developments in
different facets of document analysis, such as:

(a) Document layout analysis and understanding
(b) Handwriting recognition and symbol spotting
(c) Character and word segmentation

(d) Handwriting analysis

(e) Datasets and performance evaluation

From a total of 22 papers submitted to the workshop, a total of 14 were accepted and
presented. The papers were selected based on three reviews obtained for each of the
submissions. Members of the Program Committee were involved in the review of the
papers, for which a single-blinded procedure was adopted. The papers in the pro-
ceedings are the revised versions that were submitted after the incorporation of the
reviewer comments. Apart from paper presentations, the workshop also hosted a
keynote talk by Prof. A. G. Ramakrishnan, Department of Electrical Engineering,
Indian Institute of Science, Bangalore.

June 2019 Suresh Sundaram
Gaurav Harit
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MultiDIAS: A Hierarchical Multi-layered
Document Image Annotation System

Arnab Poddar®), Rohan Mukherjee, Jayanta Mukhopadhyay,
and Prabir Kumar Biswas

Indian Institute of Technology Kharagpur, Kharagpur, India
arnab.poddar91@gmail.com

Abstract. Content of the document images are often shows hierarchi-
cal multi-layered tree structure. Further, the algorithms for document
image applications like line detection, paragraph detection, word recog-
nition, layout analysis etc. require pixel level annotation. In this paper,
a Multi-layered Document Image Annotation System (MultiDIAS) has
been introduced. The proposed system simultaneously provide a plat-
form for hierarchical and pixel level annotation of document. MultiDIAS
label the document image in four hierarchical layers (layout type, entity
type, line type, word type) assigned by the user. The output generated
are four ground-truth images and an XML file representing the meta-
data information. The MultiDIAS is tested on a complex handwritten
manuscript written by renowned film director Satyajit Ray for the movie
‘Goopi Gyne Bagha Byne’. This annotated data generated using Multi-
DIAS can further be used in a wide range of applications of document
image understanding and analysis.

Keywords: Document image analysis + Pixel-level annotation -
Hierarchical annotation

1 Introduction

The last two decades have witnessed a rapid rise in the requirement of digi-
tization of documents and the availability of several text-based softwares has
enlarged the scope of analysis of such documents. Several document image anal-
ysis methodologies are widely used to generate outputs in the machine readable
format from raw content [1]. The different phases of a document analysis system
include scanning, segmentation and layout analysis, logical structure and seman-
tic analysis, article and content extraction, and re-purposing of the extracted
information into other application specific formats [1].

Typical document image analysis includes document layout analysis, optical
character recognition, biometric identity detection from signatures or handwrit-
ing and graphical object recognition. Various methodologies have been intro-
duced and experimented to handle the objectives related to the application of

© Springer Nature Singapore Pte Ltd. 2019
S. Sundaram and G. Harit (Eds.): DAR 2018, CCIS 1020, pp. 3-14, 2019.
https://doi.org/10.1007/978-981-13-9361-7_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9361-7_1&domain=pdf
https://doi.org/10.1007/978-981-13-9361-7_1

4 A. Poddar et al.

Document Iimage
Pi

b3 | ! | !

[ Title ] [ Graphics Hand Sketch User Defined

Twe ot ot sumed | [Pescupton orand
Text CUNSe sketch etc.

Paragraph-2

Noise Text Striked Text

—/

> Human

i

Fig. 1. Multi-layered hierarchical information based representation of a typical docu-
ment image for annotation.
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document images [1,11]. The performance metrics of the algorithms are evalu-
ated considering the ground-truth of the acquired document image data. The
data with corresponding ground-truth has substantial significance in document
image analysis. The generation of ground-truth is a rigorous manual process that
needs significant time and effort from the user. Hence, the system for generat-
ing ground-truth requires an user-friendly, convenient and efficient environment
which is capable of delivering reliable ground-truth data.

Various systems for ground-truth generation have been proposed in relevant
literature to prepare benchmark database for the evaluation of designed algo-
rithms. Pink Panther [21] was introduced as a ground-truth generator which is
predominantly used for the annotation of document images to evaluate the algo-
rithms for layout analysis. A system named PerfectDoc [19] is used especially
for layout structures of the document images. The authors in [9,15,20] have pre-
sented Various layout based ground-truth generation tools. The ground-truth
generators in [9,17,19] can only allow rectangular bounding-boxes for annota-
tion. Thus their performances degenerate in case of documents with complex
layout. A recent ground-truth generator GEDI [5] supports annotation by gener-
ating a polygonal region. However, it is observed that the tool is quite inefficient
for images of larger dimension (600dpi). A Pixel level ground-truth generator
named PixLabeler has been reported in [13]. Similar tools are also referred in
[10,14,18]. Of late, a web based document image annotation tool for correction
of pixel-label is proposed in [12]. Pixel level annotation contains more specific
information but it costs higher time requirement for execution of the assigned
task.
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Fig. 2. Block diagram for different layer annotation with MultiDIAS system

The state-of-the-art annotation tools use pixel label annotation process for
more precise ground-truth generation [13]. The pixel-level annotation in mul-
tiple layers will not only allow to evaluate techniques for layout analysis but
also help to deal with other problems like word spotting, paragraph detection,
line detection, detection of types and entities of the graphical contents. Hence,
an ideal ground-truth generation interface should feature the characteristics to
handle multi-layered hierarchical information and simultaneously pursue precise
pixel-level annotation. However, as pixel level annotation is a rigorous process,
the system should be fast and user-friendly.

In this paper, we propose a semi-supervised graphical-user-interface (GUI) for
ground-truth generation tool called Multi-layered Document Image Annotation
System (MultiDIAS). A pictorial representation of the hierarchical information
contained in typical documents is depicted in Fig.1. The proposed system can
accommodate the multi-layered structure of the information content of the doc-
ument images and simultaneously provide a simple platform to allow pixel level
annotation of document images in various layers. A block level depiction of var-
ious modules of the MultiDIAS system is given in Fig. 2. It generates an XML
file consisting of the metadata information, along with four layered ground-truth
images. In our present implementation of MultiDIAS, only single annotation
label per block/pixel is accommodated. MultiDIAS enables a researcher in the
field of document image processing to evaluate different algorithms for a wide
range of problems on the same document image data. Various approaches pro-
posed to handle the problems like layout analysis, word detection, line detection,
paragraph detection, graphical entity recognition can be evaluated with the same
document image data using the introduced MultiDIAS toolkit. In general, the
document image layouts are well structured in case of printed documents. How-
ever, in handwritten documents, especially in manuscripts, the information con-
tent are presented with higher complexity. The proposed MultiDIAS in designed
for application on both printed and handwritten document images for annota-
tion. The MultiDIAS is tested on a complex handwritten manuscript written by
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renowned film director Satyajit Ray for the movie ‘Goopi Gyne Bagha Byne’.
This annotated data generated using MultiDIAS can further be used in a wide
range of applications of document image analysis.

In short, the major contribution of the paper can be summarized as

A hierarchical Multi-layer Annotation System is proposed.

— The proposed system can accommodate hierarchical structure of information
content of the typical document images and the proposed architecture pro-
vides each separate layer annotation in pixel-level.

— The algorithms for multiple problems like line detection, paragraph detection,
word recognition, layout analysis can be evaluated on same document image
data using the ground-truth, generated by proposed system.

— The system incorporates semi-automatic approach for labeling the fore-
ground pixels.

— The tool presents a meta-data of the relation of the fore-ground pixels in

different layers in XML.

The basic system architecture of MultiDIAS is presented in Sect. 2. The func-
tionality of the proposed system is described in Sect. 3. Implementation details
are discussed in Sects.4 and 5 depicts the details of ground-truth generation
with MultiDIAS. Finally, we conclude in Sect. 6.

2 System Architecture of Multi-DIAS

In general, the information in both hand-written or printed document images
contain one or more paragraphs, the paragraphs contain one or more text lines
and each text line contains multiple words. On the other hand, the non-text
regions may contain graphics, header, hand-sketch, striked-text, etc. A block
level representation of the hierarchical information contained in a typical docu-
ment is presented in Fig. 1.

Here we aim to provide annotation of hierarchical information at different
layers and simultaneously present a platform to generate pixel level annotation
in each layer. A block diagram of different modules of the MultiDIAS system is
presented in Fig. 2. Initially, the pre-processing steps are conducted. The fore-
ground pixels, required to be annotated, are obtained through the pre-processing
operations. Henceforth, the foreground pixels are transformed into labeling units
for further annotation.

In MultiDIAS, all the foreground pixels are initially labeled in the first layer
as text, graphics, hand-sketch, page number, header, bold-text, etc. in accor-
dance with the page-layout. Each individual label in the first layer can be sub-
divided into multiple sub-labels in the next layer. For example, the text region
labeled in the first layer can be sub-divided into multiple paragraphs in the
second layer. Moreover, the pixels labeled as graphics in the first layer can be
sub-divided into hand-drawn sketch, human figure, animal figure, etc. in the
second layer. The document image pixels with graphical content can be accom-
modated in three layers as Graphics — Entity — instances. The text pixels
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Fig. 4. Different stages of annotated images at multiple layers of a document image.
This is a page of manuscript of the movie Goopi Gyne Bagha Byne, directed and
scripted by Satyajit Ray

can be accommodated up-to word level in 4 layers as shown in Fig. 6a (Text —
Paragraphs — Lines — Word). In MultiDIAS, the annotation of the label-
ing units can be done up-to 4 distinct layers, each in pixel level. In the initial
layer (Layer-1), the annotation of the basic layout of the page can be accommo-
dated. Subsequently in second layer, the objects of each distinct label assigned
in Layer-1 can be annotated as per requirement into multiple sub-labels. This
process is extended similarly for layer-3 and layer-4 as shown in Fig. 2. Finally,
four ground-truth images are generated along with a tree, showing the metadata
of the labels at multiple layers.

3 Functionality

This section discusses the different operations and tasks associated with the
proposed MultiDIAS system. Figure 3 presents a summary.
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(a) Automatic Skew correction of printed(b) Automatic text-graphics separation on
document image. printed document images.

Fig. 5. Different preprocessing operation provided in MultiDIAS for document images.

3.1 Preprocessing

In the proposed MultiDIAS annotation system, the user is allowed to segment the
foreground opting either of the four thresholding choices- GUI-based threshold-
ing, a GUI-based adaptive thresholding, the Otsu’s thresholding and the global
thresholding technique [7]. A typical view of foreground separation module car-
ried out with the GUI-based thresholding choice is displayed in Fig.4b. More-
over, for printed document images, MultiDIAS provides an in-built platform for
skew-angle correction operation as in [2]. It also provides the user the option to
separate the text and graphics part automatically. Figure 5a and b display an
example for skew correction and separation of texts and graphics respectively in
document images of Indian language (Bengali).

3.2 Editing the Binary Image

In the proposed MultiDIAS system, the user is allowed to edit the foreground
pixels and avoid the overlapping of labeling unit. Through the semi-automatic
approach incorporated in the tool to separate the foreground and background
pixels, the user can precisely edit the foreground pixels by visual inspection.
Using this option, one can accurately segment the overlapping labeling units.

3.3 Generation of Labeling Unit

MultiDIAS incorporates a approach for pre-defining the Labeling Units (LU).
This is done using GUI based Morphological operations like dilation, erosion,
opening, closing, smoothing and gap-filling that have been included in Multi-
DIAS for generation of LUs. An LU indicates a defined set of pixels from fore-
ground, assigned together as a unit by an appropriate morphological operator.
Pixels are clustered together by selecting either of the morphological operations
- opening, closing, dilation, and erosion [7].

The annotator is supposed to choose an element of suitable size and element
type using the graphical slider provided in the GUI of MultiDIAS, for grouping
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Algorithm 1. Label all LU in Layer

Require: Viabellist # NULL;labellist € Label List
LabelList — NULL
Objects + all uniquely labeled Objects in Layer — 1
LU[Object] < valid unlabeled units VObject € Objects
Label +— NULL
while Label[LU[Object]] # NULL : YObject € Objects do
SU «— NULL
[X,Y] < Select Rol from USER
while Label[lu] # NULL : Vlu € LU do
if Boundingbox(lu)< [X,Y] then
SU — luu SU
end if
end while
label =Mention Label for Rol from USER
if label ¢ Label then
LabelList < label U Label List
end if
Label[SU] « label
end while

pixels. A user can perform morphological operations on pixels to form the label-
ing units by a smoothing operation, where the selection of run length parameter
is done interactively. Moreover, the foreground pixels are allowed to be accumu-
lated together using the morphological operations like gap-filling [4]. Here, the
selection of the input parameters, gap size in vertical and horizontal directions
are taken as inputs from the user as per requirement using the designed GUL
A graphical instance of MultiDIAS for performing the operation is displayed in
Fig. 4c.

After grouping operation on the foreground pixels, all the contours of the
groups are estimated adopting the technique proposed in [16]. Subsequently,
the estimated contours are approximated as a polygon using Douglas-Peucker
algorithm [6]. These computed polygons are considered as the elemental labeling
units for annotation in MultiDIAS in different layers. An example of a collection
of labeling units is shown in Fig. 6, where each unit is highlighted using a unique
color.

3.4 Label Definition

There are a few pre-defined key-labels provided in MultiDIAS in different layers.
The tool facilitates an option to add and label as per requirement as shown
in Fig.6a. A user can annotate the labeling units of the input document with
the existing labels with unique identification number and can also add labels
simultaneously at the time of annotation.
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Fig. 6. Different stages of an annotated document image at multiple layers. The image
is a manuscript from the movie ‘Goopi Gyne Bagha Byne’, directed and scripted by
Satyajit Ray

3.5 Annotation of LUs in Different Layers

The comprehensive annotation process taking place across multiple layers is
depicted as Algorithm 1. In each layer, the annotation of labeling units (LUSs)
is executed by selecting a region of interest (ROI). At first, all the units are
determined which are completely present within the selected ROI. After selection
of a ROI, all the unlabeled units present in it can be labeled using two different
modes. A user gets to annotate all units within the ROI with label from the
present list. These LUs, as selected from user-given ROI, will be added to set
of LUs, assigned to previously defined labels. Otherwise, the user can add a
new label by naming it in the dialog-box appearing in MultiDIAS. This will
update all the unlabeled units with the label given by the user. The pixel-color
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Table 1. Comparison of features of different annotation systems

Handles Metadata |Open Free to | Batch |Handles |Pixel- |Independent
hierarchical of relation |source |use label large level from
information between images pre-processed
pixels input
MultiDIAS Yes Yes Yes Yes Yes Yes Yes Yes
Pixel.js [12] No No Yes Yes Yes Yes Yes Yes
Pix-Labler [13] | No No No Yes Yes Yes Yes No
DivaDia [3] No No Yes Yes Yes No No Yes
Picozu® No No No Yes No No Yes Yes

2https://www.picozu.com/.

of those regions are set to the color of that label. Reference of a particular
pixel to a given labeling unit is enumerated by point-polygon test [8]. At every
phase of the annotation of a particular layer, the MultiDIAS shows revised color
image, where the labeled pixels are exhibited with the color of the corresponding
label, and the unlabeled pixels are displayed with the original value of the pixel.
The process of annotation continues until all labeling units are marked. After
completion of annotation of each layer, the annotated image is displayed with
bounding boxes for all distinct labels.

A similar process of annotation is followed for all the four layers in Multi-
DIAS. Once the labeling procedure of a particular layer is completed, the Mul-
tiDIAS system automatically moves to its next layer for annotation. In a higher
layer of annotation, a set of labeling units assigned to a particular label in pre-
vious layer are allowed to be sub-divided into multiple sub-labels in the present
layer as required. If there is no need to sub-divide a particular label in the pre-
vious layer, the user can choose ‘None’ label in the present layer. Those labeling
units marked as ‘None’ in a particular layer will not appear further in the higher
layers as per the design of MultiDIAS system presented in Algorithm 1.

All distinct labels of the previous layers are treated one-by-one separately,
showing a bounding-box and highlighting the assigned labeling units for each
label. This process is followed hierarchically in every layers. On completion of
annotation of each layers, the annotated ground-truth image is generated by
MultiDIAS for the particular label.

After finalizing the four layers (Layer-1: Fig.6c, Layer-2: Fig. 6d, Layer-3:
Fig. 6e, Layer-4: Fig. 6f), output labeled image and its corresponding XML file
are generated in tree format. An example of different stages of labeling is shown
in Fig. 6.

3.6 Representation of the Annotated Data in XML Format

Finally, the metadata of the document image is presented in XML format. The
system creates a tree structure representing the four layers in four different levels.
Every element in each layer contains 4 attributes, namely, (i) name of node, (ii)
bounding box, (iii) label number, (iv) layer number.

The name of the node is assigned by the dialog-box as shown in Fig. 6a.
The parameters of the bounding box is automatically measured by calculating
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all the labeling units, fully accommodated within the region of interest given
by the user. The bounding-box in the nodes is parameterized as x-coordinate,
y-coordinate, stretch in x-dimension, stretch in y-dimension. The label number
denotes a unique integer number which is used to denote the corresponding label
in the pixels of ground-truth image. For each particular layer, the label numbers
are set uniquely. Finally, the layer number is attributed with each node. It varies
from 1 to 4.

4 Implementation Detalils

MultiDIAS is implemented in Python 2.7 environment, using graphical user
interface and with customizable standard modules, developed using OpenCV [7].
The annotation process of a document image is conducted through the graphical
user interface, provided in MultiDIAS and subsequently, a ground-truth image
in ‘.png’ format is generated in each of the four layers of annotation. Each of the
pixels of the ground-truth images are represented with an index corresponding
to a particular label of annotation. The hierarchical metadata of the document
image, under consideration is saved in ‘. XML ’ format, which also comprises of
the information of the original image along with the annotated ground-truth
images of four layers.

In the XML file, an index of a layer corresponds to the unique pixel value
for a particular label in the ground-truth image of the corresponding layer. As
an example, annotated images in four different hierarchical layers are shown in
Fig. 6¢—f respectively. MultiDIAS is tested to annotate images from the scanned
handwritten document images taken the hand-written scripts of renowned film-
maker Satyajit Ray. The manuscripts were created for his famous movie ‘Goopi
Gyne Bagha Byne’.

5 Generation of Ground-Truth with MultiDIAS

MultiDIAS is used to generate ground-truth for the complex hand-written
manuscript documents of Satyajit Ray. The images in the hand-written
manuscripts consist of a wide range of regions like page numbers, text, bold-texts,
headers, signatures, hand-sketches, headlines other foot notes, lines, indicators.
The orientation of the documents also varies randomly. Moreover, in handwrit-
ten documents the lines, paragraphs etc. are non-uniformly skewed. The number
of labels in the other layers depends on the paragraphs, lines, number of words,
types of sketches etc. in the manuscript images. The time of the other layers
depends on the content of particular document’ s lines, sketches, words etc. A
comparative study of various features of the annotation tools between proposed
system and other existing annotation tools are presented in Table 1. Approxi-
mate time taken by a user for annotation of 1-st layer of a typical document
image with MultiDIAS is nearly 3—4 min.
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6 Conclusion

The primary aim of MultiDIAS is to annotate an input document image with
hierarchical information efficiently in a single platform. MultiDIAS enables a
researcher in the field of document image processing to evaluate different algo-
rithms for a wide range of problems on the same document image data. Various
approaches proposed to handle the problems like layout analysis, word detec-
tion, line detection, paragraph detection, graphical entity recognition etc. can
be evaluated with the same document image data using the introduced Multi-
DIAS toolkit. At the same time, MultiDIAS provides a user friendly simple plat-
form to annotate hand-written and other document images efficiently in pixel
level. MultiDIAS generates an ‘. XML’ file consisting the metadata information,
along with four layered ground-truth images. In our present implementation
of MultiDIAS, only single annotation label per block/pixel is accommodated.
In other situations, it is preferable to accommodate multiple annotations per
block/pixels, especially in case of overlapping. In our future endeavor, we plan
to address the limitation and incorporate more than one annotation per block.
The authors expect that MultiDIAS can potentially serve the document image
analysis community by simplifying the ground-truth generation procedure.
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Abstract. A document is rich in its layout. The entities of interest
can be scattered over the document page. Traditional layout matching
has involved modeling layout structure as grids, graphs, and spatial his-
tograms of patches. In this paper we propose a new way of representing
layout, which we call attributed paths. This representation admits a string
edit distance based match measure. Our experiments show that layout
based retrieval using attributed paths is computationally efficient and
more effective. It also offers flexibility in tuning the match criterion. We
have demonstrated effectiveness of attributed paths in performing lay-
out based retrieval tasks on datasets of floor plan images [14] and journal

pages [1].

1 Introduction

Document layout analysis deals with decomposing a given document image into
its component regions and understanding their functional roles and relationships.
A document image is composed of a variety of physical entities or regions such as
text blocks, lines, words, figures, tables, and background. Functional or logical
labels such as sentences, titles, captions, author names, and address, can be
assigned to some of these regions. Document image classification and retrieval,
is a crucial step in any digital mailroom scenario, and is one of the most explored
topics that involve document layout analysis. The problem of retrieving similar
document images to a given query has been tackled from different angles, mainly
depending on what is understood as the notion of similarity between documents.
In each scenario, depending on the user expectations, the document images can
be represented and described by three broad families of descriptors: textual
content, visual appearance, and layout structure.

1.1 Document Layout Features

Document features can be of different types, for example, image features,
extracted directly from the image or from a segmented image (e.g. the den-
sity of black pixels of a region), structural features or relationships between
blocks in the page, obtained from the page layout, and textual features, based
© Springer Nature Singapore Pte Ltd. 2019

S. Sundaram and G. Harit (Eds.): DAR 2018, CCIS 1020, pp. 15-26, 2019.
https://doi.org/10.1007/978-981-13-9361-7_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9361-7_2&domain=pdf
https://doi.org/10.1007/978-981-13-9361-7_2

16 D. Sharma et al.

on the OCR output of the image. Out of these three, structural features are
necessary to classify documents with layout structure variations. Authors in [15]
propose the use of maximal grid of the frameset in documents. A scanned image
of a form document is processed to extract the cells and a maximal grid is then
obtained. This grid encompasses all the horizontal and vertical lines in the form
and is generated using the cell coordinates. The number of cells from the origi-
nal frameset, included in each of the cells created by the maximal grid, is then
calculated. The counts of these cells are then added for each row and column to
generate an array representation for the frameset. Authors introduce a technique
for similarity matching of document framesets based on these maximal grid rep-
resentations. The major bottleneck of this approach is choosing the fixed grid
size, which leads to less flexibility. Also, this technique is sensitive to actual phys-
ical position of the blocks. For example, placement of a section title at a different
position would affect the similarity measure, even though the relative arrange-
ments of blocks in the document remains unchanged. On similar lines, authors
in [7] present a two step method for layout comparison. They use different meth-
ods to compute the distance between image rows after doing segmentation into
a grid of equal-sized cells. Each cell is identified as text cell if at least half of the
cell is part of some text block, otherwise the cell is considered as a white space
cell. Document images are then compared using dynamic programming on the
row-based representation of the documents.

To overcome the issues of fixed grid size, hierarchical representation of the
page layout, in the form of XY trees [3,10] was proposed. In this approach sim-
ilarity in terms of tree representation of documents is considered. The XY trees
can exhibit high variability in their representation. To overcome the variability,
the authors propose two approaches that rely on the use of tree-grammar based
transformations of the XY trees. The first approach is based on query expansion,
in which, given one query page, transformations are applied to the query XY
tree to simulate variations in the tree that might correspond to actual varia-
tions in document images. Documents in the dataset are afterwards ranked on
the basis of the similarity with the whole set of trees obtained from the query
one. The second approach takes into account a different grammar to reduce the
complexity of trees by removing tree structures that usually carry less informa-
tion. The similarity is computed by evaluating the distance between the reduced
query tree and reduced trees in the database. The similarity metric used in this
approach is tree edit distance.

Gordo and Valveny [6] present a method to represent and classify document
layouts based on a graph representation of the regions, which is later flattened
into a cyclic sequence, obtaining a vector representation of the document layout.
Kumar and Doermann [9] present a method for retrieval of document images with
chosen layout characteristics. Their method is based on statistics of patch code
words over different regions of image. A set of wanted and unwanted image rep-
resentatives in a large heterogeneous collection is taken and raw-image patches
are extracted from the unlabeled images to learn a codebook. To model the
spatial relationships between patches, the image is recursively partitioned hori-
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zontally and vertically, and a histogram of patch codewords is computed in each
partition. Training and learning is carried out using random forest classifiers.

In the spatial database domain, a lot of work has been done for building
indexes such as R-trees, as illustrated in [5], which are designed for efficiently
indexing spatial geometries according to their locations. An R-tree groups nearby
objects and represents them with their minimum bounding rectangle in the next
higher level of the tree. Types of spatial relations such as: contains, overlaps,
intersects, etc. quite naturally correspond to the arrangement of information in
documents in hierarchies such as letters, words, paragraphs, or cells, columns,
tables. Thus, this is an efficient way to capture document layouts. In [4], the
authors use a feature space which is derived by taking probability distributions
of the text elements namely: word height, character width, horizontal word spac-
ing, line spacing and line indentation. Authors build a histogram for each of these
five layout features. Each histogram is then smoothed using a standard kernel
function. A dissimilarity measure based on KL divergence is used for each layout
feature as the distance between the distributions for that feature. Beusekom [2]
consider a document as a composition of overlapping blocks and propose three
distance metrics for matching two documents segmented into blocks. The dis-
tance metrics are computed by formulating three problems: (i) Assignment Prob-
lem, where each block is matched at most once, and the aim of the matching step
is to match query and reference layout blocks by minimising a total cost that is
the sum of all matches between two blocks multiplied by their cost that is given
by the corresponding block distance. (ii) Minimum Weight Edge Cover Problem,
which is the same as assignment problem except that every block of layout 1 is
connected to at least one block of layout 2 and vice versa. (ii) Earth Movers
Distance/Transportation Problem, where, each block is matched partially to at
least one other block. Instead of matching entire blocks, here blocks are divided
into pixels that are assigned to other blocks.

To summarise, layout features have been researched extensively in the past
to aid in document retrieval and analysis.

1.2 Owur Contributions

We propose a novel feature called attributed paths to capture the layout of
documents. Attributed paths offer a great flexibility in capturing aspects that
are closer to the semantics represented in the layout of document elements.
Retrieval of sublayouts can be effectively done using attributed paths. Attributed
paths admit a similarity computation based on edit distance and is therefore
computationally efficient compared to graph-based layout matching methods.

2 Attributed Paths

An attributed path is simply a sequence of layout relevant attributes. A docu-
ment can be represented using a set of attributed paths capturing a heterogeous
set of semantics.
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Let d be a document and S be a set of semantics. Let P§ denote the set of
attributed paths belonging to a set of semantics S for document d. The layout
similarity measure for given two documents d; and ds is defined as:

match(P3 , PJ) = Z w, x match(Py, , P3,) (1)
seS
where w; is a user supplied weight factor that specifies the relative importance
of the matching of attributed paths corresponding to semantic s. The function
match(Pj ,Pj,) deals with matching the sets of attributed paths having seman-
tic s in document d; and ds. The matching can be done by considering or ignoring
the spatial organization of attributed paths in the sets P and Py, .
Considering the dependence of the paths on semantics of the documents
being considered, the path extraction process must be aware and exploit those
semantics. The path extraction process and the matching process is thus not
portable across diverse document categories. Instead, it requires modifications to
the path extraction and matching methods, depending on the semantics relevant
to the document category. In our work we consider two document categories to
demonstrate the use of attributed paths for layout similarity. The first category
is architectural floor plans [14] and the second category is journals [1].

Architectural Floor Plans. The semantic that we adopt for modeling layout
of architectural floor plans correspond to the shortest valid navigational path
from entry point of the floor to the exit point of the floor. In case the entry
and the exit points coincide, or are too close, the navigational path is considered
from the entry point to the center of the room farthest from the entrance. We
call such navigational paths that begin at the entry point of the floor plan as the
principal paths. A floor plan having a single entry and exit point will have a single
principal path. Floor plans having multiple entries and exits will have multiple
principal paths corresponding to separate entry-exit pairs. The principal path
is the shortest navigational path which can pass through corridors and rooms
containing two doors or passages. The principal path may not pass through
all the rooms in the floor plan, i.e., it may exclude some rooms. Therefore, we
introduce another semantic which corresponds to extracting navigational paths
that connect the centers of the excluded rooms to the nearest point on a principal
path. These paths that connect room centers to the principal path are called as
secondary paths. Figure 1 shows the examples of principal and secondary paths
overlaid on a floor plan. It is to be noted that the navigational paths involve 90°
turns and follow Manhattan layout. All principal paths identified in the floor
plan share the same semantic group. The secondary paths that connect to the
same principal path are assigned a common semantic group, but that is distinct
from the semantic of the principal path they connect to. Also, secondary paths
that connect to a second principal path (if it is there) are assigned to a another
semantic group. Thus, in a floor plan, there can be different semantic groups for
secondary paths but a single semantic group for all the principal paths.

If the floor plan has multiple principal paths, we adopt a simple way to order
them, by identifying a reference point in the top left corner of the floor plan and
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visiting the entry points in the floor plan in a clockwise order. Secondary paths
that belong to the same semantic group (and thus connect to the same principal
path) are ordered by traversing the principal path from entry point to exit and
numbering the secondary paths in the order they are connected to the principal
path.

We consider the {direction, length} pair as a composite attribute and consider
the attributed path represented as a sequence of tuples. Direction is quantized
into 4 values: N, S, E, W. The length represents the distance traversed along the
path in the same direction, up to the next turn. We then compute the string edit
distance by defining the substitution, insertion and deletion costs. The cost is
proportional to the dissimilarity in the direction and the difference in the length
values. We assign a higher weight to the similarity computed for the principal
paths.

Text Documents: Pages from Journals. Refering to Fig. 2, we use the white
space margin and white space column separators to extract the attributed paths.
We identify the text columns and traverse the white space margin/separator
which is to the left of the text column. The white space margin/separator is
traversed from top to bottom and the attributed path is characterized by noting
the top left corners of the text blocks adjacent (towards the right) to the margin.
The attribute to be noted can include the syntactic/semantic label of the block
and the intervening distances between the successive blocks. We compute the
distance as the vertical distance between the top left corners of the successive
blocks. The attributed path is characterized as a string containing block labels
and intervening distances. Larger values of distance indicate presence of larger
blocks. In this work we consider the block label as ‘text’, ‘image’, or ‘table’. These
labels are assigned based on grayscale statistics of the blocks and presence of line
separators. A document may have multiple text columns and therefore require
a separate attributed path to model the layout of each column. See Fig.3 for
another example showing attributed paths on a page from journal PAMI. The
text blocks in a column are identified using the run length smearing algorithm.
For documents, the paths are linear sequences of labels and attributes such as
length. Unlike the floor plans, the attributed path in documents did not make
any navigational turns. Moreover, for the case of documents, the attributed paths
we extract have the same semantic.

In case of architectural floor plans, the paths corresponded to navigation in
the floor plan and therefore they could take turns. These navigational paths
resemble 2D skeletons. In literature, match measures have been proposed for 2D
skeletons [11,12,16]. However, because our skeletons had simple left and right
turns, we consider the proposed string encoding of the attributed path to be
effective and computationally efficient.
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Fig. 1. A sample floor plan image. The red path is the principal path that connects
the entry door to the exit door. The blue paths are the secondary paths that connect
the centers of the rooms to the nearest point on the principal path. The encoding of
the principal path is as follows: {(E, 104), (S, 230), (E, 285), (S, 42), (E, 84), (S, 39),
(E, 186)}. (Color figure online)

Diagnostic Yield of the Lactate Stress Test in 160 Patients
with Suspected Respiratory Chain Disorder

Josef Finsterer ', Ingrid Obermann ’, and Erika Milvay |

INTRODUCTION

(a)

Fig. 2. (a) Sample document from type a in MARG dataset (b) Segmented Layout
and attributed path.

3 Experiments and Results

We demonstrate the performance of our feature set and matching procedure on
two types of publicly available datasets: (1) ROBIN dataset [14] of architectural
floor plans, (2) MARG (Medical Article Records Ground-truth) dataset [1].
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Fig. 3. Sample document from PAMI dataset. Encoding for the attributed path for the
left column is (T, 108), (Tb, 240), (T, 57), (T, 23), (T, 164) and for the right column
is (T, 35), (T, 27), (T, 160), (I, 103), (T, 254).
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Fig. 4. The query image is shown to the left and the top two retrievals D1 and D2
from the dataset are shown. The attributed paths are overlaid on the images. The
match costs for retrieved images D1 and D2 are 24 and 41, respectively. Image D2 has
different number of rooms, and therefore a higher cost component contributed because
of the secondary paths.

3.1 Results on ROBIN Dataset

ROBIN dataset contains 510 floor plan images divided into 3 broad categories of
layouts, namely layouts with 3 rooms, 4 rooms and 5 rooms, respectively. There
are 17 sub-categories differing in the global layout shape inside each category.
Each sub-category further contains 10 layouts which have similar accessibility
paths of each room from another room and varying placement of furniture. One
such result between a query and two database images is illustrated in Fig. 4.

Retrieval results for another query from the floor plan dataset are shown in
Fig. 5. Notice the similarity of the principal path for the top 5 retrieved results.

Figure 6 shows an example of a floor plan where there is a single entry but
3 exits. Therefore, there are 3 principal paths that lead from the entry to every
exit. The top 5 matches show a similarity in terms of the principal paths. Figure 7
shows an example where the query floor plan happens to be a sublayout within
the retrieved floor plan.
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Fig. 5. Top 5 retrieved images for a floor plan query.
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Fig. 6. Retrieval results for a floor plan with single entry and multiple exits
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Fig. 7. Shows the retrieved result (right) for the query floor plan (left). The query
layout can be considered as a sublayout within the retrieved result. The two floor
plans have similar primary paths.

For quantifying our results on the ROBIN dataset we computed precision
(P) values at every recall (R) value for all the 510 queries in the dataset while
matching. The resultant PR curve obtained is shown in Fig. 8. The mean average
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precision value obtained on this dataset is 0.7997. As our approach of feature
extraction and matching is aligned with skeletal path matching, therefore, for a
fair comparison, we also implemented the technique of finding skeletal path using
electoral voting for shape matching using features as proposed by authors in [8].
Under this approach nodes in skeletal paths between two documents were pruned
based on a rule set and node correspondences were established. Further, the
shape of the skeleton was aligned to another document skeleton using these equal
node correspondences. Difference in alignment between two such skeletons was
quantified through rotation and translation required to align one to another. As
this technique involved pruning of the node set and not taking into consideration
the whole path between two nodes, led to missing out on significant information
while capturing the document layout for matching. Therefore, our approach of
sampling the skeletal path and matching outperformed the technique mentioned
in [8] by a significant margin. Our approach also outperforms the results obtained
by our implementation of work reported in [13].

3.2 Results on MARG Dataset

MARG dataset [1] has been used for layout analysis tasks. It contains 815
scanned documents of first pages of medical journals, sorted by type (9 different
types) and journal (161 different journals). We used this dataset for the purpose
of document rerieval. We segmented the layouts of the documents in this dataset
in terms of blocks and performed matching to depict which document is similar
in terms of spatial arrangement of those blocks.

Queries to the MARG database can be of two categories (JOUR and TYPE),
and therefore we report two types performance results.

— Journal (JOUR): There are document images from 161 different journals. For
a given query we rank all the retrieved document. A retrieved document that
belongs to the same journal is considered as a correct result. The quantitative
analysis of our technique on the MARG dataset by categorizing the documents
according to the journals gave us mean average precision value as 0.7780.

— Type (TYPE): This error rate gives the ratio of misclassifications of the
document type. As there are only nine different layout types that need to be
distinguished, thus it widens the number of documents in a particular type
category, therefore, the retrieval performance is better. The mean average
precision (MAP) value while categorizing the documents according to the
Type yielded a MAP value of 0.950.

The PR curve for both the results is shown in Fig.8, where the blue line
corresponds to PR curve obtained by retrieval according to JOUR, and green
line corresponds to retrieval according to TYPE in MARG dataset.

We now compare our scheme of attributed paths for layout matching with
block-based layout matching proposed in Beusekom [2]. The comparative anal-
ysis yielded the results summarized in the Table 1. It can be observed that our
matching technique is quite effective while retrieving documents belonging to
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Fig. 8. (Left) PR plots obtained on ROBIN dataset for our approach, Skeletal path
matching [8], and the approach published in ICPR [13]. (Right)PR plot obtained on
MARG dataset, blue line corresponds to retrieval according to category Journal, green
line corresponds to retrieval according to category Type (Color figure online)

the same journal on the MARG dataset. It improved the performance of classifi-
cation by lowering the error rate by approximately 4%. However, the error rate
obtained through categorizing into types was comparable to the Edge Cover dis-
tance measure and outperformed both Assignment and EMD distance measures.

Table 1. Error rate comparison with [2] on MARG dataset

Technique | Jour | Type
Edge cover |32.8 |8.2
Assignment | 52.0 | 22.9
EMD 52.3 120.2
Ours 28.6 8.8

To show the applicability of our algorithm on various other textual docu-
ments as well, we created a database of around 150 pages of papers published in
PAMI in the year 2011. PAMI papers follow a certain uniform standard of lay-
out representation, hence, are suitable for analysing our retrieval algorithm. We
performed our feature extraction and matching on the documents and obtained
encouraging results, as shown in Fig.9. It is to be noted that the attributed
paths were able to efficiently capture the placement of figures and the overall
layout of the document while retrieving.

Use of attributed paths also makes it possible to do text column matching,
instead of doing a full page layout matching. Since each column is represented
as a separate attributed path, it is possible to match a 3-column document with
a 2-column document. For this purpose, we took 25 3-column pages from IEEE
control journal and matched those 3-column documents among themselves as
well as with 2-column PAMI dataset documents. We got encouraging results.
An example is shown in Fig. 10.
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Fig. 9. Retrieval result on PAMI dataset using 4 query images. (a) Query document
(b) Top retrieved document

Fig. 10. Qualitative results obtained upon posing 3 column documents as query. (a)
Query document (b) Retrieved document

4 Conclusions

We have proposed a novel feature called attributed paths to capture the layout
of documents. Attributed paths offer a great flexibility in capturing aspects that
are closer to the semantics represented in the layout of document elements.
Our retrieval results on floor plans and journal documents are very encouraging.
Retrieval of sublayouts can be effectively done using attributed paths. Attributed
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paths admit a similarity computation based on edit distance and is therefore
computationally efficient compared to graph-based layout matching methods.
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Abstract. Form processing refers to the process of extraction of information
from filled-in forms. In this work, we have addressed three very crucial chal-
lenges of a form processing system, namely touching component separation, text
non-text separation and handwritten-printed text separation. The proposed
method is evaluated on a database having 50 filled-in forms written in Bangla,
collected during an essay competition in a school. The experimental results are
promising.

Keywords: Form processing - Text non-text separation -
Handwritten-printed text separation - Touching component separation -
Bangla text

1 Introduction

Form processing refers to the process of extracting the textual information present in a
filled-in form. Forms have been preferred for information collection in various
departments such as railway, bank, educational organization, administrative office, etc.
Forms can be divided into various categories such as orders, applications, claims and
survey forms. Huge volume of such forms generated in every department makes
manual processing tedious. Thus, development of an automated form processing sys-
tem becomes a pressing need.

Processing of filled-in forms, however, has many challenges such as the diversity
that exists in the type of the data (e.g. numerals, alphabet, etc.), occurrence of various
non-text elements (e.g. tables, lines of different types, logs, etc.) and presence of both
printed and handwritten text. In addition to these, two more critical problems are there,
one of which appears at the text extraction level which is occurrence of touching
components, and the other appears at the text recognition level due to the complexity of
handwritten text. In this work, a system is developed for the extraction of text present in
a filled-in form, where we have addressed three major issues namely, touching com-
ponent separation, text non-text separation, and handwritten-printed text separation.
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2 Related Work

Methods used for text non-text separation in filled-in form images are broadly classified
into three groups — region based, connected component (CC) based and pixel based
classification. In region based classification, the entire image is divided into regions and
then each region is identified as a text or non-text region. In this category, mostly
texture based features are used such as white tiles based features [1], run length based
features [2], gray level co-occurrence matrix (GLCM) based features [3], etc. However,
region based classification falters in cases where textual regions are highly scattered
which become very challenging during segmentation. In CC level classification, each
component is identified as text or non-text. In [4], Bhowmik et al. have applied
Rotation Invariant Local Binary Pattern (RILBP) based features to characterize the
component as text or non-text. In [5], Le et al. have studied shapes and sizes of CCs to
extract effective set of features based on size, shape, stroke width and position to
characterize each CC. Though component level classification provides good results in
general, it fails in case of documents where components overlap each other due to poor
binarization. To overcome these limitations, recently researchers have proposed pixel
based classification [6] to classify each pixel as text or non-text pixel. But the main
drawback of pixel based classification is its time consumption. A detailed study of text
non-text separation in document image can be found in the survey paper by Bhowmik
et al. [7]. In [8, 9], researchers have proposed line and table detection methods from
document images. These methods require preprocessing steps and fail to provide good
results for complex cases where lines or tables are not exactly vertical/horizontal.

In [10], Pal et al. have described machine-printed and handwritten text classifica-
tion scheme based on statistical features for Bangla and Devanagari scripts. Chanda
et al. [11] have proposed a method for separating handwritten and printed text in the
perspective of sparse data and random alignment. They have used Support Vector
Machine (SVM) classifier and chain-code feature vector for this purpose. The work
presented in [12] consists of patch level separation and pixel level separation. Three
different classes - machine printed text, handwritten text and overlapped text are ini-
tially identified using G-means (modified version of K-means) based classification
followed by an MRF based relabeling procedure. In [13], Malakar et al. have extracted
a 6-element feature set from each image first and then a decision tree classifier has been
designed to perform the classification.

The most accurate methods are time consuming whereas the faster methods fail to
provide good results in the presence of critical challenges. Textual regions in document
forms are distributed throughout the entire image due to the handwritten text fields.
Thus, the approach of isolating polygonal regions for textual parts will not serve the
purpose due to which we avoid typical region based classification. Further pixel level
classification is time consuming and hence, we restrict our method to component level
classification.
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Entire work presented here has some key modules which are shown in Fig. 1.
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Fig. 1. Flowchart of the proposed filled-in form processing method showing all the key

modules.

3.1 Detection and Separation of Touching Components

Touching text/non-text components are very common in filled-in forms (see Fig. 2) and
hence detection and thereby separation of touching components is a pressing need.
A method is proposed here for the said purpose which consists of two steps. The
components touching the substantially large horizontal lines, mainly occurring as parts
of tables, are detected in the first step and then detached in the second step.

Component
touching the table

Fig. 2. Examples of touching components in a table.

L

Upper part of
the stick

|

\

Fig. 3. Orientation of the stick on a line. The middle of the stick is attached to the line.

Part of the Table

Lower part of
the stick
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Fig. 4. Example of detaching a touching component present in the lower portion of a table by
the proposed method.

fForEEms S T O T ey ’(ﬁﬂL' S . AT T
cfer AT WY =sTsT

@
fFrayeEms S [TONE e S X ;‘/,-Qa—u:/( AT T
cfer T A=Y WY f=rsvsr

)

Fig. 5. Text non-text classification results. Denotes the classification result: (a) before applying
our method, (b) after applying our method. Red denotes text and green color denotes tables. Only
the zoomed portion is shown for clarity. The modified portions are indicated using arrows. (Color
figure online)

For the purpose of detection, a vertical stick consisting of two parts — upper and
lower, is introduced whose middle portion is always clinched to the horizontal line (see
Fig. 3). The main motive of using such a stick is to place it on a horizontal line to
determine the accurate position where the touching component occurs. The stick
remains vertical throughout the process and is traversed on large horizontal line to
calculate the nearest data pixel distance from each pixel of the stick horizontally in the
forward direction. Therefore, for each position of the stick we obtain a set of distances
whose mean and standard deviation (SD) are calculated. Intuitively, it can be concluded
that if the mean of the distances is lower than a particular threshold, then there is a
component which touches the horizontal line near the stick. We further infer that if the
low distances occur on the upper part of the stick, it indicates that the component is
hooked on the upper side of the horizontal line and similarly for the lower part as well.
SD is additionally used to check for the cursive nature of the touching component. The
proper presence of any touching component can be assured if mean is less and SD is
more than the appropriate threshold values (see Fig. 4). After the detection of the
touching component, that component is detached from the horizontal line (see Fig. 4).

This method takes the entire image as input and accordingly detaches all the touching
components from any large horizontal line, predominantly occurring in the horizontal
part of a table. The main advantage of this module is that it successfully detaches the
touching component from the horizontal lines and tables to protect them from getting
classified as non-text along with a table and makes information retrieval more appro-
priate (see Fig. 5). This, in turn, makes the text non-text classification less complex.
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3.2 Text Non-text Separation

In this module, we aim to separate the text components from the non-text components.
We have identified an exhaustive list of non-text components that may occur in a form
and handled each of those separately. First, we have extracted all the CCs from an
image and excluded the components whose area is very small (say less than ;). It is
found that such components usually represent stray marks and hence are ignorable.
Then for the components with area more than the said threshold value, we have
performed the following operations.

Line Separation: For text, the lines usually appear as ‘Matra’ or strikethrough which
occur in conjunction with a word as one single CC and, hence, are handled along with
them. Here, we deal with standalone lines, which are generally used to separate one
part of the document from another or act as a base for the user to write on. For
separating these lines, we use the following feature.

max{height, width}
min{height, width}

(1)

We note that in case of a line, either the width is very large compared to the height
(in case of horizontal line) or the height is very large compared to its width. We classify
it as a line, and hence non-text, if this ratio is greater than a certain threshold value (say
f) in either case.

Table Separation: We note that a table would cover a significant portion of the area
of the form and at least one out of the height and width will be of large magnitude.
Hence, according to our algorithm, a component is said to be a table if it satisfies the
following condition.

(component height > y; x height of the image) 2)
or (component width > y, X height of the image)

Here, 0 <y, <1and0<y,<1

Here, the values of 7y, and 7, are chosen experimentally.

Dot Separation: In this section, we begin by checking if the area of the component is
in a certain range that most dots satisfy. If so, we check if both the height and width are
greater than a certain number of pixels (say €), which is chosen to be sufficiently large,
as otherwise, even a small line might satisfy the area threshold. If it satisfies the above
conditions, then the component can be classified as a dot. Now, a dot can be text or
non-text. For example, in Fig. 6, the Bangla letter contains a dot as descender. For this,
we have considered the context information of an identified dot. We have measured the
average CC height o after table and line separation, and scanned ¢ number of pixels
above and below the dot. If we find sufficient number of data pixels (greater than a
certain threshold 7), it is classified as a text dot, otherwise non-text dot.
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Fig. 6. (a) Dot as a part of text (b) scanning of upper region for context information.

Strikethrough Separation: If the component is not small enough to be a dot as well,
then we check for strikethrough. The feature used for this is mainly Euler number as we
note that for a skeleton of a strikethrough, the Euler number becomes low. For this, we
first swell the component up so that any negligible gap in the handwriting is filled
up. The parameters for swell are so given that only the ink gaps which are left in the
course of writing are filled and not the larger ones. Then we take the morphological
skeleton of the component. We note that for a strikethrough on a word or character, it
intersects the same at quite a few points and hence these intersections create many
holes. This decreases the Euler number significantly for the strikethrough components.
An example is provided in Fig. 7 for reference.

o it

Fig. 7. A strikethrough component and its skeleton after it is swelled up.

As it can be understood from the image, the Euler number of the second component
is less as the number of holes in it is very high. Thus, we set a threshold (say, o) where
if the Euler number of this skeleton is less than oy, then the component is classified as
strikethrough and hence non-text, else text.

Bracket Separation: If the component satisfies none of the above checks, then we
examine whether it is a bracket or not. We again swell up the component and take the
morphological skeleton of it. This step reduces the stroke width significantly and
ensures that the thickness of the bracket is not an issue for further processing. Then we
analyze the component row-wise. If in any row, we find that the number of data pixels
crosses a certain threshold (say f3,), then we classify it as a non-bracket, else bracket.
This is illustrated in Fig. 8.

( % | -
Fig. 8. Demonstration of row-wise scanning of a skeletonized bracket and non-bracket

component. Here, for the bracket, no row encounters a significant number of data pixels. This
is because a bracket is generally written in a single stroke as shown.
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3.3 Handwritten and Printed Text Separation

In this module of our work, an effort has been made to successfully segregate the
handwritten and printed text present in the form images. For this, following features are
extracted from the components.

Otsu Threshold: Printed text has a fixed typeset and uniform pixel intensity, so Otsu
threshold is supposed to be almost similar for all of them, and these values for all
printed text should converge to a fixed value. The same is not true for handwritten text
because of non-uniformity in ink flow, hand pressure etc.

SD of Pixel Intensities: The gray scale image of a CC of printed text is assumed to be
having mostly similar pixel intensity which is not true for handwritten text. Hence, SD
of the pixel intensities of printed text becomes less than the SD of handwritten text.

Entropy: Entropy is a statistical measure which is viewed as the amount of infor-
mation available in a data distribution. Handwritten text contains more variations in
gray level values than printed text and hence possess less entropy value. It is so because
printed text attains almost same pixel intensity patterns of the source, which is the
typeset of the document processor. Entropy (H) of a gray scale image can be computed
from its histogram counts p, by the Eq. (3).

255

H=-Y pylog,p, (3)
n=0

Stroke Width: As the format of printed text are set beforehand in a document pro-
cessor, the stroke width remains fairly fixed with respect to the set value. However, this
is not true for handwritten text. Hence, stroke width is considered in four different
directions for the said analysis. The four directions that are considered are horizontal,
vertical, left diagonal and right diagonal (see Fig. 9). In this context, the mean and SD
of the stroke widths of all directions are taken.

Fig. 9. Determination of stroke width along four directions. The red lines correspond to the
continuity in pixels along a particular direction. (Color figure online)

Distribution of Contour to Boundary Pixel Maps: Some variations in the curvatures
and orientations of the strokes are found while writing same symbol (see Fig. 10).
Therefore, in order to include these variations, the said features are considered. From
each pixel in the contour of a CC, the minimum distance from each of the boundaries of
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the component is measured. The closest boundary from a particular pixel gets a con-
tribution of 1 while other get a contribution of 0. In this way, the pixels are distributed
among the four boundaries (see Fig. 11). At last, the SDs of these distributions along
each boundary are taken as features.

&l &1

(b)

Fig. 10. Same word written in (a) handwritten form. (b) printed form. Red circular regions
denote the differences in shapes and curvature, between (a) & (b) in similar regions. (Color figure
online)

4 Experimental Results

As there is no publicly available dataset related to filled-in form in Bangla script, hence
a dataset is prepared for the evaluation of the proposed method which consists of 50
forms. A sample form image taken from our database is shown in Fig. 12a and the
corresponding ground truth (GT) image is shown in Fig. 12b. The GT for each scanned
form is created manually. To assess the performance of text non-text separation
module, the final outputs after applying our methods are evaluated with the previously
produced GTs. For evaluating handwritten-printed text classification, CCs from the last
30 forms are considered to train a Random Forest classifier, whereas the CCs of the
first 20 forms are used for testing. A total of 42,324 CCs are present in these collected
forms, out of which non-text, printed and handwritten CCs are 4784, 18437 and 19103
in number respectively.

After exhaustive experimentation over a variety of data, the following thresholds
have been set optimally: oy = 6, f; =50, y;, =0.16, 9, =04, €=7, 0 =40, T = 3,
oy = —9 and f, = 5. Also, the range of area referred to in dot separation is 50 to 100.

To evaluate the proposed method, we have considered three popular metrics Pre-
cision, Recall and Accuracy [7]. Detailed results for each of these modules are
described in Table 1. From this table, it can be observed that our proposed method
performs satisfactorily. It is to be noted that all these measurements are done at CC
level. A sample image and its corresponding text non-text separated and handwritten-
printed text separated images are shown in Fig. 13.

Also, some of the erroneous results are shown in Fig. 14. The touching component
module fails when a text component touches a vertical line of any table. Text non-text
separation module falters in the situation of a text overlapping with a stamp which
causes a sufficient decrease of Euler number and results in the component being
misclassified as a strikethrough. In case of very less cursive and non-complex hand-
written text, it is also misclassified as printed text.
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Fig. 11. The intersection point of the four colored lines denote the concerned pixel. Red, green,
blue and yellow lines denote the distances of that pixel from the top, right, bottom, and left
boundaries respectively. As it can be seen, the blue line is of smallest length and hence the
contribution of that point for the bottom boundary is counted as 1 and for the rest as 0. (Color
figure online)
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Fig. 12. (a) Sample image taken from our dataset, (b) corresponding GT. Here red represents
printed text, blue represents handwritten text, green represents non-text, yellow represents printed
numerals and gray represents handwritten numerals. (Color figure online)

Table 1. Detailed experimental outcomes obtained by the different modules of the proposed
method

Module Precision | Recall | Accuracy
Text/Non-text separation 92.37% |90.47% | 86.03%
Text/Non-text separation + Touching separation | 93.27% | 91.55% | 87.65%
Handwritten-printed separation 95.8% 98.7% |96.2%
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Fig. 13. Example of final output obtained by our proposed method. (a) sample input image,
(b) corresponding text non-text separated image (c) corresponding handwritten-printed text
separated image. Green color denotes non-text. Red color denotes text part in text non-text
separated image and printed text in the final output whereas blue color denotes handwritten text
in the final output. (Color figure online)
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Fig. 14. Examples of several errors encountered while using our proposed method. Error
encountered in (a) Touching component separation (b) Text non-text separation (c) Handwritten-
printed separation module. Green color denotes non-text. In (c), Red color denotes printed
component and Blue color denotes handwritten component. (Color figure online)

5 Conclusion

In this paper, we propose a text extraction technique from filled-in form images written
in Bangla script. It comprises a novel touching component elimination method and a
hybrid approach to decide trade-off between threshold and machine learning based
approaches. Along with that some useful shape based and topological features are used
for the separation of handwritten-printed text separation. All the used features are
calculated without using any language heuristic. Hence, the method can also be applied
to filled-in forms written in other languages. We plan to make use of dynamic values of
certain parameters in the next scope of our work. The method for eliminating touching
components can also be modified further to handle both horizontally and vertically
touched components.
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Abstract. Filling up forms at post offices, railway counters, and for
application of jobs has become a routine for modern people, especially in
a developing country like India. Research on automation for the recog-
nition of such handwritten forms has become mandatory. This applies
more for a multilingual country like India. In the present work, we use
readily available pre-trained Convolutional Neural Network (CNN) archi-
tectures on four different Indic scripts, viz. Bangla, Devanagari, Oriya,
and Telugu to achieve a satisfactory recognition rate for handwritten
Indic numerals. Furthermore, we have mixed Bangla and Oriya numer-
als and applied transfer learning for recognition. The main objective of
this study is to realize how good a CNN model trained on an entire differ-
ent dataset (of natural images) works for small and unrelated datasets.
As a part of practical application, we have applied the proposed app-
roach to recognize Bangla handwritten pin codes after their extraction
from postal letters.

Keywords: Alexnet - CNN - Handwritten numerals -
Transfer learning - VGG-16

1 Introduction

The widespread use of computers in our daily lives demand more digital and
automated involvement. As such, the day to day entry in hard-bound registers
at government institute and offices, filling of forms in banks, and sorting of
handwritten letters at post offices needs to be automated for faster and efficient
processing. However, in order to perfect such automation procedure, research
and development needs to be carried out at a large scale for handwritten text
recognition. Handwritten numeral recognition is a sub part of handwritten text
recognition and involves classification and recognition of handwritten digits of 10
classes from 0 to 9. Although, extensive experimentation for the recognition of
handwritten numerals have been carried out in the past decade on Arabic [1,2],
Chinese [3], and English [4-6] scripts, but the same amount of work have not
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reflected for Indic scripts. The circumstance that makes handwritten numeral
recognition for Indic scripts more challenging is the presence of implicit disparity
in writing styles of various individuals.

The constitution of India recognises 23 different languages based on 12
scripts [7]. The recognised languages are Assamese, Bangla, Bodo, Dogri,
English, Gujarati, Hindi, Kannada, Kashmiri, Konkani, Punjabi, Maithili,
Malayalam, Manipuri, Marathi, Nepali, Oriya, Sanskrit, Santhali, Sindhi, Tamil,
Telugu, and Urdu. The corresponding scripts for writing these languages are
Bangla, Devanagari, Gujarati, Gurumukhi, Kannada, Malayalam, Manipuri,
Oriya, Roman, Tamil, Telugu, and Urdu [8]. Over 1.4 billion people speak the
aforementioned languages. It is a common situation in India where the different
forms need to be filled by hand in government and public institutions like railway
ticket counters, banks, post offices, etc. are filled using different scripts by people
coming from different geographical background. The methodologies developed
for handwritten text recognition generally do not incorporate the recognition of
digits. This is because the features required for the text recognition may not
be applicable for identifying the digits. As such, in a multilingual country like
India, the need of an automated system for handwritten numeral recognition is
severe.

1.1 Related Works

Most works that have been investigated till now is based on defining different fea-
ture set with combination of various classifiers for a particular Indic script. Khan
et al. [9] have utilised Sparse Representation Classifier on image zone density for
classification of Bangla numerals. Hassan and Khan [10] have applied three dif-
ferent variations of Linear Binary Pattern (LBP) in combination with K-NN
classifier for recognising Bangla numerals. Sarkhel et al. [11] have used Non-
Dominated Sorting Harmony-Search Algorithm (NSHA) and Non-Dominated
Sorting Genetic Algorithm-II (NSGA-II) for selecting local regions and extracted
certain structural features. They employed SVM classifier for identification of
Bangla numerals. Singh et al. [12] have selected features based on maximum rel-
evance minimum redundancy and conditional mutual information maximization
and utilised MLP classifier for recognition of handwritten Devanagari numerals.
Prabhanjan and Dinesh [13] have extracted pixel density statistics and Fourier
Descriptors from handwritten Devanagari numerals for creating the feature set.
They fused four different classifiers using stacking for final recognition. Similarly,
Roy et al. [14] have used chain code histogram for feature extraction and Neural
Network (NN) classifier and quadratic classifier for identification of handwritten
Oriya numerals. Bhowmik et al. [15] have delineated a HMM based recognition
approach where the states of the HMM are automatically determined based on
handwritten Oriya digit images.

Apart from the aforementioned conventional approaches, recent research
works are focussing more on utilising CNN for recognition of handwritten numer-
als. Shopon et al. [16] have used pre-trained auto encoder along with CNN for
recognition of handwritten Bangla digits. Alom et al. [17] have delineated a
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set of 2 convolutional layer based CNN for handwritten Bangla numeral recog-
nition. But, there exist only a handful of work that have tried to provide solu-
tion towards script independent handwritten numeral recognition. Bhattacharya
and Chaudhuri [18] have illustrated a multi stage recognition strategy utilising
wavelet based representations and MLP for Bangla, Devanagari, and English
handwritten numerals. Singh et al. [19] have utilised a 130 dimensional feature
set comprising of six different moments, viz. affine moment invariant, complex
moment, geometric moment, Legendre moment, moment invariant, and Zernike
moment along with MLP classifier for classification of Arabic, Bangla, Devana-
gari, English, and Telugu handwritten numerals. Maitra et al. [20] have used
a LeNet-5 type CNN architecture for recognising Bangla, Devanagari, English,
Oriya, and Telugu handwritten numerals.

1.2 Motivation

From the literature, we realised that defining a proper set of hand crafted features
that may work across scripts is very difficult and may not work well across all
scripts. Combining that chosen feature set with proper classifier is another diffi-
cult task. As such, recent research has focussed towards CNN based approaches.
But, CNNs have two substantial restrictions. First, CNNs built from scratch
requires a large amount of data for proper training. And, second, CNNs when
trained from scratch requires a substantial amount of resource and time for train-
ing. Keeping the aforementioned difficulties under consideration, we provide the
following solutions:

— Utilising readily available pre-trained CNN architectures on four different
Indic scripts, viz. Bangla, Devanagari, Oriya, and Telugu to achieve a satis-
factory recognition rate;

— It is not feasible to mix numerals of two Indic scripts due to the presence
of same shape and structure to represent different numbers of one or more
numerals in these scripts, which may result in higher misclassification error.
Keeping this limitation in mind, we have mixed Bangla and Oriya script
numerals, as both share only zero digit with same structure and applied trans-
fer learning for recognition.

— As a part of practical application, we have applied the aforementioned app-
roach to recognize Bangla handwritten pin codes after their extraction from
postal letters.

The rest of the paper is systematized as follows: Sect.2 delineates the cur-
rent approach; Sect. 3 shows the results found and their analysis; Finally, Sect. 4
concludes the paper.

2 Proposed Method

Statistically, we can express a domain D through a feature space y and a marginal
probability distribution P(X), where X =x1, ..., z, Vz; € x [21]. Since, our task
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is image classification, and say if edges of the images are taken as features, so, x
will be the space for all edge vectors, x; will be the ith edge vector, and X will
be a particular learning sample. For a specific domain, D= {x, P(X)}, a task is
comprised of a pair of components: a label space Y and an objective predictive
function f(-) (denoted by T={Y, f(:)}). {(-) is learned from the training data
consisting of pairs {x;, y;}, where z; € X and y; € Y. After the completion of
the training process, the predictive function f(-) is used to predict the label for
a new instance x.

Transfer Learning, for a source domain Dg with a learning task Lg and a
target domain Dr with a learning task L7, can be defined as the procedure
of refining the learning of the target predictive function fr(-) in Dr using the
information from Dg and Lg, where Dg # Dy or Lg # Lr. fsr(+) is denoted
as the predictive model which is initially trained on Dg and domain-adapted to
Dr. For example, in image classification approach, between the source image set
and the target image set, either the features are different between the two sets or
their marginal distributions are different. In the present approach, the difference
is in marginal distributions.

We investigate two different CNN architectures: AlexNet [22] and VGG-
16 [23]. AlexNet topped the 2012 ImageNet challenge, making CNNs popu-
lar. Alexnet comprises of 5 convolutional and max-pooling layers followed by
3 fully connected layers encompassing local response normalization layers and
drop outs. It operates on 227 x 227 x 3 RGB images. VGG-16 comprises of
a much denser architecture when compared with Alexnet. It contains 13 con-
volutional layers along with max-pooling and rectification layers, followed by 3
fully connected layers. Each convolutional layer in VGG-16 architecture use 3
x 3 filters and max-pooling is performed with only 2 x 2 filters. The recep-
tive field of VGG-16 is of size 224 x 224. VGG-16 is denser than Alexnet, and
correspondingly it has 3x more parameters requiring more computation. As
the pre-trained Alexnet is designed for 227 x 227 images with 3 corresponding
channels, all input numeral images are preprocessed (I € R?27%227) and the same
plane is concatenated thrice (I € R3*227%227)_Similarly, VGG-16 is designed for
224 x 224 images with 3 corresponding channels. So, for this architecture, all
numeral images are preprocessed (I € R2?24%22%) and the same plane is con-
catenated thrice (I € R3*224%224) The final 3 layers of both the pre-trained
architectures are designed for 1000 classes. For each of the pre-trained architec-
tures, we copied all the layers from Dg to Dr except the last fully connected
layer. We reconstructed the final fully connected layers in order to adapt the
model to our numeral classification problem. We added a fully connected layer,
a softmax layer, and a classification layer at the end of the model which are
randomly initialised and trained from scratch (Fig.1). We train both the archi-
tectures using the minibatch stochastic gradient descent with momentum. Both
network architectures are trained for 60 epochs. We use a batch size of 20 images
for AlexNet as well as VGG-16 due to memory constraints.
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Fig. 1. Alexnet with illustration of transferred layers and fine-tuning.

2.1 Practical Application

As a practical application, we have applied transfer learning on extracted pin
codes from post cards written in Bangla script. For extraction of the pin code,
given a post card (Fig. 2a), we first binarize the image (Fig. 2b). This is followed
by extraction of connected components. We remove the connected components
whose width to height ratio is less than 4 (Fig.2c). We have experimented with
values between 1 and 10 and found 4 to be the most suitable one. Pin codes
are generally written in a series of boxes specified in post cards. On the basis
of this inference, we conclude that such a series of boxes will create the largest
component among all the connected components. But, there can be other large
components as well. In order to confirm that we identify the pin code boxed
part only, we fill all the closed area with foreground pixels (Fig. 2d). Due to the
presence of 6 connected boxes in the pin code area, after filling, a very large
component gets created. We extract the largest component (Fig. 2e). Now, we
perform bitwise AND operation between the currently generated figure (Fig. 2e)
with the binarized image (Fig. 2b) to obtain the actual pin code area along with
the numerals inside them (Fig. 2f). Next, we compute the bounding box of each of
the boxes and extract the numerals as separate components, followed by removal
of smaller components using a noise removal strategy [24] (Fig. 2g).

3 Experimental Results and Analysis

3.1 Datasets

We have used handwritten numeral images of 4 popular scripts, viz. Bangla,
Devanagari, Oriya, and Telugu, for investigating the effectiveness of transfer
learning. We have employed the IST Oriya [25] numeral database for Oriya script.
For Bangla, Devanagari, and Telugu scripts, we have employed CMATERdb
dataset versions 3.1.1 [26,27], 3.2.1 [26,27], and 3.4.1 [26,27] respectively. A
sample of few numeral images from each of these datasets is delineated in Table 1.
To illustrate the efficiency of transfer learning, we have created a mixed script of
Bangla and Oriya using the CMATERdb 3.1.1 dataset and ISI Oriya Numeral
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Fig. 2. Automated extraction of pin codes from post cards. (a) Input image; (b) After
binarization; (c) After removal of connected components with width to height ratio < 4;
(d) Filling of connected components is performed; (e) Largest component is extracted,;
(f) Bitwise AND operation is performed with the binarized image; (g) Extraction of
the pin codes as separate components.

dataset. Since the structure of zero is common for both the scripts, we created a
training and testing set of 19 classes. A detailed overview of each of the datasets
are provided in Table 2. For extraction and recognition of Bangla pin codes, we
have used the CMATERdb 5.1 dataset [28]. The dataset consists of 50 post
cards written in Bangla and English script. Among them, we have used the 28
post cards written in Bangla script for our current experimentation. The entire
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Table 1. Few sample numeral images used in the current work for each of the script.

Script Sample Images

Buga O X OB DV
Deanagari OFT X A F L €I CS

o OCIOMYRYD A
e ONIBEYRE2TE

Table 2. Detailed overview of the datasets used.

Dataset Script Total # images | Train split | Test split | # Class
CMATERdD 3.1.1 | Bangla 6000 4000 2000 10
CMATERdbD 3.2.1 | Devanagari 3000 2000 1000

ISI Oriya Oriya 5970 4970 1000

CMATERdD 3.4.1 | Telugu 3000 2000 1000

CMATERdbD 3.1.1 | Bangla 11970 8970 3000 19

+ +

ISI Oriya Oriya (Mixed)

implementation and development of modules is carried out in Matlab. We used a
4GB Nvidia 940mx graphics card along with 8GB RAM Intel Core i5 processor
to carry out the experiments.
3.2 Results and Analysis
This section delineates the experimental results of our current work. Here, we

have provided a detailed analysis of the accuracies obtained by the proposed

Table 3. Accuracy achieved on different scripts.

Dataset Script Weight | Accuracy (%)
Updation | Alexnet | VGG-16

CMATERJD 3.1.1 | Bangla sgdm 95.00 93.33
CMATERdbD 3.2.1 | Devanagari 94.72 93.33
ISI Oriya Oriya 9450 | 93.00
CMATERdD 3.4.1 | Telugu 94.75 92.84
CMATERdD 3.1.1 | Bangla 92.68 92.66

+ +

ISI Oriya Oriya (Mixed)
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Fig. 3. Recognition efficiency determination. (a) Convergence of Bangla script employ-
ing Alexnet at 60 epoch; (b) Convergence of Devanagari script employing Alexnet at
60 epoch; (c) Convergence of Telugu script employing Alexnet at 60 epoch.

methodology. We were able to achieve a better result for Alexnet than VGG-16
in all the scripts used for experimentation. When VGG-16 is used, we achieved
the highest accuracy of 93.33% for Bangla and Devanagari script and a lowest
accuracy of 92.66% for mixed Bangla-Oriya script. Similarly, for Alexnet, we
achieved a highest accuracy of 95.00% for Bangla script and a lowest accuracy
of 91.72% for Devanagari script. We achieved a satisfactory accuracy of 92.68%
and 92.66% when experimented on the mixed Bangla-Oriya script employing
Alexnet and VGG-16 respectively. A detailed report is provided in Table 3. The
convergence rate of Bangla, Devanagari, and Telugu while using Alexnet for 60
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epoch is delineated in Fig. 3. For the application part, we have used the CMA-
TERdb 3.1.1 Bangla dataset for training. We obtained an accuracy of 94.26%
and 92.21% as the final result for Alexnet and VGG-16 respectively. Table4
provides a detailed report. There are several works in the literature e.g. [26,27],
etc, that have achieved higher accuracies than the presently proposed method.
The aim of this work is to delineate the effectiveness of transfer learning and
how a pre-trained model created for recognising natural images can be used to
recognise handwritten numeral images.

Table 4. Detailed report of the extraction and recognition of Bangla pin codes from
post cards.

# Postcards | Total # Digits | Correctly | Training Set Accuracy (%)
extracted Alexnet | VGG-16
28 168 159 CMATERdD 3.1.1 | 94.26 92.21

4 Conclusion

There is a need for research and development on the automation for the recogni-
tion of handwritten forms and documents. The need is severe for a multilingual
and developing country like India. The present work delineated a 3 fold study:
Utilisation of pre-trained CNN architectures on four different Indic scripts, viz.
Bangla, Devanagari, Oriya, and Telugu to achieve a satisfactory recognition rate,
studying the performance of transfer learning on a Indic mixed script of Bangla
and Oriya, and as a part of practical application, we have applied the aforemen-
tioned approach to recognize Bangla handwritten pin codes after their extraction
from postal letters. We hope to study further how the mixing of more than two
script would work when transfer learning is applied in the future.
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Abstract. Recognition of touching characters in mathematical expres-
sions is a challenging problem in the field of document image analysis.
Various approaches for recognizing touching maths symbols have been
reported in literature, but they mainly dealt with printed expressions
and handwritten numeral strings. In this work, a new segmentation-free
approach is proposed which matches convex shape portions of symbols
occurring in various layout such as subscript, superscript, fraction etc.
and is able to perform spotting of symbols present in a handwritten
expression. Our contribution lies in the design of a novel feature which
can handle touching symbols effectively in the presence of handwriting
variations. This recognition-based approach helps in spotting symbols in
an expression even in the presence of clutter created by the presence of
other symbols.

1 Introduction

Symbols in mathematical expressions have varied spatial configurations. We
attempt the problem of symbol spotting in mathematical expressions. A straight
forward approach will be to segment the expression into component symbols and
recognize the symbols. However segmentation of a handwritten mathematical
expression is hard due to non-uniform spacing between the symbols and cases of
overlap between neighbouring characters. There has been past work which has
dealt with segmentation of neighbouring characters in handwritten words and
numeral strings. But in case of mathematical expressions, the variability in the
placement of symbols makes segmentation even more difficult. Essentially our
problem resembles that of extracting symbols in a cluttered background where
the clutter is attributed to the presence of other symbols and operators in the
expression.

Automatic recognition of these mathematical expressions has been an impor-
tant topic of research in pattern recognition and image analysis. The recogni-
tion of mathematical expressions in a document is substantially different from
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the recognition of normal text. In normal text, the characters are systemati-
cally written from left to right while in mathematical expressions, the structural
layout of characters is not fixed. Due to varied layout the characters can be
touched in several ways. Much work has been reported for recognizing touching
characters and the approaches can be broadly categorized as segmentation-based
approach [8,9,11-13,15,16] and recognition-based [3,5]. However, these tech-
niques mainly deal with printed expressions and handwritten numeral strings.
Due to complex structure of expressions, the segmentation is not an easy task for
touching characters in mathematical expressions. Printed expressions are more
regular and constrained due to uniform spacing between characters. Handwrit-
ten expressions exhibit non-uniform spacing between adjacent symbols due to
different writing styles and variability in handwriting of different people. So, to
separate the touching characters, the segmentation of single-touching and multi-
touching characters in handwritten numeral string is performed in [8]. Skeletons
are obtained for the foreground and background regions of the image. To obtain
the touching-pattern, the feature points on foreground and background skele-
tons are extracted. Fork-points, end-points, and corner-points are identified on
the skeleton and used as feature points. Based on the location of these feature
points, possible segmentation paths are constructed to separate the touching
characters. Features capturing the geometric properties are analysed using a
Gaussian Mixture Model to rank all the possible segmentation paths and select
the best segmentation path.

An efficient way to evaluate the segmentation cuts has been proposed in
[13]. The change in the concavity at the segmentation point is used to verify
whether the segmentation cut is generating over-segmented characters or not. It
was observed that compared to the segmentation of two dissimilar characters the
(over-) segmentation of a single character would result in a change in concavity
that remains similar across the segmentation point. Segmentation paths are also
computed by using graph theory and heuristic rules [11]. The segmentation cut is
computed by grouping edges and vertices into two disconnected sub-graphs using
heuristics. The above approaches for segmenting handwritten digits [8,11,13]
utilize thinning algorithm to convert the image into skeleton. Skeletonization
often leads to information loss which may mislead the extraction of features.

To avoid Skeletonization, features for segmentation were directly extracted
from the large-space,called reservoir, created between touching characters in a
numeral string [6,7]. Features pertaining to the profile of the reservoir such as
size and shape of the reservoir, number of reservoirs, boundary of reservoirs etc.
are computed. The boundary of a reservoir signifies the touching line between
the two characters. A limitation of this approach is that it works only for single
touching point and the reservoir boundary should not contain any broken charac-
ter. For multiple touching points, this approach was combined with the drop-fall
algorithm [4]. Between two multiple touching characters, a closed loop is formed
at touching points. Using information from neighbouring pixels, a segmentation
path is defined for the closed loop. To evaluate whether the segmentation of
touching characters is correct or not, the segmented character is recognized and
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the feature vector is computed to find the similarity between the segmented
character and the recognition result [14].

Apart from segmentation-based approach and recognition-based approach,
Chatbri et al. [2] proposed a content-based retrieval system of handwritten
queries in a document image. Using the contour points distribution histograms,
the connected components of document image taht are similar to the connected
components of query are located. However, this approach works only for the
non-touching characters present in a document image.

A shape-based recognition approach was presented in [10] to recognize the
touching characters in a handwritten word. To obtain the shape of the character
in an image, a set of features are extracted which are collectively known as
Gradient, Structural, Concavity (GSC) features. This feature set combines the
gradient feature to find the stroke shape over short distance, structural feature
to find the stroke trajectories over longer distances, and concavity features to
detect stroke relationships over even longer distances which covers an entire
image. Since, the concavity feature extracts the relationship of pixels at a larger
scale, it is found to be stable in the presence of handwriting variations.

This paper consists of five sections. Section 2 introduces the proposed sur-
round profile descriptor. Section 3 describes our approach (depicted in Fig.1).
The details of experiments along with analysis and discussion of results are
reported in Sect. 4.2. Section 5 presents the concluding remarks.

1.1 Owur Contributions

In this work we propose a new feature called the surround profile and use it
for matching convex shape portions in the presence of clutter. The formulation
of this feature is motivated from existing features such as the shape context [1]
proposed for shape matching and the star like pattern [10] proposed for extract-
ing concavity feature. There are shape detection frameworks such as contour
context selection [17] which can be used to detect objects in cluttered images.
However, such techniques are not directly applicable to symbol spotting because
the model contour alignment can easily break down in the presence of handwrit-
ing variations.

Using the surround profile feature we develop a recognition-based technique
for symbol spotting in handwritten mathematical expressions. It is well known
that convexity of shapes within handwritten characters remains quite robust to
variations in handwriting (see Fig.2). We therefore make use of convex pat-
terns as important features to help in symbol spotting. The approach is a
segmentation-free approach and works well with varied layouts of symbols in
handwritten mathematical expressions.
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Fig. 3. Shape Descriptor: (a) Black Pixels, (b) Foreground extension, and (c) Profile
Hump

2 The Surround Profile Descriptor

The proposed shape descriptor captures the relative positions of the black (fore-
ground) pixels which are closest along each direction as shown in Fig. 3. Consider
a reference pixel p at which the shape descriptor is to be computed. We con-
sider 36 discretized directions around the pixel. The distance of the closest black
pixel along each direction is noted. However, if the closest black pixel is one
of the 8 neighbours of the reference pixel then we set a boolean flag entry to
record a foreground extension along that direction and also record the run length
(beginning from reference pixel) of foreground pixels along that direction. The
surround profile can be conveniently represented using two arrays:

— A boolean array of flag value to indicate presence/absence of foreground
extension for each direction.
— A scalar array of numbers where an entry can indicate
e the distance of the black pixel from p if the corresponding boolean array
entry does not indicate foreground extension.
e the run length of foreground black pixel starting from p along that direc-
tion if the corresponding boolean array entry indicates foreground exten-
sion.
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The surround profile can be wrapped around i.e. the profile value at 360
degree is the same as the profile value at 0 degree.

Figure 3 illustrates an example computation of this descriptor. When the ref-
erence pixel is partially surrounded by a convex shape the corresponding region
of the surround profile gets a hump. Such profile humps are robust to handwrit-
ing variations. The span of a hump is given by the starting and ending directions.
Foreground extensions can occur at the start/end of a hump.

Matching of two surround profiles sp; and sps is done as follows:

1. Locate the profile humps in the surround profile sp;.

2. A hump h; in sp; is considered to have a matching hump hs in sps if both
h1 and ho have similar starting and ending angles and matching presence
of foreground extensions at hump boundaries (start/end directions). Let A,
be the difference between the starting angles of h; and hs. Let A, be the
difference between the ending angles of hy and hy. Let fgs; and fgss indicate
presence of foreground extension at the start of hy; and ho respectively. Let
fger and fgeo indicate presence of foreground extension at the end of hy
and hsy respectively. The match measure is computed as a product of three
components (1), (2), (3) given below:

L i (22 1) 41— min (221 (1)
5 min A min A

match(fgs1, fgs2) (2)
match(fger, fges) (3)

Here A, is a threshold for maximum allowable angle mismatch, fixed to 30°.
To get the maximum number of correct matching humps, it is very important
to set the optimum value of A,,. If value of A\,, is increased, more number
of inappropriate matches will occur as larger deviations in the sizes of the
matching hump will get acceptable. The function match(fgsy, fgss) returns
1 if foreground extension has a matching status (present or absent) at the
starting points of both h; and ho. If the status does not match then this
function returns 0.75 (as penalty).

Likewise match(fgey, fges) checks for matching status of foreground exten-
sion for end points.

The value of match measure ranges from 0 to 1. The match measure value ‘1’
denotes that hump h; of sp; completely matches to hump hs of sps.

3. If there are multiple profile humps in sp; then an aggregated match score of
all the profile humps can be computed as the average/max/min of the match
scores of all the humps, or we can select the match score for the largest
spanning (prominent) hump. In this work we take the latter approach so as
to make the matching more robust to handwriting variations.

A unique feature of the matching procedure is that there may be additional
profile humps in spy which do not have a match with any profile hump in
sp1- Such additional humps do not interfere with the match score and they
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are attributed to the clutter arising due to presence of other symbols in the
neighbourhood. However, there is also a possibility that profile humps arising
due to clutter can have a good match with a profile hump of sp;. Such incorrect
matches can be detected and their influence can be minimized using validity
checks as explained in Sect. 3.4.

3 Methodology

This section describes the processing steps involved in our symbol spotting
framework (see Fig. 1). The input to the system is an image of a symbol template
and a candidate expression image in which the symbol needs to be searched. The
first step is to obtain sample points on both the symbol template and the can-
didate expression. The input image is binarized and points are sampled on both
the symbol template and candidate expression.

3.1 Image Sampling
Image sampling is done by following the three steps given below:

1. Sampling along a horizontal scan

— Consider a row 7 with a contiguous run of black pixels starting at the "
pixel and having a run length L.

— If L exceeds a threshold 7, then we find the mid point on the run as i+ %
Except for the one pixel close to the mid point the rest of the pixels on
the run are converted to white (background).

2. Sampling along a vertical scan: This is similar to the horizontal scan.

3. Sampling using a sliding window: A sliding window of size m xm is moved over
the image. If the centre pixel of the window is foreground then all other fore-
ground pixels (except for the center pixel) within the window are converted
to background. The results obtained after this step are shown in Fig. 4. If the
window size m is increased, more number of pixels in the window are con-
verted to background and hence, less number of sample points are obtained.
Similarly, if the window size is decreased, less number of pixels in the window
are converted to background which may result in redundant sample points.
Hence, the size of sliding window is required to be fixed to achieve an opti-
mum number of sample points. The sampling procedure does not require the
input image to be skeletonized. The surround profile is computed on these
sample points to spot the symbol in an expression.

3.2 Recognizing a Symbol Within an Expression

Consider a given template of a symbol ¢5 and a candidate expression ¢, which
is likely to contain a symbol s. The task is to find the possible locations of the
symbol template t; in the expression.
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Fig. 4. Image sampling: (a) Horizontal scan, (b) Vertical scan, (c¢) Sampling using
sliding window, and (d) Output

1. Sample the symbol template and the expression.

2. Compute the surround profile descriptor on each sample point.

3. Use the surround profile descriptor to match each sample point on t, with
the sample points on c,.

Lets say sp; is the surround profile of a point on symbol template. Consider
sp2 as a descriptor computed for a sample point on the candidate expression.
The match score values are computed between sp; and descriptor values sps’s
computed at all the sample points. The sample points on the candidate expres-
sion that gives the closest match is taken as the match for reference point p. This
is how we get a set of point matches. Since there can be some humps arising due
to clutter, this can lead to accidental matching of a hump on sp; with a hump
(due to clutter) on sps. But because the matching process seeks to match humps
in spp, the humps arising due to clutter in spy get ignored most of the time and
do not interfere.

Once we have point matches we need to: (i) identify the set of matches that
hypothesize the presence of the symbol and (ii) reject the mismatches. This is
achieved by verifying the spatial consistency of the matching points as explained
in the next section.



Symbol Spotting in Offline Handwritten Mathematical Expressions 59

Fig. 5. Location of votes hypothesizes location of symbol centroid for query symbol ‘x’

3.3 Voting for Candidate Locations of the Symbol

For every sample point st; on the symbol template we note the vector point-
ing to the centroid. Each matched point on the candidate expression casts its
vote towards candidate centroid locations of the symbol in the expression (see
Fig.5). The sample point st; has vector h; pointing to the symbol centroid in
the template and if it matches with multiple sample points ce;1, ce;2, etc. on
the expression then all these matches will cast separate votes for the presence
of a symbol centroid at offset h; w.r.t. themselves. Along with the vote we also
store the strength of the vote which is proportional to the match strength. Once
all the sample points on the symbol template have been matched to sample
points on the expression, the votes casted indicate the possible locations for the
symbol centroid on that expression. Regions with higher density of votes indi-
cate the presence of symbol. The votes are clustered to obtain the candidate
locations with higher density of votes. We make use of agglomerative hierarchi-
cal clustering (AHC) which unlike k-means can find variable number of clusters
depending on the stopping criteria that govern cluster agglomeration. We adopt
the following stopping criteria:

Symbol Template Candidate Expressions
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Fig. 6. Example results of symbol spotting. The leftmost column shows the symbol
template used for spotting. For spotting ‘4’ we used two symbol templates.
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1. The number of votes in a cluster becomes comparable to the number of sample
points on the symbol template.
2. Distance between the clusters exceeds the inter-symbol spacing.

The clusters obtained from AHC need to be checked for validity (appropri-
ateness). This is because votes may be casted due to random sample matches on
the other symbols in the expression. Votes in a cluster need not be all correct.
The correct votes are the ones casted by sample points that belong to an actu-
ally present correct symbol, and the incorrect votes are those casted by random
matches to sample points on the incorrect symbols (forming the clutter).

3.4 Cluster Validity Check

For each vote in a cluster we get the sample point once which casted that vote
and track the corresponding match point in the symbol template. This match
point on the symbol template is marked. Once all the votes of the cluster have
been processed in this way we get some marked portions on the symbol template.
This in turn can identify portions of the symbol template that have not been
marked. If more than 50% sample points on the symbol template have not been
marked it means that the cluster contains centroids that do not strongly indicate
evidence of the presence of the symbol at that location. Only the votes having
adequate strength (> 0.6) are used for cluster validity check.

4 Dataset and Experimentation

4.1 Dataset

Since any standard public dataset of handwritten mathematical expressions is
not available, we use the CROHME 2016 dataset of Task-1 (Formula Recognition
from handwritten strokes). This competition is dedicated to on-line handwrit-
ten mathematical expressions and hence, we have produced the offline images
representing these online expressions by using the x-y co-ordinates of the traces
made by ink.

In an InkML file, the symbols in an expression is represented as a sequence
of points in the space. For every sroke, we rendered the image representation of
each symbol by using linear interpolation between each two consecutive points.
Then the line is drawn between these two consecutive stroke points. The final
image is produced after smoothing it using a mean filter with a window sized
3 x 3 pixels.

To evaluate our technique, 8,836 mathematical expressions are used which are
collected by CROHME organizers from 5 different databases:HAMEX, MfrDB,
ExpressMatch, KAIST and MathBrush. We have converted all these expressions
from InkML file to offline image and annotated them accordingly. All these
images converted from InkML files are used as the candidate expression image in
which the symbol needs to be searched. Also, the symbol templates for all the 101
symbol classes are created separately. The CROHME dataset has a very small
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number (only 55) of expressions that have touching characters. Therefore we have
created our own dataset of offline handwritten expressions with more examples
of touching characters. We have collected a set of 25 expressions which contain 2
to 8 symbols. Each of these 25 expressions was written by 10 different writers on
a paper resulting in a set of 250 expression documents. These documents were
scanned at 300dpi on HP scanner.

4.2 Results

The precision and recall is computed to evaluate the spotting performance of our
proposed method. We compared our work with the well known shape context
descriptor. The comparison on symbol spotting performance with shape context
descriptor and proposed descriptor on both datasets is presented in Table 1. It
is found that the point correspondences obtained by using the shape context
descriptor are distracted due to the clutter and hence are scattered all over
the math expression image (Fig.8). Therefore, it does not offer good symbol
localization properties.

Fig. 7. Recognizing touching character x in various handwriting using surround profile
descriptor

On the CROHME dataset, the proposed approach achieved a better precision
of 96.10% and 100% recall thereby demonstrating its robustness to handwriting
variations. The similar looking symbols such as {4, y}, {0, O, o}, {1, 1}, {eg,
9} are difficult to differentiate in a handwritten document and hence, leads to
96.10% precision value. The results of symbol spotting are illustrated in Fig. 6.
The matched symbol is marked by the bounding box in candidate expression.
Since the convexity of shapes within handwritten characters remains quite robust
to handwriting variations, the symbol = written by different writers in various
layout (subscript, superscript, and baseline) is also spotted in spite of the clutter
created by the presence of other symbols, as shown in Fig. 7. The experiment is
repeated on the same expressions using the shape context descriptor but it fails
to spot the symbol z correctly as shown in (Fig. 8).
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Fig. 9. Recognizing touching characters: (a) character x, (b) character 3, and (c) char-
acter e

Table 1. Symbol spotting performance

Dataset Metric(%) | Shape context descriptor | Surround profile descriptor
CROHME | Precision | 31.44 96.10

Recall 39.25 100
Our Dataset | Precision | 27.34 96.65

Recall 30.76 100

The descriptor results in a successful matching in the presence of minor size
variations. However, experiments have showed that for a larger sized symbol or a
very small sized symbol, the votes can get spread sparsely across a larger region.
In Fig.9 it can be seen that the vote cluster for symbol e is slightly drifted away
from the actual symbol e. This happened because the template used for e is larger
in scale compared to the instance of e appearing in the expression. Nevertheless
it was spotted correctly because the cluster was assessed to be valid.

Matching using surround profile is also susceptible to give false detections
for similar looking symbols like 4 and y in Fig.10. Hence, for a given query of
symbol 4, two symbols are spotted: symbol 4 and symbol y. Though, matching
score of symbol 4 is higher, the matching score of symbol y also satisfies the
threshold for cluster validity. For symbols such as 4, we include two types of
templates as shown in Fig. 6.
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Fig. 10. Part of symbol y matches with part of symbol 4’s template

5 Conclusions

In this paper we presented a recognition based technique for symbol spotting
in handwritten mathematical expressions. We proposed a new feature called the
surround profile and use it for matching convex shape portions of symbols in the
presence of clutter. The proposed surround profile descriptor works well with
various layouts of symbols in an expression. Touching symbols are detected in
the presence of handwriting variations.
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Abstract. This paper inspects the impact of feature vector produced
by Frechet Distance (FD) along with the conventional distance based
features to recognize online handwritten Bangla characters. FD based
feature computation starts with dividing a character sample into differ-
ent rectangular zones. Then FD values are computed from each zone to
every other zones. In distance based feature extraction technique also a
character sample is divided into several segments and distances are mea-
sured from a particular segment to all other segments. Feature vectors so
produced are experimented on 10000 online handwritten Bangla charac-
ters. SVM (Support Vector Machine) classifier produces the reasonably
satisfactory recognition accuracy of 98.98% when FD based features are
combined with distance based features.

Keywords: Frechet distance - Online handwriting recognition -
Distance based feature - Classification - SVM

1 Introduction

With the evolution of modern electronic devices and the improvement in internet
facilities, the demand for a better and easy life has reached to its peak. Devices
like tablets, A4 Take Note, smart phones, iPad, etc. are dominating today’s digi-
tal world due to easy availability and affordability of the same. These technolog-
ical advancements give rise some new research topics and help in popularizing
some less explored research topics. Online Handwriting Recognition (OHR) is
an forthcoming research area which takes the full advantages of this changing
need of the digital world. People nowadays are becoming more used to in writing
information freely in their normal style on the said electronic devices. An added
advantage of this new trend is that supplied data on those devices are saved
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as online information (timely ordered pixels with pen up and down informa-
tion). Numerous publications are found in the literature for the texts written in
Devanagari, English, Gurumukhi scripts [1-8]. In counterpart for Bangla script,
number of available research works is limited. Bag et al. have mentioned an
approach for the recognition of characters irrespective of writing direction [9].
Another direction towards character recognition is addressed by Roy et al. [10].
This strategy finds constituent strokes from characters. Sequential and dynamic
information are collected at stroke level and used as features for stroke recogni-
tion. Authors have formed character from the stroke sequences by matching with
previously built rule base. In [11], authors have highlighted the efficiency of direc-
tion code features towards recognition of online Bangla characters. Authors in
[12] have collected constituent strokes from characters and arranged them into 54
classes according to the shape similarity. An individual HMM has been designed
for each stroke class. Characters are then formed from recognized strokes by
taking the help of 50 look up tables. Authors in [13-15] have reflected the effec-
tiveness of HD (Hausdorff distance) based features, area feature, chord length,
mass distribution and direction along with point-float features towards character
recognition. Sen et al. have reported the impact of extracted distance based fea-
tures [16], global information and local information [17] to recognize handwritten
characters. Authors have shown the effectiveness of structural and topological
features to recognized basic Bangla characters in [18]. Bandyopadhyay et al. have
directed stroke-based character recognition methodology in [19] where individ-
ual stroke is described by shape based features. DTW (Dynamic Time Warping)
technique has been used for recognition of a stroke by matching with already
prepared stroke database. Authors in [20] have recognized the component strokes
of characters by using combined ZPT (Zone based path traversal) with distance
based features. Resultant character is then formed from recognized strokes using
DFA based procedure.

After deeply analyzing the above mentioned research works, it has been
noticed that though few research attempts had been made to recognize Bangla
characters, there are still more scopes to enhance the overall performance by
improving recognition accuracy by distinguishing similar shaped characters.
Therefore, in this paper, the importance of FD features combined with distance
based features is emphasized to recognize Bangla characters.

2 Database Preparation and Pre-processing

Variation among the data present in a database is a basic need to assess the
strength of any algorithm in the domain of handwriting recognition. Keeping
this issue in mind, 100 persons belonging to different age group with varied
educational and social background, sex etc. are made involved during the data
collection process. As, there are 50 distinct symbols in the Bangla alphabet,
hence a database constituting 10000 character symbols has been prepared under
this work. No strict burden were forced on the contributors. In this experiment,
pre-processing stages like point normalization and size normalization follow the
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same procedures as mentioned in [13]. In this experiment, each character is
normalized into 64 points and scaled in a window of size 512 x 512.

3 Feature Extraction

Two different feature vectors termed as FD and distance based, are extracted
under the present work and applied to recognize the isolated Bangla characters.
Following sub-sections describe the detailed feature extraction procedures.

3.1 FD Based Feature

For the computation of FD based features, a sample character is divided into N
number of zones as reflected in Fig.1. Then FDs of pixel points from one zone
to every other zones are computed and these distance values act as features for
the current experiment. Forward FD (FFD), termed as f(P, Q), from zone P to
zone Q is computed by using Eq. 1.
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Fig. 1. Image of a character when divided into 16 zones.

min, ,[max {d(P(a) — Q(b))}]
f(P.Q) = al0, N]  a[0, 1

] (1)
b[0, M] — b[0, 1]

where a and b refers the numbers of pixels belong to zone P and zone Q respec-
tively. For the present experiment, distance d is considered as the Euclidian dis-
tance. The FFD computation from zone 1 to zone 7 is demonstrated in Fig. 2(a—
b). Green colored lines in (a), denote the measurement of maximum distance
from each point of zone 1 to every other points in zone 7. The minimum of all
those maximum distances is then considered as FFD from zone 1 to zone 7 and
is shown in Fig. 2(b) by red colored line.
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Fig. 2. (a-b) FFD computation from zone 1 to zone 7. (Color figure online)

The same procedure is applied to compute Backward FD (BFD), {(Q, P)
from the pixels belonging to zone Q to zone P. The BFD computation from zone
7 to zone 1 is illustrated in Fig. 3(a-b).

FD between any two zones is considered as the minimum of FFD and BFD.
The computed FD values between two zones may exhibit asymmetric property
because the value of f(P, Q) and f(Q, P) may not be always same. FD mea-
surement between zones P and Q, takes the minimum of f(P, Q) and f(Q, P) as
reflected in Eq. 2.

FD(P,Q) = min(f(P,Q), f(Q,p)) (2)

The detailed procedure for the computation of FD based features is men-
tioned in Algorithm 1. In this algorithm « denotes high positive value.

From Algorithm 1, it has been observed that FD based technique tries to find
the similarity of the shapes of the character components belonging to different
zones by computing the distances of pixel points between these two zones. It
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Fig. 3. (a-b) BFD computation from zone 7 to zone 1.
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has also been noticed that few zones may present there, that do not have data
pixel in it. As a result, this technique generates N X (N—1)/2 number of FD
values from a character sample that are considered as feature values. Therefore,
a total of 6, 36, 120, 300 features are generated respectively when the character
is divided into 4, 9, 16 and 25 zones.

4 Experimental Results

In this experiment, two different feature extraction strategies called FD and
distance based have been experimented to recognize online Bangla characters.
The combined effect of these two features have also been experimented under
this work. Table 1 reflects the dimension of all the different feature sets used in
present work. These feature vectors are fed to five well-known classifiers viz.,
SVM (Support Vector Machine), BayesNet, NaiveBayes, MLP (Multilayer Per-
ceptron) and Simple Logistic. 5-fold cross validation scheme is applied for clas-
sification purpose. Table 2 highlights the recognition accuracies obtained for FD
based features of different dimensions. This table records the recognition accura-
cies produced by the above mentioned classifiers on 10000 character datasets. It
has been noticed from Table 2 that increasing the number of divisions (from 4 to
16), recognition accuracy gradually increases. This is because of producing more
number of segments as number of division increases. The extracted features from
those segments in turn becomes more effective for the recognition of the charac-
ter. As an effect, the FD based features produce highest recognition accuracy of
93.06% by SVM classifier for 16 zones and this entry is marked by Grey colored
cell in Table 2. It is noticed that when the number of divisions of the character
is further increased to 25 zones, then the recognition accuracy starts decreasing.
This is because, the length of segmented components becomes so small that the
extracted features from it becomes less informative.

The distance based feature extraction technique mentioned in [16] was exper-
imented with the values of N = 6, 8, 10, 16, 32, 40, 48, 52, 55 and reveals that
highest recognition was achieved when the value of N was set to 16. Hence, in the
present work, the value of N is set to 16 and with this value highest recognition
accuracy of 98.20% is reflected by SVM classifier.

Furthermore, the features produced by FD (for 16 zones) and distance based
(16 segment) techniques are combined and then the combined feature vector is
reduced to 77 attribute by applying PCA. The resultant feature vector is fed to
before mentioned classifiers for recognition purpose. In this situation also SVM
scores the highest accuracy of 98.98%. Clearly this accuracy is better than the
individual impact obtained from both FD based and distance based technique.

Figure 4 depicts the performance of all the classifiers for FD, distance based
and combination of FD and distance based features. Blue, orange and grey col-
ored lines represent FD, distance based and combination of FD and distance
based features respectively. This can be noted from Fig. 4 that grey colored line
always lies in top for all the classifiers and for every zone.
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ALGORITHM 1. FD calculation between the curves belonging to any

two zones

1. FFD = a, BFD = «

2. for each point i=1 to N of P
2.1. max=0

2.2. for each point j=1 to M of Q,
2.3. if i!=j then

2.3.1.k[i,j]=d(i,j)//distance from i*" point to j*"

2.3.2. if k[i,j]>max then

2.3.2.1. max=k[i,j]

2.4. End of for

2.5. if FFD>max then

2.5.1. FFD =max //forward Frechet distance
2.6. End of for

3. for each point j=1 to M of Q

3.1. max=0

3.2. for each point i=1 to N of P

3.3. if il=j then

3.3.1.k[j,i]=d(j,i)//distance from j*" point to i*"

3.3.2.f k[j,i|>max then

3.3.2.1 max=Kk][j,i]

3.4. End of for

3.5. if BFD>max then

3.5.1. BFD=max //backward Frechet distance
3.6.End of for

4. if FFD<BFD then

4.1. FD = FFD
5. else
5.1. FD = BFD

point

point

Table 1. Illustration of feature set and their combination used in the present work

Features used | Number of image segments

#Feature dimension

FD based 4 6
9 36

16 120

25 300

Distance based | 16 120

Though the combined feature vector efficiently distinguishes different char-
acter symbols, still few character pairs are misclassified with each other due to
almost similar shape structure, which are highlighted in Table 3. A comparative
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Table 2. Recognition accuracies shown by the classifiers for FD based feature extrac-
tion technique

Classifier Success rate (in %)

Number of zones
4 9 16 25

BayesNet 47.83|78.63  86.68 |86.98
SVM 41.50 | 86.57 1 93.06 | 91.28
Simple Logistic | 42.33 | 84.89 | 92.73 |90.22
MLP 56.91 | 83.68 | 89.49 |89.47

Naive Bayes 44.26 | 55.76 | 78.26 | 84.40

95 1

90 A

Accuracies (in %)

85

80 A
—&— Fréchet Distance Based Feature( 16 Zones)

—»— Distance Based Feature( 16 Segments)

—#~— Distance Based Feature + FD Based Feature( 16Segment+16Zones )

75

BayesNet SsvM SimpleLogistic MLP NaiveBayes
Classifiers

Fig. 4. The performance of classifiers for FD based features, distance based features
and combination of those. (Color figure online)

Table 3. Most misclassified character pairs

Misclassified |# samples misclassified
character pairs (out of 200)
, 5
, 3
, 5
, 3

analysis with some past works has been illustrated in Table 4 in order to empha-
size the effectiveness of the proposed feature extraction strategy. The features
mentioned through [10-13] done on our dataset for comparison purpose.
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Table 4. Comparison of the proposed procedure with few past research works

Reference Used features Accuracy (in %)
[10] Structural + Point based 94.8
[12] Shape Based Feature (Shape and Size of stroke) | 93.05
[13] Hausdorff distance based 95.57
[11] Direction code 94.92
Proposed technique | FD based 93.06
Distance based 98.20
FD + Distance based 98.98

5 Conclusion

The present work examines the impact of individual and combined effect of FD
and distance based features for the recognition of online handwritten Bangla
alphabet. Looking into the obtained recognition accuracy and count of misclas-
sified character pairs, it may be said that this feature vector can be applied
to recognize characters of other languages also. To reduce the misclassification,
a non-symmetric zoning scheme can be thought of in future to differentiate
strongly similar shaped characters. The proposed feature extraction mechanism
can also be employed to recognize strokes for stroke-based character recognition
scheme.
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Abstract. Optical character recognition performs a critical part in interpreting
videos and documents. Document specific issues like low image quality, dis-
tortions, composite background, noise etc. and language specific issues like
cursive connectivity among the characters etc. makes OCR challenging and
erroneous for Indian languages. The language specific challenges can be over-
come by computing the script-based features and can achieve better accuracy.
Computing the script based invariant features and patterns is computationally
complex and error prone. In this background, we put forward Bharathi script
(www.bharatiscript.com) based OCR system in which the inherent drawbacks of
Indian scripts i.e. Hindi, Tamil, Telugu etc. are eliminated. The proposed OCR
model has been tested on a synthetic dataset of documents of Bharathi script (in
which Hindi scripts are converted to Bharathi script). Thorough experimental
analysis with varied levels of noise confirms the promising results of character
recognition accuracy of the proposed OCR model which out-performs the state-
of-the-art OCR systems for Indian scripts. The proposed model achieves 76.70%
with test documents consists of 50% noise and 99.98% with test documents of
0% noise.

Keywords: Optical character recognition - Convolutional neural network -
Deep learning - Indic script recognition

1 Introduction

Optical character recognition (OCR) consists of identifying handwritten as well as the
printed characters from a digital document, produced by scanning a hardcopy, con-
verting the characters into suitable symbolic code thereby producing an editable doc-
ument [1, 2, 10, 16, 22]. Variations in the physical characteristics of document images,
low-quality of the text, noise make the OCR a challenging task. Due to the efficiency in
managing voluminous information, OCR has important applications in postal services,
banking, office automatization initiatives [3, 6, 8, 34].

Recent advancements in computing capacity and machine learning techniques
results in increasing usage of OCR in a developing country like India. In Roman script
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which is used to express English and other West European languages, there are only 26
characters. Any word is a string of these isolated symbols. Unlike English, most Indic
scripts are abugida i.e. writing systems where the vowels are inscribed as diacritics on
the consonants and a vowel is not explicitly written when it present next to a consonant
in a word.

This sequence of diacritics with consonants is termed a composite character or
samyuktakshar. A consonant can combine with both each of the vowels and with other
consonants of the writing system to form ligatures. Therefore the glyphs representing
vowels and consonants are amalgamated according to complex rules of orthography to
form new characters. For this reason, a typical Indic script (with the exception of
Tamil) has of the order of 10,000 characters. These features make Indic scripts com-
plex, posing significant challenges to development of language related technologies
like OCR [5, 11, 13, 20, 21, 27, 30-32, 35].

The recently proposed Bharati script, a novel unified Indic script that can be used to
express most major Indian languages, offers some promise in terms of language
technology development. The simplicity of its glyphs and lucid and logical composi-
tionality makes it an ideal candidate for OCR development. Like most Indic characters,
a typical Bharati character has a three tier structure (upper, base and lower) (Fig. 1).
The three tiers are disconnected and are clearly segmentable in OCR by connected
component analysis. Most of the glyphs are simple and can be written, for example, in
a single stroke without lifting the hand. The glyphs in the upper level always denote the
vowel modifier; this level is empty if there is no vowel modifier and the implicit vowel
is ‘a.” The base (or middle) level always denotes the main consonant. The lower level
has diacritics that modify the main consonant present in the base level. For example, of
the base level has consonant ‘ta’, addition of a certain lower level glyph may convert
the consonant ‘ta’ to ‘da’. A single Bharati character can have only a single consonant
and a vowel. Composite characters, of the type, say, CCV, are expressed as two Bharati
characters: first character = C + < halant > ; second character = CV. By virtue of this
simplifying feature the number of characters in Bharati script are much smaller than in
current Indic script. In fact, using only about 40 glyphs, all the Bharati characters can
be composed, which in turn can be used to express the tens of thousands of characters
of various Indic scripts.

In this paper we present an OCR system for recognizing Bharati characters. As
depicted Fig. 1, the advantage of this system is that it can serve as a common OCR for
most major Indian languages since Bharati can be used as a common script to express
them. By designing Bharati characters as an additional font (the NavBharati fonts) for
several of the major Indian languages, we can directly convert Indian language doc-
uments into Bharati script (Fig. 1)

The proposed OCR system is tested on Hindi document images of expressed in
Bharati script. Deep learning methods are used in this OCR system. Individual glyphs
located in the three tiers of Bharati characters are recognized by three separate Con-
volutional Neural Networks (CNNs). Outputs of the three CNNs are combined using a
set of rules thereby converting the original document image into Unicode. The pro-
posed system yields close to 100% performance on noise-free documents.
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Fig. 1. The representation of Telugu, Tamil and Hindi text in Bharati script.

2 Related Work

Earliest OCR systems in Hindi/Devnagari can be traced back to the ‘90s. The first of
such models was proposed by Pal et al. [14]. In their Devanagri OCR model, the
structural, template features are retrieved from the documents, and a tree classifier is
used to recognize the characters and achieved 95.19% recognition accuracy. Subse-
quently, other models have been proposed which are based on Center Distance Based
features, Cut based features, Neighborhood counts based features [15-20]. Chaudhuri
et al. [9] proposed the Hindi OCR models based on fuzzy multi-layer perceptron
(FMLP), fuzzy Markov random fields (FMRF) and fuzzy support vector machines
(FSVM) and achieved significant recognition accuracies 92%.

Models have been proposed based on Gaussian Mixture Models for OCR in Telugu
[14], Malayalam, Gujarati and Hindi; these models surpass the traditional models based
on SVM [5] on critical metrics like F-Score, recall, precision. Recently Parui et al. [4],
Mahmoud et al. [6], Amin et al. [23], Kundu et al. [24], have proposed Indic OCR
models adopting Markov models of first and second orders, and Hidden Markov
Models (HMM). These models used network parameters derived using statistical
techniques as feature values and achieved respectable accuracy of 80.2%, 98.21%, 81%
and 85% respectively in Hindi OCR. However, the OCR models based on HMM or the
Markov models suffer from the inherent drawback of the requirement of a large number
of training samples.
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More recently, application of deep learning-based approaches to Indic OCR have
pushed up recognition accuracies considerably. [1, 3, 13, 15, 18, 19]. Rohit et al. [15]
proposed an LSTM with a delay, for mutual learning of language models and error
patterns and shown that their proposed model is strong at detecting errors in Indic OCR
with the recognition accuracies of 93.6%.

Recently notable work has been proposed for Indic OCR in the literature. Deep
Neural Network (DNN) based models such as Denoising auto-encoders [29], LSTM
based models [15, 25, 34], multi-column CNN based models [3, 18, 25, 26, 28],
BLSTM based memory networks [7, 26] have been proposed for the recognition of
handwritten or printed characters and digits. Ray et al. [26] proposed an OCR model
for Oriya language using deep Bidirectional Long Short Term Memory (BLSTM)
based Recurrent Neural Network and achieves 4.18% CER and 12.11% WER. In 2018,
Shuai et al. [36] proposed an Indic OCR model for documents with low resolution.
LSTM and RNN models are used to perform segmentation and retrieval of plurality of
text lines from the document images. Recently, Ankan et al. [37], proposed an inno-
vative method which employed fusion techniques that comprises deriving of global and
local features from image patches using CNN-LSTM framework and weighting them
dynamically for character recognition and achieved 96% accuracy.

3 Proposed Work

As discussed above, the Bharathi characters have the intrinsic advantage of a clear
separation among the upper, the base and the lower segments, a simplifying feature
absent in other Indic scripts like for example Devanagari. In Devanagari, both vowel
and consonant modifiers are connected to the main consonant following complex rules
of ligature, a feature that poses significant challenges for OCR in Devanagari.

In this work, we propose an OCR system for Hindi documents expressed in Bharati
script. The remaining of the paper is structured as follows: Sect. 3.1 presents our CNN
based model architecture. Thorough experimental analysis of our proposed model and
comparison with recently proposed models are presented in Sect. 4. Finally, in Sect. 5,
we conclude the paper with a defined future direction.

3.1 Proposed CNN Architecture for OCR

In this segment, we do a thorough explanation of the proposed OCR-CNN architecture,
preprocessing and data augmentation techniques used for Bharathi OCR.

CNN Architecture

Deep Convolutional Neural Networks (CNN) are multilayer neural networks consists
of several convolutional layers interleaved by pooling layers, which down sample the
images before feeding to subsequent layers. We used Rectified Linear Units (ReLU) as
the activation function in all the convolutional and fully connected layers. To adjust
and optimize the weights of the model during backpropagation, the Gradient descent is
used and a differentiable loss function is chosen. We have chosen ‘adam’ as an
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optimizer. Apart from the convolution layers, dropouts and pooling layers are added to
augment the performance of the model.

The Table 1, depicts our model for training ‘Base’ segments of Bhrathi character.
The first convolutional layer filter the 28 x 28 input image with 128 kernels of size
3 x 3 with a padding of 1 pixels. Padding is essential in order to convolve the filter
from the very first pixel of the input image. The second convolutional layer takes as
input the (zero center normalization and pooled) output of the first convolutional layer
and filters it with 128 kernels of size 3 x 3 with a padding of 1 pixels. The third layer
is a max pooling layer has pool size 2 x 2 and stride of two. Stride indicates the
number of steps to be skipped for the next convolution and pooling operations.
A dropout of 25% is applied in the max-pooling layer. The first fully connected layer
has 128 neurons, whereas the second fully connected layer has 11/17/8 neurons
depends the type of the character trained i.e. upper, base or lower. A drop out of 50% is
applied to the second fully connected layer. The weights are randomly initialized and
the biases equal to zero. We trained the model using Adam for 20 epochs. Our entire
framework is implemented using MATLAB deep learning libraries. The training was
done using a GeForce GTX 1070 and a TITAN X Pascal GPU, and it took approxi-
mately 3 h to run each CNN.

Table 1. Overview of the proposed CNN model architecture.

Layer Size Parameters
Convolution + ReLu 128 x 3x3 |Pad =1
Convolution + ReLu 128 x 3x3 |Pad =1
Pooling + Dropout stride = 2, 0.25
Fully Connected + ReLu + Dropout | 128 128, 0.50
Fully Connected 8

Preprocessing

Since Bharathi script is a novel script, no commercial datasets for Bharathi characters
are readily available. Therefore, we developed our own synthetic Bharathi character
dataset. As discussed above, Bharathi character is divided into three independent
segments ‘upper’, ‘base’, ‘lower’. There are totally 11 upper, 17 base and 8 lower
glyphs in Bharati system.

In line with the restriction on the size of the input images for batch training a
convolutional neural network, we resize all the images (upper, base, lower) to a fixed
size of 28 x 28. Afterwards, we convert the training images to gray scale images so
that the background pixels have 0 values

Data Augmentation

To deal with the deficiency of sufficient training data for Bharathi script, we augmented
each train image by translation through all the eight directions like horizontal, vertical,
diagonal, etc. Also, to study the impact of noise on character recognition, we expanded
the data set by adding gaussian and the salt and pepper noise.
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4 Experiments

Our model consists of three CNNs corresponding to upper, base and lower segments of
Bharathi character (Table 1). During training phase of our model, we train each of the
three CNN using our synthetic dataset which consists of 6400 images, each of size
28 x 28 for each Bharathi component (pertaining to upper, base and lower segments).
Bharathi character set consists of 11 upper, 17 base and 8 lower characters. Therefore a
total 281600 = 6400 * 44 images are available in the dataset, out of which 4000 were
used for training and 2400 were used for validation of each of the upper, base and
lower segments. To test the proposed CNN based OCR model, we used test image
documents consists of Bharathi characters as shown in appendix. During testing, each
Bharathi character is extracted from the input test document, by segmenting the doc-
ument image first into individual lines, and the lines into individual words and char-
acters respectively. To segment a line, the position (X, y), where the sum of row wise
pixel value not equal to zero to the point where the sum is equal to zero is considered.
To segment a word from a line, the position from which the column wise sum of pixel
values equal to non-zero to the point where it is zero is considered. Similarly, by
changing the threshold, we segmented the character from a word. Further, the extracted
Bharathi character is split into upper, base and lower segments. In Bharathi, the base
segment is mandatory, while the upper and lower segments are optional. Each extracted
segment is given as input to the corresponding CNN and the classification result is
noted.

4.1 Experimental Protocol

We tested the model performance in OCR with increasing levels of noise ranging from
0% (no noise), 5%, 10%, 20%, 30%, 40%, 50% noise levels added to the character
images. We trained the model with images consists of 0% and 2% noise.

In line with the literature, to evaluate our proposed OCR model and compare it with
the recent proposed models, we use the standard evaluation metrics i.e. Character Error
Rate (CER) and Word Error Rate (WER).

CER and WER are described as (CT: classified text and GT: ground truth text in the
below equation)-

> EditDistance(CT, GT)

CER =
Ftof unicodes in the document

(1)

> EditDistance(CT, GT)
#of words in the document

WER = (2)

i.e. the sum of substitutions, deletions and insertions in terms of unicodes essential to
convert CT to GT, divided by the amount of unicodes in the ground truth (input test
file). WER is defined as the average count of words incorrectly classified.

Note that although Bharati script does not have a separate Unicode, since Bharati
characters are an alternative system of expression for Indic languages, the output of the
Bharati document in the current case can be expressed in Unicode. As illustrated in
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Table 2, our proposed model classification error with 50% of noise in the test document
is much less compared to classification error of other models with 0% of noise in the
test document. The model proposed by Chaudhuri et al. [9] is recorded less CER
compared to our model. The CER value of the model proposed by Chaudhuri et al. [9]
is 0.2 at 0% of noise, whereas CER of our proposed model is 0 and 0.33 at 0% and 50%
of noise in the test document respectively.

Table 2. Performance evaluation of the proposed model with the recently proposed models in
the literature.

Author WER (%) (Noise—0%) | CER (%) (Noise—0%)
Verma et al. [1] - 15
Hanmandlu et al. [2] - 9.35
Rojatkar et al. [3] - 2.38
Parui et al. [4] - 17.11
Gyanendra et al. [5] - 10
Arora et al. [8] - 7.2
Chaudhuri et al. [9] - 0.2
Deshpande et al. [10] - 18
Sharma et al. [11] - 19.64
Deepti et al. [12] - 8.6
Sarkhel et al. [13] - 4.82
Pal et al. [14] - 4.81
Rohit [15] - 7.09
Kartik et al. [18] 4.62 2.67
Kartik et al. [18] 11.89 4.9
Kartik et al. [18] 14.09 5.53
Bappaditya et al. [19] - 391
Ritesh et al. [20] - 4.58
Shrawan et al. [33] - 3.10
Ray et al. [26] 12.11 4.18
Proposed Model at Noise 50% | 1.6 0.33
Proposed Model at Noise 0% |0.002673 0.013674001

Based on these experimental analyses we can confirm that the proposed method of
converting the Devanagari/Hindi script to Bhrathi script and performing the OCR using
CNN model trained on Bharathi script is yielding results that are far superior to those
reported in the literature.
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5 Conclusion

In this paper, we have proposed an efficient OCR model based on Convolutional
Neural Networks (CNN) for Hindi documents expressed in Bharathi script. That is,
instead of the native Devanagari script, and Hindi documents are expressed in Bharati
script. The OCR system applied to the Bharati-Hindi document images yielded sig-
nificantly better performance on the original Devanagari documents. Due to underlying
representational power of Bharathi character, unlike its predecessors for OCR, our
model achieves excellent classification results. To demonstrate the advantage, we have
conducted thorough experiments on the synthetic dataset. The experiments demonstrate
a high level of accuracy in character recognition. Furthermore, the proposed model is
tested against the test document images upto 50% noise and the recognition results of
our model surpassed the state-of-the-art results. Our future work in this direction is to
emphasis on the development of more enriched OCR models and large datasets for all
the Indian languages.
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Abstract. In this paper, we propose a word segmentation method that
is based on fringe maps on Telugu script. Our objective is to create a data
set of word images for enabling direct training for recognition on those.
The standard methods employed for the task of word segmentation in
Telugu OCR systems are projection profiles and run-length smearing.
However those methods have their limitations. In this work a different
application of fringe maps is shown for line segmentation into words.
Fringes were previously applied successfully for carrying out classification
and line segmentation. Telugu script, which has consonant modifiers that
are usually placed below or below-right to the base consonants. This kind
of orthographic property leads to characters that may touch each other.
One way to deal with touched characters is to make use of segmentation
free methods, which do not need prior segmentation of word images into
characters or connected components. The novelty of our method is that
we analyze fringe maps of document images to find an appropriate fringe
value threshold and apply it for word segmentation of Telugu documents.
Encouraging results are observed with our fringe value threshold based
word segmentation. We observe that choosing higher threshold fringe
values leads to under-segmentation of words, whereas lower values cause
over-segmentation of words. Our word segmentation approach is suc-
cessfully compared with the widely used projection profiles based word
segmentation method.

Keywords: Akshara - Fringe distance - Telugu OCR -
Word segmentation

1 Introduction

The current trend in Telugu optical character recognition (OCR) is that deep
neural networks have been successfully demonstrated for improving the perfor-
mance of existing systems. Compared to the traditional recognition approaches,
deep learning frameworks demand significantly large training sets for effective
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modeling. Now a significant percentage of efforts is required to prepare such
training data.

The standard training data sets are not available in sufficient magnitude to
develop robust, end-to-end Telugu OCR, systems based on deep architectures
[1]. Previous methods rely on either own data sets [7] or the standard corpus
of 5000 document images scanned from the popular old books as the part of a
consortium project. Due to practical difficulties of clarity of the images [6] cited
results only on 1000 pages. Few authors prepared synthetic data sets and made
them public for the research needs. Broken and touched characters are the major
problems that can effect the performance of Telugu OCR systems. In our work we
do not rely on segmentation of connected components or characters [2,10], but
we segment words using fringe distance method. The goal of avoiding character
segmentation is to prepare data set of words for enabling the recognition of
broken and touching characters.

1.1 Properties of Telugu Orthography

Telugu has its own phonetic script, with well rounded aksharas (characters).
Telugu text is composed of aksharas, which are the basic units of orthography
and are made up of rounded curves. Telugu script consists of glyphs for basic
vowels, basic consonants, vowel modifiers and consonant modifiers.

In Telugu script, there are 15 vowels and 35 consonants. It has corresponding
vowel modifiers and consonant modifiers. Unlike Roman script, Telugu syllables
have a direct correspondence to their orthographic units [8]. Vowel modifiers are
placed at the top portions of the basic glyphs, whereas the consonant modifiers
are found below or below-right places of the symbols. These modifiers and print-
ing methods may cause broken and touched characters. The prevailing issues in
Telugu character recognition are mainly due to broken and touched characters.
The widely used conventional connected component based methods may fail due
to the segmentation errors that may occur because of the broken and touched char-
acters. In the following sections of the paper, the related work is reported in Sect. 2
and we describe our word segmentation approach in Sect. 3. The data preparation
task is explained in Sect. 4, and finally the conclusion is made in Sect. 5.

2 Related Work

Our work mainly consists of data preparation through applying a novel fringe
distance method to perform line and word segmentations. We avoid segmen-
tation of either connected components or characters, because character level
segmentation may cause broken and touched characters.

Fringe distance method involves generation of fringe map for a given binary
document image. A fringe map is the function of fringe distance represented as
numeric value per pixel, which is incremented on each move away from a fore-
ground pixel. The concept of fringe distance to generate fringe maps of characters
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is first employed for demonstrating character recognition [3]. It is also applied suc-
cessfully for Telugu character recognition [8]. Consecutive Telugu text lines may
overlap at few of the symbol positions due to some of the font types and glyphs
for vowel modifiers and consonant modifiers. The standard methods of line seg-
mentation such as horizontal projection, and run length smearing may fail and
can cause segmentation error. The peak fringe number (PFN) concept is used to
segment lines of Telugu document images with some overlap between them due to
modifiers [4]. They segment lines of a document depending on fringe map creation,
retaining peak fringe numbers between consecutive black pixels per each column,
and filtering unwanted fringe numbers that occur inside characters.

In the recent work on Telugu character recognition [1], they prepared a
synthetic data set for training Convolutional neural network classifier, which
does not need any explicit feature extraction. It relies on connected compo-
nent extraction, which causes segmentation errors. Indic scripts have got unique
orthographic properties due to the existence of separate glyphs for vowel and
consonant modifiers. One of the orthographic properties of Telugu script is that
consonant modifiers are spatially spread across the middle and lower zones. The
concept of peak fringe numbers (PFNs) is used for finding zones and to define
a first level classifier before training models [9]. In their work, peak fringe num-
bers that occur due to white space inside characters is used for identifying middle
line across characters. They employ the middle line as the reference in finding
zones, which enable grouping of words into words with consonant modifiers and
without consonant modifiers. This kind of grouping is aimed for effective char-
acter modeling. For word segmentation, a novel fringe distance based method is
employed. Fringe maps of given binary document images can be computed using
fringe distance method, which is previously used for classification [3], feature
extraction [8] and line segmentation [4].

Fig. 1. Example fringe map of a word image pattern is shown. Fringe numbers are
colored as 0-Blue, 1-Cyan, 2-Red, 3-Cyan, and 4-Magenta respectively. (Color figure
online)

3 Word Segmentation

Projection profiles based word segmentation algorithm makes use of zeros in
the projection that defines segmentation points. Run-length smearing algorithm
(RLSA) can be used to perform marking in horizontal direction on the comple-
ment of input binary image for finding the segmentation points. In RLSA, we
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change adjacent 0’s to 1’s if their count is less than or equal to a threshold to
make smearing.

In this paper, we use the fringe maps of document images to attempt the
word segmentation task for Telugu OCR. A fringe map gives various levels of
the fringe (background) of a pattern. Different levels can be used for different
segmentation needs such as line segmentation, word segmentation and character
segmentation. Fringe map of an example word image is shown in Fig. 1.

3.1 Fringe Map

Fringes may be thought of as a kind of distance transform on background pixels
in the image. Binarized text images are used for creating fringe maps of document
images. Fringe map of a binary image can be computed through finding fringe
distances. For an image, fringe distance of a pixel can be defined as the pixel
distance to the closest foreground pixel. Fringe map was introduced for character
recognition [3] and first used for Telugu OCR [8]. Towards improving Telugu
OCR system, fringe maps were used for line segmentation [4] and for finding
modifier zones of word images to enable classification of them into major classes
such as words having modifiers and words having no modifiers [9].
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Fig. 2. Distribution of fringe values of a document image. The higher pixel counts are
due to fringe values such as 1, and 2. Whereas lower counts are due to fringes that
occur as we move away from the foreground text.

The first step in fringe map creation is to assign 0 and —1 fringe values to
every black and white pixels respectively. Then we look for white pixels in the
horizontal, vertical, and diagonal directions of every black pixel and are set to the
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Fig.3. Word count statistics for an example document image, over-segmentation
of words is observed for the fringe values less than or equal to 3, whereas under-
segmentation is found for the fringe values greater than or equal to 6.

fringe 1. Further pixels with fringe value 1 are followed to label their neighbors
having —1 with fringe 2. This numbering is continued until there are no pixels
with number —1. Thus, for each input document image, we compute its fringe
map.

3.2 Fringe Value Thresholding Algorithm

The goal of this work is to segment word regions from document images for
Telugu OCR. We use the standard preprocessing methods such as Otsu’s bina-
rization to convert Gray scale images into binary ones and median filter with
3 x 3 kernel to remove commonly occurring noise. The proposed Telugu word
segmentation involves different tasks on input document images. Input data to
our word segmentation method can be either document images or line images.
The main tasks involved are creating fringe map, filtering unwanted fringe val-
ues, filtering smaller undesirable connected components, locating word regions,
finding segmentation points, and extracting word images. Fringe maps were used
[3] for character recognition. The novelty of our work is that fringe maps are fil-
tered based on a fringe value threshold, which is chosen empirically to facilitate
the finding of word segmentation points.

We analyze the distribution of fringe values of different document images.
Distribution of fringes for a document image is shown in Fig. 2. The higher pixel
counts are due to fringe values such as 1, and 2. Whereas lower counts are due
to fringes that occur as we move away from the foreground text. The purpose
this analysis is to know the distribution of background pixels around foreground
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Fig. 4. Word Segmentation: (a) Normal document image, and (b) Word regions having
fringe value 5.

text. It facilitates us to choose a threshold fringe value. The segmentation of
words as the function of fringe value is shown in Fig. 3. We have chosen 5 as the
threshold fringe value for performing word segmentation, because we observe
under-segmentation above this threshold. A portion of Telugu document image
and corresponding labeled word regions using fringe value threshold 5 is shown
in Fig.4. For a range of 1-10 fringe values, we have empirically observed the
distribution of fringes around the text. Towards the task of filtering unwanted
fringes, we have chosen fringe value 5 as the threshold(thl). Filtering involves
keeping the pixels with threshold and setting values of all other pixels to zero.
We also filter out smaller undesirable connected components, which are having

Algorithm 1. Word Segmentation

1: procedure WORDSEGMENTATION(DocImage) > Doclmage or line image
2: for all whitePixels do > Create fringe map
3: whitePixel — —1

4: end for

5: for all blackPizxels do

6: whiteNeighborsO fblackPixel — 1

7 end for

8: label — 1

9: repeat
10: for all Pixels with label do
11: label < label + 1
12: whiteN eighborsO f Pizels «— label
13: end for

14: until all whitePixels are labeled
> Find word regions

15: Filter unwanted fringe values using a threshold th1

16: Filter unwanted smaller components having pixels less than a threshold th2
17: Locate word regions

18: Find segmentation points

19: Extract word images

20: end procedure
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Table 1. Performance of different word segmentation approaches for the segmentation
of Telugu word images

Book Pages | Text-words | Algorithm Word-imgs | Errors

DiavamVaipu 122 21775 Fringe value 21832 57
thresholding
Projection 21788 13
profiles

7-different books | 30 5625 Fringe value 5622 15
thresholding
Projection 5629 4
profiles

a count of pixels less than a threshold(th2), the value of th2 is 100. The goal
of this task is to find the background regions around the words of text and
these regions helps us to determine the segmentation points. The extraction of
words is carried out relying on segmentation points. We compare our method
with the widely used projection profiles based word segmentation approach. The
results are given in Table 1. The projection profiles based approach causes over-
segmentation when there is more gap between characters of words. The merit
of this approach is that it can be applied on either document images or line
images. We observe that higher threshold fringe values cause under-segmentation
(merged words) shown in Fig. 5, whereas lower values lead to over-segmentation
(split words). In this paper, we directly applied fringe value thresholding on
document images. When there is no significant gap between lines, our method
requires to execute on line images for extracting word images.
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Fig. 5. Four cases are shown, each case has multiple words, which are segmented as
single word due to merging of words.

4 Data Preparation

Data preparation involves segmentation of words from both standard corpus of
document images and synthetic documents. Our Telugu standard corpus consists
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of around 5000 document images of 26 Telugu books printed in different font
type and size combinations. These document images are scanned with 300 dots
per inch (DPI) from old popular books and the corresponding ground truth is
created as part of the consortium projects.

Corpus also consists of degraded documents due to aging and poor print
quality. In the previous works [5,6] 1000 document images of the standard corpus
are used as the common bench mark data set. Further, we include some synthetic
document images created using recently released Telugu Unicode fonts. The
synthetic documents are scanned in different DPIs such as 200, 250 and 300.
Deep learning methods can automatically learn features from the raw data and
enable developing recognition systems with no explicit feature extraction. But,
implicit learning features demands a lot of training data, particularly for the
problems involving high-dimensional data such as images, videos.

Document
Images

Preprocessing

Word Ground
Segmentation Truth

Word Get Words
Images

Nammg Words
with Ground Truth

v

Renamed Word Images

Fig. 6. Block diagram for data preparation.

Data preparation task consumes significant amount of time and can be expen-
sive, especially when real world data is to be included. The recent trend in com-
puter vision is that pre-trained models are available, which can be used to build
sophisticated vision models using very little amount of data. Input to our data
preparation task is the Telugu document images and their ground truth files.
Output is the word images renamed with the corresponding ground truth. The
sub-tasks of our data preparation are shown in Fig. 6. Name of each word is com-
posed of numeric codes of the book, line, and word, as well as its ground truth,
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which is a sequence of Telugu characters written in English script. The benefit
of including ground truth in renaming word images is to enable straightforward
training without requiring explicit label files. It also facilitates manual, and pro-
grammatic checking of the word images and their ground truth for correctness.

Data preparation involves two main sub-tasks: word segmentation and text
processing. The former one consists of preprocessing the Telugu document images
followed by segmentation of words. After the word segmentation is accomplished,
the later main sub-task is Telugu text processing that involves isolation of ground
truth words. For each ground truth text file, it is divided into lines and then
words are isolated from lines of text. We rename each word image with its book
code, line number, word number and ground truth. This kind of renaming enables
easy verification of the word images against their ground truth for correctness.

4.1 Data Augmentation

Data augmentation is a method to increase our training samples to a large
amount. Since deep learning methods demand big data for training the models,
we apply augmentation methods to increase our word samples that consists of
broken and touched characters.

The input to our data augmentation task is the word images extracted from
the standard corpus of documents, which are scanned with the efforts of con-
sortium project teams. Our main goal is to improve the Telugu OCR system
performance despite the presence of broken and touched characters. We aug-
ment them through a number of random transformations, thus our model would
never see twice exact the same image. This is to prevent over fitting and bet-
ter generalize the model. It is particularly useful, when the training data set is
small. We employ seven primary data augmentations for our data preparation:
rotation, shift, rescale, shear, and zoom. For rotation, it is to rotate images in
degrees (0-10), and shift transformation aims to translate images both vertically
and horizontally. For rescale, we multiply the data by a value. Shear operation
is for applying shearing transformations, whereas zoom is for zooming inside
images. Further, fill mode is the strategy used for filling in newly created pixels,
which can appear after a rotation or a shift. Thus data augmentation enables us
to increase word samples that have a few instances in the corpus.

5 Conclusion

Our work makes use of the concept of fringe distance transform, which is used
to generate fringe maps of Telugu document images. The word segmentation is
achieved by choosing a threshold fringe value through analyzing the distribu-
tion of fringes of document images. The word segmentation is described as the
function of fringe value. The merit of this approach is that it can be applied on
either document images or line images. We observe that choosing higher fringe
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values cause under-segmentation of words, whereas lower values lead to over-
segmentation of words. In this paper, we directly applied fringe value thresh-
olding on document images. When there is no significant gap between lines, our
method requires to execute on line images to extract word images.

The data preparation involves extraction of word images from standard cor-
pus, and then the application of augmentation methods to increase the word
samples that involve instances of broken and touching characters. Further, we
use Unicode based text processing to obtain ground truth words and rename the
word images with their ground truth. Renaming facilitates easy verification of
word images and their ground truth for correctness. This kind of data set is to
be used for deep learning methods, which require significantly large data sets for
better modeling.
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Abstract. This paper proposes an efficient method of character segmen-
tation for handwritten text. The main challenge in character segmenta-
tion of hand-written text is the varied size of each letter in different
documents, connected alphabets in a word in cursive writing and the
presence of ligatures within an open character. Hence, this paper pro-
poses an adaptive vertical pixel count algorithm to solve the problem of
over-segmentation due to the presence of open characters such as ‘w’,
‘v’ and ‘m’. Proposed algorithm works effectively against both the hand-
written and standard text. The proposed method is evaluated on TAM
and self-created data set.

Keywords: Optical Character Recognition -
Potential segmented column

1 Introduction

Since the advent of computers, a whole lot of information has paved its way to
the digital format. There are so many digital platforms to save data. Despite the
availability of so many digital platforms, paper and pen are still in use. There
will always be manuscripts and books which will not be available in the soft
copy format. No matter the amount of the digital space, information will still
be present in the hard copy format. Since old documents are very fragile and
degrades with time so they need a digital storage. Such systems which can inter-
pret handwritten or printed documents needs to build. To solve this problem,
researchers use a tool called OCR (Optical Character Recognition). An OCR is
a tool which extracts text from images and saves them in a machine-readable
format. Today there are types of OCR available in the market but almost each
one of them suffers some kind of drawback. Modern day OCR works well on
the standard and non-connected text, but they are ineffective for handwritten
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and connected text. The primary reason for the failure of most of the OCR is
the inability to segment the characters present in a word. Because of different
writing styles it is very difficult to find the correct segmentation point. Gener-
ally, computer finds it difficult to find the correct segmentation point. To solve
this issue proposed algorithm should be intelligent enough to adapt to different
writing styles.

2 Related Work

In the past, researchers have used different schemes for the character segmen-
tation. Every technique suffers some or the other drawback. Different errors
which happens generally during the segmentation are Bad-Segmentation, Over-
Segmentation, and Miss-Segmentation. Figure 1 shows all the different types of
errors. Some researchers proposed segmentation based on the average width of a
character. This approach works only when the characters are of uniform width
and fails when the characters present in a word are of non-uniform width. This
technique is useless for normal writing sample because of the difference in each
character’s width.

Charputlpre | PR

Bad segmentation Missed segmentation

Over segmentation
Over segmentation

Fig. 1. Images showing types of segmentation errors.

In this paper, an improved version of the vertical pixel count algorithm is
presented. The Proposed technique was tested on TAM and self-created data
set to check the efficiency of the presented algorithm. The proposed method is
simple and very effective on connected text but in case of overlapping characters
obtained results are not satisfactory. Further investigation will be made to handle
overlapping characters by segmenting at a slope instead of vertical segmentation.

Javed et al. [2] proposed a character segmentation algorithm based on white
spaces between characters. This algorithm works fine for standard text but fails
for connected text. Javed’s algorithm is not able to produce any result in presence
of a ligature.

Rehman et al. [7] used an implicit technique to divide the image into very
fine parts (much smaller than the words). And then every part passes through
a neural network which identifies presence of a character in that part. It is a
character identification technique whose by-product is character segmentation
[6]. This approach is costly in terms of time it takes to segment the character.
Its accuracy is dependent on the number of samples used to train the neural
network. Another reason for the failure of their technique is that it often confuses
‘whas ‘u’ & 4 or ‘u’ as ‘1" & 9.
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In [10], a graph model describes the possible locations for segmenting neigh-
bouring characters. Then they use an average longest path algorithm to identify
the globally optimal segmentation. This approach may fail when the lexicon
domain is insufficient.

Choudhary et al. [1] have used a pixel counting approach for the character
segmentation. If words are well separated, proposed method takes the average
of all PSC’s to solve the problem of over-segmentation. And in case of open
characters like ‘w’, ‘0’ or ‘m’ they use the distance between two PSC’s, if it is
less than 7 following PSC’s merges with the previous PSC. A significant problem
in their proposed approach is to decide the threshold value i.e. 7 (in their case).
Threshold value will change if there is large variation in characters width in a
single word. Even with consistent character width same threshold may not work
when same word is in large font. Choudhary’s technique performs very bad in
cases like ‘m’ & ‘n’.

Yamada et al. [12] used multiple segmentation determined by contour anal-
ysis for Cursive handwritten word recognition and Saba et al. [9] considered a
neural network for cursive character recognition which gives the confidence for
the similarity of a given character with all the characters in the database. In
[11], a probabilistic model based on Word model recognizer is used to segment
the handwritten words. Lee et al. [3] used a totally different technique in which
the character segmentation regions are determined by using projection profiles
and topographic features extracted from the gray-scale images. A multi-stage
graph search algorithm finds a nonlinear character segmentation path in each
character which is the basis for the segmentation point.

3 Problem Statement

There are various challenges in the character segmentation of handwritten words
due to the varied nature of individual’s hand-writing. Most significant problem
in character segmentation is the presence of a connected component in a given
word. Cursive nature of words adds another layer of difficulty in the segmentation
process. Overlapping characters also create lots of problem in segmentation as
it increases the chance of a point wrongly identified as a segmentation point.
Most of the characters can be written in multiple ways thus a holistic solution
is required which is able to identify the correct segmentation point even after
all the feature differences in the same character. Proposed method solves the
problem of connected components by using the modified vertical pixel count.

4 Proposed Methodology

The proposed method uses local maxima and minima to convert vertical pixel
count graph into a binary graph which is the basis for finding the segmentation
points in a word. The binarized graph is processed adaptively according to the
width of peaks present in it to identify the wrong segmentation points and finally
potential segmentation points are marked i.e. positions where a word is segmented.
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Characters which doesn’t have any type of full or partial loop in them like
m, n, u, w, are hard to segment. These characters are often over segmented
because of multiple local minima’s in vertical pixel count graph as shown in
Fig. 1. To avoid the over-segmentation problem, peaks in vertical pixel count
graph are combined in an adaptive manner to find the correct PSC (Potentially
Segmented Column). In Fig. 2(a), three peaks of character are combined together
to find the correct segmentation point. Same is the case in Fig. 2(b), where peaks
are combined to solve over segmentation in character ‘n’.

In the proposed method vertical pixel count of a word is used as the basis
for finding the PSC’s. The proposed text segmentation algorithm is summarized
by Algorithm 1 and explained in detail in the further subsection.

Algorithm 1

. Image pre-processing for noise removal and contrast enhancement.

. Formation of vertical pixel count graph.

. Binarizing the vertical pixel count graph.

. Assignment of Flag value (either 0 or 1) to each peak according to their width.

. Merging the peaks to eliminate the wrong segmentation point based on the Flag value of peaks.

. Centre of each trough of the processed graph is used as the point of segmentation.

. If a character is segmented at a position where PSC cuts the text more than once, ignore that PSC.

N O U W N

4.1 Formation of Binarized Graph

Given word image is read vertically from top to down following the same along
the column (width) of the image. Vertical pixel count graph for the sample word
“guys” is shown in Fig.3(b). It is clear from the sample word graph shown in
Fig. 3(b) that the vertical pixel graphs is not uniform in nature. To make further
processing easy, obtained vertical pixel count graph is converted into binary

To avoid the over segmentation  To avoid the over segmentation
of m, arrow marked peaks are of n, arrow marked peaks are

combined combined x
Flag | | X’ﬁ (mm

value | /100 100 O . a4 1 101 0 |1,

LRI U

S

PSC

Fig. 2. How peaks are combined in vertical pixel count graph to solve the problem of
over segmentation.
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Fig. 3. (a) Sample word “guys” (self-created dataset) and “easy” (from IAM dataset)
to show the sample images. (b) Pixel count of word “guys”.

graph. The Obtained vertical pixel count graph is converted into a binary graph

P, based on basic thresholding operation mentioned in Eq.1 and the binarized

graph is shown in Fig. 4(a).

1, if pizel count > 10

y = . (1)
0, otherwise

4.2 Assignment of Flag Values to the Peak

To identify the over/wrongly segmented characters, peak’s width in the binarized
graph needs to be checked. Some peaks are very short in width as compared to
the rest of the peaks. Peaks which are having width lesser than the average
width indicates an over/wrongly segmented word. Now, to mark the characters
which are over/wrongly segmented, the peak of that particular character in the
binarized graph P, is flagged with value ‘0’. For marking the peaks, comparison
of each peak width in the binarized graph P, is done with the average peak
width Wy,g to assign the flag values to be either 0 or 1 based on the Egs. 2 and
3. Binarized flagged graph is shown in Fig. 4(a).
Z?:l Wi
n )

Wong = (2)

= (3)

0, if Wi < k- Wyyg
1, otherwise,

where Fj, is the flag used for marking of i:h peak, k is a constant whose value
lies between 0.6 & 0.9 and W; is the width of i;h peak.

The optimum value of k = 0.7 is obtained by experimenting multiple times.
Peaks width is compared to 0.7W,,, because single character width often varies
quite largely with the average width.
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Identification of over/wrongly segmented characters is done after marking
the peaks and based on the width of the peak. Combining the peak flagged as
‘0’ with the adjacent peaks solves the problem of over-segmentation. This can
be understood by seeing the binarized graph of word “guys” shown in Fig. 4(a),
where the character ‘u’ is marked with two peaks instead of one peak, to solve
this problem following two peaks are merged into one as shown in Fig.4(b),
solving the over-segmentation problem. All the ‘0’ flagged peaks needs to be
merged with other adjacent peaks to eliminate the case of over-segmentation.
Merged peaks can be seen in Fig.4(b) with reassigned flag values. The middle
point of each trough is marked as an SC (segmentation column), i.e. point of
segmentation. The process of merging of peaks is based on the following ways:

— CASE 1: If the successive peak/peaks are marked as flag 0 initially, merge
them to form a single peak and reassign it as flag 1, removing the over-
segmentation.

— CASE 2: If peaks adjacent to flag 0 are flag 1 then the distance from both
the adjacent peaks is calculated and flag 0 peak is merged to the peak which
has a shorter distance from it.

14000

1 N
8000 F —‘
6000
4000 u

L
2000 /

O_LU L1 L

0 50 150 200 0 50 100 150 200
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2000

Over segmented Over segmentation solved by combining peaks

(a) (b)

Fig. 4. (a) Pixel count converted into binary graph (b) Smaller peaks merged into one
peak (Ti & Pi is width of ith trough & peak respectively).

4.3 Elimination of False PSC’s

If the obtained PSC intersects the text more than once (Fig.5(a) ‘o’ is over-
segmented), that PSC is discarded. To find the number of intersections made
by a PSC, adjacent text pixels are traced along the PSC from top to bottom. If
the intersection count increases to 2 then the given PSC is discarded. Wrongly
segmented characters shown in Fig.5(a) and (c) is corrected by the elimination
of false PSC as shown in Fig. 5(b) and (d) respectively.
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Fig. 5. (a) and (c): Wrong segmented results (b) and (d): Corrected over segmentation
results.

5 Result and Discussion

In this paper self-created database consisting of 5 writers is used to test on the
given algorithm along with the standard TAM dataset [5], out of which 300 non-
overlapping words are chosen randomly. Segmentation results of the proposed
algorithm are shown in Fig.6. The proposed technique overcomes the problem
of wrong segmentation due to the varied width of the same character as shown
in Fig. 7. For the qualitative comparison of the proposed technique, the work
of Amjad et al. [8] and Choudhary et al. [1] are used on the following words
‘several’, ‘common’, ‘accomplish’ and ‘percentage’ and the results are shown
in Fig.8. Method presented in [8] over segments the character like ‘m’ and ‘n’
whereas [1] miss-segments and over-segments the word like ‘m’, ‘n’, ‘i’ etc.

Also, it is quite difficult to compare the segmentation results with different
researchers because the dataset used by everyone is different. Results achieved
varies too much because some researchers assumed the absence of noise, some
researchers collected the handwriting samples from a different number of writers
and so on. However, for the quantitative comparison of the proposed technique,
the methods presented by Salvi et al. [10] and Marti et al. [4] are considered
because they have also used IAM dataset for the segmentation. The quantitative
result comparison is shown in Table 1. Proposed technique fails to segment the
characters if the characters are overlapping on each other, samples of wrongly
segmented words with overlapping characters are shown in Fig. 9.

Table 1. Segmentation results of different methods on IAM dataset

Method No. of words | Correctly Wrongly Percentage of |Percentage of
(IAM segmented |segmented |correctly wrongly
dataset) words words segmented segmented

words words

Proposed method | 300 255 45 85% 15%

Salvi et.al [10] 300 195 105 65% 35%

Marti et.al [4] 300 220 80 73.45% 26.55%
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Fig. 6. Segmentation results from IAM and self-created dataset.
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Fig. 7. Same word of different character width is segmented properly.
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Fig. 8. (a) Original image, (b) wrong segmented images, (c) proposed method segmen-
tation result.
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Fig. 9. Wrongly segmented samples.
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Conclusion

In this paper, an improved version of the vertical pixel count algorithm is pre-
sented. The Proposed technique was tested on IAM and self-created data set to
check the efficiency of the presented algorithm. The proposed method is sim-
ple and very effective on connected text but in case of overlapping characters
obtained results are not satisfactory. Further investigation will be made to handle
overlapping characters by segmenting at a slope instead of vertical segmentation.
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Abstract. In this paper, we propose a novel hybrid deep learning based
autoencoder-CNN-Softmax architecture aims at obtaining reduced dimension
feature set from raw feature set. The reduced feature set forms an input to CNN
layers to learn deep global features. These global features are used to train the
SoftMax layer for online signature classification. Ability to reduce the noisy
features and to discover the hidden corelated features makes the proposed
architecture light weight and efficient to use in critical applications like online
signature verification (OSV) and to deploy in resource constraint mobile devi-
ces. We demonstrate the superiority of our model for feature correlation learning
and signature classification by conducting experiments on standard datasets
MCYT, SUSIG. The experimentation confirms that the proposed model
achieves better accuracy (lower error rates) with a lesser number of features
compared to the current state-of-the-art models. The proposed models yield
state-of-the-art performance of 0.4% EER on MCYT-100 dataset and 3.47%
with SUSIG dataset.

Keywords: Dimensionality reduction - AutoEncoder + Deep learning -
Convolution neural network - Online Signature Verification * Biometrics

1 Introduction

The advancements in Internet and mobile technologies and drastic usage of Online
Signature Verification (OSV) in end to end e-transactions (online shopping, online
banking etc) demands for verification models which are compact and computing effi-
cient [1, 13, 14, 16, 17, 34]. The wide spread usage of mobile devices for OSV,
intensify the problem of dimensionality reduction to discover efficient techniques to
transform the high-dimensional feature set to low dimensional by learning co-related
features, eliminating the redundant and noisy features with negligible loss [8, 20, 21].
The conventional dimensionality reduction techniques like principle component anal-
ysis (PCA) and multidimensional scaling (MDS) are widely used in traditional OSV [1,
2, 4,9, 10]. These techniques are proven to excel only in case of feature set with linear
data and fail to achieve accuracy in nonlinear feature sets [11, 18]. Therefore, as a
solution in traditional pattern recognition space, new frame works like Isomap is
proposed to overcome the limitation of PCA and MDS [33].
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In Deep learning space, autoencoder neural networks has been proposed to achieve
higher accuracies in reducing nonlinear feature sets and finds it application in various
domains [20, 21]. The advancements in MLDL [22-26, 34] techniques lead to
development of autoencoder neural networks of deeper architecture and ability to
process huge amount of raw feature set and reduce the dimensionality by learning an
approximate identity function.

In case of traditional OSV models, Zhang et al. [1] proposed a first of its kind of an
attempt for OSV based on template matching technique and achieved an Average Error
Rate (AER) of 2.2% on a custom dataset. Nanni et al. [2, 3] and Porwik et al. [5]
proposed OSV models based on various types of classifiers and achieved accuracies of
7.6%, 17.0% and (min: 21.56%, max: 0.2%) respectively. Van et al. [4], Fierrez et al.
[6] and Sharma et al. [10] proposed OSV models based on matching techniques using
viterbi path, HMM and DTW and achieved accuracies of 3.37%, 4.54% and 1.55%
respectively. Cpatka et al. [12, 35], proposed OSV models based on segmenting the
signature into sections called partitions and used neuro fuzzy classifier to classify the
signature and models achieved an accuracies of 10.70%. and 3.24%. respectively.

Guru et al. [7, 14, 20] proposed a series of OSV models based on an interval valued
symbolic representation of features of on-line signatures. In this method, Guru et al.
also exploited the writer dependent threshold to classify the signature and achieved an
AER of 5.7%, 1.1% and 3.8% under skilled_20 category.

Very few (only two) works have been proposed based on MLDL techniques for
OSV. The first work is by Lai et al. [14], in which RNNs are trained to learn a scale
invariance and rotation invariance feature called the ‘length-normalized path signature’,
LNPS helps in classifying the signature. Lai et al. achieved an EER of 2.37% on SVC-
2004 dataset. The second work is by Tolosona et al. [34], work in which a Siamese
architecture based on Recurrent Neural Networks (RNNs) is proposed to learn a dis-
similarity metric from the pairs of signatures. The dissimilarity metric is used to
classify the signature and achieved an AER of 6.22%.

In online signature verification, no work has been done in usage of autoencoders for
feature set dimensionality reduction. We are proposing a first of its kind of a deep
architecture autoencoder-CNN-Softmax model in which the autoencoder reduces the
feature set dimensionality by unsupervised learning of a nonlinear function to trans-
form input to output. The reduced feature set is feed forward to CNN layers to learn
deep global features. These global features are used to train the SoftMax layer for
online signature classification. The model architecture is discussed in subsequent
sections

2 Our Contribution

The main contributions of our work can be summarized as follows:

1. In this paper, unsupervised learning capability of an AutoEncoder neural network is
used to find out and localize the correlated reduced feature set from each user/writer
original features. Through dimensionality reduction, parameters (weights, bias) to
be tuned are lessened and thus decreases the computational cost to train the model.
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2. We present a combination of two deep neural network architectures viz., an Auto
Encoder and a Convolutional Neural Network (CNN). The reduced feature set from
an autoencoder is given as input to the CNN layer. CNN layer extracts the local
deep features and are used for signature classification (genuine or forgery).

3. Exhaustive evaluation of the proposed model by conducting experiments on two
most widely used datasets for OSV i.e. MCYT-100 and SUSIG.

The manuscript is organized as follows. In Sect. 3, we present different phases of
our proposed model. In Sect. 4, details of training and testing data, experimental
analysis along with the results produced by the model are discussed. A comparative
analysis of the proposed model with other latest related models is reported in Sect. 5.
Conclusions are drawn in Sect. 6.

3 Proposed Model Architecture

Inspired by the works from [20-27, 29, 32] in zero shot learning [20], image com-
pressing [21], medical imaging [22, 23], human pose estimation [24], character
recognition [25], feature extraction [26], anomaly detection [27], structural damage
identification [29], activity recognition [32] and other critical applications like image
reconstruction, missing data recovery and classification [28-31]. The fact that Auto-
Encoders can reduce the feature set dimensionality effectively, and CNN can extract
best local features, we combined both of them for online signature (which is a sequence
of points) verification analysis. The original feature sets i.e. 100 in case of MCYT
dataset and 47 in case of SUSIG forms an input to the AutoEnocder. The Autoencoder
achieves an unsupervised way of learning an estimate to the identity function hy ,(x) =
X ~ x i.e the output values X to be equal to the input x, where W, b signifies the weights
and biases respectively. Autoencoder learns the compressed or reduced representation
of the input without significant information loss. The output from the AutoEncoder, a
reduced feature set is feed forward to the Deep Convolutional neural network.

A neural network with more than two hidden convolutional layers can be can be
considered as deep neural network. As the number of layers increases, the features
extracted from lower layers are accumulated to form higher and meaningful features.
We have used multilayered feed-forward Convolutional layers with ‘adam’ as an
optimizer for back-propagation. In order to make the model to learn the features from
the training data rather memorize it, we have used dropout technique with 25% and
50% dropout at each convolutional layer. This results in effective learning of features
and reduces the dependency of neurons in each layers which leads to reduction of
model complexity and effective learning of parameters. Apart from the dropout tech-
nique, to prevent the over-fitting we have used 11 and 12 regularizers.

Our model consists of the following components: reducing the original feature set
through Autoencoders, convolutional and pooling layers, concatenation layer, fully
connected layer with Sigmoid output. These fragments are discussed below:
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3.1 AutoEncoder

Autoencoders are neural networks that performs dimensionality reduction on original
feature set of ‘m’ variables to produce a set of ‘n’ latent variables (most important
features) such that ‘n” < ‘m’, by discovering the hidden correlated features. To perform
the dimensionality reduction, the autoencoder implements an unsupervised learning of
an approximate identity function Ay ,(x) = X ~ x with same level of reproducibility
with reduced features. ‘“W’, ‘b’ are parameters to be learn by the autoencoder which
represents the weights and biases of the links between the hidden layers. In our model,
we have used a full autoencoder i.e. the autoencoder which is trained on both genuine
and forgery training samples. The reduced feature set from the autoencoder is feed
forward to the convolutional neural network for further processing.

3.2 Convolution and Pooling

On receiving the reduced feature set from the autoencoder, the Convolutional Neural
Network performs a one-dimensional convolution operation i.e. element-wise multi-
plication of each kernel/weight matrix value and the corresponding image pixel value
that overlaps the weight matrix, and then take the sum of that to extract local features
for each window of the given signature. Convolution operation yields a high value if
the convolution feature is present in a given position, else outputs a low value. Sliding
the weight matrix all over the signature feature sequence generates the advanced fea-
tures, consolidating these features produce Feature Maps. In our implementation, we
have used 32 filters, each of size 5 (one dimensional).

Let h: width and height of a weight matrix, ¢ : convolution output, i : input as a
matrix, w: weight matrix.

h h
Cj =D D g Wra KNt p-ti g (1)

On computing the feature maps, we perform max pooling or sub sampling to make
the CNN translation invariant to the input data. The sub sampling process is defined as:

ciJ:max{xi+p_1J+q_1} stlgpghandlgqgh (2)

3.3 Fully Connected Network with Sigmoid Output

The features generated from the last CNN layer forms input to a fully connected layer.
Fully connected layer combine the local representation of the features to form a global
representation of the input image/data. Sigmoid layer uses a sigmoid function (3) for
binary classification. Defining mathematically, the sigmoid function will take a list of
values as an input parameter, each element/value in the list will be consider as an input
for the sigmoid function and will calculate the output value ranging between O to 1. The
output values are used to determine the target class for the given test input signature.
The sigmoid operation over the scores of all the classes is calculated as follows:



A Deep Learning Architecture Based Dimensionality Reduction 113

1

FOi=1rem 120123,k (3)
We have used ‘binary_crossentropy’ as the loss function that measures the dis-
crepancy between the real signature class and the model output and ‘adam’ as an

optimizer, with batch size of 32 and total of 400 epochs.

4 Experimentation and Results

In this segment, we present the experimental set up, results and performance analysis
with the state of the art and recent literature. We have conducted the experiments on an
Ubuntu machine containing Ubuntu 16.04 LTS, Intel Core i7-7700 CPU, with Titan X
GPU. The proposed models are implemented in keras using python with Tensorflow
[27, 32] backend.

4.1 Datasets

We have conducted experimentations on the MCYT-100 online signature dataset
(DB1), Visual Subcorpus of SUSIG, dataset. The complete details of these datasets are
illustrated in Table 1.

Table 1. The dataset details used in the experiments for the proposed model

DataSet — MCYT-100 | SUSIG
# of users 100 94
Total number of features 100 47

Training (genuine + training) | 3600 (72%) | 1880 (67 %)
Testing (genuine) — FRR 700 (14%) | 564 (20%)
Testing (forgery) — FAR 700 (14%) | 376 (13%)
Total testing samples % 28% 33%

Total number of samples 5000 2820

Similar to [7, 11, 12], the metrics used to evaluate the efficiency of the proposed
system are: (i) False Acceptance Rate (FAR), characterizes the percentage of forgeries
that are accepted (FAR can be computed for each of skilled and random forgeries),
(i1) False Rejection Rate (FRR), which signifies the percentage of genuine signatures
that are rejected by the system, (iii) Equal Error Rate (EER), is the point at which the
FRR = FAR. (iv) Average Error Rate (AER), is the average error considering FRR,
FAR (random, skilled).

We have trained the system with 20 genuine signatures and with equal number of
random forgery samples for each user. Genuine signatures of other writers are taken as
a random forgery for a writer. Further, the training set is split into training and vali-
dation set. Sixty percent of the available training samples are used to fine tune the
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model. During fine tuning the model, the focus is on minimizing the Equal Error Rate
(EER). Same set of hyper parameters (epochs, learning rate, batch size, number of
CNN layers, dropout %, number of filters etc.) are used for testing also. We conducted
experimentation for 20 number of trials and in each trial, the training and testing
signatures were randomly selected.

In contrast to non-deep learning-based models [2, 3, 7, 9, 11, 12], where the models
trained with 5 genuine signatures under skilled_5 category, in case of models based on
deep learning, training with 5 genuine signatures doesn’t lead to effective learning of
parameters by the model. Hence, skilled_05 doesn’t produce efficient results in
AutoEncoder + CNN scenario.

We had further studied the effect of number of features considered for training the
model. The EER of the proposed model of different datasets for varying number of
features is shown in Tables 2 and 3. Table 2 illustrates that in case of MCYT-100
dataset, if we consider 100 features, the EER under Skilled 20 is 0.46 shown better
performance compared to almost all the models presented in the literature, which
considered all the 100 features. if we consider 80 features, the EER under Skilled 20 is
0.40 shown state-of-the art performance in the literature. In case of SUSIG, as depicted
in Table 3, the EER resulted by considering all the 47 features is 3.92, whereas the
resultant EER for 40 features is 3.61 which is best performance among the similar
models except [11].

Table 2. EER (%) of the proposed autoencoder + CNN system on MCYT-100 dataset with
varied number of features.

No. of training signature | MCYT-100 (Number of MCYT-100 (Number of
samples features = 100) features = 80)

Skilled forgeries FRR (%) | FAR (%) | EER (%) | FRR (%) | FAR (%) | EER (%)
20 0 0.92 0.46 0 0.8 0.4

Table 3. EER (%) of the proposed CNN+LSTM system on SUSIG dataset with varied number
of features.

SUSIG Dataset | Number of Number of
Features = 47 | Features = 40

FRR |FAR |FRR |FAR
Average of trials | 0 7.84 |0 6.95
Average ERR 3.92 3.47
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Table 4. Performance comparison with the state-of-the-art methods using MCYT-100 database

Dataset-> Author

MCYT-100 (Number of
features = 100) EER (%)
Skilled 5

MCYT-100 (Number of
features = 100) EER(%)
Skilled 20

D.S. Guru et al. [12] 9.2 5.7
Manjunatha et al. [11] 194 1.1
D.S. Guru et al. [7] 5.8 3.8
Sharma et al. [10] 2.73 N.A.
Symbolic classifier [3] 5.8 3.8
Linear programing 9.4 5.6
description (LPD) [3]

Nearest neighbor description | 12.2 6.3
(NND) [3]

Principal component analysis | 7.9 4.2
description (PCAD) [3]

Support vector description 8.9 5.4
(SVD) [3]

Parzen window classifier 9.7 5.2
(PWC) [3]

Gaussian model description [3] | 7.7 4.4
Random ensemble of base 9.0 -
(RS) [2]

Random subspace ensemble 9.0 9.0
with resampling of base

(RSB) [2]

Base classifier (BASE) [3] 17.0 -
Regularized Parzen window 9.7 -
classifier RPWC [2]

Ensemble of Parzen window | 8.4 2.9
classifier [3]

Mixture of Gaussian 8.9 7.3
description_3(MOGD_3) [3]

Cpalka et al. [9] 4.88 -
Zalasinskia et al. [16] 3.14 -
Cpalka et al. [15] 5.20 -
Proposed — Considering 100 | N.A. (FRR = 0 + FAR = 0.92)/2
features. = 0.46
Proposed — Considering 80 N.A. (FRR =0 + FAR = 0.8)2

features.

=04
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Table 5. Performance comparison with the state-of-the-art methods using SUSIG database

Dataset-> Author SUSIG (Number of features = 47) EER (%)
Skilled 10

Yuen et al. [35] 8.72

Yanikoglu et al. [19] 6.20

Napa Sae-Bae et al. [8] 6.08

Napa Sae-Bae et al. (including histogram in 4.37

feature set) [8]

Pirlo et al. [36] 3.88

Manjunatha et al. [11] 1.92

Proposed (40 features) (FRR = 0 + FAR = 6.95)/2 = 3.47

5 Comparative Study

To demonstrate the effectiveness of the proposed model, we have considered the OSV
models which are validated on similar datasets SUSIG and MCYT data corpus (DB1).
Further, the models considered for evaluation have utilized all the features while
training the model. On the contrary, our model works in lower dimension. From
Table 4, it is clear that the proposed model have achieved state of the art EER under
both the categories of 100 and 80 features. Therefore, our model saved the computa-
tional complexity of 20 (features) *50 (signatures) * 100(users) = 10000 features,
which predominantly reduces the computational and storage complexity of the model.
The reason for not performing the experimentation under Skilled-05 category is that the
5 signature per user is predominantly lesser for a deep learning-based model to learn
the weights effectively. Table 5 confirms that in case of SUISG, the proposed model
which is trained on 40 features, out performs all the models which are trained with 47
features except [11].

6 Conclusion

In this manuscript we proposed a first, complete and successful framework of its kind
by combining two deep learning architectures AutoEncoder and CNN. The correlated
features extracted by the AutoEncoder forms an input to the CNN. The proposed model
is thoroughly tested on multiple datasets and proved its efficiency with reduced error
rates. In case of MCYT-Skilled 20 category, the proposed model achieved the state-of-
the art EER value which reduced feature set, indicating the AutoEncoder + CNN
technique has potential to develop efficient and light weight models for OSV. Future
work could explore the integration LSTM to the existing model to learn temporal
dependency among the features.
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Abstract. Handwriting based gender identification at the word level is chal-
lenging due to free style writing, use of different scripts, and inadequate
information. This paper presents a new method based on Multi-Gabor Response
(MGR) fusion for gender identification at the word level. It first explores
weighted-gradient features for word segmentation from text line images. For
each word, the proposed method obtains eight Gabor response images. Then it
performs sliding window operation over MGR images to smooth the values. For
each smoothed MGR images, we perform fusion operation that chooses the
Gabor response value which contributes to the highest peak in the histogram.
This process results in a feature matrix, which is fed to CNN for gender iden-
tification. Experimental results on our dataset (multi scripts) apart from English,
and benchmark databases, namely, IAM, KHATT, and QUWI, which contain
handwritten English and Arabic text, show that the proposed method outper-
forms the existing methods.
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1 Introduction

As crime rate increases exponentially at city levels, the complexity of identifying fraud
or fake documents related crimes also increases in the field of document image anal-
ysis. One such challenge is handwriting based gender identification because of free
style writing, different orientations variety of scripts etc. On the other hand, gender
identification is useful in several real time applications, namely, document authoriza-
tion, establishing the authenticity of historical handwriting samples, and identifying a
disorder or abnormal [1, 2]. There are different ways for gender identification in lit-
erature. Graphology based methods [2] explore geometrical characteristics of indi-
vidual characters. Non-biometric based methods use text, speech, socio political,
environmental context, dressing style, hairstyle, etc., for gender identification. Soft
biometric based methods use height, weight, eye color, silhouette, age, gender, race,
moles, tattoos, birthmarks, scars, etc. Biometric based methods explore face, iris, ear,
fingerprint, voice, gait, gesture, lip motion handwriting writing style, etc. It is noted that
these methods suffer from their inherent limitations to achieve good results. For
instance, graphology based methods are limited to specific applications because
hypothesis and rules are derived based on pseudo-scientific [3]. Similarly, non-
biometric, soft biometric and biometric based methods are not robust or reliable when
images are affected by external adverse factors caused by open environments.

The above observations motivated us to introduce handwriting for gender identi-
fication. This is because in contrast to face recognition, person behavior identification
and speech processing, capturing and processing handwriting images do not require
high computations. Furthermore, handwriting based gender identification is more
reliable compared to the above methods. Although most of the existing methods are
proposed for gender identification using handwriting analysis [4], these methods
require a few text lines or the whole page, at least the full text line containing a few
words for achieving good results. This process not only requires more computations but
also annoying for a person to write one page or many lines during creating a dataset. In
addition, free and unconstrained writing makes the problem more challenging. Hence,
in this work, we propose a new method for handwriting based gender identification at
word level based on the fact that female writing is legible and visible compared to male
writing. It is evident from the samples given in Fig. 1, where one can see differences
between female and male writing irrespective of scripts, background, paper, ink, etc.

Female
oS50 Soos sh G lﬁi g{/} 2‘&“ f} :}s %@ q[( | Jen Io,‘/ﬁé’»l;}[{‘:(‘i
Male

Fig. 1. Samples of female and male handwriting in different scripts, orientations and
backgrounds.
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2 Related Work

The proposed method includes word segmentation from text lines and gender identi-
fication at the word level. Therefore, we present a review of word segmentation and
gender identification in this section.

Wshah et al. [5] proposed segmentation of Arabic handwriting based on both
contour and skeleton segmentation. The method divides each whole component into
smaller units and then constructs lexicons for segmenting words from Arabic text lines.
Since the performance of the method depends on skeleton and contour, it is sensitive to
disconnections. Louloudis et al. [6] proposed text line and word segmentation of
handwritten documents. The method first obtains a binary image for the input text line.
Then it studies the distance between character components in the text line. However,
the method is ineffective for other scripts such as Arabic and Indian scripts, where we
cannot expect the uniform spacing between characters and words. Osman [7] proposed
a segmentation algorithm for Arabic handwritten texts based on contour analysis. The
method traces contours of components to study the direction. However, the conditions
and rules proposed work well for Arabic but not for other scripts. Banumathi and
Chandra [8] proposed line and word segmentation of Kannada handwritten text doc-
uments using projection profiles. This idea works well when the space between words
is greater than that between characters. This constraint may not be true for handwriting
all the time. Recently, Khare et al. [9] proposed weighted gradient features for hand-
written line segmentation. The method is developed to overcome the issue of touching
between lines. Though the method is robust to noise and touching, the scope is limited
to text line segmentation but not word segmentation.

In light of the above discussions, it observed that most of the methods use the
output of binarization methods, which work based on thresholding. Similarly, the
majority of the methods focused text lines of a particular script but not multiple scripts.
In addition, the methods hardly addressed the issue of word segmentation especially,
for Arabic and Indian scripts. Therefore, there is a scope for developing a method that
works well for word segmentation irrespective of scripts and background complexities.
Hence, this paper, inspired by the method [9] where the weighed gradient is explored
for text line segmentation, we explore the same for word segmentation in a new way.

In the same way of word segmentation methods, there are methods for gender
identification using handwriting analysis. Bouadjenek et al. [10] proposed age, gender
and handedness prediction from handwriting using gradient features. The method
proposes to combine HOG, LBP and pixel density based features for classification. It is
good for high contrast images. Maji et al. [11] proposed effect of Euler number as a
feature in their gender recognition system from offline handwritten signature using
neural networks. The performance of the method depends on the output of binarization.
Mirza et al. [12] proposed gender classification from offline handwriting images using
textural features. The method uses Gabor filters for extracting texture features of
handwriting images. It is sensitive to different orientations of text lines. Tan et al. [13]
proposed a multi-feature selection of handwriting for gender identification using mutual
information. The method extracts different features such as geometrical and trans-
formed ones for input images. However, extracted features are not robust to
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disconnections and noises. Akbari et al. [14] proposed wavelet-based gender detection
on offline handwritten documents using probabilistic finite state automata. The method
proposes wavelet decomposition for extracting texture features for input images.
However, the method is limited to a particular script.

Recently, Navya et al. [3] proposed multi-gradient directional features for gender
identification. The method checks converging criteria for successive text lines. If the
process converges then the input document is classified as female else male. However,
since the gradient mask values are fixed, the performance of the method is not effective.
Therefore, to overcome this issue, the same authors proposed adaptive multi-gradient
kernels for handwriting based gender identification [15]. The method uses local
information to calculate automatic mask values. It follows the same as the previous
method for gender classification. However, the above methods require at least three
successive text lines for gender identification. As a result, the method cannot be used at
text line level or word level. Moetesum et al. [16] proposed data driven feature
extraction for gender classification using multi-script handwritten texts. The method
explores convolutional neural network for feature extraction, and then uses linear
discriminate analysis for classification. It considers Arabic and English scripts for
gender identification and reports classification rates at the word level. However, the
results reported at the word level are poor. In addition, the scope of the method is
limited to only two scripts.

In summary, most of these methods use local foreground information such as
character shape, geometrical features or appearances of characters, and texture of
character appearances in addition to classifiers for gender identification. As a result, the
features are not robust to multiple scripts at the word level. Besides, the existing
methods are tested on a maximum two scripts but not more scripts, which only include
English and Arabic. Therefore, we can assert that there is a huge gap between the
existing methods and gender identification at the word level, where one can expect
multiple scripts due to multi-lingual countries like India and Malaysia.

Hence, in this paper, we propose a new method by exploring Multiple Gabor
Responses (MGR) and fusion of MGR images. It is true that the difference between
female and male writing can be seen predominantly in the direction of contours. To
extract such observation, we explore Gabor responses of different orientations [17]. For
segmenting words from multiscript text lines, inspired by the method [9] where
weighed gradient features are used for line segmentation, we explore the same in a
different way for word segmentation.

3 Proposed Method

Since the aim of the proposed work is to identify gender at the word level irrespective
of scripts, backgrounds and orientations, we propose two steps, namely, the method for
word segmentation from text lines, and gender identification using segmented words.

It is true that word segmentation from English text line is easier than Arabic, Farsi
and Indian scripts because one can expect regular spacing for English, while for other
scripts, it does not (see Fig. 1). In the case of Arabic and Farsi, due to the presences of
diacritics and special calligraphic symbols, it is hard to find the space and exact words
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in text lines [16]. To alleviate this problem, we explore weighted gradient information,
which helps us to separate extreme pixels at top and bottom from the middle pixels of a
text line, and hence facilitates word segmentation properly. This is because the step
works based on the fact that the number of zero crossing points at middle rows is larger
than those at top and bottom of the text line.

In general, we believe that female handwritings have consistency and unique, while
for male writing, one cannot predict writing styles [16]. To extract such observation,
we propose Multi-Gabor Responses (MGR) because of the fact that direction infor-
mation is more sensitive to the style of writing than the magnitude of pixel values. In
this work, we consider 8 directions of Gabor responses because we believe that the
above 8 directions provide prominent information for separating female and male
writing. Then, we propose fusion operation to combine the 8 MGR images as one fused
image, which results in a feature matrix. Due to the strong discriminating ability of
Convolutional Neural Networks (CNN) [18], finally, we propose to use the same for
gender identification in this work.

(c) The result of weighted gradient images for the images.

Fig. 2. Enhancing the values of middle pixels while suppressing top and bottom pixels of text
lines of female and male.

3.1 Word Segmentation

For the female and male handwritten text line images shown in Fig. 2(a), the proposed
method obtains Canny edge images as shown in Fig. 2(b). With the Canny edge
images, the proposed method counts the number of zero crossing points (0 to 1 and 1 to
0) for every row, which is considered as weight. The weights of the respective rows are
multiplied with the gradient values of pixels of the rows as defined in Eq. (1). This
gives weighted gradient images as defined in Eq. (2). The effect of weighted gradient
values can be seen in Fig. 2(c), where we can see pixels of middle rows are enhanced
compared to those of bottom and top rows. The same conclusion can be drawn from the
histograms drawn for weighted gradient values shown in Fig. 3, where we can see the
high peak for the values of middle rows and low peaks for the top-bottom rows.
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Wi =) Cj (1)

=1

where W; is the weight of i™ row, where y is the number of columns in the canny image
C and Ci:i = {0, 1}

WGi,j = Wi X G,‘J (2)

where WG is the weighted gradient of each pixel (i,j) in the weighted gradient image,
and G;; is gradient magnitude of each pixel.

In case of handwriting, ascenders and descenders in English, and diacritics or
calligraphic symbols in Arabic or Farsi pose problems for segmenting words from text
lines, which are considered as extreme pixels. To reduce the impact of such pixels, we
propose to deploy k-means clustering with k = 2 on normalized weighted gradient
values, which classifies high values into a Max cluster (A) and low values into a Min
cluster (B) as defined in Eqgs. (3) and (4), respectively. The effect of clustering is shown
in Fig. 4(a) for a female image, where it can be seen most of the middle row pixels are
classified into a Max cluster and top-bottom row pixels into a Min cluster. This helps us
to find the space between words. Besides, due to the wide gap between values of
middle and top-bottom rows, when we normalize the values to O to 1, the values which
represent top-bottom rows decrease, while the isolated pixels in the image get vanished.
Therefore, noisy pixels present in Canny edge images shown in Fig. 2(b) are removed,
which can be seen in Fig. 4(a). This is the advantage of weighted gradient values.
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Fig. 3. Middle pixels are enhanced compared to top and bottom pixels of texts of female and
male.

However, sometimes, the clustering may disconnect components due to the sepa-
ration of middle and bottom-top row pixels and multi-orientation of text lines.
Therefore, we perform a morphological operation to fill the single pixel gap as shown
in Fig. 4(b). To merge sub-components as a word component, we perform grouping by
merging components that have overlapping bounding boxes as shown in Fig. 4(c). To
restore the missing information if any due to the above process, the proposed method
compares the area of the bounding boxes (X) in Max and Min clusters, and chooses the
patch that gives a larger size as a word patch as defined in Eq. (5). It is illustrated in
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Meae S & wifl . Thove 15 @ wny. 30

(a) Max and min clusters of weighted gradient images of female

hede S a wff , Tﬁ:mf; & way. 30

(b) The result of morphological operation for the images in (a)

Mo & & wll u [Thewe 15 a0 wimw. 36

(c) Bounding boxes for the components in the images in (b)

(d) White patches and bounding boxes for each word

— — —

(e) White patches and bounding boxes for the words of male writing

Fig. 4. Word segmentation for the female and male handwriting.

Fig. 4(d), where it is noted that each white patch represents a word. The final word
separation results are shown with the bounding boxes in Fig. 4(d). In the same way, the
proposed method segments words for male writing as the shown samples in Fig. 4(e),
where one can see all the words are separated properly.

A — WG;; if kmeans (WGi_j) = clusterpax (3)
Y0 otherwise

B..— ] WGy if kmeans (WG;;) = clusterpn (4)
t 0 otherwise

where WG; ; denote weighted gradient matrix.
M. — 4 1 if intersection (Xi\/lin and XJM&X) = True (5)
! 0 otherwise

Note that for English texts, usually, the patches in the Max cluster has a larger size
than those in the Min cluster, while for Arabic and Farsi, it is vice versa sometimes. In
this way, the patches of Max and Min clusters are useful in handling the issue of the
multi-script scenarios.
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3.2 Multi-Gabor Response Fusion for Gender Identification

For each input segmented word image of female and male writing, the proposed
method obtains 8 Gabor responses as discussed in [17] at an interval of 25° from 180°
angle space as defined in Eq. (6). This process results in 8 Multi-Gabor Response
(MGR) images as shown in Fig. 5, where we can see the prominent information is
reflected in 8 directions. To normalize the values, the proposed method performs
sliding window operation for respective 8 MGR images, and chooses the maximum
element from each sliding window. This results in MGR smoothed images as defined in
Eq. (7), which are illustrated in Fig. 5. It is observed from MGR images and MGR
smoothed images in Fig. 5 that the values in MGR smoothed images are sharpened
compared to MGR images. In order to integrate the strength of each Gabor responses,
the proposed method performs histogram operation for each sliding window of size
3 x 3 across 8 MGR smoothed images. For every sliding window of histogram
operation, the proposed method chooses the value which contributes to the highest
peak in the histogram as the feature as defined in Eqs. (8) and (9). This results in a
fused image of the same dimension of the input image as shown in Fig. 5(c), where we
can see a clear difference between female and male writings, which is the feature matrix
for gender identification.

X/ y/
J— _|_ - _

2 2
Bx By

-1
R(Xv Yiw, O() = eXP{T

}COS(ZTLWX') (6)
x' = xsin €+ ycos ¢
y' = xcos € — ysin &

where, w is the frequency of wave propagating in the direction of € from x-axis, while
p, and f, define Gaussian envelope along with the respective axes.

Ei}.:max(Rfr,) wherer €{i — 1,i,i+ 1} andr € {j— 1,j,j+1} (7)

where Efj is the enhanced value of pixel (i,j) of the g™ R image, and is the maximum
value in a 3 by 3 window with the center as (i j).

Nij = max/reaency [Histogram (Rfr,)} where u € {1,2,...,8} (8)

Fij = R(n;;) )

where 7, ; is the maximum frequency belongs to pixel (i, j) in a histogram of 72 values
from all the 3 x 3 windows of R images in the same location. R(1;;) determines the
pixel value that leads to #;; and would be a feature in the final feature image called F.

It is true that CNN has the ability to learn parameters with a few numbers of
samples [18]. Therefore, the obtained feature matrix is passed to fully connected
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Segmented words of female and male writing
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(a) Gabor responses for 8 rotations for female writing
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(b) Gabor responses smoothed images for the corresponding rotations in (a)

S
Ss===

2 E..

(c) Multi-Gabor Responses fusion images for female and male writing

Fig. 5. Multi-Gabor responses for feature extraction of female and male writing.

Convolutional Neural Network (CNN) for gender classification. For choosing samples
for training and testing, we follow standard 10-fold cross validation. In this work, we
consider the following parameters for training and testing: 100 hidden layers, 100
neurons, 1000 iterations, Penalty weights 1.0E-8, and hidden layer dropout rate as 0.5.
All these parameters are determined experimentally according to pre-defined labeled
data.

4 Experimental Results

Since there is no standard dataset for multi-script data that includes English, Arabic,
Farsi, Chinese and Indian script, we create our own dataset for experimentation in this
work. Our dataset includes free writing styles, which has different orientations, back-
grounds, papers, inks and text lines written by different aged people from 10-70 years
old. In total, the dataset contains 2278 female writing and 1026 male writing, which
gives 3304 text line images. To show the effectiveness of the proposed method, we also
test it on benchmark databases, namely, IAM which contains English text lines,
KHATT which contains Arabic text lines, and QUWI which contains both English and
Arabic [4]. The IAM dataset provides 100 testing samples per class, KHATT dataset
provides 45 testing samples per class, while QUWI dataset provides 250 samples per
class. Overall, 3304 from our database, 200 from IAM database, 90 from KHATT
database and 500 from QUWI database, which gives 4094 text line images for eval-
uating the proposed and existing methods. When we compare the standard datasets
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with the proposed dataset, we can see our dataset is huge and contain diversified text
line images, while the standard datasets contain at most two scripts with a few number
of text lines. In addition, the objectives of the standard datasets are not only gender
identification but also writer identification, handedness identification (left and right
hand writing) and age prediction [4].

There are two key steps proposed in this work, namely, word segmentation from
text lines and gender identification at the word level. For evaluating word segmenta-
tion, we follow the instructions provided in [9], where Detection Rate (DR), Recog-
nition Accuracy (RA) and F-Measure (FM) are defined for measuring the performance
of handwriting text line segmentation. Similarly, for gender identification, we follow
the instructions given in [16], where the classification rate is defined for gender clas-
sification. In addition, we report the confusion matrix of gender classification in this
work. Note that for gender identification, we consider words containing a few char-
acters but not those with only one or two characters.

In order to show the comparative results, we implement the recent methods,
namely, Banumathi and Chandra’s [8] method that explores projection profiles for
segmenting words from text lines of Indian script. Louloudis et al.’s [6] method that
explores connected components and the nearest neighbor criteria for segmenting words
from handwritten text lines of English. Similarly, for gender identification, we select
Bouadjenek et al.’s [4] method that introduces fuzzy for handling uncertainties to
improve results of classification, and Bouadjenek et al.’s [10] method that explores
gradient, LBP and HOG descriptors for feature extraction and an SVM classifier for
classification. The reason to consider the above methods for comparative study is as
follows: the method in [8] focuses on segmenting words from text lines of Indian script
as the proposed method, the method in [6] focuses on English text for word seg-
mentation, the method in [4] aims at handling uncertainties caused by multiple scripts,
while the method in [10] explores well-known descriptors for gender identification at
text line level.

4.1 Experiments on Word Segmentation

Sample qualitative results of the proposed method for word segmentation on different
datasets are shown in Fig. 6, where it is noted that the proposed method works well
irrespective of scripts, background and orientations. Quantitative results on line seg-
mentation of the proposed and existing methods for our and the existing standard
datasets are reported in Table 1, where it is observed that the proposed method is the
best at DR, RA and FM for all the datasets compared to the existing methods. How-
ever, since the existing methods target particular scripts, they do not perform well. It is
noted from Table 1 that the method including the proposed method reports the lowest
for KHATT. This is because KHATT provides only Arabic text lines, which is not so
easy for word segmenting compared to English and other scripts. At the same time, for
IAM dataset which contains English, the methods score the highest results.
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Fig. 6. Qualitative results of the proposed word segmentation on our and standard datasets

Table 1. Performance of the proposed and existing methods for line segmentation on different
datasets.

Methods Proposed Method | Banumathi [8] Louloudis [6]
DataSet DR |[RA |[FM |DR |RA |FM |DR |RA |FM
Our dataset | 65.00 | 79.44 | 71.50 | 14.5540.0 |21.33|28.18|62.0 |38.75
IAM 93.51 | 81.40 | 87.03 | 55.99 | 77.65 | 65.06 | 70.36 | 46.19 | 55.77
KHATT 45.0 |52.9448.65|10.37 |56.00|17.50 | 30.36 |47.71 | 37.11
QUWI 52.3274.93 | 61.61  14.66 |47.16 | 22.35|44.58 | 37.65 | 40.82

4.2 Experiments on Gender Identification

Quantitative results of the proposed and existing methods for gender identification on
our and the existing standard datasets are reported in Table 2, where we can see the
proposed method is the best compared to the existing methods in terms of classification
rate for all the datasets. The reason for the poor results of the existing methods is that
the methods [4, 10] are developed for text lines but not words. When we compare the
results of the existing methods, the method [4] scores better results than [10] because
the former has the ability to handle uncertainties of classification, while the latter does
not have. However, since the proposed method extracts directional features and CNN
for classification, it is better than all the existing methods. The methods including the
proposed method score the best for IAM and the worst for KHATT. This is due to
KHATT provides only Arabic while another dataset provides mixed of female and male
writings.

Qualitative results of the proposed method for gender classification are shown in
Fig. 7(a) and (b) where we can see the method classifies successfully and unsuccess-
fully for some images, which share the same properties. Due to the presence of dia-
critics and special calligraphic symbols as shown in Fig. 8 where we can see it is hard
to find the word from naked eyes. Therefore, it is required recognition of characters and
meaning for successful segmentation. This is beyond the scope of the work.
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Table 2. Confusion matrix and Classification Rate (CR) of the proposed and existing methods
on our dataset and standard datasets. Here F denotes Female and M denoted Male writings.

Methods Measures | Our 1AM KHATT QUWI
F M F M F M F M
Proposed method | F 83.94 | 16.06 | 87.80 | 12.20 | 77.09 | 22.91 | 78.52 | 21.48
M 14.59 1 85.419.31 90.69 | 23.09 | 76.91 | 20.80 | 79.20
CR 84.71 89.24 76.99 78.86
Bouadjenek [4] |F 58.91|41.09 | 80.42|19.58 | 48.66 | 51.34 | 47.65 | 52.35
M 2743 | 7257 |25.48|74.52149.59 |50.41 | 50.60 | 49.40
CR 65.73 77.47 49.53 48.52
Bouadjenek [10] |F 50.04 149.96 | 57.36 | 42.64 | 49.05 | 50.95 | 56.55 | 43.45
M 47.43152.57|45.02 | 54.98 | 42.42 | 57.58 | 54.55 | 45.45
CR 51.30 56.17 53.32 51

= —pe| B ik
(a) Successful classification of female and male samples

Unsuccessful male as female

Unsuccessful female as male

Fig. 7. Qualitative results of proposed method for gender identification

Fig. 8. Limitation of the proposed segmentation step especially for Arabic, Farsi scripts.

5 Conclusion and Future Work

In this paper, we present a new method for handwriting based gender identification at
the word level. The proposed method explores weighted gradients for word segmen-
tation from handwritten text lines, which involves the number of zero crossing points of
every row. Multi-Gabor responses are proposed for feature extraction from segmented
word images. We propose fusion operation for obtaining the fused image from multi-
Gabor smoothed images. This results in a feature matrix. Furthermore, the convolu-
tional neural network is used for gender identification at the word level. Experimental
results on our own dataset and three standard datasets with comparative studies for
word segmentation and gender identification show that the proposed method is effec-
tive and useful. However, there are still limitations of word segmentation especially for
Arabic and Farsi scripts as discussed in the Experimental Section. Similarly, when
words are oriented arbitrarily, the performance of the proposed on gender identification
degrades. These are the future issues to extend the proposed work.
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Abstract. The rapid advances in mobile and networking technologies results in
usage of mobiles for critical applications like m-commerce, m-payments etc.
Even though mobile based services offer many benefits, authenticating the user
logging into the system is a big challenge. To mitigate this concern, secure
mobile applications based on user online signature verification (OSV) has been
proposed. Unfortunately, these models would intensify the substantial compu-
tational overhead on thin and resource-constrained mobile devices. This sum-
marizes for a critical need of OSV models which are computationally efficient
and achieves higher classification accuracy. Recently, several OSV models have
been defined in the literature. However, these models are not computationally
effective for resource-constrained mobile devices, because the proposed verifi-
cation models ought to require not only higher feature dimension but also heavy
weight writer specific parameter fixation logic. In this manuscript, we propose
an efficient and light weight OSV model for resource-constrained mobile
devices. Our approach employs dimensionality reduction based on DBSCAN
clustering technique and user specific parameter selection. Thorough experi-
mental analysis are conducted on benchmarking online signature datasets
MCYT-100 (DB1) and MCYT-330 (DB2) datasets which confirms the effi-
ciency of proposed model with latest OSV models.

Keywords: Mobile security + Dimensionality reduction -
Online signature verification + Feature selection - Symbolic representation

1 Introduction

The technological progress observed over the past few decades coupled with the
increasing accessibility of data, networks and other resources has led to new require-
ments for the securing of access to such resources.

Nowadays, the selection of the relevant access criteria are no longer based on the
assumption that it is sufficient to verify a user’s name and password, even if using a
sophisticated encryption algorithm.
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Instead, modern security requirements and personal identification techniques are
now being formulated on the basis of biometrics [3].

Biometrics is defined as those automated methods of personal identification and
verification that are used for such a purpose and that are based on personal physio-
logical features and the construction of the human body, or are based on specific
behavioral features. Signature verification has remained one of the most widely
accepted modalities to authenticate an individual primarily due to the ease with which
signatures can be acquired. Being a behavioral biometric modality, the intra-personal
variability in signatures is rather high and extremely unpredictable. This leads to rel-
atively higher error rates as compared to those realized by other biometric traits like iris
or fingerprints. Examples of physiological features include fingerprints and the struc-
ture of the retina or iris [1, 2]. Behavioral features include a handwritten signature, eye
movement dynamics, the voice, and the dynamics of typing [11].

Among the various biometric methods, an approach based on handwritten signature
recognition is one of the most popular [11, 16, 17, 20]. There are two approaches to the
data collection component of a signature recognition process: dynamic and static. In the
static method, a signature is recorded on paper and then converted into a digital form
using a scanner [1, 11, 19]. This results in the shape of the signature being the only data
source. The acquisition of dynamic features under the on-line mode is achieved by
specialized devices, namely tablets [3, 11]. These devices, apart from capturing a
signature images are capable inter alia of measuring position, inclination, velocity and
the pressure placed on a pen as it marks out its successive points. The values of the
features recorded across all of the individual discrete signature points can be presented
in a numerical form. For example, at a given discrete signature point, a point’s x, y pen
coordinates, synthetic pen timestamps, penups, pen azimuth angle, altitude angle, and
the pen pressure on the surface can be written as a set of values: (3172,6969, 63164065,
0, 1520, 450, 186).

In Song et al. [9], proposed an online signature verification based on extraction of
stable features dynamically. Discriminative and effective signature features were
extracted dynamically for each user. In order to extract spectral information based on
simple and effective modified dynamic time warping (DTW) technique.

In Kar et al. [14], put forward an online signature verification in which signatures
alignment and reference selection are an important task for signature verification. Due
to inherent variability of the acquired signature, a novel technique called stroke point
warping (SPW) is proposed.

In Xia et al. [11] proposed an OSV scheme based on selecting robust and dis-
criminative features among the candidate signatures. To improve the robustness more
consistent features are selected as candidates for discriminating the genuine and
forgeries. In Zalasinski et al. [12], proposed a new signature partitioning technique
which selects a unique partitions of signatures for each user separately. In the method
proposed by Zalasinski et al. [12], the drive of this method is: (a) to intensify the
accuracy of signature verification, (b) to eradicate the redundant segments, and (c) to
shorten the verification of test signatures.

In Bouamra et al. [13], designed an effective offline signature verification system
based on run-length distribution features. In Bouamra et al. [13] verification system, the
model is trained with only the genuine signatures or positive specimens of each user
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and without any training with the forged samples. The classification of test sample is
carried out using One-Class Support Vector Machine (OC-SVM)

The rapid advances in mobile and communication technologies result in usage of
mobiles for critical applications like m-commerce, m-payments etc. The modern
mobile gadgets like tablets, smart phones etc. allows users to access their critical data
remotely by authenticating the user based on his/her online signature verification
(OSV). Even though mobile based services offer many benefits, due to their inherent
problems such as constrained battery life, storage and processing capacity, authenti-
cating the user logging into the system is a big challenge and demands for light weight
online signature verification models.

Online signature verification is a challenging task, due to the fact that the skilled
forgeries and genuine handwritten signatures have intra-writer variability with close
likenesses and distinctions. In order to reflect intra class variability, in literature [1-3, 5,
71, interval valued type data has been used to capture the intra class variability and thus
have been capable of representing the real time scenarios.

In literature, several OSV models have been proposed by prioritizing various focus
methods. Dynamic signature verification can be mainly categorize into feature-centric
methods [1-3] which evaluate signatures grounded on a set of global or local features
and function centric methods [6, 7] involve sequence matching techniques, such as
Hidden Markov Models and DTW [17]. In literary texts, we can comprehend the
implementation of different classifiers for online signature, such as interval valued
classifier [1-3, 5], feature fusion based [3, 4], SVM [6], GMM [7], neural networks [3,
4], PCA [3], partition based [2], HMM [3, 4], distance or similarity based [1, 3, 5],
fusion based classifier [4], stroke point warping-based reference selection [13], etc. In
Doroz et al. [10] proposed an OSV based on a novel technique grounded on signature
stability measure, grounded on fuzzy set theory. Signature stability measure is a bio-
metric approach in which unstable fragments will not be taken into consideration while
comparing the test signature samples with the reference set of signatures. The varying
fragments among the reference signatures are termed as unstable fragments. Doroz
et al. [10] method employs fuzzy sets to excerpt a signature’s stable fragments. Li et al.
[18] also proposed an OSV based on stable fragments of the signature. Alpar et al. [15]
proposed an OSV based on continuous wavelet transformation of speed signals. Tang
et al. [16] proposed an Information Divergence-Based Matching Strategy for Online
Signature Verification. Napa et al. [19] proposed an OSV based on its distinctiveness,
complexity, and repeatability of online signature templates.

However, these models are not computationally effective for resource-constrained
mobile devices, because the adopted verification models should not only require higher
feature dimension but also heavy weight writer specific parameter fixation logic.

2 Proposed Online Signature Verification Model

In this manuscript, to combat the above mentioned issues, we propose a verification
model for online signature verification for resource constrained mobile networks based
on dimensionality reduction using DBSCAN clustering and user specific parameters.
The proposed model has four key stages namely:
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1. Selection of user specific/dependent features based on feature relevance using
DBSCAN clustering technique.

2. Representation of the user specific features in the form of an interval valued
symbolic feature vector.

3. Fixing of user specific parameters, i.e. feature dimension and threshold using the
logic described below.

4. Signature verification grounded on the user specific parameters. Steps A, B, C are
one time activity for each user. Step D is executed in signature verification process,
whenever user tries to log in to mobile network.

2.1 Selection of User Specific Features Based on Feature Relevance Using
Feature Clustering Techniques

Let S = [S%,85,55,...,5 ] be aset of ‘n’ signature samples of user ‘i’ i.e. Ui, i =1, 2,
3,...N. (N represents the number of users). Let F = [Fi, Fi, Fi, ..., F' ] be a set of m-
dimensional combined feature vector, where F; = [f,fh,f5; - - -.f,] be the feature set

characterizing the jth feature of signature samples of user ‘i’. The Feature-Signature
matrix (FS) of user U; is shown below:

F/S S1 S» S3 Sh
Fy S Ji2 Sin
F

F, finl fm2 finn

To select the best ‘d’ discriminating features out of total ‘m’ features, we first
clustered the features using the widely accepted density based clustering method
DBSCAN, which is having inherent ability to determine the number of clusters into
which the users feature vector can be clustered without the supplement of possible
number of clusters as an input, which is not the case with widely used clustering
techniques like K-NN, K-Means, K-Medoids etc.

Afterward, the cluster containing the maximum number of features is selected. The
number of features in the larger cluster determines the user specific feature dimension
and most discriminating features.

2.2 Representation of the User Specific Features in the Form
of an Interval Valued Symbolic Feature Vector

As discussed above, to allow intra-user variability, for each user, the selected features
are characterizes interval valued symbolic feature vector, e.g. the p™ feature of the i
user i.e. fi, is illustrated as [f;,,f;], in which £, and f," denote the valid lower limit
and the upper limit of f;, and which are calculated as shown below:

fp = Mean(}jﬁ) — Sthev(}”pi) (1)

and
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+ _ i i
" = Mean(f,) — StdDev(f,) (2)

where Mean and StdDev corresponds to the mean and standard deviation of pth feature
of the ith writer. In general, interval value representation of all of the‘d” features chosen
for ith writer results in reference feature vector RFi, where

RFEi = {[fi.fi | o f ) o fid 1} (3)

The reference feature vector RF, is stored in the knowledgebase corresponding to i™
writer and used in verification stage.

2.3 User Specific Parameter Fixation

Once the discriminative features are selected and represented as reference feature
vector, as shown below, for each user, twenty trials have been taken by varying the
threshold similarity from 0.1 to 0.9 in steps of 0.1. to select the best threshold which
results in lowest EER.

Logic for writer specific parameter fixation i.e. similarity threshold.
for iUser = 1: 100
Cluster the iUser features using DBSCAN clustering algorithm.
// The cluster with larger features is selected and the number of features in the
larger
/I cluster is the iUser feature dimension.
for trialno = 1:20
for Threshold =0.1:0.9
/I Compute the FAR: False Acceptance Ratio, FRR: False Reject Ratio, EER :
Equal Error Rate
end
end
end // end of for iUser.
// The threshold which results min EER is assigned to i™ User.

The False Reject Ratio — FRR (the number of genuine signatures rejected as forgery
out of total genuine signatures tested) and False Acceptance Ratio-FAR (the number of
forgery signatures accepted as genuine out of total number forgery samples) are
computed. Finally, Equal Error Rate - ERR (the point at which the FAR equal to FRR)
is calculated from the receiver operating characteristics (ROC) curves. The combina-
tion of feature indices, feature dimension, threshold which results in minimum EER are
fixed as parameters for each writer. Once the parameters are fixed, for any verification
task, the fixed parameters are retrieved from knowledge base and used in verification
task as discussed below.
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2.4 Signature Verification Based on the Writer Specific Parameters

On receiving the test signature Tests from user U; for verification, represented by its
‘m’ dimensional feature vector say FTest = {f;, f, ..., fin }, to qualify its genuine-
ness, the user specific parameters are retrieved from the knowledge base. The crisp
values of writer specific features i.e. f;;, f, etc. of test signature are compared with the
corresponding symbolic reference feature vector of the claimed user i.e. RF; =
. If the number of features of test signature which falls in the valid range of their
corresponding symbolic reference feature vector are greater than or equal to his sim-
ilarity threshold, the signature is qualified as genuine else it is forgery.

3 Experimentation and Results

Dataset: To verify the efficiency of our proposed model, we have conducted experi-
ments on widely used MCYT-100 (DB1) dataset [3, 4] which contains 25 genuine and
25 skilled forgeries for 100 users and 100 global features for each online signature.
Table 1, illustrates the experimental results of the proposed model with MCYT-330
dataset, Due to unavailability of models experimented with MCYT-330 dataset, we are
unable to compare our work with other proposed models.

Table 1. Comparative analysis of the proposed model against the contemporary models on
MCYT (DB2) database
Method S 05 |S20 | RO5 |R_20

Proposed: DBSCAN based clustering with symbolic 9.67 7.71 4.27 2.01
representation of writer dependent parameters

Table 2 illustrates the performance of various signature verification systems based on
DBI1 dataset. Details of some of the above mentioned models can be found in [1-4].
From Table 2, it is affirm that our proposed model is efficient compared to many
recently proposed models like writer dependent features [1, 2, 4, 5], Base classifier
(BASE), Nearest neighbor description (NND) etc.

Although the EER our model realized is slightly high in case of skilled_05, due to
the fact that, our model fixed very few features e.g. 28 for writer 18, 44 etc. as depicted
in Table 2, whereas [1, 2, 4, 5] etc. used minimum 50 features in case of skilled_20 and
random_20 categories and 60 features in case of skilled_05 and random_05 categories,
while other models [3, 7, 8] used entire 100 global features. Reduced feature set
dimension makes our verification model light weight and realistic.
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Table 2. Comparative analysis of the proposed model against the contemporary models on
MCYT (DB1) database

Method S_05 S_20 |R_05 |R_20
Proposed: DBSCAN based clustering with symbolic 11.67 |8.89 5.89 2.32
representation of writer dependent parameters

Writer dependent features based on spectral clustering 14.9 5.0 7.9 2.0
(1]

Writer dependent features and classifiers [2] 19.4 1.1 7.8 0.8
Regularized Parzen window classifier RPWC [3] 9.7 - 3.4 -
Symbolic classifier [1] 154 4.2 3.6 1.2
Fusion methods [3] 7.6 - 2.3 -
Gaussian model description [2] 7.7 4 4 5.1 1.5
Support vector description (SVD) [2] 8.9 54 3.8 1.6
Ensemble of one class classifier based on over completer |4 .5 2.2 1.5 0.5
feature generation [4]

Random ensemble of base (RS) [3] 9.0 - 53 -
Principal component analysis description (PCAD) [2] 7.9 4.2 3.8 1.4
Parzen window classifier (PWC) [2] 9.7 52 3.4 1.4
User dependent features [5] 14.9 5.0 79 2.2
Ensemble of Parzen window classifier [7] 8 4 - 2.9 -
Base classifier (BASE) [3] 17 .0 - 8.3 -
Mixture of Gaussian description_3(MOGD_3) [2] 8.9 7.3 5.4 4.3
Mixture of Gaussian description_2 (MOGD_2) [2] 8.1 7.0 54 4.3
Kholmatov model (KHA) [3] 11.3 - 5.8 -
Nearest neighbor description (NND) [2] 12.2 6.3 6.9 2.1
Linear programing description (LPD) [2] 9.4 5.6 3.6 2.5
Cluster dependent classifiers for online signature 12.6 1.0 6.5 0.4
verification [8]

Random subspace ensemble with resampling of base 9.0 - 5.0 -
(RSB) [3]

Cluster based symbolic representation [2] 15.4 4.2 3.6 1.2
Signature partitioning [9] - - 5.28 4.48
Enhanced DTW + DTW [17] - - 3.76
Enhanced DTW [17] - - 2.66

4 Conclusion and Future Work

In this work, we put forward a novel, light weight online signature verification model
for resource constrained mobile networks grounded on writer specific feature clustering
based on DBSCAN and interval-valued representation of feature values. The proposed
model has been thoroughly tested using widely accepted MCYT-100 and MCYT-330
datasets. The experimental outcomes summarize that the proposed model achieved best
results compared to the latest literature.
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Abstract. Handwritten character recognition is an imperative issue in the field
of pattern recognition and machine learning research. In the recent years, several
techniques for handwritten character recognition have been proposed. Due to the
lack of publicly accessible benchmark datasets of Gurmukhi script, no extensive
comparisons have been undertaken between those techniques, especially for this
script. Over the years, datasets and benchmarks have proven their fundamental
importance in character recognition research, and objective comparisons in
many fields. This paper presents a collection of seven benchmark datasets
(HWR-Gurmukhi_1.1, HWR-Gurmukhi_1.2, HWR-Gurmukhi_1.3, HWR-
Gurmukhi_2.1, HWR-Gurmukhi_2.2, HWR-Gurmukhi_2.3, and HWR-
Gurmukhi_3.1) with different sizes for offline handwritten Gurmukhi character
recognition collected from various public places. A few exploratory outcomes
based on precision, False Acceptance Rate (FAR), and False Rejection Rate
(FRR) using different classification techniques, namely, k-NN, RBF-SVM,
MLP, Neural Network, Decision Tree, and Random Forest are also presented in
this paper.

Keywords: Handwritten character recognition - Gurmukhi dataset -
Benchmarking - Classification

1 Introduction

Document Analysis and Recognition (DAR) systems play a major role in data transfer
between human beings and computers. Optical Character Recognition (OCR) system is
an essential part of a document analysis and recognition system. In the recent years,
applying machine learning techniques in the field of optical character recognition have
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drawn a lot of attention. Offline Handwritten Character Recognition system, commonly
abbreviated as offline HCR, is the process of converting offline handwritten text into a
format that is understood by machine. It involves processing of documents containing
scanned images of a text written by a user, generally on a sheet of paper. Many
techniques have been presented for offline handwritten character recognition. These
techniques are tested on a handful of specific datasets. But, systematic comparisons of
these techniques are not available due to the lack of benchmark datasets for Gurmukhi
characters. In this paper, we introduce a collection of datasets for benchmarking the
character recognition techniques.

There are seven types (HWR-Gurmukhi_l.1, HWR-Gurmukhi_1.2, HWR-
Gurmukhi_1.3, HWR-Gurmukhi_2.1, HWR-Gurmukhi_2.2, HWR-Gurmukhi_2.3,
and HWR-Gurmukhi_3.1) of benchmark datasets as presented in Table 1. All the images
in these datasets are normalized to the size 100 x 100. Along these lines, the dimen-
sionality of every test image vector is 10,000 (=100 x 100), where every component is
binary. These datasets can be used to conduct quantitative performance testing and
systematic comparisons of approaches, and will also be helpful for determining the
statistical significance of the findings. Finally, we have created a web page that contains
benchmark datasets of Gurmukhi characters and provide a resource to the scientific
community for development of new alignment and inference methods. All the resources
of these benchmark datasets have been made publicly available at https://sites.google.
com/view/gurmukhi-benchmark/.

2 Related Work

Many researchers have worked on character and numeral recognition in last couple of
years. Djeddi et al. [1] have presented a work in ICFHR2016 competition on multi-
script writer demographics classification using “QUWTI” database. QUWTI is a bilingual
database which contains writing samples of same individuals in Arabic and English.
The competition was aimed at reporting and comparing the latest techniques on these
problems under the same experimental settings. Xing and Qiao [2] have proposed a text
independent approach to identify the writer for offline handwritten images. In order to
extract discriminative features, they employed a deep Convolutional Neural Network
(CNN). Experiments are evaluated on two datasets, namely, IAM dataset containing
handwritten English text and HWDB dataset containing handwritten Chinese text.

Kumar er al. [3] have presented efficient feature extraction techniques for offline
handwritten Gurmukhi character recognition. They have also presented a hierarchical
technique for offline handwritten Gurmukhi character recognition [4]. Recent survey on
the character and numeral recognition has been presented by Kumar ef al. [5]. They
organized the survey in several ways, i.e., recognition results using script wise, feature
extraction technique wise, etc. They also observed that various techniques have been
presented for offline handwritten Gurmukhi character recognition, but comparisons of
results are not presented due to the lack of public Gurmukhi script dataset. Further-
more, there are some challenges in handwriting recognition like writer dependency or
independency. So, we have presented different types of datasets as presented in
Table 1. Detailed description about each dataset is given in next section.
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Table 1. Gurmukhi datasets

Dataset Number Number Number Number Number Total
of of of of of testing | samples
writers samples classes training samples

per class samples

HWR- 1 100 35 2450 1050 3500

Gurmukhi_1.1

HWR- 10 10 35 2450 1050 3500

Gurmukhi_1.2

HWR- 100 1 35 2450 1050 3500

Gurmukhi_1.3

HWR- 1 100 56 3920 1680 5600

Gurmukhi_2.1

HWR- 10 10 56 3920 1680 5600

Gurmukhi_2.2

HWR- 100 1 56 3920 1680 5600

Gurmukhi_2.3

HWR- 200 1 35 4900 2100 7000

Gurmukhi_3.1

3 Gurmukhi Script and Description of Data Set

Gurmukhi script has 35 fundamental characters (three vowel bearers and thirty-two
consonants) and 21 additional characters. These 21 characters are: six additional
consonants, nine vowel modifiers, three auxiliary signs, and three half characters. Our
dataset collection has seven categories:

(i) HWR-Gurmukhi_1.1,
(ii) HWR-Gurmukhi_1.2,
(iii)) HWR-Gurmukhi_1.3,
(iv) HWR-Gurmukhi_2.1,
(v) HWR-Gurmukhi_2.2,
(vi) HWR-Gurmukhi_2.3, and
(vil) HWR-Gurmukhi_3.1

Category HWR-Gurmukhi_1.1 consists of one hundred samples each of 35 fun-
damental offline handwritten Gurmukhi characters where each Gurmukhi character is
written by a single writer. Category HWR-Gurmukhi_1.2 consists of one hundred
samples each of 35 fundamental offline handwritten Gurmukhi characters where each
Gurmukhi character is written ten times by ten different writers. In Category HWR-
Gurmukhi_1.3, each fundamental Gurmukhi character is written once by one hundred
different writers. Total number of samples are 3500 in each of the datasets HWR-
Gurmukhi_1.1, HWR-Gurmukhi_1.2, and HWR-Gurmukhi_1.3.

The dataset HWR-Gurmukhi_2.1 consists of one hundred samples of all 56 offline
handwritten Gurmukhi characters where each Gurmukhi character is written by a single
writer. The dataset HWR-Gurmukhi_2.2, consists of one hundred samples of all offline
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handwritten Gurmukhi characters where each Gurmukhi character is written ten times
by ten different writers. In dataset HWR-Gurmukhi_2.3, each Gurmukhi character is
written once by one hundred different writers. The datasets in each category are also
partitioned into training dataset (70% samples) and testing dataset (30% samples). This
can further be experimented by a potential user of these datasets.

4 Evaluation of Existing Techniques Using Benchmark
Datasets

Various feature extraction techniques and classification techniques have been used for
character recognition, but it is difficult to evaluate the relative performance of a novel
algorithm due to the non-availability of benchmark dataset. This section illustrates a
comparative study of some existing features and classification techniques using the
collection of benchmark datasets (HWR-Gurmukhi_1.1, HWR-Gurmukhi_1.2, HWR-
Gurmukhi_1.3, HWR-Gurmukhi_2.1, HWR-Gurmukhi_2.2, HWR-Gurmukhi_2.3, and
HWR-Gurmukhi_3.1) considered in this paper.

A total of 6 feature extraction techniques and 6 classification techniques are
evaluated in this paper based on Precision rate, False Acceptance Rate (FAR), and
False Rejection Rate (FRR). Feature extraction techniques include zoning features,
diagonal features, intersection and open end points, directional features, transition
features, and centroid features. Classification techniques evaluated for these benchmark
datasets are k-NN, RBF-SVM, MLP, Decision Tree, and Random Forest. Precision
rate, True Positive Rate (TPR), and False Positive Rate (FPR) of all benchmark datasets
are depicted in Table 2, 3 and 4, respectively.

Table 2. Precision rate of Gurmuskhi benchmark datasets

Data set Classifier | Zoning | Diagonal | Intersection and | Directional | Transitions | Centroid
features | features | open end points | features features features
features
HWR- k-NN 94.9% |95.1% 95.0% 86.9% 90.7% 95.6%
Gurmukhi_1.1 | RBF- 93.7% |93.7% | 94.8% 86.8% 90.2% 91.0%
SVM
MLP 96.4% | 96.6% 96.5% 91.7% 94.9% 96.8%
Decision |81.8% |81.9% 82.1% 71.0% 82.3% 82.9%
tree
Random |97.1% |97.4% 97.0% 93.7% 91.3% 96.6%
forest
HWR- k-NN 88.4% | 88.4% 88.4% 79.3% 80.6% 90.4%
Gurmukhi_1.2 | RBF- 78.6% | 78.6% | 83.3% 57.4% 73.4% 75.6%
SVM
MLP 91.6% |91.6% 92.2% 73.5% 85.0% 90.3%
Decision | 73.8% |73.2% 71.1% 64.0% 71.1% 72.3%
tree
Random |93.4% |93.1% 93.5% 80.9% 89.4% 93.0%
forest

(continued)
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Data set Classifier | Zoning | Diagonal | Intersection and | Directional | Transitions | Centroid
features | features | open end points | features features features
features
HWR- k-NN 81.6% |81.6% 79.7% 66.5% 73.8% 81.3%
Gurmukhi_1.3 | RBF- 74.8% | 74.8% 79.2% 49.6% 66.7% 70.4%
SVM
MLP 83.5% |83.2% 85.1% 91.7% 78.9% 81.6%
Decision | 56.7% | 56.7% 55.7% 43.6% 57.7% 56.8%
tree
Random |86.7% |70.8% 87.6% 67.2% 84.1% 86.9%
forest
HWR- k-NN 90.8% |90.8% 90.8% 79.0% 85.7% 88.3%
Gurmukhi_2.1 | RBE- 84.4% |84.5% 85.0% 68.6% 77.0% 81.2%
SVM
MLP 90.6% | 90.9% 91.1% 81.3% 87.4% 90.2%
Decision |74.4% |74.2% 71.6% 63.5% 75.1% 73.1%
tree
Random [92.2% |92.6% 92.0% 87.8% 92.1% 92.2%
forest
HWR- k-NN 86.2% |86.3% 87.7% 80.4% 81.0% 85.9%
Gurmukhi_2.2 | RBE- 67.6% |67.8% 72.8% 452% 54.1% 65.9%
SVM
MLP 91.5% |81.8% 85.4% 67.1% 78.3% 83.4%
Decision | 69.9% | 69.9% 66.6% 59.2% 69.8% 68.5%
tree
Random |90.4% |87.5% 88.4% 81.8% 86.9% 88.2%
forest
HWR- k-NN 81.9% |81.8% 83.5% 70.4% 74.2% 80.2%
Gurmukhi_2.3 | RBF- 65.8% | 65.7% 70.4% 34.1% 52.8% 64.0%
SVM
MLP 77.5% |77.3% 83.4% 59.3% 71.8% 79.1%
Decision |61.7% | 61.7% 59.3% 49.5% 60.1% 58.1%
tree
Random |83.9% | 84.4% 85.3% 77.6% 84.5% 83.4%
forest
HWR- k-NN 84.4% | 84.4% 84.7% 72.5% 74.9% 85.2%
Gurmukhi_3.1 | RBF- 79.6% | 79.6% 81.3% 57.5% 67.8% 73.9%
SVM
MLP 85.1% | 85.1% 87.3% 61.3% 78.6% 85.3%
Decision | 65.3% |65.3% 64.0% 52.8% 66.4% 66.8%
tree
Random |90.4% |90.5% 89.3% 72.4% 83.2% 89.8%

forest
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Table 3. True Positive Rate (TPR) of Gurmukhi benchmark datasets
Data set Classifier | Zoning | Diagonal | Intersection and | Directional | Transitions | Centroid
features | features | open end points | features features features
features
HWR- k-NN 94.8% |95.0% 94.6% 84.1% 89.4% 95.4%
Gurmukhi_I.1 | RBF- 93.2% |93.2% 94.5% 85.8% 86.5% 90.8%
SVM
MLP 96.2% | 96.4% 96.3% 91.3% 94.4% 96.7%
Decision | 81.2% |81.3% 81.2% 70.1% 81.7% 82.2%
tree
Random |97.0% |97.2% 96.9% 93.4% 90.4% 96.5%
forest
HWR- k-NN 87.6% |91.2% 87.6% 74.5% 79.3% 89.7%
Gurmukhi_1.2 | RBE- 75.6% | 75.6% 82.0% 52.1% 62.1% 72.9%
SVM
MLP 91.2% |91.2% 91.9% 73.0% 84.7% 90.1%
Decision | 72.5% | 72.1% 69.8% 62.1% 70.0% 71.5%
tree
Random |93.1% |92.9% 93.2% 80.5% 89.0% 92.8%
forest
HWR- k-NN 80.3% |80.3% 78.4% 59.7% 71.5% 79.7%
Gurmukhi_1.3 | RBE- 71.9% |71.9% 76.6% 39.2% 61.6% 65.9%
SVM
MLP 82.7% | 82.4% 84.5% 91.3% 78.2% 80.8%
Decision |55.3% |55.3% 54.3% 42.5% 56.6% 55.7%
tree
Random |86.1% |68.4% 87.0% 66.0% 82.8% 86.1%
forest
HWR- k-NN 89.8% | 89.8% 89.9% 75.9% 84.7% 87.4%
Gurmukhi_2.1 | RBE- 79.8% | 79.8% 82.1% 66.8% 73.2% 78.1%
SVM
MLP 89.9% |90.4% 90.7% 80.8% 87.0% 89.8%
Decision | 73.0% | 72.7% 69.6% 61.6% 74.0% 72.1%
tree
Random |91.6% |91.8% 91.5% 87.3% 91.7% 91.7%
forest
HWR- k-NN 85.4% | 85.4% 86.9% 76.5% 79.9% 84.9%
Gurmukhi_2.2 | RBE- 64.2% | 64.5% 69.1% 37.9% 50.2% 61.1%
SVM
MLP 91.1% |81.3% 84.6% 66.7% 77.7% 83.1%
Decision | 68.5% | 68.5% 65.4% 58.5% 68.9% 67.7%
tree
Random |90.2% |86.7% 87.8% 81.1% 86.4% 87.6%
forest

(continued)
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Data set Classifier | Zoning | Diagonal | Intersection and | Directional | Transitions | Centroid
features | features | open end points | features features features
features
HWR- k-NN 80.5% |80.4% 82.4% 65.5% 72.6% 79.2%
Gurmukhi_2.3 | RBF- 61.0% |60.9% | 659% 30.2% 48.5% 57.7%
SVM
MLP 76.7% | 76.5% 82.7% 58.5% 70.5% 78.5%
Decision |59.9% |59.9% 58.0% 48.8% 58.3% 57.4%
tree
Random |83.1% |83.4% 84.6% 76.1% 83.8% 82.5%
forest
HWR- k-NN 83.6% |83.6% 84.0% 66.5% 73.5% 84.6%
Gurmukhi_3.1 | RBF- 78.6% | 78.6% 80.4% 55.4% 66.0% 72.8%
SVM
MLP 84.9% |84.9% 87.0% 61.0% 78.7% 85.0%
Decision | 64.4% | 64.4% 63.1% 52.2% 65.7% 65.9%
tree
Random |90.1% |90.3% 89.0% 71.0% 82.9% 89.6%
forest
Table 4. False Positive Rate (FPR) of Gurmukhi benchmark datasets
Data set Classifier | Zoning | Diagonal | Intersection and | Directional | Transitions | Centroid
features | features | open end points | features features features
features
HWR- k-NN 0.1% 0.1% 0.2% 0.4% 0.3% 0.1%
Gurmukhi_1.1 | RBF- 02% |0.2% 0.2% 0.4% 0.3% 0.3%
SVM
MLP 0.1% 0.3% 0.1% 0.2% 0.2% 0.1%
Decision | 0.6% 0.6% 0.6% 0.9% 0.5% 0.5%
tree
Random |0.1% 0.1% 0.1% 0.2% 0.3% 0.1%
forest
HWR- k-NN 0.4% 0.4% 0.4% 0.7% 0.6% 0.3%
Gurmukhi_1.2 | RBF- 0.7% | 0.7% 0.5% 1.3% 1.0% 0.8%
SVM
MLP 0.3% 0.3% 0.2% 0.8% 0.4% 0.3%
Decision | 0.8% 0.8% 0.9% 1.1% 0.9% 0.8%
tree
Random |0.2% 0.2% 0.2% 0.6% 0.3% 0.2%
forest
HWR- k-NN 0.6% 0.6% 0.6% 1.1% 0.8% 0.6%
Gurmukhi_1.3 | RBF- 0.8% |0.8% 0.7% 1.6% 1.1% 1.0%
SVM
MLP 0.5% 0.5% 0.4% 0.2% 0.6% 0.6%
Decision | 1.3% 1.3% 1.3% 1.7% 1.3% 1.3%
tree
Random | 0.4% 0.9% 0.4% 1.0% 0.5% 0.4%
forest

(continued)
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Table 4. (continued)
Data set Classifier | Zoning | Diagonal | Intersection and | Directional | Transitions | Centroid
features | features | open end points | features features features
features
HWR- k-NN 0.2% 0.2% 0.2% 0.4% 0.3% 0.2%
Gurmukhi_2.1 | RBF- 03% |0.3% 0.3% 0.6% 0.5% 0.4%
SVM
MLP 0.2% 0.2% 0.2% 0.4% 0.2% 0.2%
Decision | 0.5% 0.5% 0.5% 0.7% 0.5% 0.5%
tree
Random |0.2% 0.1% 0.2% 0.2% 0.2% 0.1%
forest
HWR- k-NN 0.3% 0.3% 0.2% 0.4% 0.4% 0.3%
Gurmukhi_2.2 | RBF- 0.6% | 0.6% 0.5% 1.0% 0.8% 0.7%
SVM
MLP 0.3% 0.3% 0.3% 0.6% 0.4% 0.3%
Decision | 0.6% 0.6% 0.6% 0.8% 0.6% 0.6%
tree
Random |0.3% 0.2% 0.2% 0.3% 0.2% 0.2%
forest
HWR- k-NN 0.3% 0.4% 0.3% 0.6% 0.5% 0.4%
Gurmukhi_2.3 | RBF- 07% |0.7% 0.6% 1.1% 0.9% 0.7%
SVM
MLP 0.4% 0.4% 0.3% 0.8% 0.5% 0.4%
Decision | 0.7% 0.7% 0.8% 0.9% 0.7% 0.8%
tree
Random |0.3% 0.3% 0.3% 0.4% 0.3% 0.3%
forest
HWR- k-NN 0.5% 0.5% 0.5% 1.0% 0.8% 0.4%
Gurmukhi_3.1 | RBF- 0.6% | 0.6% 0.6% 1.3% 1.0% 0.8%
SVM
MLP 0.4% 0.4% 0.4% 1.1% 0.6% 0.4%
Decision | 0.1% 0.1% 1.1% 1.4% 1.0% 1.0%
tree
Random |0.3% 0.3% 0.3% 0.8% 0.5% 0.3%
forest

5 Conclusion

In this paper, we have introduced a collection of seven benchmark datasets for offline
handwritten Gurmukhi character recognition. We hope that publication of these
benchmark datasets will facilitate research for offline handwritten Gurmukhi script.
These datasets would help in comparing the existing techniques and proposed tech-
niques by various researchers in future. We plan to enrich these datasets in future by
adding more samples and also by inviting researchers to contribute. Enriching the
datasets will be an interesting and challenging future work.
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Abstract. Handwriting recognition delineate the computer’s ability to convert
human handwriting into text that can be processed by machine. Postal
automation plays a significant role in image processing and pattern recognition
field. Handwritten city name recognition is the part of postal automation. For
assessing the performance of the existing techniques for handwritten city name
recognition, a standardized dataset proves useful. But due to lack of publicly
accessible benchmark dataset in Gurmukhi script, a systematic comparison of
the existing techniques for Gurmukhi city name recognition is not feasible. In
this paper, we have presented a dataset for Gurmukhi postal automation named
as HWR-Gurmukhi_Postal_1.0 which contains total 40,000 samples of names
of various cities which are written in Gurmukhi script. This dataset can be seen
as a benchmark for comparison among existing techniques for handwritten city
name recognition.

Keywords: Postal automation - Gurmukhi words - City names -
Gurmukhi dataset - Benchmarking

1 Introduction

At present, many paper documents are converted into electronic form that makes it easy
to process information. Researchers proved that the identification of both barcodes and
printed text through Optical Character Recognition (OCR) is reliable and significantly
accelerates data processing. OCR can be defined as the process of transforming
scanned images of typed, printed or handwritten text into machine form, either in the
form of plain text or a word document that can be interpreted by the computer.
Recognition of Offline handwritten documents is an imperative domain in the pattern
recognition field. Offline Handwritten Word Recognition (HWR) principally entails
OCR and finds its real world applications in many areas, which make it a prospective
dominant research field in document analysis and recognition. Offline HWR recognizes
words after it was written on paper and extract the information about these words from
a digitized image. It comprises documents processing that contains scanned images of
handwritten text on paper sheets. In Offline HWR, two dimensional images are
acquired after digitization.

There are mainly two approaches to recognition of handwritten words, namely,
analytical approach and a holistic approach. An analytical approach is also known as

© Springer Nature Singapore Pte Ltd. 2019
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segmentation based approach, where words are not considered as an individual entity,
rather it comprises smaller size units called characters. At first the words are partitioned
into the characters and then for the recognition purpose, character model is employed.
In a holistic approach, the word itself is considered as an individual entity and thus
recognition is globally performed on the whole word without dividing it into charac-
ters. The holistic method is free from explicit segmentation and thus also known as a
segmentation free approach. Many techniques have been presented for offline HWR,
but due to lack of benchmark dataset for Gurmukhi script, systematic comparisons of
these techniques are not available.

In this paper, we have introduced a dataset for a benchmarking postal automation of
Gurmukhi script. There are 100 classes of benchmark dataset. The proposed dataset
will be helpful for making comparisons among existing techniques for handwritten city
name recognition and also for determining the statistical significance of the findings.
Now, https://sites.google.com/view/gurmukhi-benchmark/home/word-level-gurmukhi-
dataset link has been made publicly for HWR-Gurmukhi_Postal_1.0 dataset.

2 Related Work

Various benchmark datasets have been created by researchers and enough work has
been done in the area of word recognition. For example, Mahadevan and Srihari [1]
presented an approach to parsing and recognition of city, state and ZIP codes in
handwritten addresses. For evaluation, they have considered a database of 76,121
entries of city, state and ZIP codes and it has been concluded that in 75% of the cases,
the correct entry is set to rank of at most 10. Liu ez al. [2] have developed a lexicon
driven segmentation and recognition system for handwritten character strings in order
to read Japanese addresses. The proposed method is evaluated on 3,589 live mail
images with 83.68% correct rate by considering the error rate less than 1%. Alaei et al.
[3] have presented Kannada Handwritten Text Database (KHTD) which contains 204
handwritten documents written by 51 writers. The database contains 4298 text-lines
and 26115 words. On the basis of pixel’s information and content information, two
kinds of ground truths are produced for the database. Pal et al. [4] proposed a lexicon
driven method for recognition of city names handwritten in Bangla script for postal
automation using Modified Quadratic Discriminant Function (MQDF). Experiments
are conducted on dataset comprising 84 city names handwritten in Bangla script which
reported 94.08% accuracy. They have also proposed lexicon driven approach for
recognizing city names handwritten in three languages like Hindi, Bangla and English
language [5]. This is the first work of its kind that deals with recognition of tri-lingual
city names. They tested the proposed approach on dataset comprising 16,132 Indian
city names written in three languages and reported a recognition accuracy of 92.25%.

Rani et al. [6] presented Gabor filters feature extraction method that is based on
zone approach for recognition of Gurmukhi and English scripts at the level of word.
They have experimented the approach on dataset of 11,400 words comprising 5212
Gurmukhi words, 4288 English words and 1900 English numerals and finally reported
an accuracy of 99.39% using RBF kernel of SVM classifier. According to them, this
task is the first of its kind that identifies English words and numerals from Gurmukhi
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script. Dataset of 26500 samples comprising 265 Tamil offline city names has been
developed by Thadchanamoorthy et al. [7] and they have also proposed a recognition
scheme.

Nehra et al. [8] have developed a dataset for offline handwritten characters with
modifiers in Hindi language. The database consists of more than 23000 images of
handwritten characters comprising consonants and vowels written by around 1500
writers. According to them, there is no such kind of dataset exists for characters with
modifiers handwritten in Devanagari script. Dasgupta et al. [9] developed a segmen-
tation free method for recognition of offline handwritten cursive words. They have
extracted directional features from the word images and Support Vector Machine
(SVM) is employed as a classifier. According to them, it is for the first time that Arnold
transformation has been employed for extraction of directional features. They tested the
method on CENPARMI database with an accuracy of 87.19%. Khemiri et al. [10]
presented a system for recognition of offline words handwritten in Arabic script using a
Bayesian approach. They have considered distinct structural features from the image of
the word. For experiments, they have considered IFN/ENIT database and reported the
highest rate of 90.02% using Horizontal and Vertical Hidden Markov Model.

In order to avoid character segmentation problems in scripts, Roy et al. [11] pro-
posed HMM based holistic approach with a combination of PHOG (Pyramid His-
togram of Oriented Gradient) feature for the identification of words handwritten in
Bangla and Devanagari script. The proposed approach segments the word image into
three zones horizontally, such as upper, middle and lower zones. Then, HMM is
employed for recognition of the middle zone and SVM classifier for recognition of
modifiers in upper and lower zones. Finally, recognition of a word is obtained by
integrating the zone-wise results on the database containing 17,091 word samples of
Bangla script with accuracy of 92.89% and 16,128 word samples of Devanagari script
with accuracy of 94.51% with top 5 choices, respectively. Dhiman and Lehal [12]
presented a comparative analysis of performance at word level for Gurmukhi OCR.
They have employed Discrete Cosine Transform (DCT) and Gabor filter as feature
extraction techniques to obtain the features from machine printed images. For recog-
nition purpose, k-NN (k-Nearest Neighbour) classifier has been employed. For training
the classifier, 1600 samples have been taken. Based on Gabor filter, k-NN classifier
reported 92.62% accuracy and using DCT, k-NN reported 96.99% accuracy.

Mukherjee et al. [13] developed a novel assignment model of visual words for
depicting an image patch including a penalty term for measuring image/patch dis-
similarity. Experiments are conducted on publicly accessible COIL-100 image database
which shows the higher level performance of the considered content-based image
retrieval (CBIR) method as compared to state-of-the-art approaches. Gowda et al. [14]
developed an offline recognition system for Kannada handwritten words. For extracting
the features, Locality Preserving Projections (LPP) method has been employed and
SVM has been employed as a classifier. They tested the system on a database con-
taining 30 districts of Karnataka collected from 20 people and reported 80% average
rate of recognition. Gupta et al. [15] presented a hybrid classifier model for offline
recognition of handwritten words using segmentation free approach. They have con-
sidered two handmade features, namely, Arnold transform-based features and oriented
curvature-based feature and single machine made feature using DCNN (Deep
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Convolution Neural Network). Three SVM classifiers have been utilized to recognize
these three features whose outputs are then combined, in order to recognize the word.
For evaluation purpose, they have considered three databases, namely, CENPARMI
database, IAM database and ISIHWD database and reported a recognition accuracy of
97.16% on ISIHWD database.

In order to resolve the problem of text recognition in scripts that are having less
training data, Bhunia et al. [16] proposed a cross language framework for words’
recognition and in order to spot Indic scripts based on zone-wise character mapping
approach where training is done on large dataset of one script and testing is performed
on other scripts that are having comparatively lower samples. In order to compute the
similarity between two scripts, the entropy of script similarity score is used. They have
considered three Indic scripts, namely, Bangla comprising 11,253 words, Devanagari
comprising 10,667 words and Gurumukhi comprising 9,243 words as training data,
respectively. They have reported higher script similarity index between Bangla and
Devanagari as compared to Bangla and Gurumukhi scripts. To the best of their
knowledge, this work is the first kind of its type.

3 Gurmukhi Script and Description of Data Set

Gurmukhi script is utilized for composing text in Punjabi language. The term Gur-
mukhi has been commonly translated as “from the mouth of the Guru” which originates
from the old Punjabi word “Guramukhi”. The Gurmukhi script contains thirty-two
consonants, three vowel bearers, six additional consonants, nine vowel modifiers, three
auxiliary signs and three half characters. This script is written from left to right. This
script is independent of case sensitivity. The majority of the characters contain a
horizontal line at the upper portion and the characters of words are attached mostly in
this line called headline. The proposed dataset named as HWR-Gurmukhi_Postal_1.0
has 100 different classes representing 100 unique city names of India. These 100
different words are written by 40 different writers where each writer writes each word
10 times, resulting in total 40,000 words as described in Table 1. These 100 different
classes are organized in 100 different folders, namely C1, C2, C3 ......... , C100. Total
number of samples is 400 in each class. In each category of these 100 classes, training
dataset and testing dataset contain 70% and 30% data, respectively.

Table 1. Dataset description

Dataset Number |Number | Number |Number of | Number of |Total
of of times | of training testing samples
writers classes | sample sample

HWR- 40 10 100 28000 12000 40000

Gurmukhi_Postal_1.0

The proposed dataset has been created by going through following stages:
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A. Data Collection

In order to create dataset of Gurmukhi handwritten words, an empty sheet of paper of
A4 size has been used. In order to write words on paper, a sample paper had been given
to the writers. A single paper contains 50 words, so 2 sample papers were given to the
writers containing 100 words. As each writer has to write each word 10 times so each
writer generates 20 pages containing 1000 words. To provide the extreme syntactic
variations, 40 writers have been considered from different age classes, professional and
educational qualifications. The dataset has been collected from different classes of
writers like students of schools and colleges, employees of government offices and
natives of various public places. Because the person’s handwriting sometimes gets
affected by the emotions, circumstances and environment. A sample of each category
of classes contained in the dataset is shown in Fig. 1.
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Fig. 1. A sample of each class contained in the dataset

B. Digitization and Pre-processing

For the digitization of collected data, text sheets of paper were scanned by using a
scanner at 300 dpi and scanned images were saved in a.jpeg image format. Pre-
processing consists of a sequence of operations applied on a digital image obtained
through the digitization process. Pre-processing normally includes binarization, nor-
malization and thinning operations. For the proposed dataset, we have applied only
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binarization and normalization process. In binarization, the binary form of the image is
obtained containing black and white pixels. For this purpose, the threshold constant is
set between higher and lower values which correspond to white and black, respectively.
After binarization, we have sliced the words one by one from the binarized image. In
order to remove extra white space surrounding the words, sliced words have been
cropped. Normalization process is used for normalizing the size of words into uni-
formity. In the proposed dataset, we have normalized the word image into a window of
size 256 x 64. The complete set of normalized words is kept in the dataset in the.bmp
image format. A few samples of the dataset written by three different writers (W1, W2,
W3) are shown in Table 2.

Table 2. A few samples of handwritten city names in Gurmukhi script

Script Word Wi w2 W3
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4 Motivation

A benchmark dataset is required for the development of an efficient and reliable postal
automation system. Unfortunately, no comprehensive benchmark dataset exists for
handwritten Gurmukhi document recognition research. The proposed paper is an effort
in this direction. The proposed dataset will be very helpful for validation of recognition
algorithms for handwritten text. It can be utilized for cross validation by splitting it as
training and testing dataset. This dataset has been made available publicly for
researchers so that they can test their proposed techniques on the benchmark dataset
without creating a new dataset for Gurmukhi script.
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S Applications of Dataset

A few people compose the destination address portion of a postal document in more
than one language. As an example, due to tri-lingual principle of an Indian state, the
destination address part of a postal document is usually written in three languages,
namely, English, Hindi and the state official language. Owing to the fact of India’s
multi-lingual and muti-script behaviour, developing a system regarding postal
automation is more difficult as compared to other countries. Till now, no postal
automation system exists for Gurmukhi script. Thus, the proposed dataset for Gur-
mukhi script finds its applications in postal automation to identify the address as the
dataset contains 100 different city names of India in Punjabi language. In addition, the
other application areas of the handwritten word dataset are identification of writer’s
handwriting, signature verification, recognition of historical documents, form pro-
cessing in administration, insurance offices etc.

6 Inference

In the proposed paper, we have introduced a dataset for offline handwritten Gurmukhi
postal automation at https://sites.google.com/view/gurmukhi-benchmark/home/word-
level-gurmukhi-dataset. Till now, no standardized dataset is available for Gurmukhi
script, so comparison between existing techniques for Gurmukhi city name recognition
is not possible. Thus, the effort of introducing benchmark dataset for Gurmukhi script
will be fruitful in comparing the existing techniques and proposed techniques by
various scholars in the future. This benchmark dataset will also provide a contribution
to boosting the research in the area of offline handwritten Gurmukhi script recognition.
In future, the dataset can be expanded to develop a complete corpus of handwritten
Gurmukhi city names and lines that will be proved useful for benchmarking of
handwritten segmentation algorithms.
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