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Message from the CUTE 2018 General Chairs

On behalf of the organizing committees, it is our pleasure to welcome you to the
13th International Conference on Ubiquitous Information Technologies and
Applications (CUTE 2018) which will be held in Kuala Lumpur, Malaysia, on
December 17-19, 2018.

This conference provides an international forum for the presentation and
showcase of recent advances on various aspects of ubiquitous computing. It will
reflect the state of the art of the computational methods, involving theory, algo-
rithm, numerical simulation, error and uncertainty analysis, and/or novel application
of new processing techniques in engineering, science, and other disciplines related
to ubiquitous computing.

The papers included in the proceedings cover the following topics: ubiquitous
communication and networking, ubiquitous software technology, ubiquitous sys-
tems and applications, ubiquitous security, privacy, and trust. Accepted papers
highlight new trends and challenges in the field of ubiquitous computing tech-
nologies. We hope you will find these results useful and inspiring for your future
research.

We would like to express our sincere thanks to steering committees:
James J. Park (SeoulTech, Korea), Doo-Soon Park (Soonchunhyang University,
Korea), Young-Sik Jeong (Dongguk University, Korea), Hsiao-Hsi Wang
(Providence University, Taiwan), Laurence T. Yang (St. Francis Xavier University,
Canada), Hai Jin (Huazhong University of Science and Technology, China),
Chan-Hyun Youn (KAIST, Korea), Jianhua Ma (Hosei University, Japan), Mingyi
Guo (Shanghai Jiao Tong University, China), Weijia Jia (City University of Hong
Kong, Hong Kong). We would also like to express our cordial thanks to the
Program Chairs and Program Committee members for their valuable efforts in the
review process, which helped us to guarantee the highest quality of the selected
papers for the conference.



vi Message from the CUTE 2018 General Chairs

Finally, we would thank all the authors for their valuable contributions and the
other participants of this conference. The conference would not have been possible
without their support. Thanks are also due to the many experts who contributed to
making the event a success.

Yi Pan

Sanghoon Kim

Luis Javier Garcia Villalba
CUTE 2018 General Chairs



Message from the CUTE 2018 Program Chairs

Welcome to the 13th International Conference on Ubiquitous Information
Technologies and Applications (CUTE 2018), which will be held in Kuala Lumpur,
Malaysia, on December 17-19, 2018.

The purpose of the CUTE 2018 conference is to promote discussion and
interaction among academics, researchers, and professionals in the field of ubig-
uitous computing technologies. This year the value, breadth, and depth of the
CUTE 2018 conference continue to strengthen and grow in importance for both the
academic and industrial communities. This strength is evidenced this year by
having the highest number of submissions made to the conference.

For CUTE 2018, we received a lot of paper submissions from various countries.
Out of these, after a rigorous peer-review process, we accepted only high-quality
papers for CUTE 2018 proceeding, published by the Springer. All submitted papers
have undergone blind reviews by at least two reviewers from the technical program
committee, which consists of leading researchers around the globe. Without their
hard work, achieving such a high-quality proceeding would not have been possible.
We take this opportunity to thank them for their great support and cooperation.

Finally, we would like to thank all of you for your participation in our confer-
ence, and also thank all the authors, reviewers, and organizing committee members.
Thank you and enjoy the conference!

Muhammad Khurram Khan
Neil Y. Yen

Yunsick Sung

CUTE 2018 Program Chairs

vii



Organization

Honorary Chair

Seok-Woo Nam
(KIPS President)

Steering Committee

James J. Park (Leading Chair)
Doo-Soon Park (Co-chair)
Young-Sik Jeong (Co-chair)
Hsiao-Hsi Wang

Laurence T. Yang

Hai Jin

Chan-Hyun Youn
Jianhua Ma
Mingyi Guo
Weijia Jia

General Chairs

Yi Pan

Sanghoon Kim

Luis Javier Garcia Villalba

Program Chairs

Muhammad Khurram Khan
Neil Y. Yen
Yunsick Sung

Comtec Systems Co. Ltd, Korea

SeoulTech, Korea
Soonchunhyang University, Korea
Dongguk University, Korea
Providence University, Taiwan
St. Francis Xavier University, Canada
Huazhong University of Science

and Technology, China
KAIST, Korea
Hosei University, Japan
Shanghai Jiao Tong University, China
City University of Hong Kong, Hong Kong

Georgia State University, USA
Hankyong National University, Korea
Universidad Complutense de Madrid, Spain

King Saud University, Kingdom of Saudi Arabia
The University of Aizu, Japan
Dongguk University, Korea

ix



Organization

International Advisory Committee

Witold Pedrycz
Seok Cheon Park
C. S. Raghavendra
Im-Yeong Lee
HeonChang Yu
Hai Jin

Nammee Moon
Byeong-Seok Shin
Dong-Ho Kim
Shu-Ching Chen
Keun Ho Ryu
JaeKwang Lee
Victor Leung
Yoo-jac Won
Yang Xiao

Publicity Chairs

Byoungwook Kim
Jin Wang

Deok Gyu Lee
Hyun-Woo Kim
Seokhong Min
Joon-Min Gil
Sung Chul Yu
Yu-Wei Chan
Jaehwa Chung
Jinho Park
Hang-Bae Chang

Program Committee

Bo-Chao Cheng
Dumitru Roman
Imad Saleh
Jin-Hee Cho
Jong-Myon Kim
Kwang Sik Chung
Chen Uei-Ren

Damien Sauveron

University of Alberta, Canada
Gachon University, Korea
University of Southern California, USA
Soonchunhyang University, Korea
Korea University, Korea
Huazhong University of Science

and Technology, China
Hoseo University, Korea
Inha University, Korea
Soongsil University, Korea
Florida International University, USA
Chungbuk National University, Korea
Hannam University, Korea
University of British Columbia, Canada
Chungnam National University, Korea
University of Alabama, USA

Dongguk University, Korea

Changsha University of Science and Technology,
China

Seowon University, Korea

Dongguk University, Korea

Mindata Ltd, Korea

Catholic University of Daegu, Korea

LG Hitachi Ltd., Korea

Providence University, Taiwan

Korea National Open University, Korea

Soongsil University, Korea

Chung-Ang University, Korea

National Chung Cheng University, Taiwan

SINTEF/University of Oslo, Norway

University of Paris 8, France

US Army Research Laboratory, USA

University of Ulsan, Korea

Korea National Open University, Korea

Hsiuping University of Science and Technology,
Taiwan

University of Limoges, France



Organization

Kwangman Ko
Lai Kuan-Chu
Loh Woong-Kee
Milan Markovic
Neungsoo Park
Pinaki A Ghosh

Pyung-Soo Kim
Seung-Ho Lim

xi

Sangji University, Korea

National Taichung University, Taiwan

Sungkyul University, Korea

Banca Intesa ad Beograd, Serbia

Konkuk University, Korea

Atmiya Institute of Technology and Science,
India

Korea Polytechnic University, Korea

Hankuk University of Foreign Studies, Korea



Message from the CSA 2018 General Chairs

International Conference on Computer Science and its Applications (CSA 2018) is
the 10th event of the series of international scientific conference. This conference
takes place in Kuala Lumpur, Malaysia, on December 17-19, 2018. CSA 2018 will
be the most comprehensive conference focused on the various aspects of advances
in computer science and its applications. CSA 2018 will provide an opportunity for
academic and industry professionals to discuss the latest issues and progress in the
area of CSA. In addition, the conference will publish high-quality papers which are
closely related to the various theories and practical applications in CSA.
Furthermore, we expect that the conference and its publications will be a trigger for
further related research and technology improvements in this important subject.
CSA 2018 is the next event in a series of highly successful International Conference
on Computer Science and its Applications, previously held as CSA 2017 (9th
Edition: Taichung, Taiwan), CSA 2016 (8th Edition: Bangkok, Thailand, 2016),
CSA 2015 (7th Edition: Cebu, December 2015), CSA 2014 (6th Edition: Guam,
December 2014), CSA 2013 (5th Edition: Danang, December 2013), CSA 2012
(4th Edition: Jeju, November 2012), CSA 2011 (3rd Edition: Jeju, December 2011),
CSA 2009 (2nd Edition: Jeju, December 2009), and CSA 2008 (lst Edition:
Australia, October 2008).

The papers included in the proceedings cover the following topics: mobile and
ubiquitous computing, dependable, reliable and autonomic computing, security and
trust management, multimedia systems and services, networking and communica-
tions, database and data mining, game and software engineering, grid and scalable
computing, embedded system and software, artificial intelligence, distributed and
parallel algorithms, Web and Internet computing, and IT policy and business
management.

Accepted and presented papers highlight new trends and challenges of computer
science and its applications. The presenters showed how new research could lead to
novel and innovative applications. We hope you will find these results useful and
inspiring for your future research. We would like to express our sincere thanks to
Steering Chairs: James J. (Jong Hyuk) Park (SeoulTech, Korea), Yi Pan (Georgia
State University, USA), Han-Chieh Chao (National Ilan University, Taiwan),

Xiii



Xiv Message from the CSA 2018 General Chairs

Young-Sik Jeong (Dongguk University, Korea), Vincenzo Loia (University of
Salerno, Italy).

Our special thanks go to the Program Chairs: Arun Kumar Sangaiah (VIT
University, India), Mu-Yen Chen (National Taichung University of Science and
Technology, Taiwan), Houcine Hassan (Universitat Politécnica de Valéncia,
Spain), all Program Committee members, and all the additional reviewers for their
valuable efforts in the review process, which helped us to guarantee the highest
quality of the selected papers for the conference.

We cordially thank all the authors for their valuable contributions and the other
participants of this conference. The conference would not have been possible
without their support. Thanks are also due to the many experts who contributed to
making the event a success.

Kim-Kwang Raymond Choo
Victor Leung

Jungho Kang

CSA 2018 General Chairs



Message from the CSA 2018 Program Chairs

Welcome to the 10th International Conference on Computer Science and its
Applications (CSA 2018) which will be held in Kuala Lumpur, Malaysia, on
December 17-19, 2018. CSA 2018 will be the most comprehensive conference
focused on the various aspects of advances in computer science and its applications.

CSA 2018 provides an opportunity for academic and industry professionals to
discuss the latest issues and progress in the area of computer science. In addition,
the conference contains high-quality papers which are closely related to the various
theories and practical applications in computer science. Furthermore, we expect that
the conference and its publications will be a trigger for further related research and
technology improvements in this important subject. CSA 2018 is the next event in a
series of highly successful International Conference on Computer Science and its
Applications, previously held as CSA 2017 (9th Edition: Taichung, Taiwan), CSA
2016 (8th Edition: Bangkok, Thailand, 2016), CSA 2015 (7th Edition: Cebu,
December 2015), CSA 2014 (6th Edition: Guam, December 2014), CSA 2013 (5th
Edition: Danang, December 2013), CSA 2012 (4th Edition: Jeju, November 2012),
CSA 2011 (3rd Edition: Jeju, December 2011), CSA 2009 (2nd Edition: Jeju,
December 2009), and CSA 2008 (1st Edition: Australia, October 2008).

CSA 2018 contains high-quality research papers submitted by researchers from
all over the world. Each submitted paper was peer-reviewed by reviewers who are
experts in the subject area of the paper. Based on the review results, the Program
Committee accepted papers.

For organizing an international conference, the support and help of many people
are needed. First, we would like to thank all authors for submitting their papers. We
also appreciate the support from Program Committee members and reviewers who
carried out the most difficult work of carefully evaluating the submitted papers.

We would like to give my special thanks to Prof. James J. (Jong Hyuk) Park,
Prof. Yi Pan, Prof. Han-Chieh Chao, Prof. Young-Sik Jeong, and Prof. Vincenzo
Loia as the Steering Committee Chairs of CSA for their strong encouragement and
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Xvi Message from the CSA 2018 Program Chairs

guidance to organize the symposium. We would like to thank CSA 2018 General
Chairs: Prof. Kim-Kwang Raymond Choo, Prof. Victor Leung, Prof. Jungho Kang.
We would like to express special thanks to committee members for their timely
unlimited support.

Arun Kumar Sangaiah
Mu-Yen Chen

Houcine Hassan

CSA 2018 Program Chairs
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Deep Learning Platform for BSG Mobile
Network (Invited Speaker)

Han-Chieh Chao

President National Dong Hwa University, Taiwan
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Abstract. The 3G and 4G mobile communications had been developed for many
years. The 5G mobile communication is scheduled to be launched in 2020. In the
future, a wireless network is of various sizes of cells and different types of com-
munication technologies, forming a special architecture of heterogeneous networks
(HetNet). Under the complex network architecture, interference and handover
problems are critical challenges in access network. How to efficiently manage small
cells and to choose an adequate access mechanism for the better quality of service is
a vital research issue. Traditional network architecture can no longer support
existing network requirements. It is necessary to develop a novel network archi-
tecture. Therefore, this keynote speech will share a solution of deep learning-based
B5G mobile network which can enhance and improve communication performance
through combing some specific technologies, e.g., deep learning, fog computing,
cloud computing, cloud radio access network (C-RAN), and fog radio access net-
work (F-RAN).

Biography:
Han-Chieh Chao received his M.S. and Ph.D. degrees in Electrical Engineering
from Purdue University, West Lafayette, Indiana, in 1989 and 1993, respectively.
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Xxii H.-C. Chao

He is currently Professor with the Department of Electrical Engineering, National
Dong Hwa University, where he also serves as President. He is also with the
Department of Computer Science and Information Engineering and the Department
of Electronic Engineering, National Ilan University, Taiwan; College of
Mathematics and Computer Science, Wuhan Polytechnic University, Wuhan,
China; and Fujian University of Technology, Fuzhou, China. He was Director
of the Computer Center for Ministry of Education Taiwan from September 2008 to
July 2010. His research interests include IPv6, cross-layer design, cloud computing,
IoT, and 5G mobile networks. He has authored or co-authored 4 books and has
published about 400 refereed professional research papers. He has completed more
than 150 MSEE thesis students and 11 Ph.D. students. He has been invited fre-
quently to give talks at national and international conferences and research orga-
nizations. He serves as Editor-in-Chief for the Institution of Engineering and
Technology Networks, the Journal of Internet Technology, the International Journal
of Internet Protocol Technology, and the International Journal of Ad Hoc and
Ubiquitous Computing. He is Fellow of IET (IEE) and Chartered Fellow of the
British Computer Society. Due to his contribution of suburban ICT education, he
has been awarded the US President’s Lifetime Achievement Award and
International Albert Schweitzer Foundation Human Contribution Award in 2016.
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Generation of Similar Traffic Using GAN
for Resolving Data Imbalance
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Abstract. Recently, as the practical application of deep learning has become
possible, research on the problems pertaining to intrusion detection has
increased.

However, it is difficult to detect a small number of attack traffic when the real
network is connected to produce an imbalance between the attack traffic class
data and the normal traffic data necessary for learning. In this study, we propose
a method to improve the accuracy of attack traffic data detection by creating
similar attack traffic, using a Generative Adversarial Network (GAN) algorithm
of deep learning. The proposed method generates similar attack traffic for NSL—
KDD, ISCX 2012, and USTC_TFC 2016 datasets, which are well-known
intrusion detection learning data sets. Experiments have shown that the data
imbalance in each data set can improve classification accuracy by 10-12%,
owing to the degradation problem.

Keywords: Deep learning * Intrusion detection - Security - Generative
Adversarial Network

1 Introduction

Recently, studies on deep learning have been conducted for various purposes in the
fields of big data, cloud computing, malware detection, and traffic management.
Among them, intrusion detection is one of the fields that is most actively researched by
using deep learning. Currently, studies on intrusion detection are being conducted
using network traffic datasets that are available to the public. In particular, NSL-KDD
[1], ISCX2012 [2], and USTC-TFC2016 [3] datasets are often used as training data.
However, datasets used for deep learning have insufficient attack traffic information
compared to normal traffic. This can cause an imbalanced data problem in the learning
processes that use deep learning. The imbalanced data problem refers to imbalanced
ratios of data classes where the accuracy of the class with a large amount of data is
high, and the accuracy of the class with a small amount of data is low, thus increasing
the difficulty of determining performance. To solve the imbalanced data problem, this
study proposes an oversampling method that uses the GAN algorithm to create similar
attack traffic in a dataset for learning purposes.
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The structure of this paper is as follows:

e Section 2 analyzes various datasets and outlines studies on intrusion detection,
using deep learning with datasets.
Section 3 describes the structure and data preprocessing of the proposed method.
Section 4 describes the details of the experiment.

e Section 5 presents the conclusion and future research subjects.

[\8]

Related Work

2.1 Analysis of Datasets

The datasets generally used on intrusion detection studies using deep learning were
analyzed. As shown in Table 1, the NSL-KDD and USTC-TFC 2016 datasets have
insufficient attack traffic compared to normal traffic. Furthermore, the DDOS attack
traffic accounts for more than 50% of all attack traffic, causing the imbalanced data
problem. In the case of the ISCX 2012 dataset, the ratio of the attack traffic that can be
used for training to the normal traffic ranges from 1:515 at the minimum to 1:1220 at
the maximum, causing the imbalanced data problem.

Table 1. Analysis of NSL-KDD, ISCX 2012, and USTC-TFC 2016 datasets

Whole dataset
ISCX 2012 Dataset NSL-KDD Dataset USTC-TFEC 2016
Traffic Count Traffic Count Traffic Count
Normal 41,480 | Normal 80,767 | Normal 345,407
. Ab- .
Neris 8,039 Probe 5,356 Cridex 406,633
normal
Rbot 6,073 DoS 223,488 Geodo
Virut 18,914 U2R 228 Htbot
Menti 217 R2L 1,376 Miure
Ab- f
Bot
Sogou 34 | normal Neris
Mutio | 2,013 Nsis-a
Yy
Nsis-a 1 4 395 virut
Yy
Total 39,685 Total 230,448 Zeus
Toal | 81165  Toul 311,215 Total 752,040
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2.2 Deep Learning-Based IDS-Related Research

Recently, studies on intrusion detection using deep learning have diversified and
increased rapidly. Yao et al. [4] proposed a classification method using k-means, KNN,
decision tree, and random forest algorithms based on the NSL-KDD dataset and a
classification method for attack traffic. In this study, the attack detection rate was 95.4%
for normal traffic, 93.9% for DOS attacks, 56.1% for probe attacks, and 77.2% for U2R
and R2L attacks. The low detection rate of the probe attacks at 56.1% confirmed that
the smaller the number of attack data is, the lower the detection rate becomes. Rathore
et al. [5] evaluated datasets for real-time processing. They applied random forest tree,
conjunctive rule, SVM, and naive Bayes procedures to DARPA, KDD99, and NSL-
KDD datasets. This study had a limitation because the accuracy was 99.9% in the
experimental environment; however, it was not applicable to an actual environment.
Tang et al. [6] used a deep neural network with the NSL-KDD dataset to apply an
intrusion detection system (IDS) in a software-defined networking environment. They
selected six features among 41. The experiment results showed a loss rate of 7.4%, and
an accuracy of 91.7%. They also described a classification method using all 41 features.

Mylavarapu et al. [7] conducted a study on real-time detection using the ISCX2012
dataset. For real-time processing, they applied the multilayer perceptron neural net-
works based on Storm, and classified traffic at 89% accuracy. Yu et al. [8] proposed a
session-based network intrusion detection method using CTUO13 and ISCX 2012. This
method used the stacked denoising autoencoder and showed an accuracy of 98.11% in
the experimental environment. However, studies on datasets in an actual environment
are insufficient. Wang et al. [3] suggested a method of applying the convolutional
neural network (CNN) model with only several hundred bytes of session traffic, which
detects malware traffic in the early stages. This method is characterized by indepen-
dence from protocols because it classifies images using the CNN algorithm. Research
on intrusion detection using deep learning is being conducted to improve the accuracy
of intrusion detection by extracting the characteristics of attack data, using under-
sampling and few-shot methods [9]. Most studies on intrusion detection use the
undersampling method to increase the layers of the neural network because it is
effective for detecting a few classes [10]. However, the undersampling method shows a
low accuracy in an actual environment, although its accuracy in an experimental
environment is high. In an actual environment, the imbalanced data problem becomes
worse compared to the learning data, and the detection rate decreases [11].

Therefore, in this study, in order to apply the oversampling method as a solution to
the imbalanced data problem, a similar traffic generation method is proposed to
increase the training data of the attack class traffic using a GAN.

3 Proposed Similar Traffic Creation System Using GAN

3.1 Network Feature Extraction

In this thesis, 15 data set characteristics, such as Duration, Header Length, IPversion,
Protocol, Flag, and Session were extracted and correlated to detect malware using
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network information. Through correlation analysis, six Features of Duration, TCP
Header, Port, Session Data, and Flag were selected and applied to a GAN Algorithm.
To adjust the size of the data, the hash value is applied and quantified. This allowed the
creation of images of the same size as when they were created. The figure below
(Fig. 1) shows the CSV file and the correlation analysis for each Feature.

o2e 021 g0 0017

Fig. 1. System architecture for similar traffic generation

3.2 GAN Using Similar Traffic Algorithm

DCGAN is applied to generate network traffic efficiently [12]. Discriminators used in
CNN use the usual stride convolution. The generator will produce an image that is as
closely as possible similar to the input value. In the case of network traffic, we use
Fractionally Stride convolution to increase the size of the Feature-map in case of small
images. Discriminator is a Stride Convolution that determines the step size of the kernel
when learning an image. It reduces the number of unnecessary parameters and selects
only important features when using a normal pooling layer, but it has the disadvantage
of losing image position information. In the case of network traffic, we used Stride
Convolution because the area is divided and location information is important (Fig. 2).

Generator Discriminator
. o mza @ @ Hﬂ @ @ wu ful \( red
o

I Convi Convz | Conv3 I Conva |

Fig. 2. Illustration of similar traffic created based on a GAN

Algorithm 1 creates images using GAN. From the attack traffic generated through
the data-preprocessing step, the GAN algorithm is used to create similar traffic for each
class. The criteria for generating similar traffic were between 0.98 and 1 for the loss
function of the Generator and between O and 1 for the loss function of the Discrimi-
nator. The generated similar traffic that meets these criteria was updated to the training
data by class. A similar traffic-create criterion generates similar traffic for class loss of
40% of total attack traffic. The created data were only used as training data. If the
created similar data would be used for validation data, an overfitting problem can be
generated. Thus, it was only used as training data for the test (Fig. 3).
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Algorithm 1 GAN Create Algorithm

D= Dataset (Attack Traffic)
Dg = Similar Traffic Class
D¢ = Similar Traffic Create
DT = DA + DC
g = Generate loss
d = Discriminator loss
Function-GAN(D,)
FOR counter i = 0 to Ds length DO
IF (DA * 40 /100) > (D4 * Dg[counter i] /
100) THEN
FOR counter j = 0 to file length DO
IF d>0.98 && d <1 THEN
IF g >0 && g<0.1 THEN
DT = DA+DC
ENDIF
ENDIF
ENDFOR
ENDIF
ENDFOR
RETURN with Dy

Fig. 3. GAN algorithm used for image creation

4 Details of Experiment

4.1 Detection Experiment Using Similar Traffic Dataset

An experiment was conducted to examine the effect of normal/attack traffic created
with the GAN Generator on the classification. In this experiment, mirai, virut, smo-
ke_bot, menti, and zeus, which have small amounts of attack traffic, were used.

In the first experiment, the accuracy was analyzed depending on the learning
volume using the datasets. The accuracy was measured up to 5,000 epochs under the
same conditions for attack traffic of the learning data as before the experiment using
GAN.

When the validation test was performed at more than 4,000 epochs, the accuracy
was 90-92%, thus improving by approximately 10-12% compared to before the cre-
ation of the similar traffic. Furthermore, the learning accuracy for the test data also
increased by approximately 7-12%. Therefore, the accuracy improved as the learning
volume increased with the similar traffic creation method of the GAN algorithm, and
the detection performance was improved by resolving the imbalanced data problem of
the datasets (Fig. 4).
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Validation Accuracy with addition of similar traffic
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Fig. 4. Measuring and comparing epoch reference accuracies.

In the second experiment, experiments were performed for each data set using the
CNN algorithm in a real-time environment.

Table 2 shows the experimental results for classification of attack traffic for NSL-
KDD, USTC-TFC 2016, and ISCX 2012 datasets using CNN after adding the data
created using GAN to the existing datasets. The classification accuracy of attack traffic
in the datasets generally improved. In particular, the dataset validation accuracy
increased by 12% and the test accuracy increased by 10%. These results prove that the
method of continuously increasing the attack traffic using GAN can be an effective
detection method for increasing accuracy in research environment cases with a small
amount of attack traffic.

Table 2. Comparisons of attack traffic classification experiments using CNN

Before After
Performance 10% 20% 30%
Accuracy Accuracy
Dataset Precision Recall Precision Recall Precision Recall
USTC-TFC 83-87 91-95 83.4 83.8 86.2 86.7 91.1 91.6
ISCX-2012 76-81 89-91 82.1 83 85.6 853 88.2 89.4
NSL-KDD 75-80 85-93 80.3 80.1 82.1 82.5 84.1 92.1

5 Conclusion

This study investigated a method to improve detection accuracy by creating similar
traffic of GAN and increasing the ratio of attack traffic. The method presented in this
paper contributed to solving the problem of performance degradation due to data
imbalance in the data set using GAN. The existing datasets have an imbalanced data
problem, which impedes the detection of attacks or increased learning rate. As a
solution to this problem, we added learning data to similar traffic generated by the GAN
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algorithm and improved the accuracy in attack detection experiments. In order to create
similar traffic, between 0.98 and 1 more images of the Generator was added to the
training data. The experiment results showed that the increase of the created similar
traffic improved the learning rate by 9-12%, and the detection accuracy for the attack
traffic by approximately 13%. Furthermore, we were able to improve classification
accuracy according to attack characteristics. In future, classification to determine the
type of attack traffic and transformation of the generated images into text form using
GAN will be researched.
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Abstract. In fine-tuning-based transfer learning, the size of the dataset may
affect the learning accuracy. When a dataset scale is small, fine-tuning-based
transfer learning methods use high computing costs, similar to a large-scale
dataset. we propose a mid-level feature extractor that only retrains the mid-level
convolutional layers, resulting in increased efficiency and reduced computing
costs. This mid-level feature extractor is likely to provide an effective alternative
in training a small-scale medical image dataset. The performance of the mid-
level feature extractor is compared with performance of low- and high-level
feature extractors, as well as the fine-tuning method. The mid-level feature
extractor takes shorter time to converge than other methods, and it shows good
accuracy, obtaining an area under the ROC curve (AUC) of 0.87 in untrained
test dataset that is very different from training dataset.

Keywords: Transfer learning - Medical images - Convolutional neural
networks + Machine learning

1 Introduction

Convolutional neural networks (CNN) [1] have shown outstanding performance in
body detection and disease classification. Several studies [2—4] have demonstrated that
the pre-trained model in ImageNet can be transferred to medical images. CheXNet [4]
trained pneumonia pathology with better accuracy than doctors could produce using
transfer learning. In addition, researchers [2] applied AlexNet [5] within ImageNet to
chest x-rays. As a result, they demonstrated that it is possible to transfer non-medical
datasets to medical imaging datasets. Other researchers [3] showed that AlexNet and
GoogLeNet [6] learned in ImageNet can be used as pre-trained models for transfer
learning to CT datasets.

Transfer learning is a means of training new datasets that are limited in size. By
using the pre-trained model that trained with sufficiently large-scale datasets during the
initialization process of features, small-scale datasets can be trained more efficiently
than they could be from the scratch [7]. However, recent CNN models have very deep
structures with more than hundreds of layers, so it is not easy to retrain these models
with small-scale datasets [7].
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Generally, it is difficult to collect large-scale medical imaging datasets due to
patient privacy or ethics-related concerns. In the case of rare diseases, small-scale
datasets are inevitable. Furthermore, the networks for medical images are applied
locally (e.g., the local community). In other words, it is sometimes unnecessary to
collect large-scale datasets such as those collected by ImageNet [5]. Furthermore, it is
often the case that the necessary infrastructure for collecting medical images is not well
established. Therefore, it is necessary to consider an effective deep-learning method for
the training of small-scale medical imaging datasets.

Fine-tuning is a method that retrains all layers and classifiers within a network. It is
a method that is typically used in datasets from various fields within transfer learning.
[2, 3] also have implemented transfer learning through fine-tuning. However, the
possibility of overfitting is very high when fine-tuning the pre-trained model to a small-
scale dataset. To address this limitation, we utilized feature extraction [8]. The feature
extractor method for transfer learning can be thought of in two ways: (1) to prevent
updates of all convolutional layers, to only extract features, and then to only train the
last fully-connected layer; (2) to divide the convolutional layer into levels and then to
train each level selectively. The convolutional layer can be divided into a low level,
middle level, and high level, and deeper level extraction displays more complex fea-
tures closer to the shape of the object [9]. Because each level layer has different
features, it is necessary to compare which level is the most effective at retraining small-
scale medical imaging datasets.

We propose that the mid-level feature extractor, which retrains features such as the
texture of the image and the part of the object, is the most effective model. We
compared the transfer learning model, implemented with fine-tuning, and the feature
extractor model of each level to the proposed method. As a result, we confirmed that
our model has the ability to conduct efficient, small-scale medical image analysis.

2 Mid-Level Feature Extraction for Transfer Learning

The CNN model effectively extracts mid-level image representation [7]. However, as
the parameters in training this type of network are very large, learning from an
insufficient number of small-scale datasets can lead to overfitting [7]. This problem can
be similarly applied to fine-tuning, which retrains all layers. Medical images are limited
in their dataset amounts; furthermore, their features are completely different than real-
life images, such as are present in ImageNet. As a result, we determined to explore a
method that extracts mid-level image features effectively and prevents the overfitting of
small-scale datasets.

First, we considered utilizing the construct transfer learning network with the
feature extractor method to prevent overfitting by reducing the number of parameters to
retrain. Second, we selected which convolutional layer we planned to retrain and
update. The low-level layers show the edge and color of the image, the mid-level layers
represent the texture of the image or the specific parts of the objects, and the high-level
layers show the larger part of the objects or the entire objects [2]. Therefore, we
reasoned that the mid-level layers can represent both common and more class-specific
features. As a result, we determined to use the mid-level feature extractor method.
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Fig. 1. Mid-level feature extractor structure. Our network is trained on ImageNet. We only train
mid-level layers (Conv3, Conv4) and last fully-connected layer.

Figure 1 shows the entire network structure of the mid-level feature extractor. The
network is based on using AlexNet in ImageNet, which has a simple structure that
allows for the comparison of the effects of training the mid-level convolutional layer.
According to [9], AlexNet’s conv3 and conv4 refer to textures, such as a mesh pattern,
and more complex and class-specific features of the objects in the image. We only
trained these two layers. That is, we choose conv3 and conv4 as the mid-level layers.
We updated our network by retraining only the mid-level layers, which are conv3,
conv4, and the last fully connected layer. Conv1 and conv2, which are low-level layers,
and conv5, which is a high-level layer, were frozen, and they maintained the param-
eters of AlexNet within ImageNet. In addition, the classifiers fcl and fc2 were frozen,
and only fc3 was updated, assuming the possibility of similar experiments in more
restrictive situations.

3 Experimental Methods and Results

Our dataset included frontal chest x-ray image data, labeled pulmonary tuberculosis
(TB) or non-TB from [10]. There were two datasets, which are Shenzhen dataset from
Shenzhen No. 3, People’s Hospital (Guangdong providence, China) and Montgomery
dataset from Department of Health and Human Services of Montgomery County (MD,
USA). While Shenzhen dataset consisted of 336 TB and 326 non-TB, Montgomery
dataset consisted of 103 TB and 296 non-TB. Also, Shenzhen dataset was used as a
training and validation set, and Montgomery dataset was only used as a test set to
examine the possibility of overfitting because the features of Montgomery dataset is
very different from Shenzhen dataset. Based on the ImageNet, all input images in the
dataset were converted to a size of 224 x 224 and were normalized.

Unlike ImageNet, the output of our model was one class of TB. Therefore, the
output of the last fully connected layer was adjusted to one-dimension. We optimized
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the binary cross-entropy (BCE) loss by using the Adam optimizer. Our initial learning
rate was 0.001.

Table 1. 9 cases of experiment.

Case Convl | Conv2 | Conv3 | Conv4 | Conv5

Mid-level FE | freeze |freeze |update | update | freeze

Conv3-FE freeze |freeze |update | freeze |freeze
Conv4-FE freeze |freeze |freeze |update | freeze
Fine-tuning update | update | update | update | update

Low-level FE | update | update | freeze | freeze |freeze
Convl1-FE update | freeze | freeze | freeze |freeze
Conv2-FE freeze |update | freeze |freeze |freeze
High-level FE | freeze |freeze | freeze |freeze |update

H-M level FE | freeze |freeze |update | update | update

The experiment was divided into 9 cases, depending on whether or not each
convolutional layer was frozen. Table 1 shows which layers updated or did not update
during the training.

o
o

08 —— Mid-level FE l —— Conv3-FE
~—— Fine-tuning ~—— Conv4-FE

071 —— Low-level FE —— Convl-FE
—— High-level FE 0.5 —— Conv2-FE
0.6 —— H-M level FE —— High-level FE
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=
-

o
o

o
-

o
o

Fig. 2. Validation loss graph by case.

Figure 2 compares each case’s validation losses. The mid-level FE shows a stable
convergence at 80 epochs; as a result, all the graphs are compared to epoch 80.
Figure 2(a) depicts a comparison of each level and fine-tuning and (b) depicts a
comparison of each layer. The loss was the lowest and most stable for each mid-level
FE comparison to other methods. The mid-level FE shows very good loss performance,
demonstrating a maximum of 0.4 and a minimum of 0.02. Furthermore, it displays a
stable tendency to converge after 60 epochs. The fine-tuning demonstrates that its
learning is unstable and that its loss is high. Because the dataset was small-scale, it
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lacked an epoch. We increased the epoch to 200, but they did not converge. The H-M
level FE trained in a stable manner, but its loss was higher than that of the mid-level
FE. Also, the performance of the high-level FE was lower than each mid-level FE and
each low-level FE was poorly trained all the cases, its loss was too high, and it could
not be considered to be stable. That is, small-scale medical image datasets are insuf-
ficient in the training of low-level layers. Therefore, we confirmed that learning mid-
level layers is more effective than learning other levels. This shows that the mid-level
FE has the smallest number of epochs to converge, in other words, has lowest com-
puting costs, has the best loss performance, and has a stable learning tendency.

Figure 3 presents comparative ROC curves performed on Montgomery test set. The
area under the ROC curve (AUC) of the mid-level FE is 0.87, and the AUC of the fine-
tuning is 0.77; in other words, the difference is 0.1, and the accuracy of mid-level FE is
higher than the fine-tuning. This demonstrates that our method outperforms the fine-
tuning method. Also, it can be observed that the mid-level FE does not overfit the
original training dataset.

1.0 — Mid-level FE
—— Fine-tuning

0.8 q

o
o

o
>

true positive rate

0.2 1

0.0 0.2 0.4 0.6 0.8 1.0
false positive rate

Fig. 3. ROCS of mid-FE and fine-tuning on test set.

We found the mid-level feature extractor to be the most effective method in
implementing transfer learning for small-scale medical images. The mid-level feature
extractor trained more stably at the mid-level than the model learned at the other levels.
In addition, it demonstrated the lowest loss performance and fastest convergence in
comparison with the other cases. Therefore, the mid-level feature extractor can be an
effective means of training small-scale medical images.

4 Conclusion

We propose a mid-level feature extractor method for the training of small-scale medical
imaging datasets. To evaluate the performance of this method, we compared it with
low-level FE, high-level FE, and fine-tuning methods. Comparing with other methods,
our proposed method shows the lowest amount of loss between 0.4 and 0.02, the most
stable training tendency, and the lowest computing costs to converge. In the experiment
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pertaining to overfitting, we used different datasets from the training set; the AUC
obtained from the test is 0.87. Our method also prevents overfitting; our results are 0.1
higher than the fine-tuning method. Thus, Our method is proved as an efficient alter-
native to the classification of small-scale medical imaging datasets through its pre-
vention of overfitting and by maintaining its accuracy and reducing computing costs.
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Abstract. The recent commercialization of virtual reality (VR) has led to
various studies in multiple fields that can apply VR technologies, including
gaming, design, and virtual experiences. However, when a VR system transmits
images through a display located close to the eyes of the user, image output
problems, such as image quality degradation and processing speed limitation,
could result in a gap between reality and virtual reality, as well as reduce user
immersion. Thus, in this study, we have developed an improved image pro-
cessing algorithm that enhances image sharpness and processing speed to
alleviate the user immersion problem in VR environments.

Keywords: Virtual reality - Image processing * Retinex algorithm - Otsu
algorithm + Recommendation algorithm - VR image

1 Introduction

The recent commercialization of virtual reality (VR) has led to various studies in
multiple fields that can apply VR technologies, including gaming, design, and virtual
experiences. These applications of VR technology in various fields will create new
economic and social added values beyond ordinary life both domestically and overseas
[1, 2]. However, when a VR system transmits images through a display located close to
the eyes of the user, image output problems, such as image quality degradation and
processing speed limitation, could result in a gap between reality and virtual reality, as
well as reduce user immersion. Thus, in this study, we have designed an improved
image processing algorithm that reduces the sharpness and size of the output images to
resolve the image quality problems in VR environments.
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2 Related Studies

2.1 Retinex Algorithm

The basic principle of the Retinex algorithm is to remove the background component
from the input image. A Gaussian filter is used to extract the background image while
ignoring components in the input image whose scales are smaller than the filter size.
The Retinex algorithm can be classified into single-scale Retinex (SSR) and multi-scale
Retinex (MSR), depending on its application and use. SSR is an algorithm in which a
Gaussian filter is used as a single-neighborhood function for a single input image. The
equation for the SSR algorithm is as follows.

Ri(x,y) = log Ii(x,y) — log[F (x,y)  Ii(x,y)] (1)
R(e9) = log s = lox @

//F(x,y)dxdy =1 (3)

In the above equation, I refers to the input image, and F refers to the Gaussian filter.
The result obtained from equation is normalized to a value in the range of 0 to 255.
The MSR algorithm enhances image quality via multiple neighborhood functions and
the weighted sum of these neighborhood functions [3]. The equation for the MSR
algorithm is as follows.

RMSRi (x7y) Z wy log Ii(xv y) - log[Fn(x,y) * In(x7 y)] (4)

n=1

2.2 Otsu Algorithm

Image processing speed is determined by the image elements outputted during a
specific time. For this reason, unnecessary image elements should be removed to
increase image processing speed. The image binarization method can be used for
extracting unnecessary image elements. Among the various binarization methods, the
Otsu algorithm has been used in various fields owing to its high processing speed and
ease of implementation. The Otsu algorithm is a method for determining the threshold
that either minimizes or maximizes the variance within classes defined by the sum of
the weights of two classes [4]. The equation for the Otsu algorithm is as follows.

au(t) = o(2)a5 (1) + 1 (1)} (1) (5)

a3(t) =0 — 7, (1)
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2 2
= wo(py — 1e)” + o1 (1 — 1)

6
= oo (t)w1 (1) o (1) — (1)) ©

In the above equation, the values of weights wy and w; are represented as the
probability between the two divided classes, which corresponds to the difference
between the two classes 6(2) and O’%. This Eq. (6) shows that the inter-class variance
maximization is equivalent to its minimization. The image data size and processing
speed can be improved by removing the extracted image elements.

3 Improved Algorithm for VR-Based Image Processing

3.1 Overview of the Proposed Algorithm

The most suitable image processing speed for enjoying current VR applications is
16 ms, and the time difference felt by the user is significantly large when the processing
speed becomes lower than this time. Furthermore, when the sharpness of the image
outputted by the VR device is reduced, the entire image becomes darker. Thus, to solve
this problem, this study presents a VR environment suitable for users by removing
unnecessary data and improving image sharpness via the proposed algorithm after
performing rendering prior to outputting the VR image. Figure 1 shows a schematic
diagram of the proposed algorithm.

,--- Proposed algorithm ___
1 v LN\
. 1| Sharpness Image ! {:
Image Rendering 1 | Enhancement processing |
| Algorithm Algorithm | ! v
1
Image Input l\\ ___________________ _+ Image Output

Fig. 1. Overview of the proposed algorithm

3.2 Design of the Proposed Algorithm

In conventional sharpness enhancement algorithms, the sharpness of the input images
and photographs are extracted, enhanced, and returned. On the other hand, in the
proposed algorithm, light source data are extracted by obtaining a 3D image. These
data are modified according to the set weights and are then returned after combining the
data with the source images.

The weights applied for enhancing sharpness are obtained using a weighting
function, which ensures that the resulting sharpness of the dark regions and the
sharpness of the bright regions are balanced via analyses of the detected illumination
components. Figure 2 shows the proposed algorithm. The weighting function can
suppress the halo effect. The weighting function defines the source image weight as 5,
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determines the boundaries of each image, and calculates the divided image boundaries.
Furthermore, the weighting function calculates the appropriate weights and applies
them to each boundary.
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Fig. 2. Proposed Algorithm
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VR images are composed of a vast amount of data. Thus, the algorithm operation
time becomes longer and the allocated portion of the CPU increases if conventional
image processing algorithms are applied, which is problematic. Thus, the proposed
algorithm receives 3D images and removes unnecessary data by detecting and com-
paring grayscale data.

The grayscale data have a size of 640 x 480 pixels and are in the range of 5 to 10
frames per second. Thus, image loss is not significant when removing the grayscale
data. Furthermore, the grayscale data are detected without degrading the algorithm’s
processing speed and with insignificant data loss. The algorithm proposed in this study
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simultaneously enhances sharpness and processing speed, which are essential for VR
image output. In the final step, the modified image is rendered and displayed to the
user.

4 Conclusion

As VR technology emerges as a next-generation technology, various content and
technologies based on VR are being developed, further attracting attention to the field.
However, in VR environments, the frame rates should be higher than those of
conventional PC and mobile device environments, and the sharpness of the reproduced
images should be further enhanced. Thus, in this study, an improved image processing
algorithm that reduces the image sharpness and size to resolve image quality problems
in VR environments was designed. Future studies will be required to investigate the
user recognition of VR images via content creation using the proposed algorithm.
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Abstract. Recently, the health concept is changing from simply being healthy
to a proactive perspective of balancing physical and psychological factors.
Consequently, interest in health-oriented wellness is increasing. Wellness, which
can improve quality of life through continuous recording and management, is
also continuously advancing. However, at present, classification and imple-
mentation of major wellness information in daily life has not yet been achieved.
Therefore, in this study, a personalized smart wellness information management
system is designed.

Keywords: Wellness - Management system * Smart wellness - Data analysis -
Recommendation algorithm - Wellness contents

1 Introduction

Recently, the health concept has begun to socially change from health simply being
about not having diseases to a proactive perspective of balancing physical, psycho-
logical, and intellectual factors [1]. Accordingly, interest in health-oriented wellness is
increasing. The term wellness refers to the combination of well-being, happiness, and
fitness; it also refers to a physically, psychologically, and socially healthy state [2].
Furthermore, at the World Health Organization, the health and wellness concepts are
changing from simply being the opposite of the illness to a more proactive perspective.

As the wellness perspective is changing, its importance in daily life is also
increasing. Moreover, by quantifying information related to daily activities, people can
improve their quality of life through continuous recording and management [3].
Wellness data are appropriate information derived by recording and analyzing all the
data related to an individual’s life, and through integration with the latest information
and communications technology (ICT), it can change personal life positively by
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supporting a smart life environment construction. However, classifying and imple-
menting major wellness information in daily life has not yet been achieved. Therefore,
a smart wellness information management system is proposed here to systematically
analyze and monitor a user’s wellness records and provide customized service.

2 Related Studies

2.1 Wellness

Traditionally, health was perceived as a state of no disease or no physical and psy-
chological weaknesses. However, recently, the health concept has included wellness,
thus encompassing all physical and psychological factors. Wellness is a new concept
that helps people change their lifestyle for optimum health and the wellness domain is
classified into physical, psychological, and emotional subdomains [4].

Wellness was first mentioned in 1654 as an antonym of illness or disease, and now
it means a multi-dimensional approach to healthy life, as a compound word indicating
wellbeing and fitness. Wellness content refers to content used to support a user’s multi-
dimensional healthy life [5]. Particularly, the ICT-fused medical industry has emerged
as a core industry in the 4th industrial revolution era, and it encompasses services and
systems that provide personal health condition management and customized medical
and health management regardless of time and location. According to the classification
standard, health includes smart healthcare, U-health, wellness, and more [6].

3 Design of Personalized Smart Wellness Information
Management System

3.1 Overview of the Proposed System

The system proposed in this paper stores all information related to the user’s daily life
and provides information search and management functions. The proposed system
extracts only the wellness information designated as standard data through the designed
information management algorithm based on the information inputted by user. The
extracted information is used to provide daily life pattern analysis and information
recommendation to the user through the information management algorithm and the
user can manage their wellness information systematically by receiving appropriate
daily life guidance. An overview of the proposed system is illustrated in Fig. 1.

3.2 Proposed System’s Structural Diagram

The personalized smart wellness information management system proposed in this
paper uses personalized records, which have been reclassified according to the wellness
value; it then provides them to the user through information extraction. The proposed
system’s overall structure diagram is shown in Fig. 2. The data inputted through a
smartphone by user are transmitted to the proposed system. The transmitted data are
used to extract wellness information through the wellness information management
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algorithm, and they are stored in the database. Furthermore, when the user requests, the
user’s analyzed wellness information is saved in the database; the generated wellness
information is delivered to the user through their smartphone.
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Fig. 1. Overview of the proposed system
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Fig. 2. Proposed system’s overall structure diagram

3.3 Design of Wellness Information Management Algorithm

The proposed personalized smart wellness information management system is designed
in such a way that the data input by a user through a smartphone can be converted and
extracted as important wellness information via the information management algo-
rithm. Moreover, it was designed to facilitate a wellness service to the user by pro-
viding daily life pattern analysis and personalized daily life guidance based on the
user’s wellness information. The algorithm is shown in Fig. 3.

The designed algorithm has three stages: wellness information extraction, analysis,
and recommendation. In the wellness information extraction stage, it is checked
whether the input data is standardized, and if it is, it is saved. After checking all input
data, the final wellness information is acquired and the process is terminated. The
wellness information extraction algorithm is shown in Fig. 4.
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After extracting the wellness information, it is analyzed, and in the system, the
similarity degree between words is calculated through Eq. (1). In Eq. % and v refer to
the words, and the similarity degree between the user’s wellness information is verified
through Eq. (1). Using the verified result, the user’s daily activity analysis and wellness
information are extracted. The algorithm that analyzes the wellness information is

shown in Fig. 5.

>~ (Number of times x and y were entered together)
>~ (Number of times x or y was entered)

Wy =

The wellness information recommendation algorithm was designed to provide and
recommend appropriate daily life guidance to users based on the extracted wellness
information. Through the recommended features option, it is possible to go to a related
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website and obtain a different recommendation based on user choice. The recom-
mendation algorithm is shown in Fig. 6.

( Start ) Similarity=3F Number of

Simultaneous Inputs / ¥
Number of Input

v l

Acquisition of

Wellness Information Identify your Personal

Life Patterns

l

Word Similarity > Extracted Personal

Check Wellness Information

| LT T

Fig. 5. Wellness information analysis algorithm
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Fig. 6. Wellness recommendation algorithm

4 Conclusion

Recently, as interest in health is increasing, the interest in wellness to pursue a better
quality of life is increasing rapidly. Furthermore, the past passive consumer behavior of
receiving simple services is transitioning to active consumer behavior using smart-
phones and similar devices. According to such changes, the health management service
and technology provided through smartphones are expected to advance in various
health-related areas including wellness.

In this study, a personalized smartphone management system was designed and
implemented through a wellness information management algorithm that uses user’s
wellness records. Prior to designing the system proposed in this paper, the system
requirements were identified and defined, and the wellness information management
algorithm was designed to extract wellness data according to the defined standard.
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Furthermore, the wellness information recommendation algorithm was designed to
provide appropriate daily life guidance or patterns to the user.
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Abstract. Location-based services (LBSs) that collect and utilize location data
in real time through mobile devices have been widely used recently. LBSs use a
clustering algorithm to extract a user’s point of interest (POI) from a stay point;
the POI is defined as a place that an individual stays in or uses for a given
amount of time. However, the DBSCAN algorithm increases the amount of
unnecessary iterative clustering computations as the amount of stay point data
increases, thus causing an increase in overall computation time. Therefore, in
this paper, we propose an algorithm to improve big data-based POI extraction
speed.

Keywords: Big data -+ POI - DBSCAN - Stay point - Clustering algorithm -
LBS

1 Introduction

The recent widespread use of various mobile devices, such as smart phones and tablets,
has increased the volume of location data that is generated in real time. As a result,
location data can be utilized in various fields such as user location detection and
movement pattern analysis, and the number of services based on location data is
increasing. In addition, in order to utilize the available location information, a point of
interest (POI) where many users often stay should be extracted from a stay point
(sp) containing location information [1, 2].

Various clustering techniques are used to extract POI information. The DBSCAN
algorithm is widely used among such density-based clustering methods. However,
algorithms for density-based clustering methods have the same number of iterations as
the number of data, which means the time complexity increases as the number of stay
point data increases. Therefore, in this paper, we propose an algorithm to reduce the
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number of computations needed for large volumes of location data and efficiently
extract POI information by improving the DBSCAN algorithm structure.

2 Related Studies

2.1 Location-Based Service (LBS)

Location-based services (LBSs) measure location using only GPS, GNSS, and wireless
mobile communications in terminals while moving. They also provide various appli-
cation services required by users based on their location. In particular, with the increase
in use of mobile devices with built-in GPS modules, such as smart phones and tablets,
there is a growing interest in LBSs that provide services by collecting user or device
location data. LBSs are mainly classified as follows: positioning technology, location
processing platform, or location processing program [3].

2.2 Point of Interest (POI)

A POl is a place that people often stay in or use. It refers to a specific location on a map
that can be useful or interesting to people. A place that many users continuously visit
may be a meaningful place and contain meaningful information; thus, the information
about such a place becomes essential for the location information services.

POIs can be displayed in an electronic map service, such as satellite navigation or
Google Maps and are mainly divided into two categories based on their attributes.

First, there are POIs containing essential information such as area name, address,
contact information, coordinates, and building information and containing detailed
information such as a parking lot status or photographs of a certain location. These are
POIs with various attributes but without location information. If we select a specific
location when searching a map, detailed information about the location is available to
easily identify its suitability. Second, there are POIs displaying only basic location
information such as latitude, longitude, and time. They contain only the coordinates
and time measured by satellites and can be used to track location movement in real time
or to check movement trajectory over time [4].

3 Design of POI Extraction Speed Improving Algorithm

3.1 Overview of the Proposed Algorithm

The proposed algorithm selects the initial cluster in the same way as the existing
DBSCAN method and then selects an sp to execute the cluster extension algorithm. If
we search for an sp with the longest distance without any condition, then it may be
impossible to expand in a certain direction depending on the sp distribution in the
cluster. Therefore, the cluster range within the distance threshold is divided into
quadrants based on the core sp. After this, the distance between the core sp and the
neighboring sp in the cluster is calculated in each quadrant using the Euclidean distance
metric. The equation for the Euclidean distance is shown in Fig. 1.
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Fig. 1. Equation for the Euclidean distance

By checking all sps in the cluster using the distance measurement method, the sp
included within the distance threshold becomes the neighboring sp. In each quadrant,
the sp with the longest distance from the core sp is the far-sp (f-sp) for executing the
algorithm when expanding the cluster. The sp selected for executing the algorithm is

shown in Fig. 2.
®
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Fig. 2. SP selected for executing the algorithm

However, if the clustering algorithm is executed only for the f-sp as shown in
Fig. 2, the proposed algorithm can miss the sp in the cluster because it is not included
in the distance threshold in which the algorithm operation is executed. To minimize this
problem, the distance is measured by connecting the selected f-sps in neighboring
quadrants (Q1-Q2, Q2-Q3, Q3-Q4, and Q4-Q1) and deriving the median value of the
distance.

After that, the cluster blank is minimized by finding and selecting the sp that is
closest to the median value and farthest from the core sp, thus improving the accuracy
by reducing the missing sp. Figure 3 shows how to find the sp that is farthest from the
core sp based on the median value of the f-sp. Through this process, sp data can be
analyzed and converted into POI data. Figure 4 shows the overall process diagram of
the proposed algorithm.
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3.2 Design of the Proposed Algorithm

There is a shortcoming with existing clustering algorithms: the larger the data density,
the longer is the overall algorithm execution time. The clustering algorithm is not
suitable owing to the nature of big data analysis systems, which must analyze and
process large amounts of data quickly. The proposed clustering algorithm improves the
overall algorithm execution time by decreasing the number of operations for each point
in the DBSCAN algorithm. Figure 5 shows the proposed algorithm.
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Overall process diagram of the proposed algorithm
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After forming the initial cluster, it divides the cluster into quadrants and finds the
distance between core sp and sp in each quadrant. After this, it improves the clustering
speed by selecting the minimum number of f-sps for performing a cluster expansion
operation. Lastly, the output POI data are saved into the database.

4 Conclusion

With the widespread use of GPSs due to recent advancements in mobile technologies,
studies have been conducted to analyze movement patterns using user movement
trajectory and identifying user POIs based on analysis; this can then be applied to LBS.

We proposed a method to extract POIs using the density-based clustering algorithm
DBSCAN, which enables clustering arbitrary shapes and processing noise data better
than various other clustering algorithms used in previous research. However, as the
DBSCAN algorithm performs a clustering operation for all sps in the cluster, the
computation time is large owing to the unnecessary computation of duplicate sps.
Therefore, in this paper, we proposed an algorithm to improve POI extraction speed by
improving the clustering algorithm structure.
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Abstract. In this paper, we present an ontology-based approach to analyze
depression of family caregivers of Alzheimer’s disease patients. First, we
developed depression ontology called OntoDepression considering the language
written in social media. Four major classes and specialized subclasses are
defined based on the dailyStrength, which is a well-known social media site
centered on healthcare. Next, to find mental health of family caregivers of
Alzheimer’s patients, their twitter data is analyzed based on the OntoDepres-
sion. Our experimental results show that negative feelings of family caregivers
are not clearly revealed, while medical condition of depression symptom is
highly rated. Also, their tweets mention a lot about human relationships, work
and activities.

Keywords: Tweet analysis - Depression ontology - Family caregivers -
Alzheimer’s disease - Mental health of family caregivers of AD patients

1 Introduction

As we enter the aging society, the prevalence of Alzheimer’s disease (AD), a geriatric
disease, is rapidly increasing. In particular, since the number of patients with Alzhei-
mer’s disease increases by two times every five years after age 65, in Korea, it is
estimated to reach one million in 2030 and two million in 2050 [1]. Therefore, family
caregivers of AD patients are becoming important worldwide. It is well-known that the
stress and depression of family caregivers of AD patients, often called the invisible
second patients, is severe [2—4]. To identify Alzheimer’s caregiver stress, concept
analysis is performed [5]. By analyzing the related literature, antecedents and conse-
quences of caregiver stress are defined. Consequences are as follows: depression,
anxiety, irascibility, cognitive disturbance, poor health status, yielding role, and role
entrapment due to guilt and shame of caregivers.

Early depression studies have been done based on the user study or surveys. To
assess depression scales and criteria, depression assessment scale is developed such as
Beck’s Depression Inventory [6] and Hamilton Depression Rating Scale [7]. These
criteria have been applied to real-world cases for many years. More recently, detection
and prediction of depression via social media have attracted much attention [8]. In these
days, lots of people use social media every day, postings of users include their
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everyday life, feeling, mental condition, and so forth. Therefore, social media is a
valuable resource to capture depressive moods of users. In particular, analyzing tweet
postings in Twitter showed successful results to predict depression [9, 10]. Therefore,
research on depression detection via online social media data is essential.

In this paper, a tweet analysis of family caregivers of AD patients is performed to
identify their mental health and to understand their life and feelings. For this purpose,
Ontology for depression, called OntoDepression, is developed based on postings of
DailyStrength [11] which is a social media for support groups. In the website, users
share their information about disease and discuss their struggles and successes with
each other. From the depression category, the total number of 1012 postings is col-
lected and 1,000 important keywords are extracted using TF-IDF algorithm. We adopt
4 main classes such as symptoms, treatments, feelings, and life defined in [9], and
specialized symptom class and life class in detail. The symptom class is classified into
medical condition, physical condition, mental condition, and general condition sub-
classes. The life class is classified into work & activities, human and alive things, time,
location, related to human body parts, general words subclasses. The feeling class is
simply classified into negative and positive subclasses.

The contribution of this paper is in the development and validation of the ontology-
based framework for depression diagnosis using online social media. To collect tweets
of family caregivers of AD patients, we extracted twitter data with hashtags “Alzhei-
mer’s and mom”, “Alzheimer’s and dad”, “Alzheimer’s and wife”, and “Alzheimer’s
and husband”. The total number of 9,486 tweets is analyzed. Our experimental results
show that unlike our expectations, negative feelings of family caregivers of AD patients
did not show significant difference from the positive feelings. On the other hands, it is
noteworthy that keywords representing medical condition are highly rated. Also, family
caregivers of AD patients mainly mention human & alive things and work & activities.

The remainder of this paper is organized as follows. In Sect. 2, we describe
development of depression ontology. In Sect. 3, we explain the experimental results of
tweets analysis using the framework. Finally, in Sect. 4, we give concluding remarks.

2 Development of Depression Ontology

Figure 1 shows the overview of the ontology-based framework for depression analysis.
Basically, we defined four main classes considering related literature and extended the
main classes with the specialized features. For this purpose, important keywords from
social media, dailyStrength, are extracted and are used to define subclasses. To analyze
depression of family caregivers of AD patients, tweets are collected. Retweets, tweets
for advertising and tweets from official sites related to Alzheimer’s such as Alzheimer’s
society and Alzheimer’s Association are also removed. In addition, to extract tweets
from family caregivers with AD patients, keywords by combining Alzheimer’s and
mom, dad, wife, or husband are used. By analyzing the twitter data based on
OntoDepression, the state of depression is explained.
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Table 1 shows the structure of OntoDepression and examples of instances in detail.
OntoDepression has four classes, symptoms, treatments, feelings, and life. The class
symptoms indicates the specific symptoms of depression, and has four specialized
subclasses, medical condition, physical condition, mental condition, and general
condition. The class treatments represents concept of medical treatments such as drugs,

Table 1. Structure and instances of OntoDepression

Class Subclasses Examples of instances %
Symptoms | general additive, imbalance, alcoholism, chronic 35%
medical bipolar, dementia, asthma, thyroid, agoraphobia 13%
physical awake, dizziness, fever, headache, insomnia 14%
mental delusion, fantasize, flashbacks, ghost, monster 38%
Treatments | — antidepressant, clinic, drugs, medication, pills 100%
Feelings | negative anxious, confused, abusing, cheated, destroyed 70.3%
positive acceptable, thankful, interesting, encouraging 29.7%
Life human & alive adult, aunt, baby, brothers, boyfriends, cat, dog, 12%
things camel, cousin, coworkers, father, fiancé, fish
work & activities | dating, cooking, event, game, gardening computer, | 8%
companies, homework, hobbies
body parts ankle, arm, ass, brain, eyes, skin, teeth, throat 2.4%
location army, hell, high school, home, grave, forest 4.4%
time afternoon, birthday, holidays, midnight, Easter 4.4%
negative things accident, assaulted, blocked, harming, injury 9%
religion bible, Jesus, Christ, lord, pray, grace, god, prayer 2%
general email, everything, dishes, dreams, flight, gift 58%
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medication, and pills. The class feelings is classified into two subclasses, negative
feelings and positive feelings. Finally, the class life captures what the family caregivers
are saying about. As shown in Table 1, it has 8 subclasses such as human & alive
things, work & activities, human body parts, location, time, negative things, religion,
and general things. The subclasses of the class life are defined based on the questions
of Beck’s depression inventory [6] and Hamilton Depression Rating Scale [7]. The
subclass human & alive things captures social relationship of family caregivers. The
subclass work & activities describes what they are doing, and the subclass negative
things describes negative words related to everyday life.

Algorithm 1 explains how to build OntoDepression. The postings from depression
category are read and converted into a corpus (lines 8-9). The corpus is cleaned by
preprocessing (lines 10—15). The keyword list is built based on term frequency-inverse
document frequency weight [12] (line 18). The class hierarchy is also built, and the
keywords in the keyword list are registered in the specified classes as instances.
Executing the function buildDictionary(), OntoDepression is built (line 27). In the case
of class feelings, terms in an existing sentiment dictionary [13] are added (line 28). The
total number of 7,649 terms is processed in OntoDepression. OntoDepression is
implemented using R, a statistical computing language in windows environment.

Algorithm 1. Building OntoDepression
1: begin initialization

2: dsRawData null;

3: dsCorpus null;
4: dsCorpusClean null;

5: OntoDepression null;
6: end

7: begin preprocessing

8: dsRawData <- Read Data;

9: dsCorpus <- Convert dsData into dsCorpus;
10: while not untill end of line of the dsCorpus do

11: Remove special character;
12: Remove numbers;

13: Remove stopwords;

14: dsCorpusClean <- dsCorpus;
15: end

16: end

17: function buildDictionary()
18: keywordList <- Find top n terms with TF-IDF weight;

19: classList <- Assign the name of classes, Symptoms, Treats, Feelings, and life;
20: subclassList <- Assign the names of subclasses;

21: Make superclass-subclass hierarchy;

22: while not untill end of line of the keywordList do

23: Register a keyword to a specified subclass;

24: end

25: end

26: begin create OntoDepression

27: OntoDepression <- buildDictionary();

28: OntoDepression <- Add sentimentDictionary as instances of Feelings class;
29: end
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3 Analysis of Twitter Data

To validate the OntoDepression and to identify depression state of family caregivers of
AD patients, tweets analysis is performed based on OntoDepression. From January 1,
2017 to December 31, 2017, the number of 9,611 tweets from family caregivers is
collected. To extract family caregivers’ tweets among lots of tweets related to Alz-
heimer’s disease, only tweets containing the following words like mom, dad, wife, and
husband are chosen. As a result, the number of 9,486 tweets are analyzed. Figure 2
shows the result of depression analysis. First, among the four major classes, the class
feelings contains terms over 50%, and the class life contains 42.2% terms. The class
symptoms and the class treatments are 3.7% and 1.3%, respectively. It reveals that
tweets of family caregivers of AD patients mainly mention their daily life. The specific
symptoms and treatments of depression account for about 5% of the total.

Unlike our expectation, negative feelings (52.7%) do not appear significantly more
than positive feelings (47.3%). This result can be interpreted as two ways. One is that
family caregivers of AD patients may not express their deep emotions with a short
message containing only 120 characters’ limit. The other is that they actually do not
have negative feelings. In the case of the class life, the subclass human & alive things is
highly rated as 48.3%. Tweets belonging to the subclass human & alive things mainly
mention relationships with other people like family, friends, and coworkers or pet
animals. Their tweets mention time (8.1%), location (7.1%), and also work & activities
(4.6%). In addition, their tweets mention negative aspects of life (4.6%), religion
(1.7%), and body parts (1.6%). The class symptom contains medical symptoms
(65.9%), general symptoms (15.5%), physical symptom (14.7%), and mental symptom
(3.9%). 1t is noteworthy that medical symptoms are highly rated in the class symptom.

Negative (52.7%)
Human & Alive things (48.3%) General (25.9%)

Positive (47.3%) Time (8.1%) Location
(7.1%)

(4.6%)

Body parts (1.6%)

General | Physical

ieaicai (69.9%) (15.5%) | (14.7%)

Fig. 2. Result of depression analysis
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4 Conclusions

In this paper, we present an ontology-based approach for depression analysis using
social media. Because language habits used in social media reflect people’s depression,
an ontology for depression analysis called OntoDepression is developed based on
postings belonging to depression category in a social media site. To test the
OntoDepression ontology, family caregivers of AD patients which are rapidly growing
are targeted. Tweets of family caregivers of AD patients are collected and analyzed.

Our research results show that family caregivers of AD patients’ negative feelings
are not directly revealed on their tweets, but their tweets contains medical symptoms of
depression a lot. To understand this more specifically, research on collecting and
analyzing long-term tweets of individual users is currently underway. They mention
human relationships with family, neighbors, friends, and coworkers a lot and also
mention general life, time, location, work & activities in order. We are currently
extending the OntoDepression by specializing the subclass negative feeling and the
subclass positive feeling.
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Abstract. Maritime traffic analysis has been attracted increasing attention due
to their importance for the safety and efficiency of maritime operations. The first
step of maritime traffic analysis is the identification of ships’ navigational status,
and various analysis tasks are started based on the status information. It should
be considered the complex traffic characteristics of the harbor and ships. These
tasks depend on the expert’s experiences, however, it becomes difficult to
classify manually as the amount of traffic volume increases. Therefore, in this
paper, we proposed a new model to identify the ship’s navigational status
automatically. The proposed method generated traffic pattern model using
accumulated AIS trajectories and then classified using the clustering algorithm.
This method based on semi-supervised machine learning and the proposed
clustering method using the pre-classified dataset. Finally, we review experi-
mental results using the actual trajectory data to verify the feasibility of the
proposed method.

Keywords: Navigational status + AIS - Machine learning + Clustering

1 Introduction

The identification of the ship’s status is the first step for maritime situation awareness,
also it is a significant issue of maritime safety. The navigational status information can
be used for VTS (Vessel Traffic Services) or maritime traffic analysis tasks as well as
navigational safety. The AIS (Automatic Identification System) is a mandatory navi-
gational device. And, the AIS signals include a Navigational Status field which is
reported by the vessel. However, in some cases, the status information has delayed
updates or navigate without updating because the information manually set by the
crew. It makes errors in the results of traffic analysis using wrong status information.
Also, it affects safety navigation of ships. Therefore, in this paper, we propose an
automatic classification model of ship’s navigational status using the AIS trajectory
data. We propose the machine learning model for generating traffic patterns and
describe how to make a training data. Also, we introduce a recursive clustering method
for status classification. Across experiments with AIS trajectory data, we review the
feasibility of the proposed method.
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2 Related Works

The IMO (International Maritime Organization) requires AIS to be fitted aboard
international voyaging ships with 300 or more gross tonnage (GT), and all passenger
ships regardless of size [1]. AIS messages include various navigational information for
example position, course, speed, etc. The main purpose of AIS is collision avoidance,
and many other applications have developed. AIS is currently used for VTS, aid to
navigation and maritime traffic analysis. There is information of navigational status in
the AIS messages, and it consists of 8 different statuses. The navigational status can be
set to “underway”, “anchoring”, “mooring” or “fishing” under the normal situation.
And, in the case of emergency, it is available to set “aground” or “not under com-
mand”. However, there is some information that requires manual entry such as navi-
gational status. In some cases, it has a different status between AIS messages and actual
vessel. Figure 1 shows the navigational status from AIS messages. Although there are
some trajectories in “underway” status, in fact, it is “mooring” status, and the opposite
is the case also.

Numerous studies have been conducted on maritime situation awareness using ship
traffic data. Perez et al. introduced a method for estimating vessel emissions from AIS
trajectories using spatial analysis method [2]. Gloaguen et al. showed an effective way
to identify and to predict fishing activity in AIS trajectories using data mining and
machine learning techniques such as HMM(Hidden Markov Model) [3, 4]. Pallotta
et al. proposed an unsupervised incremental learning approach to extract traffic route
and detect anomalies. This method based on statistical algorithms, also it is difficult to
identify the change of the status during navigation because the route is extracted from
entry and exit points [5].

In these studies, trajectory patterns are used to identify the type of ship or to detect
specific activities such as fishing. However, there is a problem that it is difficult to
define classification criteria and to generate automatically a large training set for
supervised learning.
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Fig. 1. Navigational status in AIS messages
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3 Classification Model

3.1 Concepts

In this paper, we proposed a model that identifies the ship’s navigational status auto-
matically by training the pattern of AIS trajectories. The proposed model is consists of
training the pattern, clustering, and classification. We use a machine learning algorithm
for training the trajectory patterns. The unsupervised machine learning algorithm,
called autoencoder, generates space of trajectory patterns from AIS data. And then
clustering the navigational status in this space. The algorithm of clustering runs clus-
tering task recursively until finding optimal groups using pre-classified sample dataset.
Finally, the classification module adopts the k-NN (k-Nearest Neighbor) algorithm and
can classify the navigational status based on the clustering results. The concept of the
proposed model is as shown in Fig. 2.
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AIS Database
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Fig. 2. Concept of proposed model

3.2 Train Traffic Patterns

The training dataset consists of trajectory data received the AIS. The AIS message
includes ships’ position, course, speed, etc. Also, the training dataset excludes status
information in AIS because it contains lots of errors. Therefore, we use the autoencoder
which is an unsupervised machine learning model to train the trajectory patterns. The
autoencoder model is based on neural network and uses a training data without labels.
Also, it is possible to generate a low-dimensional vector space that compresses the
training data well. This model sets the target values to be equal to the inputs. And it
makes a simpler representation of data by mapping the training data into a low-
dimensional space. In this vector space, data with semantically similar characteristics
are placed closer together. It is possible to classify navigational status using this feature.
The proposed model uses the training set with 49-dimension that extracted from each
ship’s AIS trajectories as shown in Eq. (1). The training model is a neural network with
fully connected that have input, output, and 5 hidden layers. After the training process,
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the model generated 10-dimensional vector space. The training set consists of trajec-
tories for 3 min. And the trajectories interpolated linearly with AIS data every 30 s.

Inygin = {type, Tro, Try, Tro, Triz, Try, Trzs} (1)
Intrain = Outzrain (2)
Tr; = {La;, Loy, S;, Ci, ALa,, AS,, AC,} (3)

where, type : ship type,
Tr : trajectory,

La : latitude,
Lo : longitude,
S : speed of ground,

C : course of ground

3.3 Recursive Clustering

The next step of the training model is re-project the training dataset to the vector space
and clustering the data with similar characteristics. The k-means clustering is a method
that is popular for cluster analysis and groups data by minimizing Euclidean distances
between them.

In this paper, we proposed recursive clustering algorithm in order to find optimal
groups of navigational status. This algorithm based on based on k-means and run
clustering tasks recursively using the pre-classified dataset. If the cluster includes more
than the single status group, the cluster will be split. And, if one status group is
contained in several clusters, the cluster will be merged (Fig. 3).

clustering input trajecto
(K = K”"J
v

classification Test pre-classified
(K-NN) samples

merge & split

no cluster labels classification
(K-NN)

v
navigational
status

2

Fig. 3. Flow chart of recursive clustering
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If there no more merge or split in the clusters, the clustering task is ended. In the
classification step, new input trajectory data is projected into the vector space and then
classify the navigational status. In this paper, we showed an example using k-NN
(k-nearest neighbors) algorithm for classification. However, other methods with good
classification performance can be able to apply using the clustering results. For
example, SVM (Support Vector Machine) or deep learning.

4 Experiments

We collected AIS trajectory data on the Mokpo harbor for one month and it is 1000
million cases. The training data was extracted from this dataset, and train the machine
learning model using this training data. The result of the training, we generated 10-
dimensional vector space that encoded trajectory. The training dataset is projected into
the vector space, and then runs recursive clustering. The initial number of cluster (k) is
30. The sample data of 100 cases are selected by navigational status and classified the
status in advance. The test dataset is selected concatenated trajectory data for the single
ship from the dataset that is independent of the training dataset.

A Mokpo harbor
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Fig. 4. Experimental result, (a) trajectory overview, (b) classification results
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We reviewed the classification results from the expert group, AIS, and the proposed
model. In the result of the expert group, the test trajectory consist of three status,
“underway”, “anchoring”, and “mooring”. However, there is no “anchoring” status in
this trajectory because the AIS information is not updated.

Figure 4 shows the experimental results. Figure 4(a) is an overview of the trajec-
tory that the ship is entering port via the anchorage area. Figure 4(b) shows the clas-
sification results of navigational status. The first row is classification result by the
expert group, and the second one shows the navigational status data from AIS. The
third line shows the classification result of proposed method, which is similar to the

expert’s results.

5 Conclusion

In this work, we proposed the automatic classification model for ships’ navigational
status. We describe how to train trajectory patterns using the semi-supervised machine
learning algorithm, and introduce the recursive clustering method for clustering the
navigational status. Also, we tested the proposed model with the trajectory data. As a
result, the status classification from the proposed model is similar to expert opinion and
more accuracy than AIS navigational status. In addition, more test is needed to validate
the performance of the proposed model in the actual maritime environment. The
proposed model is a basic concept of navigational status classification method using
prior knowledge. Also, this model would be able to apply to the various applications of
maritime analysis. Finally, it is expected that various machine learning approaches
which are under development in recent years can contribute to the maritime safety field.
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Abstract. We consider an application scenario where user want to find regions
that have similar tendency about a certain issue, e.g., looking for regions that are
neutral to new welfare policies. Motivated by this, we present a novel query to
retrieve regions with similar tendency, named p-Dense Region Query (p-DR
Query), that returns arbitrary shape of regions whose tendency satisty the p-
dense constraint. We design a basic algorithm to find all regions with similar
spatial textual density that we define in this paper, and also propose an advanced
algorithm that performs more efficiently. We conduct experiments to evaluate
the performance of both algorithms, and the experiments prove the advanced
algorithm is superior to the basic algorithm.

Keywords: Geo-tagged data - Spatial textual query - Region retrieval

1 Introduction

Increasing use of smart devices and various social network services, huge volumes of
geo-tagged data keep being updated and become available on the spatial textual
analysis which take into account both user’s location and user’s thought about a certain
issue. If we score the user’s tendency about a certain issue, we can compute the
regional tendency about the issue and find similarity between different regions.

Previous works usually focused on retrieving the hottest region of interest based on
relevance score or the densest region based on cardinality.

We propose the new type of query to retrieve all regions with similar tendency
about a certain issue in geo-tagged dataset. We define the concept of the spatial textual
density to compute the regional tendency from geo-tagged data. We present a novel
algorithm to find the all regions which have similar the spatial textual density.

2 Related Work

In this section, we review related works for the retrieval of region in geo-tagged data
set. The problem presented in this paper is related to region search and spatial keyword
group query.

© Springer Nature Singapore Pte Ltd. 2020
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Several studies [2—4] propose to solve the maximum range sum in spatial databases.
The region in these studies are defined as rectangle with fixed length and width. Liu
et al. [1] study the problem searching subject-oriented top-k hot regions in spatial
databases. They only consider the region connected subgraph by road segment with the
length constraint. In real world, the region we often want to find may have an arbitrary
shape.

The Reverse Spatial Textual k Nearest Neighbor query [10] focuses on finding
objects that take the query object as one of their top-k spatial textual similar objects.
Several studies [11, 12, 17] propose the solution for collective spatial keyword query,
which finds a group of objects that collectively contain query keywords and that
spatially close to a query point. Skovsgaard et al. [5, 6] propose the method to find a
group of objects maximizing scoring function considering the distance and textual
relevance. Zhang et al. [7, 8] find a set of the most n relevant objects to given
m keywords. Lu et al. [10] propose the method for finding clusters minimizing scoring
function with regard to the distance and the textual relevance, which is based on
DBSCAN. Jinfeng et al. [16] propose the method for finding dense region in spa-
tiotemporal databases.

3 Problem Statement

In this section, we present the relevant definitions used throughout this paper and the
formal definition of the problem.

We consider the set of data objects, denoted by D, in 2-dimensional Euclidean
space E. each object 0 € D is a triple (ox, 0y, 0,,) of an object location, (o, 0y) and a
score of the inclination of an object to score a textual description, o,,.

Definition 1: -Square. The I-square of p, denoted by S, is a square centered at p with
edge length /. S}f) is a sub-region of the space E and p(p., p,) is an arbitrary point in the
space E. The object set in ), is denoted by O},

Definition 2: Spatial-Textual Density (ST Density). A spatial-textual density of Slp is
defined as d(S)),

Zueol Ow
d(S]l)) = | 0[[)[7| s

where HOlpH is the number of objects resided in S;.

Definition 3: p-Dense. Given p >0, a S} is p-dense with regard to [ if |d(S}) —
p| < u, where u is the allowed bound by user. If any sub-square Sll, of the region R is

p-dense, the R is called p-dense region the with regard to p and .
We now address the p-dense region query. Finding a p-dense region can be con-
sidered as finding all p-dense [-square in a given space.



44 T. Lim et al.

Definition 4: p-Dense Region Query (p-DR Query). Given S and D, a p-DR query
takes three arguments < p, [, E >, where p is a value of the density, [ is an edge length
constraint of the square, and E specifies a region of interest. Let P denote the set of
center points of all p-dense Sé in E with regard to p and /. The query returns the p-

dense region R such that R = Upep SIIJ. In other words, any subspace of a p-dense
region R, which is represented by [-sized square region, is p-dense.

4 Algorithm

We proceed to present the algorithms for the p-DR query. We adopt the line sweep
algorithm [18] to retrieve the regions which satisfy a given density with bound and the
grid index structure [19] for query processing.

4.1 Basic Approach

Given a p-DR query, the straightforward solution is to first find all p-dense [-squares in
a given space and then to merge all p-dense [-squares. The merged regions are returned
as the result. Based on this solution, we design the Basic Algorithm. Algorithm 1 is the
pseudo code of the Basic Algorithm.

To solve the problem, an l-square sweeps the space by dimension. It is inefficient
since the cost sweeping the entire space is expensive.

It first finds all the candidate objects that might be included in p-dense region.
Based on the grid cells intersecting with given E, if the ST density of all objects
included in four adjacent cells, e.g., ¢;}, ¢;j.1, i1, and ¢, .y, is higher than the lower
bound of density, p-u, it is possible that all these objects might be included in p-dense
region. Function GetCandiate tries to find all the candidate objects. The candidate
objects in o_list are sorted in ascending order of x value and acts as a center point of [-
square in the next step. It performs a retrieval based on these objects.

Before the retrieval step, we need to do additional work. In the process of retrieval,
the sweeping square intersects with fixed objects. We define the moment for the object
to meet the border of the square as an event, e. There are two kinds of event, one is an
object enters [-square, and another is an object comes out of [-square. Function
SetEvent handles this task to every objects needed.

To retrieve an available range of p-dense [-square, it sweeps the space in the x-axis
direction based on the candidate object o, where the event coverage of o is o,-
[ < ey < oyt [ It calls the function SetEvent and then issues the p-DenseRange query
whenever event e, located in event coverage of o occurs. The p-DenseRange query
returns the p-dense range of the y-axis direction when x = e,. Whether the retrieved
range is empty or not, it adds to p-dr_list. The union of all range in p-dr_list is final
result.
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Algorithm 1. Basic Algorithm(Query q(p [, E), Cell ¢, u)
p-dr_list —¢
for each cell ¢;; do

o_list «— GetCandidate(c,,, p, u)
/* search p-Dense Region */
for each object o in o_list do

x_list < SetEvent(o, p u, I, ¢)

/* sweep in x-axis direction */

for each event e, in x_list do

p-dr_list — p-dr_list U p-DenseRange(e,, g u, ¢)

return p-dr_list

When p-DenseRange query issues, function SetEvent is called to set objects to
events in the y-axis direction. it sweeps the space in the y-axis direction based on the
event e,, where the event is located in 0,-I/2 < e, < o,+ I/2. Whenever event occurs,
the ST-density of Sj, is calculated. If ST-density of SIZ, satisfies the p-dense condition,
function yRange computes the p-dense range in the y-axis direction. More than one p-
dense range can be retrieved for each event, but only ranges intersecting with the event
coverage of o can be included in the result.

Algorithm 2.p-DenseRange(e., p, u, [, ¢)
y_range «—g¢
y_list «— SetEvent(e,, p, u, I/2, c)
/* sweep in y-axis direction */
for each event e, in y_list do
if ST-density |d( S;) — p|<u then

temp «<—yRange(e,, p u, ¢)
if temp N event coverage of o then
y range <y range U temp
return y range

4.2 Advanced Approach

The basic approach is inefficient due to the following reasons. It sweeps for every
candidate object. Although the cost of a line sweeping the entire space is basically
expensive, it sometimes performs unnecessary sweeping the meaningless space and
duplicate sweeping the same space.

We propose the advanced approach to solve these disadvantage and to outperform
the basic approach. We design the Dual-Lane algorithm to eliminate unnecessary
sweeping the space, where any part of the swept space cannot be included in the final
result. The method to sweep the space is basically same as Basic Algorithm. Main
difference is to sweep the space by the upper and lower lanes separately relative to a
candidate object o in the x-axis direction. The event coverage of the upper lane is
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0,< e, < o,+ [ and the event coverage of the lower lane is 0,-I < e, < 0,. When in the
upper lane sweeping in the x-axis direction an event satisfies the ST density condition,
it only sweeps the space above the candidate object o in the y-axis direction. When in
the lower lane sweeping, it only sweeps the space below the candidate object o in the y-
axis direction. The combination of both the upper and the lower result is the final result.

5 Experiment Evaluation

In order to evaluate our proposals, we conduct the experiment to study the performance
of the proposed algorithms: the basic approach and the advanced approach. We gen-
erate synthetic data sets of size 100, 200, 500, 1K, and 2K. We set the search space size
of 2000 x 2000. We evaluate the performance of the Basic Algorithm and the Dual-
Lane Algorithm under the different parameter settings. We vary edge length [, ST
density p, and user allowed error bound u. But due to the lack of space we omit several
experiment results. All algorithms were implemented in Python 3.6 on Window 10, and
run on Intel(R) Core(TM) i5-4670 CPU @3.40 GHz with 16.0 GB RAM.
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Abstract. In various academic and industrial fields, big data has immensely
contributed to finding new and unique insights. In the big data technology,
Spark occupies an important position, but its use is confined into either the code-
driven or the query-driven ways. We suggest an App container architecture that
combines the advantages of two traditional ways. The proposed architecture
provides more extensible and capable than the query-driven way. At the same
time, it also supports easy call mechanism that the code-driven way cannot
provide. Moreover, it presents the structure that shows how Big Data as a
Service (BDaaS) is organized.

Keywords: Big data - Hadoop - Big Data as a Service * Spark

1 Introduction

Big data has been a cornerstone of the modern IT technology and has been adopted more
and more to extract meaningful insights in most academic and industrial fields such as
Biology, Healthcare, Manufacturing, etc. [1, 2, 3]. Nobody denies the importance of the
big data technology and everybody is willing to adopt it to his/her field in dreaming of
big success.

There are several factors that realize the advent of big data technology. First of all,
the price of mass storage, network, CPU for data processing has been going down
constantly. Also, the data volume is literally explosive and the number of data sources
have been increasing. Beside these known factors, experts may have their own
explanations of how big data is widely used in short times, but most professionals will
agree that Hadoop [4] is the most important trigger for the technology. After it is
possible to store and analyze a huge volume of data with cheap hardware and various
analysis methods with Hadoop, the big data technology was no longer a hypothesis but
became a realistic one.

In these days, Spark [S] has been the major player in the Hadoop ecosystem.
Initially, Spark was an alternative one to Hadoop, but it soon took a seat of Hadoop. It
speeds up the analysis by using RAM instead of the hard disk and suggests a new and

This research was one of KOREN projects supported by National Information Society Agency (18-
951-00-001).
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convenient data model named Resilient Distributed Datasets (RDD) [6]. Currently,
there are two ways of using Spark. The first way is the code-driven way where pro-
grammers make a Spark application with programming languages such as Scala.
Another way is the query-driven way where data scientists analyze data by using SQL-
like query languages. These two ways have their own pros and cons. The code-driven
way provides programmers with the unlimited capability of analyzing methods, but it is
not easy for ordinary data scientists to make applications for their purpose. In contrast,
the query-driven way enables data scientists to investigate the data easily and concisely,
but the way cannot provide customized and advanced analysis due to the limitations of
query languages.

In order to tackle the situation, we suggest an App container architecture that
combines the advantages of the code-driven and the query-driven way. In the archi-
tecture, programmers make Spark apps which data scientists can select and use to
perform various analysis via a dashboard UX or REST API call. If a data scientist
needs a specific analysis method, he or she just asks programmers to make a Spark app
that supports the method.

The proposed architecture is located in the middle of the existing ways. It has better
extensibility than the query-driven way, but worse than the code-driven way. However,
from the point of usability and learning curve, the case is opposite. Unlike the existing
ways, the proposed architecture shows the possibility of Big Data-as-a-Service
(BDaaS) [7]. With this architecture, not only programmers but also ordinary users can
analyze data easily by utilizing the full functionalities of Spark via BDaaS way.

The rest of this paper is organized as follows. Section 2 describes the design of the
proposed app container architecture. Section 3 explains the implementation and eval-
uation of the architecture and Sect. 4 concludes the paper.

App Container

APl Mapper App Repository
m _REST | | App
== ;h:’ ;
Analyst > = P ’ Scala +
L Java
Executable Profile
o
o
A A
API Exploration
O App Management
Dashboard

Programmer

Fig. 1. The structure of App container
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2 Design of App Container Architecture

2.1 A Proposed Architecture

As shown in Fig. 1, the proposed architecture consists of API Mapper, App Repository,
and Dashboard. There are two roles in using the architecture; programmers and ana-
lysts. Programmers usually make an App and upload their App to App container using
the Dashboard. Each App has an executable which runs on Spark cluster on analysts’
requests. It also has a profile that describes a call signature and metadata about the
executable. The uploaded App is located on the App Repository and it is registered its
API signature to the API Mapper using its profile.

Analysts can explore the uploaded Apps with the Dashboard and request the
execution of an App from the Dashboard or via a REST API call. When the API
mapper gets an execution request for an App, it finds the proper App and executes the
App on the Spark cluster and returns the results.

2.2 Components of App

Table 1. Metadata in the App profile

Element Description

uid A unique id of the App. It is a combination of organization, author name, and
app’s name

name The name of the App

version The version of the App

desc The human-readable text describing the App

lang A programming language that makes the App

signature An API call signature of the App with URI Template [8]

parameters | The parameter lists of the App. Each parameter in the list consists of a name and
data type part

callback A callback method after execution

Each App has two components; the first one is a Spark executable and another one is
the profile about the App. The executable can be made with several languages sup-
porting Spark such as Java. The profile contains metadata for the App execution
including parameter descriptions. The metadata is summarized in Table 1.
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Developer Mode | settings

/ List

> List

» Status E APP List
* History

Select an App and run it by clicking [[ZIER(RUT button.

App name App version  Description Author  Email Download
v|  wordcount searchidpy  00.1 Apps that count the number of specific characters choi ghwichlaks
B Data List
Select a data file and get results by SE-mail or @Slack
Uploader

Data name File Size Description

AtoZ.txt 51 Wrote alphabet A to Z (uppercase) zoomin

© App Parameters

~-word [Option to count the number of specific words (case sensitive)]

Fig. 2. The execution of an uploaded App via the Dashboard.

2.3 Execution of App

With App Container’s Dashboard, Analysts can see the uploaded Apps and request an
execution of the uploaded Apps shown in Fig. 2. When an analyst selects an App, the
data list is automatically displayed. Then, the analyst can choose a data file as the input
data of the App. After selecting the target data, the analyst set the parameters of the

App and initiates the execution of the App.

from pyspark import SparkContext, SparkConf «—— The executable's code

import argparse
from ayu import noti

, ]
parser = argparse.ArgumentParser() { The App's profile
sc = SparkContext()

args = parser.parse_args()

"uid":"acme/john/count",

"name":"count",

text_file = sc.textFile(args.src) "version":1.0,
counts = text_file.flatMap(lambda line: line.split(" ")) \ "desc":"count letter",
"lang":"python",

.map(lambda word: (word, 1)) \
.reduceByKey(lambda a, b: a + b)
output = counts.collect()
if args.mode: "parameters":{
if "odd"==args.mode: "mode": "int",
print("odd") "src": "string"
for (word, count) in output: }
if(count %2 == 1):
noti.report("%s : %i" % (word, count))
elif "even"==args.mode:
print("even")

for (word, count) in output:
if(count %2 == 0): /api/v2/count?mode=even&src=hdfs:///choi/line.txt

noti.report("%s : %i" % (word, count)) &callback=email:john@acme.com

"signature":"/acme/john/count?mode={mode}&src={src}

&callback={callback}",

The sample of API call

Fig. 3. The code, profile, and API call of the sample App that counts words in odd or even lines
of a given document depending on users’ request.
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Beside using the Dashboard, the proposed system provides analysts with the
REST API call for the uploaded Apps. To clarify the process, a sample Spark App is
explained in the paper. The App counts words in odd or even lines of a given document
depending on users’ request. If an analyst wants to count words only in the even line of
the document, the analyst requests the execution of the App with the direction argu-
ment of “mode” as “even”. Since this call signature is written in URI template [8], any
kind of argument can be easily described.

In the Fig. 3, the code, the profile, and the call process of the sample App are
depicted. In the call, “mode” is set as “even” and “src” is set “hdfs:///choi/line.txt” in
the call signature. The call will let the App count words in the even line of the
document located in “hdfs:///choi/line.txt”.

3 Implementation and Evaluation

Implementation. The proposed system has been implemented with Node.js. The
information of the API Mapper has stored in MongoDB and the App Repository stores
Apps in a local storage. The Dashboard is made with jQuery and Bootstrap. The App
container has been designed to standardize the deployment process and the structure of
Apps. Therefore, we expect once developed Apps can be deployed onto and run on any
App container with the same manner. It means App containers can simply share Apps
so as Docker containers share docker images. We think this structure can be a
prominent architecture for BDaaS.

Evaluation. The pros and cons of the App container lie in the middle of the code-
driven and the query-driven way. In terms of extensibility and capability, the code-
driven way is best because there is no limit for programmers to make an analysis
program that utilizes the full functionalities of the Spark system. In contrast, the query-

Table 2. Evaluation of the App container and the existing ways

Factor Code-driven Query-driven | App container
Extensibility Best Bad Good
Capability Best Moderate Good
Usability Bad Best Good
Learning curve Steep Shallow Moderate
Support of BDaaS | Not considered | Not considered | Yes

driven way provides great usability and enables data scientists to easily learn how to
explore data. The proposed App container takes advantages of both ways and provides
users and programmers with the pretty much good level of usability, extensibility, and
capability. It also shows the feasibility of how BDaaS is realized. Although BDaaS is
expected to be the next generation big data service, there has not been a widely
accepted method yet Table 2 represents the comparative evaluation of the proposed
system and the existing ways.
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4 Conclusion

In most academic and industrial fields, big data has played an important role to find
meaningful insights. Among the big data technology, Spark is most widely used
because of its outperforming speed and built-in modules for streaming, SQL, and
machine learning. However, the current usage of Spark is divided into two ways only;
the code-driven way and the query-driven way. The code-driven way is powerful but it
is difficult for ordinary data scientists not being familiar with programming. Otherwise,
the query-driven way is easy and convenient to explore data, but it has a limitation in
doing the advanced analysis.

In this paper, we suggest an App container architecture that combines the advan-
tages of the existing two ways. The proposed architecture provides better extensibility
and capability than the query-driven way. It also supports easy calls of the preloaded
Apps that the code-driven way cannot provide. The architecture not only proposes the
better architecture than the existing ways but also shows a new feasible way of BDaaS.
Although this system is not designed for this purpose, theoretically, the Apps in the
architecture can be transferred and deployed on other App containers like Docker does.
Therefore, we expect this architecture can be a prominent architecture for BDaaS and
we continue the research to realize it in the further study.
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Abstract. Many multimedia images, which are generated in countless ways,
must be semantically stored and managed to search for relevant images.
Therefore, studies on image annotation have been conducted and the field is
developing at a steady pace. In existing approaches, the user inputs the tag for
the image directly to obtain the semantic tag. In this study, the tag is input to the
image using a convolutional neural network, which can be used for deep
learning. Thus, it the hassle of entering tags for images is eliminated. Through
deep learning, the user can automatically input the tag for the image, and the
entered tags can be expanded to the resource description framework model in
Linked Tag. Finally, the user can perform semantic-based image search using
the SPARQL query language.

Keywords: Deep learning - Convolutional neural network - Semantic image
annotation - RDF

1 Introduction

As the number of social network service (SNS) users with smartphones increases, the
importance of communication and promotion through SNSs is increasing day by day.
As images for this purpose are increasing, image annotation techniques have been
proposed for storing and managing a large number of images [1, 2]. Image annotation
expresses image contents by storing semantic information of images together in image
contents, and it is a technique that can process a large number of image data effectively.

In particular, Linked Tag [1] uses the ontology to annotate the tag of the image by
expanding it to a resource description framework (RDF) triple, and the SPARQL query
language is used so that the user can perform a meaning-based image search. However,
Linked Tag has a limitation in which the user directly inputs the tag and connects the
value of the predicate between the tags [1].

In this study, image processing using deep learning was added to input tags for
images automatically. To implement deep-learning, a convolutional neural network
(CNN) was used. CNNs are specialized for images and image recognition [8—10].

© Springer Nature Singapore Pte Ltd. 2020
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As shown in Fig. 1, the predicted value of the input image is output through the CNN
model. DBPedia automatically fetches the image-related tags with the output predicted
value. As a result, tags in the image are imported more efficiently from existing con-
nection tags. Semantic information retrieval of annotated images can be searched using
the SPARQL RDF query language as before. Therefore, it is proposed that image
annotation can be made more efficient by automatically inputting tags for images using
the CNN.

http://dbpedia.org/resource

/Sunflower
~ —
[sunflower, flowers, plant,
CNN EOdel Eudicosts, Asterales...]
[Sunflower]
CNN Process Dbpedia Image tag

Fig. 1. Automatic image tag process using DBPedia

2 Related Work

Although there were tags on images, there were limits to the use of nouns. To solve this
problem, an annotation technique using ontology has been conducted [3—5]. An object
relation network (ORN) [3] has been presented as a method to understand and auto-
matically interpret the meaning of annotations on Web images. The entered image
recognizes a partial image, called a “segment,” and applies it to the probability model
to identify the image object. Then, the ontology is used to determine the network of
relationships between objects and search for images. Using an ORN enables users to
search for images that are similar in meaning to the desired image. A proposed
ontology-based image annotation method [4] has the advantage of being able to express
meaning in the image. However, there is a disadvantage that the user must establish an
ontology in advance. To resolve the problems, an annotation method using the RDF
model to expand image tag information was proposed [1]. Because image annotation is
performed with the RDF model, semantic-based search for images can be done using
SPARQL queries.

CNNs were developed by Yann LeCun and several other researchers in 1998 [6].
However, because of the lack of technology in that period, it did not attract much
attention. In 2012 [7], CNNs have begun to attract attention in both computer vision
and machine learning, achieving cutting-edge performance for a variety of tasks. The
approach [7] is not much different from that proposed in 1998 [6] in its basic com-
position. A CNN generally comprises a convolution layer and a pooling layer and is
performed alternately on two layers. Subsequently performs classification through a
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fully connected layer and outputs the results. There is not much change in the structure;
however, several methods such as methods, such as rectified linear unit (ReLU) non-
linearity, and dropout have been suggested to improve performance and speed.

3 Proposed System

3.1 Deep-Learning-Based Image Tagging

In this research, deep-learning-based image-processing technology was added to
existing semantic-based image annotation, and it was expanded to input the tag
automatically to the input image instead of the user inputting the tag directly.
Deep-learning technology utilizes a CNN [7-10] with excellent performance in image
recognition. The CNN model uses TensorFlow', an open-source deep-learning library.

As shown in Fig. 2, the CNN is composed of three convolutional layer, two fully
connected layer, and a softmax function for classifying five classes.

/ Feature extraction neural network
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"

2 B gy
Feature maps Filter3 Feature ma)
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P = Pooling

Cv3 Feature maps

P1 Feature maps P2 Feature maps

QFeature maps Cv2 Feature maps P3 Featu?

Input Convolutional  Pooling  Convolutional Pooling Convolutional Pooling
Layer Layer Layer Layer Layer Layer Layer

Fully Connected Output
Layer Layer

Fig. 2. CNN structure

The first convolution layer forms a 128 x 128 x 32 convolution feature map CV1
through a 3 x 3 x 32 filter of size 128 x 128 x 3 in the input image. Thereafter,
image downsizing is performed using a max pooling process to form 64 x 64 x 32
pooling feature maps P1. The result is output as a four-dimensional tensor in the form
of ‘(input image number, feature map vertical size, feature map horizontal size, feature
map number)’. If this process is repeated two more times, the final feature map P3
becomes 16 x 16 x 64. Because the classification neural network proceeds after the
feature extraction neural network in which the four-dimensional tensor is generated,
the four-dimensional tensor is reduced to a two-dimensional tensor. The reduced

! http://www.tensorflow.org/.
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two-dimensional tensor has 16,384 neurons, and, after two processes in the fully
connected layer belonging to the classification neural network, the probability of
belonging for each of five classes is estimated through the softmax function. This
learning compares the predicted value with the desired output value 20,000 times and
reduces the error value to form the optimal model.

When the user inserts the flower image into the learned CNN model, as shown in
Fig. 2, it outputs the flower name of the class index having the highest probability
among the five classes corresponding to the image. Based on the output flower name, it
fetches the tag related to the flower from the information provided by DBPedia and
stores it in MySQL with the flower image for use in Linked Tag.

3.2 Semantic-Based Image Annotation Method Using Image Tagging

In this section, a semantic-based image annotation method using Linked Tag [1] is
described. The tag for the input image is automatically entered through the CNN. The
tags thus obtained automatically link the values of the predicates between tags through
the Linked Tag method. Tags associated with linked tags are stored in RDF triple
format. When retrieving annotated images stored in RDF, searching is done using
SPARQL, the RDF query language.

4 Experiment and System Screen

4.1 Simple Experiment

Model Performance Evaluation
0.9

0.8

0.7
0'6 l l
0.5

precision recall f1-score
M class O (Dasiy) Mclass 1 (Dandelion) Mclass 2 (Rose) M class 3 (Sunflower) M class 4 (Tulip)

Fig. 3. CNN model performance evaluation

The CNN model returns the index of the most probable class among the five classes
through the softmax function to give the predicted value. For example, if the input
image is “Daisy,” the index O is likely to have the largest value among the five indices
through the CNN model. Therefore, when the index O has the largest value, “Daisy” is
returned to the input image. Figure 3 shows the model performance evaluation graph,
which shows how accurately each image predicts each flower image. The learning
dataset” is labeled with the data for approximately 4000 images and five flower classes.

2 http://download.tensorflow.org/example_images/flower_photos.tgz.
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Approximately 600 images extracted from the learning data to evaluate the learning
situation were used for the validation dataset. The validation dataset used here is only
used to evaluate the learning situation and does not apply to learning.

Figure 3 shows the precision, recall, and fl-score for the five classes. Precision
represents the ratio of what is actually “True” out of “True” predictions. For example,
the ratio of the actual “Daisy” image among the predictions of “Daisy” for the input
image is shown. Recall represents the ratio of actual “True” predicted to be “True”—
for example, when there are 100 images of “Daisy,” the ratio of how many of the 100
images accurately predicts “Daisy.” The fl-score is the ratio of those correctly pre-
dicted when tested using the entire validation dataset. Therefore, the accuracy of the
model when viewed through the fl-score is approximately 75%.

(] Linked Tag - X
Image fFile Search Image
image id image content Tag Information
Tag Information Tag Rank(Hits) Suject or Object
v Eudicots 0 |
2 'Sunflower 0
Helianthus_annuus 0
(Cari_Linnaeus 0
Asterales 0
Plant 0
—— = Asteroideae 0
Heliantheae 0
IAsteraceae 0
Flowering_plant 0
Sunflowers 0
new
= Create Tag | Automatic Annotation | Mannual Annotation
7
Semantic Information
ject(Ag Predic i Obj
Flowering_plant |ntip:JAwww.w3.0rg/1999/0...Plant
Asteraceae [ntpTAwww.w3.0rg/1999/0. . [Plant
Heliantheae [nttpJAvww.w3.0rg/1999/0...[Plant
Plant [ntip7Avww.w3.0rg/1999/0... [Plant
‘ Sunflower http/iwww.w3.0rg/1999/0... [Plant
[rats:subClassOf
Store Semantic Information
| |

Fig. 4. User interface that shows tags automatically input through CNN and tags input through
Linked Tag

4.2 Overall System Screen

First, the user loads the image and stores the image and image indices in MySQL. After
pressing the Create Tag button, the loaded image is used as the input image to the CNN
model. Subsequently, the image is predicted. With the prediction results, tags related to
the image are taken from DBPedia, and the tag for the image is automatically input.
The automatically input tags are semantically based image annotations through Linked
Tag. The annotated result is stored in the Jena TDB as RDF triple data and then
displayed to the user to confirm the tag information through the user interface, as
shown in Fig. 4.



Deep-Learning-Based Image Tagging for Semantic Image Annotation 59

5 Conclusion

CNNs were used to store automatically the tag information related to the image in the
image contents in DBPedia. Then, annotation information can be saved as an RDF
model using Linked Tag, and semantic-based image search can be performed through a
SPARQL query. Because the tag for the image is automatically input using deep
learning, it compensates for the drawback of the user having to manually input the tag
in the image.

In the future, we intend to use mobile devices to enter images in real-time so that
image annotation can be possible through deep learning. Furthermore, we plan to
design the predicate information tag that links the tags to the image semantically using
machine learning to enable the linking of predicate information between tags without
using predicate information from DBPedia.
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Abstract. This paper presents a novel dynamic projection mapping which
tracks a skeleton of a user and projects a sequence of images on the body of the
user based on robust camera-project calibration without depending on accurate
camera calibration using RGB-D image of the Kinect. As the first step of the
proposed method, the camera-projector calibration using RGB-D images of the
Kinect is performed without the printed calibration board. In the second step, the
planes for the torso and palms are defined in 3D world coordinates based on the
2D skeleton information and RGB-D image. In the last step, the projection
screen coordinates for the planes of the torso and palms are computed based on
the homography between the camera image and the screen image for the pro-
jection with considering depth values of the planes of torso and palms. We
proved the accuracy and convenience of the proposed method through the
projection mapping experiments on a user in various poses.

Keywords: Dynamic projection mapping *+ Camera-projector calibration -
Kinect projection mapping

1 Introduction

Recently, augmented reality (AR) technologies have evolved rapidly and various
hardware related to AR have been introduced. Azuma [1] defined AR as systems that
have three characteristics: (1) Combines real and virtual, (2) Interactive in real time,
(3) Registered in 3-D. Unlike AR using HMD (Head-Mounted Display) and mobile
devices, spatial augmented reality is a technology that enhances visual information by
projecting images onto the surfaces of real 3D objects and spaces [2]. Spatial aug-
mented reality called projection mapping does not require users to wear any devices
and augmented virtual information represented by projection mapping can be shared
with multiple users simultaneously [3, 4].

As various tracking systems have been introduced, the dynamic projection mapping
has been actively studied recently [3—6]. [5] introduced the dynamic projection map-
ping onto the body regions, however, this methods did not present the camera-projector
calibration method. [6] presented the dynamic projection mapping using the robot arms
and Lee et al. [4] presented dynamic projection mapping onto flexible dynamic objects
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using real-time image masking method. However, the method of [4] applied to the user
who locates in the same position without detail explanation for camera-projector cal-
ibration. For the vision-based dynamic projection mapping, the camera-projector cal-
ibration [7] is basically necessary. However, a very cumbersome calibration task is
required, and the accuracy of camera-projector calibration tightly depends on the
accuracy of camera calibration.

In this paper, we propose a novel camera-projector calibration that does not require
accurate camera calibration and the printed calibration board. The proposed method
uses RGB-D images and computes homographies for each depth level. The screen
coordinates for each human body joint points are computed based on the proper
camera-projector homography selected by the depth values of each joint points. The
experiments using various poses of the user present the accurate dynamic projection
mapping results.

2 Camera-Projector Calibration
For camera-projector calibration, we find correspondences between pixels of the pro-
jected screen image and camera image points by projecting the chessboard image on

the moving board and capturing the projected images using a camera as shown in
Fig. 1.

q
CAME

HC—»P

Projected Screen Image I, Captured Camera Image I,

Fig. 1. Homography between the captured camera image and projected screen image.

Equation (1) represents the homography between the projected screen image and
the captured camera image.

sx' X
Sy/ =Hc_p|Yy (1)
K 1

where [x, y] and [x’, y'] mean the pixel coordinates of the captured camera image and
the projected screen image, respectively. The chessboard image as shown in Fig. 2 are
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used to get the matching point set. The location of the chessboard on the monitor
display and four vertices of the chessboard rectangle are adjusted manually to order to
project the chessboard onto the moving board properly. To compute homography
Hc_,p, the screen coordinates [x’, y'] and camera image coordinates [x, y] of the corner
points of the chessboard are automatically extracted for each pose. The screen coor-
dinates [x’, y'] of fifty-four corner points of the chessboard are determined based on
four vertices (Vo, V1, V,, V3) of the chessboard rectangle as shown in Fig. 2 and Eq. 2.
Figure 2 represents screen coordinates of fifty-four corner points and four vertices of
the 9 x 6 chessboard, and Eq. 2 explains how to compute screen coordinates [Xj;, yj;]
of a corner point C;;.

o (X0, ¥o) Vio(Xi0, Yio) v3(x3,¥3)

Ci Cx Ca Ca G5 Ce1 Cn Cs Cos
(GBI (x21, Y ACSRED] (Xa1, Va1 JEEER (Xo1, Vo) [LEaEL) (a1, Yo KRB LY

G,
(%12, Y12

vy (X1,%1) vi7(Xi7, Yiz) V5 (X2,¥2)

Fig. 2. Screen coordinates of fifty-four corner points (red) and four vertices (blue) of the 9 x 6
chessboard.

7 . 7 .
Xijj = Xip * (Tj> + X7 * (%) Yij = Yio * (Tj) +Yi7 * (%>, (2)

where X0 =X * (10 —i)/104+x3 * i/10, yio = xo * (10 — i) /10 + y3 % i/10,
Xi7 = X1 * (10 — l)/]O+XQ * 1/10, Vi1 =)y * (10 — z)/lO—i—yz * l/lo

The camera image coordinates [x, y] of fifty-four corner points of the chessboard
are extracted using cv::findChessboardCorners() function of OpenCV library. Figure 3
shows the corner points which are automatically detected in a Kinect RGB image. In
order to define the relationship between 3D space, camera image and projection screen
image, the white board is moved in the space where the user moves and the chessboard
is properly projected onto the whiteboard whenever the location of the white board is
changed. Figure 4 shows the different positions of the white board in the same
orthogonal distance from the camera. In the different positions of the same depth level
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from the camera, the match corner points set of the screen image and the camera image

are detected and the homography ngff;i for each depth level is defined. n homographies

are defined for n depth levels as shown in Fig. 5.

Fig. 3. Fifty-four corner points of the 9 x 6 chessboard extracted in a Kinect RGB image using
OpenCV function

depth level 1
uaa et :E:E'" ' "

depth level 2 l?:-

u
> Hip um ]

S

lﬁ - LN ﬁ LB |

depth level n
> HEp

PROJECTOR

Fig. 5. Different positions of the moving board in the 3D space and homography ngfﬁ for each

depth level.
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3 Pose Estimation and Projection Mapping

Kinect V2 device includes an RGB color camera with 1920 x 1080, a depth sensor
with 512 x 424 and an infrared sensor with 512 x 424. Using Kinect V2, we can
track 25 human body joints. Body tracking of Kinect is performed using the depth
sensor. So the coordinates of the body joints are aligned with the depth frame. In
Sect. 2, the homography for each depth level was computed based on the color image.
Therefore, the coordinates of the body joint points should be aligned with the color
image. To do this, we use a handy utility named CoordinateMapper which identifies a
body joint point from the 3D space to a corresponding point in the color 2D space or in
the depth image space. Using CoordinateMapper, the depth value and the color image
coordinates of each joint point are acquired in each frame. Figure 6 shows human body
joints to be tracked by Kinect V2. The screen coordinate mapping to each joint point
can be computed by Eq. 1. At this time, a proper homography among H}. p..H}. p is
selected based on the depth value of the joint point. By applying the selected homo-
grapy to Eq. 1, the screen coordinates for projection on the human body joint are
acquired.

No. Item No. Item
1 Head 14 HandTipLeft
2 Neck 15 HandTipRight
3 | SpineShoulder | 16 SpinMid
1 SholderLeft 17 SpineBase
5 SholderRight 18 HipLeft
6 ElbowLeft 19 HipRight
7 ElbowRight 20 KneeLelt
8 WristLeft 21 KneeRight
9 WristRight 22 AnkleLeft
10 ThumbLeft 23 AnkleRight
11 ThumbRigh 24 TootLeft
12 HandLeft 25 FootRight
13 HandRight

Fig. 6. Human body joints to be tracked by Kinect V2.

4 Experiment Results

For the experiment, we installed a Kinect V2 and a projector as shown in Fig. 7 in the
front of the moving white board. For the experiment environment with 3 m x 3 m, we
computed three homographies for just three depth levels. As the first experiment, we
draw three circles on the center of the torso, that is, the mid spine point and two hands
of the moving user. Figure 8 shows the results of projection onto the hands and mid
spine point of the user in the different depth levels. Figure 9 represents the result the
dynamic projection mapping onto the torso rectangle defined by 4, 5, 18 and 19 joint
points of Fig. 16.
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'
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Fig. 7. The Kinect V2 and the projector  Fig. 8. The results of projection mapping
used in the experiments onto the hands and mid spine point of the
user in the different depth levels.

Fig. 9. The results of projection mapping onto the torso rectangle.

] s
Kinect  Projector

5 Conclusion

In this paper, we propose a novel camera-projector calibration method that does not
require accurate the camera calibration. The proposed method projects the chessboard
onto the moving white board instead of use of the printed calibration board and
computes homographies for each depth level. After the camera-projector calibration, it
selects the proper the homography based on the depth value of the tracked joint point
and computes the screen coordinates for the projection image. The proposed method
was implemented using a Kinect V2 and a projector. As a future work, we’d like to
develop the dynamic projection mapping onto free deformation objects and to research
the methods for the projection delay minimization.
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Abstract. Graph data structures are widely used in computer science fields
such as biometric information, navigational systems etc. Recently there has been
significant research into quickly calculating the shortest path of a graph using
the latest databases such as Neo4j, Spark, etc. Alternatively, the Frontier-
Expand-Merge operator (FEM) provides a method to find the shortest path using
only SQL in RDBMSs. However, the FEM utilizes sequential searching and
iterative aggregate functions to find the shortest path. We propose parallel
shortest path searching and table indexing as substitution for the aggregate
function. To prove the effectiveness of this approach, we compared each method
using experimentation and could demonstrate an improvement of up to 80% in
processing speed with our proposal.

1 Introduction

The problem of finding the shortest path on a graph structure has recently been
addressed using the latest platforms, various databases and algorithms such as Neo4j
[1], Spark [2], bidirectional search [3], etc. The FEM framework [4] had been proposed
for the shortest path computation only using RDBMSs and SQL. They attempted to
calculate the path using many mature RDBMS functions, which can be largely clas-
sified into FEM, bidirectional FEM and Bidirectional Restrictive Breadth First Search
(BRBFS) respectively. The FEM is a three-step SQL implementation of the Dijkstra’s
algorithm [5] consisting of a Frontier-Expand-Merge operator. The FEM is performed
in such a manner that the selected node table is continually being updated by an
iterative operation which is adding adjacent edges to it. Figure 1 is an explanation of
the basic FEM iteration process. Bidirectional FEM uses source to target and target to
source processing to achieve progress. Finally, BRBFS is an extension of Breadth First
Search (BFS) using partitioned edge table divided by edge weight. However, bidi-
rectional FEM has the limitation that it requires serial order processing so although its
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path exploration is bidirectional, it expands its path sequentially and potentially results
in bottlenecks.

In this paper, we propose an optimization method which uses parallel multi-
threading and table optimization through indexing and SQLs in order to improve the
speed of finding shortest path.

| Frontier selection | If new node Then insert |

Visited node Table |—*>| Node expansion If costis lower Then update |

Fig. 1. Basic FEM iteration process with visited table

2 Bidirectional FEM

Bidirectional FEM is an extension of FEM to use two directions. It searches using both
forward and backward directions i.e., from source(s) to target(s) and from target(s) to
source(s). However, its bidirectional search is not executed in parallel. Its direction just
changes to forward or backward based on data in the selected table and therefore it has
only one direction at any given time (Fig. 2).

Fig. 2. Bidirectional FEM search process.

3 Bi-thread Path Search

N
Forward FEM Querying Forward-
Thread T FEM SQL

Querying
sFinished Backward FEM Backward-FEM Termination
False Thread T saL

Lazy-finish isFinished =
" ’—r{ Querying Exit
detecting Thread Condition SQL

Fig. 3. Main three thread iteration of Bi-thread.

We can use the thread method to find shortest path for each direction simultaneously by
separating its process into three threads that consist of forward, backward and terminal
detection. Figure 3 shows three threads proceeding independently.
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Firstly, we initialize the start and end nodes of each visited table with zero value in
distance to source (d2s) attribute. After initialization, forward and backward threads
search for the shortest path using SQL, and the discovered node adds its cost, previous
node, and visited identifier to the attributes d2s, p2s and ff respectively. Next, two
threads find paths until intersection node is discovered. In this process, threads are
adding visited node to visited node table and updating variable minCost. Variable
minCost is the termination factor of path finding and minCost value is the sum of
forward and backward nodes previously visited with minimal d2s value.

forward shortest path = backward shortest path =

s—e—b—og—t t—=g—b—e—s

intersect in node e intersect in node b | intersect in node g
Fis —e |d2s:3 Fis —b |d2s:3+2 |Fis —g |d2s:3+2+4
Bit —e |d2s: 1+4+2| Bit > b |d2s: 144 |Bit —g |d2s:1

Fig. 4. Termination condition check.

When the intersection node is discovered, minCost is also calculated in the ter-
mination condition thread. In the next search, the sum of the newly calculated path’s
cost exceeds the shortest path cost. Then the threads stop to make both paths connected.
Figure 4 shows an example of the termination condition. In Fig. 4, whatever the
intersection node is, the variable minCost is 10 and at the next search the d2s value
exceeds the minCost and thus the threads are terminated.

After the termination condition has been satisfied, the path connecting process is
started in both forward and backward directions. We find the shortest path bidirec-
tionally but the path should be created in the original direction. Therefore, attribute p2s
which is in the visited table is mainly used in the process which connects the dis-
covered path with both forward and backward directions.

Forward and backward searching are independent and can proceed regardless of
termination conditions. The bottleneck caused by the termination check occurs in
calculating variable minCost because the process has to wait until one direction cal-
culation is finished before minCost can be updated. However, there is no further
waiting because its process has been independently completed.

4 Visited Table Indexing

In FEM processing, the selecting frontier node operation is continually repetitive from
the start until the end costing significant elapsed time. In the bidirectional FEM, the
aggregate SQL function Min() is used to select the next frontier with the smallest d2s
attribute. However it is not necessary to use the aggregate function to deduct a node
(Fig. 5).
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source | target| cost source | target| cost \/
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e f 31 execution o f 31
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\/ v
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Fig. 5. Required time cost about next frontier node selection.

If the table schema is maintained with ascending sorted order through a btree [6]
index, the aggregate function can be substituted with just “select top” SQL, which has
low-cost execution time. If the process accesses the visited node with indexed order,
the overhead cost of the aggregate function execution can be avoided.

5 Experiments
We implemented JDK10 and evaluated performance by Intel i5-4670 3.4 GHz pro-
cessors with 8 GB RAM and with the operating system Ubuntu 18.04 LTS. The DBMS

was PostgreSQL 10. The target dataset was a 9th DIMACS Implementation challenge
[7] undirected weighted graph (Table 1).

Table 1. List of experimentation dataset.

Dataset Nodes Edges

New York (NY) 264,346 733,846
Colorado (COL) 435,666 | 1,057,066
Florida (FLA) 1,070,376 | 2,712,798
Western USA (W) | 6,262,104 | 15,248,146

The graph of each dataset used in the experiment was named U.S.A. road dataset.
Those graphs consisted of undirected weighted edges. Each edge was represented by
set of [start node, end node, edge cost]. The results of tests were average value of time-
cost in millisecond units and we compared each approach sequentially.

5.1 Comparison with Visited Table Indexing

Then we compared to the other path search algorithm. In Sect. 4, we can replace the
aggregate function with the indexing method thereby avoiding the aggregate function.
Figure 7 shows the experiment results for each dataset with log-scale using BD as the
abbreviation of bidirectional. Figure 7 indicates an approximate 50% performance
improvement over normal bidirectional FEM when using indexing. We believe this to
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be a significant advantage. We also compared to BRBFS, that is, Bidirectional
Restrictive Breadth First Search, which is restrictively optimized BFS with partitioned
edge table. BD FEM with visited indexing was worse than BRBFS in a small dataset.
However using a larger target dataset BRBFS took far more time than BD FEM
because BRBFS has to access its partitioning table many times since that is propor-
tional to the dataset (Fig. 6).

1,000,000

1,000

1

NY coL FLA W
HBD FEM 72764 293910 50925 96563
BD FEM with visited Indexing 37088 142818 25871 47784
BRBFS 13139 41354 43386 299925
®BD FEM BD FEM with visited Indexing BRBFS

Fig. 6. Comparison with visited table indexing

5.2 Comparison with Bi-thread

We observed in Fig. 7 that BRBFS was mostly faster than BD FEM. However, we also
saw that in some cases BRBFS was even worse than basic FEM.

1,000,000
1,000 I
1
NY CcoL FLA W
mBD FEM with visited Indexing 37088 142818 25871 47784
BRBFS 13139 41354 43386 299925
Bi-Thread 8421 30564 6001 10486
Bi-Thread with visited
. 2027 5487 1467 2217
Indexing
B BD FEM with visited Indexing BRBFS

Fig. 7. Comparison with Bi-thread

We wrote each value in the table because some values were excessively high. In
general regardless of the table type the bidirectional thread process was faster than the
others. Moreover indexing had a positive effect on processing times.
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6 Conclusion

This paper proposed improving existing FEM framework through visited table
indexing and parallel processing. Firstly, the aggregate function overhead is a time-
consuming operation but we can replace that operation with “select top” by indexing.
Secondly, the FEM can find the shortest path using the bidirectional method but its
processing method is limited by sequential processing. However bi-thread takes an
approach that is parallel direction independent. Consequently its thread calculates its
own direction’s path search instead of its sequential processing by direction. Therefore,
the entire processing time is much lower.
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Abstract. 360° video is a special form of digital content which provides visual
details of 360° world around the viewer. While watching such video using head
mounted display (HMD), it immerses the viewer with experience of a different
place. This paper introduces a novel authoring tool which enables the viewers to
create multiple interesting experiences of a 360° video. Viewers can read
descriptions of experiences provided by their creators and choose anyone to
watch. This tool assists users to efficiently follow the selected experiences while
watching 360° video. Major challenge in existing authoring tools is that they are
difficult to learn. We have made authoring easy for user to create experiences of
360° video by simply watching in virtual reality by wearing an HMD. Another
problem in previous authoring tools is that it is difficult to author multiple video
experiences of a 360° video. This authoring tool has made it easy.

Keywords: 360° video experience - Authoring tool - Virtual reality

1 Introduction

Virtual reality (VR) has opened new doors for researchers. It has wide range of
applications in various fields like education, entertainment, medical, etc. 360° videos
have gained more popularity especially in VR due to its high immersiveness [1]. Head
mounted display (HMD) makes 360° video content very engaging because viewer has
lot to explore in surroundings within virtual world [1]. Due to its increasing popularity;
along with the providers of 360° video content, social media platforms like Youtube
and Facebook have also enabled users to upload 360° videos [2].

There are multiple challenges in watching 360° video using HMD. Viewer has
complete freedom to look around in a 360° video while HMD has limited field of view
(FOV). Hence, making it difficult to direct viewers’ attention towards the content of their
interest. Many authoring tools enable creators of 360° video to direct viewers’ attention
towards the regions of interest (ROI). A limitation in these authoring tools is that
creating multiple experiences of a 360° video is not easy. They are mostly web or
desktop based [3, 4]. There can be distinct visual information at different regions of 360°
video around user. On the basis of interest users may attend selective regions while
watching 360° video. So, experiences of users would vary based on watched ROIs. Our
proposed solution is to generate multiple experiences of 360° video in VR by saving
users’ head orientation after each cycle of a specific time interval while watching the
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video. Head orientation determines where user is looking in 360° environment. Another
challenge in watching 360° video is searching ROI. Due to large angular distance of
head pose from ROI, viewers may not attend it in time which may results into loss of
major information. Our focus assistance technique helps viewers in attending ROIs on
right time based on generated experiences of 360° video. Our proposed method over-
comes the problem of large angular distance between users’ current and target FOV.
This paper is organized as; Sect. 2 presents previous work related to our study. Sec-
tion 3 describes the proposed system. Section 4 explains user study with experiment
design and results’ analysis. Finally, Sect. 5 brings it to end with conclusive remarks.

2 Related Works

Market’s influence towards 360° video content generation is seeking much attention of
researcher community of VR. As a result, it yields a number of publications about how
to make watching experience of 360° video better. Many challenges and their solutions
including the problems of finding ROIs and how efficiently following the 360° video’s
narrative have been discussed by the researchers [5, 6].

In May 2017, Yen-Chen Lin et al. investigated two focus assisting techniques for
360° videos [2]. They studied effect of auto-focus (AF) assistance and visual guidance
(VG) techniques on watching 360° videos of sports and tours. According to this study,
AF assistance outperformed VG in providing better experience for watching sports
video and vice versa in case of 360° VR tours.

In October 2017, another study on assistance technique for finding the out-of-sight
ROIs in a 360° video was performed [5]. In this publication, Yung-Ta Lin et al. have
proposed the solution of displaying out-of-sight ROIs in video by augmenting the
current FOV with the picture of out-of-sight region. Another study about viewing
experiences of 360° videos was performed in October 2017 [7]. It was based on
viewport’s characteristics and their influence on viewing experience. This study pre-
sented that moving viewport requires more exploration from viewer than static view-
port which requires user’s more effort. Moreover, Facebook has also provided guide to
360° video content providers [8]. It allows providers to mark specific points of interests
as narrative over the whole course of video.

In June 2016, an authoring tool named as WondaVR was released by Arnaud
Dressen et al. [3]. It allows users to create VR experiences by uploading 360° content
to system using desktop application. In the same year, another VR technology related
company named as InstaVR launched a web-based authoring tool for 360° videos’
producers. It was founded by Daniel H. Haga [4]. This tool also helps users to create
VR experiences and publish them on any capable device for watching.

3 Proposed Authoring Tool

We have created an authoring tool consisting of two major parts. First part named as
the ‘Creator Part’, records viewer’s experience of a 360° video and the other one is
‘Viewer Part’ for watching these created experiences. For these two parts, we have
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created an android 360° video player in unity which renders video on sphere and places
viewer at center of it. On top of the player several methods have been implemented for
both parts. We have discussed both parts of the authoring tool below.

3.1 Creator Part

During a 360° video in VR, we continuously track user’s head orientation using a
gyroscope sensor. This determines current viewpoints’ positions within 360° rendered
scene. Our system saves this head orientation during 360° video after every 100 ms.
While watching video user can stop, pause, rewind or forward it. In case, when video:

1. Is paused, viewer’s orientation does not get saved until the video starts playing.
2. Rewinds, the system records the experience from the starting time of replay.
3. Is forwarded, viewpoints information for skipped video parts doesn’t get saved.

At the end of watching video, user can preview created experience (Discussed in
Sect. 3.2). Experience can be edited after previewing it by re-watching the video part
which he/she wants to edit. That video part can be reached by using a skip or rewind
function of video player. Experience can be saved to the system after previewing and
editing it for desired number of times. Before saving experience, user had to describe it
by using virtual keyboard and controller. This description assists other viewers in
selecting and watching 360° video experience of his/her interest.

3.2 Viewer Part

In this module, we have implemented visual guidance in 360° video player for
watching experiences shared by creators. We preferred visual guidance over auto-
rotation of viewport for avoiding motion sickness, as discussed by Gugenheimer et al.
[6]. Using this system, a viewer can select any one of the created 360° video experi-
ences for watching. Visual indicators guide the viewer towards intended target
according to created experience. As an intended target starts becoming clearly visible,
visual indicator starts disappearing. In our system, criterion for intended target to be
considered as clearly visible is based on two things; approaching 20° right or left and
15° top or bottom to the center of FOV. One major challenge in guiding the viewer
according to creator’s experience is dynamicity of intended target. During 360° video
experience it is continuously needed to find right direction for guiding the viewer. We
are doing visual guidance by pointing visual indicator towards right, left, upward,
downward, top right corner, top left corner, bottom right corner and bottom left corner
as needed.

Another major challenge in transferring the created experience to another user is
lack of synchronization with visual indicators. Viewer may not attend the intended
target on right time. We have proposed following approaches for this problem:

1. Opacity of the visual indicator increases with the increase in angular distance
between the centers of viewer’s FOV and the intended target (see Fig. 1b and c). If
the current head pose is represented as ‘H’, head pose to attend the intended target
as ‘I’, angular distance between ‘H’ and ‘I’ as ‘0’ as shown in Fig. la.
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(b)

Fig. 1. (a) It represents angular distance between current head pose and head pose required for
attending intended target. Visual indicator has: (b) low opacity due to small angular distance, (c)
high opacity due to large angular distance

And opacity of visual indicator is denoted by ‘O’. We can represent relation
between ‘O’ and ‘0’ as in Eq. 1.

OO0 (1)

2. 180° can be the maximum horizontal angular displacement between two points in
360° world. So, we decrease normal playback rate of video by 25% with each 60°
rise in angular displacement. Playback rate will be 25% at 180° (See Eq. 2). When
video gets slow down, user can easily assess that he/she is lagging behind the
intended target. So, with the help of visual indicator user tries to reach the intended
target for bringing video at normal playback rate and continue experience.

1
Playback Rate co ———————— If , Angular Displacement > 60°  (2)
Angular Distance

4 User Study

A swivel chair which was provided to participants in order to rotate smoothly while
watching 360° video in VR. We used a smartphone mounted to Samsung Gear VR
connected to a controller. Users had to wear the Gear VR with precision lenses having
FOV of 96°. We have used a Samsung Note 8 smartphone with a CPU of Exynos 9
octa-core which can render 360° videos efficiently. This study aimed at the creation and
authoring of multiple experiences of 360° video. The participants were provided with
two 360° videos of different categories. First video was related to technology
evolvement in farming and information about plants’ growth inside land. Second video
was comprised of virtual tours of more than ten beautiful places of Europe. Viewers
had choice to select any one video for watching. Evaluation measures for user study
were related to creating and previewing experiences in VR.
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4.1 Experiment Design

Interest about visual content varies from person to person. So, we provided choice to
participants for selecting the video of their interest. They were informed that their
experiences with the 360° video will be recorded. This study is focused on both parts of
our authoring tool. In first part; as a creator, user had full freedom of moving his/her
head for watching video according to his/her interest for creating experience. In second
part, user had to preview his/her created experience as a viewer to assess the accuracy
of transferring of experience. While previewing, user had to follow visual guidance as
discussed in Sect. 3.2. After previewing experience user had choice to either edit or
save the experience after describing it for sharing with others (See Sect. 3.1). All
sequential activities of experiment are shown in Fig. 2.

Preview
Xperience?,

Fig. 2. Activity diagram for creating experiences of 360° video

After saving experience, participants filled a questionnaire. We recruited 25 paid
participants aged between 23 and 31 (Mean (M) = 25.4, Standard Deviation (SD) =
1.88). Eight participants had no experience in using VR device, four of the total were
frequent users while remaining 13 participants had little experience with VR devices.

4.2 Quantitative Analysis and Results

Designed questionnaire was influenced by the previous research work and simulator
sickness questionnaire (SSQ) [9] although SSQ was not strictly followed. We analyzed
self-assessed experiences of participants by using mean opinion score (MOS) technique
because our main concern was participants’ experience with our system. We catego-
rized user test into three categories named as usability, efficiency and satisfaction. Our
study was consisted of total nine questions. Score distribution was as; 1 for strongly
disagree, 2 for disagree, 3 for neutral, 4 for agree and 5 for strongly agree.

Usability. This measure included four questions and focused on assessing conve-
nience to use the authoring tool and its learnability. 53% of total participants strongly
agreed with the fact that proposed authoring tool is very easy to learn and use, 41% just
agreed while 6% participants remained neutral about the statement (M = 4.47,
S.D = 0.082).

Efficiency. It emphasized on evaluating the effectiveness of transferring of experiences
and system’s performance. Three questions were asked in this part. 72% participants
reported more than 90% similarity between their actual saved experience and when it
was guided by our authoring tool. Whereas, 28% participants reported more than 75%
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similarity. In case of overall efficiency, 68% participants rated the system as highly
efficient, 24% as efficient and 8% scored it as just acceptable (M = 4.6, S.D = 0.12).

Satisfaction. This measure focuses on participants’ satisfaction with proposed system.
Strong point of our tool is that minimal amount of knowledge is required to use it.
Response of participants about proposed system is a good motivation. 72% of total
participants were highly satisfied with system’s application (Strongly Agreed) while
28% were satisfied (Agreed) up to good level but not very high (M = 4.78,
S.D = 0.06).

5 Conclusion and Future Work

We presented an authoring tool to create multiple experiences of 360° video in VR and
evaluated its effectiveness. Results of our study depicts that participants felt easy in
using our proposed authoring tool due to simple operations as compared to other
authoring tools. Watching 360° experience using this tool was reported easy by users
due to efficient focus assistance technique and minimum effort required for searching
ROIs in video. It increased user’s enjoyment because they could easily find interesting
information in video through selecting and watching experience created by others. Our
future work aims at generation of 360° experiences using computer vision techniques.

Acknowledgment. This work is supported by Korea Agency for Infrastructure Technology
Advancement (KAIA) grant funded by the Ministry of Land, Infrastructure and Transport (Grant
18CTAP-C142967-01-000000).
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Abstract. There has been increased demand for the development of a system
that provides easily accessible open-type housing market information and uti-
lizes that system using large data; the objectives are to increase the positive
effects of housing policy and improve understanding of the policy among the
people. Since there is the increased necessity of developing a decision support
system for housing policy to create reasonable and scientific housing policy, a
research on “Development of Housing Market Analysis and Forecasting Model
Using Large Data” was started. In this paper, This papers describes the design of
the technology equipped with an open platform architecture for internal and
external users.

Keywords: Housing market analysis - Open source - Big data platform -
Spatio-temporal storage

1 Introduction

To date, housing market forecasts have been conducted through statistical and demand
survey. Predicting the housing market is an estimation of demand and supply, which is
carried out by many experts and there are various methods. However, although long-
term forecasts are possible, there is a limit to how to respond appropriately to short-
term demand and supply instantly. In addition, macro analysis and micro analysis must
be performed simultaneously in the long-term demand analysis, which also has clear
limitations by statistical and demand survey methods.

Therefore, it is necessary to develop a decision - making system using Big Data in
order to solve these problems and to make decision of housing policy efficiently. This
paper suggest the forecast system to the demand and supply of housing by inputting not
only the data of the demand survey but also the raw data of the entire housing market
and all actual transaction prices. In addition, the need for a housing big data platform
that includes GIS functions to perform spatial analysis in demand and supply fore-
casting has emerged. This paper designs and builds the big data platform structure
using open sources which have scalability and flexibility to prepare for the future
increase of data.
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2 Technology Demand Survey

2.1 Open Platform Software

In a typical big data system, scalability is very important because it deals with large
amounts of data. When designing the platform, we should clarify the size and type of
data, frequency of processing, and the type of analysis model. However, since there is
no case to collect all the data of the housing, the housing market platform is designed
based on the open source that can accommodate the data processing capacity and
property, variety of the analysis model without being dependent on the vendor. Par-
ticularly in the case of analysis programs, users around the world are developing
analytical functions, which is very good in terms of speed, accuracy and diversity.

The following techniques have been adapted for the purpose. Technology for
collecting, loading and linking: Hadoop, Yarn, HBase, Open SSL, FTP, Crawling
technique, Accumulo, Spark, Ambari, Zookeeper. Processing and analysis techniques:
Hive, R, Postgre. Technologies for visualization and information delivery: Apache,
Tomcat, Q-GIS. Since the main data of the system is structured-data, it is more
advantageous to use memory DB when processing big data, but this paper adopted the
Hadoop structure for spatio-temporal analysis and future SNS analysis.

2.2 Related System to Be Interconnected

To analyze the housing market, it is essential to collect and organize various data. In
order to collect the data in the public area, it is necessary to analyze the Real Estate
Transaction Management System (RTMS), the Housing Information System (HIS), the
Building Administrative Information System (EAIS), the Real Estate Announcement
Price (REAP), the National Spatial Information Portal system (NSIP) [1, 2].

The Building Administrative Information System (EAIS) is an information system
that records the whole process of construction administrative civil complaints that
manage the construction, housing authorization and permission. In 17 provinces and
228 municipalities, it is used as a standard to manage the most accurate data. However,
the architectural administrative information system does not own the information of
unauthorized houses because it updates the data in case of accidents and permits.

The Real Estate Transaction Management System (RTMS) is a system that allows
the price of real transactions to be registered at the time of the house transaction, and
manages the information history about the prices. This is good data for determining the
current price of a house, but there is no data that has not been traded for long time.

The Housing Supply Statistics Information System (HIS) collects housing supply
related data from the construction administration system and various housing infor-
mation sites and calculates statistics. The system is built to quickly and precisely
understand housing construction, sales results, and the state of unsold housing.

The Real Estate Announcement Prices (REAP) system provides the municipal
entity with the announced price of the municipal house and collects the price of the
individual house.
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The system provides information such as individual single-family house, standard
single-family house, apartment price, separate official land price, and official land price.

National Spatial Information Portal system (NSIP) is a system that integrates and
manages the spatial information DB constructed by all public institutions. It is possible
to analyze the data by linking the national standardized spatial information with the
attribute information.

This paper proposes a method of linking the system through DB connection and
API (Application Protocol Interface) or crawling public data. Also, this paper considers
the direct linking through security protocol and data modification/loading method
through ETL (Transformation, Loading).

2.3 Housing Market Analysis Technology

The housing market analysis methods can be divided into macro and micro analysis. In
the case of macroeconomic analysis, we implement a VAR model that simultaneously
analyzes multiple time series and a factor-augmented VAR (FAVAR) model that
considered multiple variables at the same time in an ARIMA-type model that analyzes
one variable in a time series. Also, reviewed the application of the DSGE (Dynamic
Stochastic General Equilibrium) model. In addition to the macro analysis model, the
micro analysis model is based on an economic base model, a shift-share model, a
regional input-output model, and a computable general equilibrium (CGE) model.

In order to apply the above model to the platform, this system linked between the
open source statistical software R and the commercial software E-Views for applying
the existing model.

3 Direction of Construction of Open Platform Architecture

Open Platform is designed as a web-based open platform for collecting data from
various sources and analyzing collected data easily and conveniently. In addition, the
analytic model is stored on a component basis for scalability and reusability of the
analytical model. In this way, this suggested system can collect, process, and analyze
data based on the workflow form via the Web.

The data processing stage of the housing market integrated information platform
consists of four stages of collection/storage/analysis/service infrastructure (Fig. 1).

The first step is to collect and input housing data, administrative data, spatial data,
and other convergence data. In this step, ETL/Crawling technique is used to deal with
the structured data.

In the second step, the data in the housing integration database is stored in Hadoop
(Fig. 2). To be used for various model analysis such as time series analysis, micro and
macro analysis. This method is suitable for time series analysis of large amounts of
data.
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Fig. 1. Concept Diagram of Housing Market analysis platform.

In the third step, constructs a web-based analysis module and design a method to
visualize the results. Users can analyze the housing market without any tools except
web. In addition, by supporting user-based analysis components, frequently used
models can be developed and utilized.
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As a final step, the analyzed data is divided into user groups according to future
policy directions such as private sector, researchers, and related organizations, and data
and results are provided. In the case of public institutions, analytic components and



A Study of Open Big-Data Platform Architecture 83

APIs are provided for statistical analysis and spatial analysis. In the case of private
institutions, the analyzed results are provided in accordance with the needs of users to
provide information.

4 NoSQL Based Space-Time Big Data Construction
and Performance

In order to perform a large-capacity spatio-temporal big data analysis using an open
platform, a technology capable of storing and processing data nationwide is needed.
Therefore, this paper designed a NoSQL - based Spatiotemporal Big Data repository to
store and process housing, price, and spatial information across the country.

The Spatiotemporal Big Data indexed the whole space of Korea based on Z-Curve
to define a spatial index that can cover the whole space. This system designed and
constructed grid-DB geo-coding through KEY-Value and a space-time repository to
store information related to national housing (Fig. 3).
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Fig. 3. Design of spatial index processing

The data block stored in Z-order curve according to the spatial index structure
maximizes the search speed by having the search block located nearest to the spatial
search. So, this paper measured the time of data storage in the Z-order curve method
because saving time is important to store the data. The result confirmed the results
better than the general database (Tables 1, 2).
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Table 1. Loading performance test.

Test specification Result of loading
— Servers: 4 — Load 47 Table GBD (Geo Big Data)
— Core 24 physical, 48 — Point 25, Line 18, Polygon 4
Virtual — 12Data type Point & Line, Point & Polygon, geometry-
- NIC: 1G collection, etc.)
— Disks: 6 1 TB — loading one Table (42 million data), time required is 11 min
— Memory: 256 GB 19 s

Table 2. Detailed result of loading performance test.

Data description Type |Number of |Loading Remarks
data time
Data of facilities Point 41,730,000 |11 m~19 s |One table containing the
cadastral map maximum number
Hot spot of the official Point 360,000 11 m44s Buffer generation
price of building
Buffer of telegraph pole | Point 9,200,000 |[5Sm4s Aggregate point data in
50 m buffer

5 Conclusion

In order to provide a reasonable policy decision support system for the change of the
real estate market, it was necessary to construct a housing policy decision support
system that can be easily and quickly accessed. This paper studied the implementation
of open source platform, and designed the prototype NoSQL-based data repository. As
a result, we confirmed the possibility of loading and processing large data in the
housing market through open source programs. This paper verified the effectiveness of
the spatial - temporal big data processing analysis of the structured data and to confirm
the feasibility of the open platform for the analysis of the housing market. In the future
study, we will propose a method to apply various models to support decision making
through analysis of housing data and open platform.
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ogy Advancement (KAIA)” project “Development of Housing Market Analysis and Forecasting
Model Using Big Data (18RERP-B119172-03)”.
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Abstract. With the rapid growth of data centers, thousands of large data
centers with lots of computing nodes are established. In order to user satisfac-
tion, Assurance of QoS is important in CDCs. Also, many of the current
research studies have not considered multi-metric for assurance of QoS. In this
paper, we categorize QoS through previous work and build the migration scaling
scheme for QoS in CDCs with considering multi-metric. And then from eval-
uation result, we prove that our proposed method is able to efficiently manage
the resource and grantee QoS.

Keywords: Cloud datacenter - Resource management - Quality of Service

1 Introduction

For the popularity of the cloud data center, thousands of large data centers with lots of
computing nodes are established. In order to meet their requirements and perform the
services, it is necessary to assure QoS by service providers.

Researchers have developed mechanisms and systems to guarantee the QoS
requirements of different services. However, many of the current research studies [1-4]
have not considered multi-metric for QoS. In this paper, we propose an advanced
migration scheme for QoS according to the current utilization of resources

Organization of the paper is as follows: Sect. 2 describes related work for QoS
according to the objective in CDCs by analyzing previous approaches. Sect. 3 propose
improved migration scheme for QoS. Sect. 4 provides migration efficiency evaluation
and analysis. The last Chapter concludes this paper.

2 Related Work

2.1 Related Work for Energy Efficiency in CDCs

Table 1 summarizes resource management approaches for assurance of QoS.
Researchers have developed mechanisms and systems to guarantee the QoS require-
ments of different services. In this paper, we intend to provide a deep insight into QoS
issues by reviewing the technical details of QoS metrics and classifying them.
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Table 1. Related work for assurance of QoS.

QoS metric Adaption method Evaluation

Cost Genetic algorithm Aggregation function (sum, max,
average)

Execution time, availability, Simple additive Aggregation function (sum, max,

price weighting average)

Response time, cost Linear programming Aggregation function (sum, max,
average)

Response time Probabilistic slitting M/M/1 Queuing model

policy

Availability, average Queuing Model Utility functions

execution time

Performance reliability Markov model Analytic solving of queue system

2.2 Categorization for QoS Metric According to Metric

Figure 1 shows a taxonomy of different approaches that are proposed in the literature to
Assure of QoS in cloud datacenters. These QoS metric could be classified into three
categories according to objectives: Cheapest Service, Best latency service, Best quality
service. However, these approaches may lead to SLA violation [7, 8] and the additional
cost of resource [2, 11].

QoS metric
T
[ I 1
Cheapest Best latency Best quality
service service service
T
[ 1 1
Hourly usage Max Network ) Service
. Performance Uptime i
Price latency Popularity

Avg Network
Latency

esource(CPU

Fig. 1. QoS metric in CDC

3 Proposed Scheme for Assurance of QoS

3.1 Proposed Architecture

Figure 2 shows the detailed design of proposed scheme. It consists of three main
modules: Service predictor Service Monitor and Migration manager.
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A. Resource monitor: it is responsible for monitoring the resource status of both
source machine and destination machines, including the resource utilization.

B.

. Migration manager: It is designed for making the decision on the VM migration

mation send to service predictor for prediction of service status

situation whether or not. Depending on inputs such as QoS metric

3.2
Step of proposed scheme is as follows (Fig. 3):

Step of Proposed Scheme

QoS monitor: In this module, virtual machine configuration information which
is essential to make migration decision based on resource monitoring infor-

Continuous resource monitoring is required in CDCs for resource management

including the VM status information such as resource usage to make VM migration

decisions
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s N\ ( R K N\ ) )
(1) Pre-phase (2) Migration (3) Target (4)Migration
- Identify phase Machine post-phase
corresponding - -Based onthe selection phase - QoS evaluation
QoS Specification corresponding QoS, ~ VM selection -
through Decision of Profiling
monitoring specification ~ Resource - Migration
migration allocation information
- Resource dat
Monitoring update
- QoS evaluation
L 7 \ 8 J L J \L J

Fig. 3. Step of proposed scheme

Table 2. Notation in paper

Notation Definition

Ai(i =1~n) | Alternative

W3- w; = 1) | Weight

Xij j-th metric value of i-th alternative

Thus, for the selection of alternative (service), we define an alternative decision
function that maximizes QoS using priority method as follows (Table 2)

A= WiX; (1)
J

4 Evaluation

This chapter provides an evaluation of the proposed approach, and it also demonstrates
how proposed scheme effectively. To compare Efficiency we use a simulation tool
called Cloud sim 3.0. Our proposed schemes present advantages over the static
schemes as was the number of deadlines missed smaller than those of static scheme like
Fig. 4. Therefore, the proposed scheme proves the performance of migration by
selecting VM according to the QoS metric.
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Fig. 4. Number of deadline missed for proposed scheme

5 Conclusion

Growing and expansion the of cloud service, we proposed a migration scheme for QoS.
It is important to guarantee QoS for satisfying of user requirement. The goal of our
advanced migration scheme is to assure QoS by determining migration and selection
of VM.

According to the evaluation result, our proposed scheme is able to guarantee QoS
and efficiently manage the resource in the cloud datacenter. The consideration of more
general scaling models and other types of service to extend this work will be conducted
in the future.
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Abstract. This paper discusses the feasibility of a dynamic FPGA reconfigu-
ration by deploying FPGA images at run-time, with a particular focus on the
offloading kernels to accelerate the training or inference phase of machine
learning framework. It is useful to create FPGA images in advance and share
them through repository because it takes a long time to build and is large in size.
In this work, The Intel Arrial0 GX FPGA card is used as a FPGA device, the
TensorFlow as a machine learning framework and Glance, image service project
in OpenStack, as a repository for storing and managing FPGA images. The
OpenCL SDK tool chain presented by Intel corporation is used to implement
FPGA images and client APIs for KeyStone and Glance are used to retrieve
FPGA images from Glance. The result shows that our implementation can
retrieve FPGA images, deploy them to the FPGA device and execute code that is
offloaded to the FPGA device correctly.

Keywords: FPGA - OpenStack Glance * TensorFlow : OpenCL

1 Introduction

Artificial intelligence, deep learning, and big data analysis are one of the biggest issues,
and there is a variety of open source frameworks to support them. In the aspect of
computing resource, GPU is mainstream in model training, however, it has been
increased to use field programmable gate arrays (FPGAs) in the field of machine
learning because FPGA can achieve high performance with low-power [1, 2]. FPGA
image, also known as partial reconfiguration (PR) bitstream, is an executable file and
one should build and deploy it onto the FPGA device. In general, it takes a long time to
build a FPGA image and is large in size. Therefore, it is useful to create FPGA images
in advance and share them through repository. The Glance image service [6] in
OpenStack provides storage not only for images of virtual machine but also for images
of virtual disk, kernel and container. So, it is possible to extend the usage of Glance as a
repository for FPGA images. This work examines the feasibility of a dynamic FPGA
reconfiguration by deploying FPGA images at run-time, with a particular focus on the
offloading kernels to accelerate the training or inference phase of machine learning
framework. There are previous studies widely consider provisioning and virtualizing

© Springer Nature Singapore Pte Ltd. 2020
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FPGA when providing a regular virtual machine through OpenStack [3, 4]. The
approach is similar to use Glance as a repository for FPGA image, however, our
proposed solution can retrieve and deploy FPGA images so that dynamic FPGA
reconfiguration is possible at run-time. This paper presents the following items that
have been rarely reported by previous studies: (1) Implementation details of OpenCL
host and kernel code for downloading FPGA images from Glance service, and (2) a
method for calling functions of FPGA images at the TensorFlow.

2 Methodology

Figure 1 shows (a) a client for the OpenStack images API and (b) the architecture of
Glance service [5]. Glance architecture consists of three parts: glance-api, glance-
registry, and the storage for image. One can store and retrieve images with glance-api
even though Glance doesn’t supports FPGA image format because it doesn’t check the
contents of image format.

A c[ient; Glance
i
i
. AuthN iyfis Glance DB
Glance Client API & Glance -
_______________ ) = Domain & ’
o ontroller . 9
[-é--: -
----------- o S > 8 gk
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1 API ; EE I L___1 | Abstraction
| - o -5 = et
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|
L
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(a) Client API for KeyStone and Glance (b) OpenStack Glance Architecture

Fig. 1. Client for the OpenStack images API and architecture of Glance service.

The Glance API is a simple REST API for querying metadata or storing or
retrieving images. It means that the metadata is returned as a JavaScript Object
Notation (JSON) encoded mapping and image data is returned as binary format [6].
There is a Python API bindings for the OpenStack Image (Glance) API that can be used
as a client for Glance service as shown in Fig. 1(a). One thing to note from Python API
for Glance is that KeyStone client API is also required for authentication.

We should define the interface of a user-defined function to incorporate with the
TensorFlow. It requires to specify types and names of input/output, and any attributes
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the function might require. TensorFlow Python API provides load_op_library to load
the shared library and register the operation with the TensorFlow framework.

OpenCL Host Code Glance
| Function my_vecadd(......)
{ FPGA Image
TensorFlow v
Allocate device memory V\/
Copy data from host to device .

elect kernel function
my_vecadd ()

o

ownload kernel image

Run kernel func

Embedding KeyStoneClient API
Python GlanceClient API

Copy data from device to host
Deallocate device memory

______________(;)_____________

Fig. 2. Flow of FPGA image retrieving from Glance and combining to the TensorFlow.

Figure 2 shows the complete flow of operations performed by our proposed system
to take FPGA image and deploy it on a FPGA. The very first step in the flow is to take
the OpenCL host code and retrieve kernel image by calling functions in the Embedding
Python module. The Embedding Python module is required because the client API for
KeyStone and Glance exposes Python interface whereas the implementation of user-
defined functions to the TensorFlow should be written in C++ with following some
prerequisites and rules [7]. Therefore, the Embedding Python module should exist
among TensorFlow, OpenCL host code, and client API for KeyStone/Glance though
the OpenCL supports both C/C++ and Python.

kernel void vecadd(global float *a, global float *b,
global float *c)
{
int tid = get global id(0);
cl[tid] = al[tid] + b[tid];
}

List. 1. Sample Kernel Code included in the FPGA Image

List. 1 shows the OpenCL kernel code, where we offload the vector addition section
to FPGA. The kernel is implemented using the OpenCL SDK tool chain presented by
Intel corporation. The tid is the index of OpenCL thread, and element-wise addition of
the two input vectors is performed.
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3 Implementation and Results

We implement modules as mentioned in the previous chapter and generate FPGA image
from List. 1 kernel code by compiling Intel FPGA SDK for OpenCL version 18.0 Prime
Pro. The test system is set up with 2.2 GHz Intel Xeon Silver 4114 processor, 64 GB
DDR4 memory, and a PCle-based FPGA card, Intel Arrial0 GX FPGA. CentOS
7.5.1804 with Linux kernel 3.10.0-862 is chosen as the operating system.

void my vecadd(float %A, float B, float xC)

{
// retrieving FPGA image
loadBinaryFromGlance (fpga _img, &img size);
program = clCreateProgramWithBinary (context, 1, &device,

&img size, (const unsigned char xx) &fpga img, 0, 0);

clBuildProgram(program, 0, NULL, "", NULL, NULL);
clEnqueueNDRangeKernel (queue, kernel, 1,0, &gs, &1s,0,0,0) ;

List. 2. The code snippet of OpenCL host program for retrieving FPGA image and
deploying to the FPGA device

The code snippet shown in List. 2 describes the way to retrieve the FPGA image
using loadBinaryFromGlance and deploy it to the FPGA device with OpenCL APIs,
clEnqueueNDRangeKernel. clCreateProgramWithBinary enables to reuse the output
of compilation, thereby we can execute the FPGA image retrieving from image
repository. We note that c/BuildProgram must be called for program created using
clCreateProgramWithBinary to build the program executable for FPGA device [8].

void loadBinaryFromGlance (char xbuf img,size t xbuf size)
{
pModule = PyImport ImportModule ("glanceclient2fpga");
pGet aocx = PyObject GetAttrString(pModule, "get aocx");
pRetValue = PyObject CallObject (pGet aocx, pArgs);
// get buffer data
while ((item=PyIter Next (iterator)) != NULL) {
size t item size = PyString Size (item);
char xbuf = PyString AsString(item);
memcpy (&buf img[recv size], buf, item size);
recv_size += item size;

List. 3. The code snippet of Embedding Python Module to convert data from python
structure to C/C++ buffer

List. 3 shows the code snippet of Embedding Python Module. As there are many
ways accessing Python from C, we choose to get a reference to the main module and
namespace by importing Python library modules with Pylmport_ImportModule, and
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then calling Python functions, classes, and methods with PyObject_CallObject. The
code in List. 3 has a while loop because the Python data structure containing FPGA
image is an iterable object which means we can access data in the iterable object with
next method, in this case Pylter_Next.

# glanceclient2fpga.py file

from keystoneauthl import loading
from keystoneauthl import session
from glanceclient import Client

def get aocx(auth url,user id,passwd,prj id,img id):

loader = loading.get plugin loader ('password’)
auth =loader.load from options (connection information)
session = session.Session (auth=auth)

glance = Client(’2’, session=session)
img data = glance.images.data(img_id)
return (img data.iterable, img data.length)

List. 4. Read Intel FPGA Executable (aocx) image using KeyStone and Glance client API

List. 4 shows the code snippet about receiving image data using KeyStone and
Glance client APIs. The extension of executable file for Intel FPGA is aocx and Glance
service allows any file extension, thereby we can retrieve FPGA image with this
extension. The get_aocx function returns iterable object for image data with size of it as
mentioned in the List 3.

We use the same hardware for two machines running OpenStack KeyStone and
Glance services, and the machine learning framework, TensorFlow. Each is set up with
2.2 GHz Intel Xeon Silver 4114 processor, 64 GB DDR4 memory, in particular a
PClIe-based FPGA card, Intel Arrial0 GX FPGA is equipped for the TensorFlow.
CentOS 7.5.1804 with kernel 3.10.0-862 is chosen as the operating system. The GNU
C compiler gcc 4.8.3 is used to build TensorFlow 1.9.0 from source code and Python
2.7.15 is used to execute the test code shown in List 5.

import tensorflow as tf
my module = tf.load op library("./my vecadd.so")

vli=tf.constant ([i for i in range(1l,101)],dtype=tf.float32)
v2=tf.constant ([1i for i in range(l,101)],dtype=tf.float32)
output = my module.my vecadd(vl, v2)

sess = tf.Session()
print (sess.run (output))

List. 5. A test code to verify the correct execution of a dynamic FPGA reconfiguration
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The List. 5 shows the TensorFlow test code as a proof of concept. We repeat the
test cases by changing the value of vectors, vI and v2, to verify the correct execution of
our FPGA reconfiguration at run-time. Finally, we can get the same results running at
the host CPU throughout all test cases.

4 Conclusion

This work explores the feasibility of a dynamic FPGA reconfiguration by deploying
FPGA images at run-time, with a particular focus on the offloading kernels to accelerate
the training or inference phase of machine learning framework, TensorFlow. The PCle-
based Intel Arrial0 GX FPGA card with the OpenCL SDK tool chain is used to verify
correctness of execution and to generate FPGA image, respectively. We also show that
Glance image service in OpenStack can be extended as a repository for FPGA images.
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Abstract. HPC systems are one of the important role to run a lot of high-
performance applications. Conventionally, HPC deploys switch-based inter-
connect networks to connect host nodes with high cost and high performance
technologies such as Infiniband and Ethernet. However, high cost intercon-
nection switches may not be required by desired cost-effective HPC system. To
give cost-effective interconnect network interface, we introduce prototype of
switchless interconnect network with PCle NTB to give cost-effective inter-
connect network for HPC systems. In the prototyped system, computing nodes
are connected to each other via PCle NTB interface constructing switchless
interconnect network such as ring or 2d mesh network. Also, we have imple-
mented prototyped data sharing mechanism on the switchless interconnect
network system. The designed switchless interconnect network system is cost-
effective as well as it provides competitive data transferring bandwidth within
the interconnect network.

Keywords: HPC - Interconnect network * Non-Transparent Bridge - PCle -
Switchless

1 Introduction

Nowadays, HPC systems are one of the important role to run a lot of high-performance
applications such as big data and cloud computing-based applications. In the high
performance computing (HPC) systems, hundreds of computing nodes are connected to
high performance interconnection network to get high level performance such as high
throughput and low latency. As computing and network technology is developed
rapidly, the amount of data for processing and transferring between computing nodes in
HPC is rapidly increased, which results in requirements of high performance. Mean-
while, cost and power consumption is also important point for developing HPC sys-
tems with the rapid increase of number of connected computing nodes and memory,
and peripheral I/O devices such as storage.

The most HPC systems deploy interconnection network with Infiniband, Ethernet,
and PCI Express based devices [1]. Although, the traditional interconnect networks can do
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high bandwidth, their cost and power dissipation is getting larger with the increase of
volume of HPC. Most of the interconnect network connects nodes via interconnect switch
and adapter cards between nodes. The switch-based architecture does support good net-
work topology, it gives high cost for developing interconnect network and HPC systems.

On the other hand, PCI Express technology was originally developed to support of
connection among processors and peripheral I/O devices in a computing system [2, 3].
It has been developed. PCI connects processor and peripheral devices with a trans-
parent bridge manner for processor manages addresses of peripheral devices as a
master. While PCI bridge connected as a transparent fashion between processor and
devices. PCI Non-Transparent Bridge (NTB) is a function that translates PCI trans-
actions from one PCI hierarchy into corresponding transactions in another PCI hier-
archy. During for years, PCI NTB acted as a connection between two PCI-based
systems by mapping some address region to another each other [4, 5]. Namely,
PCI NTB do support high cost-efficient multi-host system between two host with only
single non-transparent bridging interface.

In this paper, we introduce prototype of switchless interconnection network using
PCIe NTB to give cost-effective interconnect network for HPC systems. In the pro-
totyped system, computing nodes are connected to each other via PCI NTB interface
constructing switchless interconnect network such as ring or 2d mesh network. We
implemented data sharing mechanism within the PCI NTB-bases switchless intercon-
nect network, and showed its feasibility and possibility as a cost-effective and high
performance interconnect network.

Source Address Map Target Address Map
BAR address —— -~~~ -
Translation Address -
Translation Size -
BAR Limit- - - --- - -~ -

Fig. 1. PCle NTB address translation mechanism

2 PCle NTB and Switchless Interconnect Network

PCI non transparent bridge is functionally similar to transparent bridge except that there
is a process on both sides of the bridge, in which each processor has its own inde-
pendent address space domain. In the NTB environment, PCle bridge translate
addresses that across from one memory address space to other space through translation
registers, which is so called memory window. With this address translation two pro-
cessors connecting through PCI NTB can share independent address space, each of
which is belonging to each processor, and transfer data through this independent
address space. The address translation of one host to another host is described in Fig. 1.
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In addition to that, two processors can share some small data set through some
special registers, i.e., eight or more 32 bit registers, called ScratchPad registers. When
one host write data to one of ScratchPad registers, other host can access and read
directly from the ScratchPad register. Also one processor can cause an interrupt to the
other processor through register called Doorbell register. There are sixteen doorbell
interrupts that can be set or cleared, as well as masked.

Basically, NTB provides address translation between two separate address space
from two host connected. To make up switchless interconnect network for multiple
hosts system, in this paper, two or more NTB host adapter is connected to a single-
CPU-based host, and the NTB host adapter is connected to each other. For instance, the
ring topology interconnected multi-host system is described in the Fig. 2. As shown in
the figure, each host can share separated address space trough NTB address translation
on both sides of the host connected. At the initial state, in each host, a host Id is
assigned and address space is allocated to be used and shared in the network. Then, the
information for address region allocated, that is address offset and size, is transferred to
its neighbors. With those information, each host can set the address regions of
neighbors that are connected to itself, which is used for data sharing and transferring.
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Fig. 2. Switchless interconnect networking and data sharing with PCle NTB

After the initial state, each host can transfer data through shared address space, as a
result, can send or receive data to destination host or from source host with specified
host Id. The data transfer is done as follows. When a host tries to send data to other
host, it writes data from its own memory space to within shared address space region,
Data can be written DMA [7, 8] or directly memcpy. When data is being written,
destination address is translated to address region of the connected side via NTB
translation. After data is written, a host send information such as Srcld, Destld, Address
offset, Data size, and flag for Send/Receive through ScratchPad registers. Then a host
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triggers an interrupt with doorbell register that is alert for transferring data. When
connected neighbor host receive an interrupt triggered by a sending host, it identifies
that who is source host and who is destination by reading ScratchPad registers. If the
destination host is himself, the host gets data directly from the shared address region,
and transferring is done. If the destination host is not him, the host should bypass the
received data to its another connect host. The bypassing mechanism is similar to
described above. Those transferring sequence is done when destination host gets data
from its connected host. By those operations, data can be shared multiple hosts con-
nected NTB-based switchless interconnect network.

3 Evaluation

The prototype platform of switchless interconnect network based on PCle NTB is setup
with three processing nodes having Intel Core-i7 3.7 GHz CPU and 8 GB DRAM. For
PCle NTB connection, PLX technology’s PEX 8749 and 8733 Chipset-based proto-
typed PCle host adapter is used [10]. For each host, PEX Chipset-based adapter is
connected and those are connected each other to make ring networks. In host system,
Linux Operating System with kernel version 4.16.3 is run with the NTB PCle device
driver, that is PEX 8x NTB device driver, which supports PCle Gen3 specification and
DMA support. The NTB adapter supports up to four, eight, and sixteen PCI channels to
provide data transferring bandwidth. We have setup ring network with three hosts, in
which each host installed two NTB host adapters. The NTB host adapter is connected
to each other to make ring network with PCle fabric cable that supports PCle Gen3
eight channel. Based on this prototyped environment, we have implemented data
sharing mechanism among processing nodes connected to the switchless networks.

For the experiments, we evaluated data transfer rate using DMA data transfer
between nodes within the switchless network. The Fig. 3 represents experimental
results for DMA data transfer in PCle NTB-based ring network, while it is compared
with single DMA connection. The NTB device, used in this experiment, provides up to
ranging from 20Gbps to 30Gbps between two independent host system through NTB
data transferring according to the PEX chipset and connection environment, as shown
in the Fig. 3(a). On the contrary, Fig. 3(b) represents data transfer rate for each host
interface when all the hosts communicate simultaneously. From Fig. 3(b) we identify
that data transfer rate is slightly diminished by the simultaneous transfer in the ring in
comparison with independent data transfer between two hosts. It implies that overall
data transferring rate can increase as the number of nodes increase since overall data
sharing rate can be said to it is total amount per node. The Fig. 3(c) shows how much
data rate is diminished due to the simultaneous transferring in the ring network in
comparison with single connection. As shown in the figure, the overhead is small,
while overall network throughput in the ring network is increased as hosts nodes
increase. In summary, the prototyped system shows that cost-effective switchless
interconnect networked cluster with PCle NTB can share data with relative higher data
transfer rate.
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Fig. 3. Experimental results for DMA data transfer in NTB-based ring network in comparison
with single NTB interface.

4 Conclusion

In the High Performance Computing (HPC) system, interconnect network is one of the
key components since data interchange and sharing is one of the important parts for
HPC. Conventionally, HPC deploys switch-based interconnect networks for connecting
host nodes using high cost and high performance technologies such as Infiniband and
Ethernet. However, high cost interconnection switch may not be required by desired
cost-effective HPC system. In this paper, we designed and implemented switchless
interconnect network prototype. In the designed interconnection network, PCle Non-
Transparent Bridge (NTB) technology are used to connect computing nodes. NTB is
PCle bridging technology that can provide separate address region connecting to the
two nodes. We setup prototyped switchless interconnection networked system using
multiple hosts connecting with NTB among nodes. Also, we have implemented pro-
totyped data sharing mechanism on the switchless interconnect network system. The
designed switchless interconnect network system is cost-effective while it provides
competitive data transferring bandwidth within the interconnect network.
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Abstract. The serverless software architecture is a hot topic in software
architecture world. The architecture is suitable for many applications, such as
data validation and real-time data analysis for Internet of Things (IoT). Nowa-
days, many applications are encountered special situations: IoT applications will
bring many events and processes will be prepared for lots of events. We
designed the new architecture which uses Internal Message Passing Application
Protocol Interfaces (IMPAPIs). The interface adopted Advanced Message
Queueing Protocol (AMQP). The design reduces assigned processes which have
waited for events. Our suggested architecture is suitable for event-driven service
situation.

Keywords: Serverless - AMQP - Cloud computing - Message queue -
Event-driven

1 Introduction

With the proposal of cloud computing and Service Oriented Architecture (SOA), a new
system structure called Function as a Service (FaaS) emerged. This structure is the
basis of an architecture called serverless. When an event occurs, the backend system
generates a process to process the operation asynchronously with the function. This
idea has several advantages. FaaS has an advantage that server system management or
server application is not required [1].

Also, these processes rarely use shared memory compared to existing service
architectures. This structure has the advantage that a simple and robust system can be
constructed. And, in case of performing a task requiring a lot of computing resources, it
is necessary to control the order of each function. In the case of a location-based
tracking system, the sequence of events is important [2].

For this sequence control, the Service Harmonizer as shown in Fig. 1, harmonizes
all event sequences. Also, the service harmonizer collects the response result of the
function returned to the callback and transfers it to another function to produce a
meaningful result.
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In this paper, we propose a new architecture suitable for Open Complex Service
Framework and show that this architecture is suitable for IoT or other cloud-based
service applications.

2 Proposed Service Framework

The classification of the services to be provided to implement the proposed service
framework is very important. In general, services provided by the cloud can be clas-
sified into two types: stateful services and stateless services.

A stateless service is a service whose processing time is short, such as providing a user
authentication or a web page, and a state in which the processed state can be instantly
expressed. Also, the processing state of such a service is managed on the client side. The
stateless service can be directly connected to the Representational State Transfer Appli-
cation Programming Interface (REST API) gateway to provide immediate response.

On the other hand, stateful services often have complex processing structures. If a
user requests a map service or a push service to track his/her movement in real time, an
event generated by the user is inserted into the server in real time, and the server must
return a response in real time.

A system created with a common server-client structure should control the response
by creating a thread to control each event and its processing. However, the proposed
framework can do this without creating a thread. have. In other words, the proposed
system puts a sequence of events that need to be controlled by the service harmonizer
in the queue and sends the result back to asynchronous callbacks in order and sends the
result to another function that gets the result to get the whole result.

Such a design can shows many possibilities. In particular, it has a great advantage
in implementing a cloud-based editing program that requires a long processing time,
such as image processing and audio processing, and processes complicated calculations

Stateless Services Stateful Services
' Big-data Storage : Transcoding
Service 3 Service
No-SQL Datsbase |: Streaming Service
Service i \ '’
Relational H X 4> Message Delivery | '
Database Service | . Service "
) Service —
Harmonizer ( o\
In-memory (orchestration) Image Processing i

Database Service

Message Log
Storage Service

REST API Gateway

Service

[ Audio Processing | ' !

Sercice

Fig. 1. The whole configurations of proposed service framework.
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according to user input. In addition, the proposed system uses Advanced Message
Queuing Protocol (AMQP) as a message protocol for interface between internal
functions. The overall framework is shown in Fig. 1.

3 Proposed Message Formats

In a server system based on an asynchronous processing such as an existing cloud, a
process occurring due to a sequential event has to be processed using a complex
concurrency control logic. The present invention proposes a message format for
transmitting and processing an instruction in a message in an asynchronous based
server. Basically, messages are structured information such as XML (eXtensible Mark-
up Language) or JavaScript Object Notation (JSON) with a hierarchical structure.
These messages are vulnerable to errors, and errors are likely to propagate throughout
the message structure. Therefore, the proposed message structure is shown in Fig. 2.

HEADER
Structured PAYLOAD
Message
(JSON,
XML.)
VERIFY SIGNATURE
Binarization
HEADER ... DELIMITER
0X7B 0X6B OX2E | ......

Fig. 2. Diagram of proposed message format

A message representing an event is divided into Header, Body, and Verify Sig-
natures, such as a network packet, and Verify Signature has a Summery that detects if a
message has failed. Header stores the sequence of events as a number as shown in
Fig. 3. It also has a system as shown in Fig. 4 for handling this message. The structure
of proposed message format shown in Fig. 5.
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Formatter
Encryptor | ==
Add event sequence
‘Add delimiter

AGd Verfier

Binarization

HEADER ... DELIMITER

0X7B 0X68 0X2E

Fig. 3. Encoding method of proposed message format.

HEADER ... DELIMITER

| oX78 | 0X6B I O0X2E | |

Parser

Add event sequence

Add delimiter
Add Verifier
Structured
Message Decrypter

(JSON,

XML..)

Fig. 4. Decoding method of proposed message format.

HEADER HEADER

{

"seq": "000001"
alg": "HS256
typ": "JWT

PAYLOAD

scene”: "11
type": “gradual change
timestamp": “000011

eyJzZXEiOilwMDAWMDEILCJhbGciOiJIUzI 1NilsInR5cCl6lkpX
VUZSI6liExliwidHIWZSI6Imdy YWR1YWwgY2hhb
4i0ilwMDAWMTEIfQ.2GclZaS3nWTXTWJ26iG
j2zVE12-qv41jUN7IVXP_e8k

VERIFY SIGNATURE

SHA256(
header . payload . secret
)

Suggested message format

Fig. 5. Structure of proposed message format.
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4 Conclusion

The framework proposed in this paper has a structure that is well suited for event-based
IoT applications and cloud-based video editing applications. In particular, if the size of
the system is large and large-capacity processing is required, the effort and cost for
constructing the server system can be greatly saved. To test the proposed framework,
we are building a test bench using the RabbitMQ message framework that implements
AMAQP and the cloud platform based on Infrastructure as a Service (IaaS). We expected
the framework that will be used as a render system for dynamic 3D object recon-
struction or cognitive IoT systems.
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Abstract. In this paper, we implement a system that provides the convenience
of personal broadcasting production by recognizing the user’s operation using
the sensor tag and implementing the function corresponding to the operation.
The system can acquire sensor data and learn the data through deep learning to
distinguish the user’s gesture. In this paper, we study the process of recognition
of data through the data acquisition process and the deep learning process using
the sensor tag and propose a method to perform the function using it.

Keywords: Gesture recognition + Deep learning - Immersive broadcasting -
MEMS sensor - Internet of things

1 Introduction

Recently, a variety of immersive experience applications such as VR and AR are
emerging due to development of immersive media technology. However, the devel-
opment of immersive experience applications has the disadvantage that many people
and equipment must be mobilized. To solve this problem, various tools for improving
the convenience of media production have been developed. Among them, gesture
recognition technology is being explored in order to improve accuracy by using 2D
image due to development of technology such as deep learning. However, there are
disadvantages of using images that are less accurate, such as failure to detect a person’s
hand or untrained images, because only simple image data is treated with information
[1]. Due to the recent miniaturization of wearable devices, a variety of devices such as
Galaxy Gear, Apple Watch and Xiaomi Mi Band have emerged, making it easy to
acquire a variety of data. In particular, sensor data such as acceleration and gyro can be
used to obtain direction and angle of movement. This information is transmitted
through Bluetooth and ZigBee, and when the gesture recognition is performed by using
the deep learning framework, information according to the gesture can be transmitted
and a specific function can be performed. Therefore, in this paper, we have studied a
gesture recognition framework that can be used for realistic broadcast production using
gesture recognition and sensor network.

© Springer Nature Singapore Pte Ltd. 2020
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2 Related Works

There has been a lot of interest in the area of IoT sensor networks with wearables in the
recent year [2-5]. Sensors used to IoT has been developed smaller, so many industries
applicate to various that including mobile devices, clothes, fitness trackers [6-8].

We were inspired by the recognition of the situation through the recognition of
hand gestures. There are a variety of ways to analyze gesture recognition data now.
One of these representative methods is based on Vision [9, 10]. However, vision-based
hand gesture recognition is not only troublesome to install cameras and lights but also
has a disadvantage that it is vulnerable to the position and lighting condition of the
camera. In our study, hand gesture recognition is performed using a wearable device
based on a sensor tag, so that broadcasting can be freely performed without being
dependent on an external environment.

As a method of analyzing the result data of the sensor, the logistic regression using
the predictive model is widely used through the independent variable and the depen-
dent variable [11]. In recent years, research has been actively conducted through data
analysis using machine learning rather than regression analysis. SVM (Support Vector
Machine), which is one of the machine learning techniques, is now the most widely
used [12]. In this paper, we use deep learning as a method of analyzing sensor tag data.
By using this deep learning, we can achieve higher accuracy than using conventional
logistic regression or SVM, and we expect that real-time data processing will be
possible through a web-based deep learning framework.

3 Proposed Method

We constructed an experimental framework to distinguish hand gestures with gyro
sensor and acceleration sensor data among the sensor data acquired with sensor tags
attached to both hands. Yang et al. [3] developed a three-axis accelerometer that
acquires data from a smartphone and performs a study to distinguish between dynamic
postures and static postures, sitting, standing, walking, and running [Real-Time
Physical Activity Recognition Using Tri-axis Accelerometer of Smart Phone].

For sensor data acquisition, two sensortag were attached to both hands as shown in
Fig. 1. The use of the two is to attach one more backup in case the communication is
disconnected, and the actual behavior classification accuracy is based on only one of
the data.

The scenario of the gesture recognition system implemented in this paper is as
follows. Using the Sensor Tag as a wearable device, wear it on the user’s wrist and
perform a specific gesture. Through this process, the gyro and the acceleration value
can be obtained. The gesture is labeled by measuring the start time and end time of the
gesture through the image data of the webcam that synchronizes the data with the time.

The sensor data is acquired at 10 sampling rates per second, and is transmitted to
the router through the Bluetooth BLE, and the router is transmitted to the Amazon
Lamda cloud through the LTE Modem. A framework set for analyzing the data was
constructed by storing the acquired data in a file type database, sqlite. As shown in
Fig. 3, the recorded video timestamp is synchronized with the time of the router, so that
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Fig. 1. Bluetooth BLE Router for acquiring sensor data (left), and two sensortag with
detachable wristbands (right)

the sensor data obtained and the behavior of the image are exactly matched. As shown
in Fig. 4, the gesture of the operator is defined, and labeling is performed in accordance
with the recorded gesture. The recorded acceleration and gyro sensor data are syn-
chronized with the timestamp, The gesture of the time that was there was read and
classified by the deep running framework (Fig. 2).

=
2 2N /3
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Fig. 2. The whole hand gesture analysis framework configuration for acquiring sensor data.

The acceleration and gyro data structures obtained from the sensor tags are shown
in Fig. 3. Acceleration When accMeter table and event table are joined and the time
that data entered in accMeter table is between the start time and end time of the event,
we assumed it is the state of the event. The gyro data classifies the state of the gesture in
the same way.

The gesture defined in this paper is shown in Fig. 4. For data collection, the Sensor
tag CC2650 from Taxas Instruments was worn on both arms. One experimenter per-
formed 100 experiments for each of five motions. This information can be learned by
using deep learning to recognize a user’s action and execute a function corresponding



Deep Learning Based Gesture Recognition System 111

accMeter

fk_id
aceX

fk_id
gyroX
gyroY
gyraZ
createdTimestamp.

event type

start_time
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createdTimestamp

end_time

sensortag

id TE
createdTimestamp

Fig. 3. Data structure of sensor tag

to the learned action. The five actions specified in this paper support convenience of
production by starting broadcasting, ending broadcasting, sound effects, pausing of
broadcasting, and switching cameras.

Icon Gesture function

. Lift the right Start
arm. broadcasting.

N @ .
AN Shake the right
Broadcast end.
hand.
Clapping. Sound effect.

Cross the arm.

Pause.

o e me| e

Swing the

Switch camera.

right hand.

o

Fig. 4. One kernel at x; (dotted kernel) or two kernels at x; and x; (left and right)

4 Experimental Results

In this experiment, three-axis acceleration and gyro sensor data sent from a sensor tag
attached with a bracelet to both hands are sent to a deep learning framework to learn the
gesture of a broadcasting producer who performs a predetermined gesture. The written
informed consents were obtained from each participant prior to enrollment. In this
experiment, we obtained acceleration and gyro values at the same time, but confirmed
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that the gyro values represent the classification accuracy and characteristics of the
gesture more accurately, and only the triaxial gyro value was used in the experiment

The relationship between X, y, and z axis gyro sensor data and gesture is shown as a
pairwise correlation graph in order to characterize classification according to acquired
gesture. The pairwise correlation graphs were plotted using the seaborn library and are
shown in Fig. 5. The following graph shows that the gyro sensor data according to the
state is divided into groups according to each gesture.
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Fig. 5. In order to prevent the overfitting of the neural network, 10-fold cross validation was
applied by dividing the input data into 10 sets

In this experiment, 5 kinds of gestures were added, and the state of no gesture was
added to label the data in 6 states. The problem of classifying the following states is a
multi-classification problem in which there are six classes in total, and one-hot-
encoding the six states invoked from the database to create a neural network made of
Tensorflow, a python deep learning framework. The total number of sensor data
records for learning was limited to 5346, and the total number of epochs was set to
50000. The input layer of the neural network receives 3 - axis gyro data and sends it to
512 nodes and uses Relu as an activation function. The number of hidden layers is 512,
and sigmoid and ReLu are repeatedly applied to each layer as an activation function,
and there are 4 hidden layers. The output layer has three outputs and softmax as an
activation function. The model of the neural network used is shown in Fig. 6.

The accuracy of cross validation is shown in Fig. 7. The accuracy of the overall
performance is 97.178%. In Fig. 8, we set the epoch to 10000 and plot the loss and
accuracy for each iteration. As the Epoch increases, the accuracy increases. However,
when the number of epochs increases, the accuracy does not change. If the gyro sensor
and the acceleration sensor data are received at the same time in the future, accuracy
can be further improved.
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dense 1: Denge input: (None, 3)
- output: | (None, 512)
dense 2: Dense input: | (None, 512)
- output: | (None, 512)
dense_3: Dense input: [ (None, 512)
output: | (None, 512)
dense 4: Dease input: | (None, 512)
- output: | (None, 512)
dense 5: Dense input: | (None, 512)
- output: | (None, 512)
dense_6: Dense input: | (None, 512)
output: | (None, 7)
Fig. 6. The configuration of deep neural network models for our experiments
Cross | 2 3 4 5 6 | 7 8 9 | 10 | Average
validation
Accuracy | 97.23 | 96.07 | 97.74 | 96.97 | 97.59 | 97.16 | 97.04 | 97.61 | 96.75 | 97.62 | 97.178

Fig. 7. Experimental results by cross validations.
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5 Conclusion

The purpose of this study is to improve convenience of production of personal
broadcasting by performing functions necessary for broadcasting through gesture
recognition using deep learning. For this, we implemented a deep learning based
gesture recognition system for immersive broadcasting production that defines the
functions to be performed by each gesture. There are two main methods of gesture
recognition. A method for image processing and a method using a sensor, Since the
method using image processing is affected by the user’s camera and the production
environment, this paper uses a gesture recognition method using only a sensor. In the
future, it will be applied not only to the convenience of production of personal
broadcasting through the situation recognition system through deep learning but also to
the safety management system of the system and the construction site, which is a fusion
of many IoT such as Smart City.
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Abstract. The number of users the usage of internet is mounting day by day.
Currently, researches on the information using the retrieval model neural net-
works have been actively progressed for the retrieval of information and the
classification of documents. Various types of algorithms have been applied for
identification and quantification of the words weights in documents. As infor-
mation technologies accelerate, it is necessary to understand the exact meaning
of documents through analyzing the words, using the advanced methods of
technologies. In this paper, specific keywords were used by word2vec to
identify naturally fused word frequencies, semantic relationships, and directional
text-ranks. Therefore, the neural network is the advanced mechanism to verify
the semantic relationship between words and texts in a particular document. Our
approach uses the Word2vec to capture the semantic features between words in
the selected text, and meanwhile naturally integrate the word frequency,
semantic relation.

Keywords: Web crawler -+ Word2vec - Hyperlink - Reinforcement learning -
Q-learning

1 Introduction

In recent years, the widespread use of the internet is increased. As a result, the crawler
research system is improving every day because there is no alternative to the crawler to
make the internet more dynamic and easier for the use of the user. In order to continue
this aptitude of improvement, we research the semantic features in this paper. Earlier, in
the researches of semantic features, they researched a particular information, where
they describe the ‘semantic features’ in a condensed way and their accuracy rate is not
up to the satisfaction levels [3, 5]. In this proposed system, we focused on the semantic
features between words in the text using word2vec [2]. Word2vec is considered one of
the easiest and popular algorithms to identify the relationship or quantify weight among
the documents. In this paper, firstly we have chosen sky, love, life, university and war
as specific keywords from the internet and used the Reinforcement Learning (RL) or Q-
learning [4] algorithm by improving the equation (i.e. 1/8) to find out the semantic
relation of these words in different documents. The RL or Q-learning is known to learn
unrealistically high action values because it includes a maximization step over
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estimated auction values, which tends to prefer overestimated to underestimate values.
Therefore, in this paper, we have used the RL algorithm. The rest of the paper has been
constructed in the following manner. The next section presents the related work. In
Sect. 3, our implementation and evaluation of the system. Finally, Sect. 4 discusses the
conclusion and future work.

2 Related Work

2.1 Web Crawling Background

The first Internet “search engine”, a tool called “Archie” shortened from “Archives”,
was developed in 1990 and downloaded the directory listings from specified public
anonymous FTP (File Transfer Protocol) sites into local files, around once a month [1].
The introduction of the World Wide Web in 1991 has numerous of these Gopher sites
changed to websites that were properly linked by Hypertext Markup Language
(HTML) links. At that time “Gopher” was created, that indexed plain text documents.
In the year 1994, “WebCrawler” was launched the first “full text” crawler [3] and
search engine. In early 2000, crawler researchers made some changes in their research.
They tried to improve the quality of web search engines. For this reason, they split the
web search engine through “Hypertext” and “Hyperlink” [5]. More changes in web
crawler were achieved in 2010. The crawler or web search engine’s “hypertext” and
“hyperlink” are described as “data web mining”, “focus web”, and so on. The web
crawler or web search engine’s “hypertext” and “hyperlink” are divided by ‘“data
mining”, “focus web”, where ‘deep web crawler’ and ‘web crawler hidden’ data are
described.

2.2 System Overview

In Fig. 1, illustrates the system overview. The working of the system overview dis-
cussed as follows:

1. Selecting a starting seed URL or URLs.

2. Word separation using word2vec.

3. Choosing the word with the highest weight using word2vec, if not success then go
back to the previous step.

4. If the words are a successful selection then it goes to the next step, otherwise it will
be back before.

5. Verify the semantic relation between the words and texts in a particular document
using the RL algorithm.

6. If the semantic relation is able to detect then the work is success. If not, then
introduce escape and avoidance response.
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Fig. 1. Working system overview

2.3 Reinforcement Learning

Reinforcement Learning or Q-Learning is learning method, which renews each synapse
weights according to output signals. The learning rule can be applied to feed forward
networks and recurrent networks. The flow of measurement of the renewal of the
syndrome is shown by the pseudocode as follows.

. Initialize state (x, a,)
. Calculate the reward of action an
. for each document d, € R(x_,, an)
for each keyword K in di do
if action a (K) # A then A=A U a (K)
else then restart Reinforcement-learning (RL) of action a (K)
end for
. end for
. Change the current state to x,,
10. P.=P_U [a,]; restart candidate set S; S=S/[a ]
11. for each a, € S update its reward r
12. for each a, € S update its each value &
13. for each a, € S calculated its RL-value
14. return min max, [Q(X,, a)]
15. End

R R O N

Specifically, the surfacing algorithm first calculates the reward of the last executed
action and then updates the action set through Step 3 to Step 8, which motive the agent
to transit from its state ‘x,,” to the successor state ‘s;,,’. Then the training and candidate
set are restart in accord with the new action set in Step 10. After that, the algorithm
catalog the reward and RL-value for each action in candidate set in Step 11, Step 12
and Step 13 respectively. The action that maximizes RL-value will be returned as the
next to be executed action.
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3 Implementation

In order to prove that the accuracy of the semantic analysis can be improved by
applying web data, two experiments are conducted in this paper. This of one is an
experiment to distinguish document features by extracting features of document
semantics and another one is Word Embedding [3], which is used to distinguish the
meaning of words in a document. The data used to test that is an online website corpus
like NASA, Korean University and so on related to Sky, Love, Life, War and
University and four data sets are created to check the performance of web devices by
dividing mesne the data. We chose the closest data from the total data of the keyword
using word2vec in Fig. 2.
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Fig. 2. Word embedding using Word2vec

Reinforcement Learning is a learning method, which renews each synapse weights
according to output. The learning rule can be applied to feed forward networks and
recurrent networks. The calculated flow of renewing synapse weights is shown in
follows. Firstly, the influence of rewards ‘r’ and the influence of document ‘4’ are
obtained by

r=>Y ¥ 'n (1)
5= (1/n)/1*0 2)
Q(s,a) < Q(s,a) +a/3 [r+ v max, Q(sy+1,2") — Q(s',a')] 3)

Q(s,a) < Q(s,a) +afr+v-max, Q(syr1,a) — Q(s',2)] 4)
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Following the aforementioned equation, we compute the reward and value of each
corpus. Here we can see in Fig. 4 that the accuracy rate is 75%, because the baseline
system selected the document value randomly using in Eq. (4). In order to solve this
problem we multiply the value “1/8” using in Eq. (3). As a result, our accuracy rate has
increased by 20%. Therefore, our accuracy rate is 95% in Fig. 3. Here we have used
twenty document, which can be seen as “True” and “False” in Figs. 3 and 4. These
results show that if the same word appears in every document, it excludes words with a
value of “False”, which did not produce good results in learning. So accuracy based on
learning outcomes was unsatisfactory. On the other hand, the results show that if the
same word does not appear in every document, it excludes words with a value of
“True”, which provides good results. So accuracy based on learning outcomes was
satisfactory.

-~

tanvir@tanvir-VirtualBox: ~/Desktop/csa2018_code

step = 98
W == [[ ©.67212137 ©0.64545054 0.53234666 ©0.53672614 0.34092894]

0.44357168 0.65144196 0.67890752 ©0.86959209 ©0.84716016],
0.2257371 0.43646339 0.54572641 ©0.98618964 0.10353275],
0.67240558 0.7574918 0.57564973 0.76612163 0.76755309],

0.71272439 0.94546687 0.39567087 0.71905992 0.67829733],

0.87824307 ©.58415537 0.87668294 0.7603476 0.69528667]]
Accuracy percentage == 0.95
Possition = [True True True True True True True True True True

rue False True True True True True True True True]
tanvir@tanvir-virtualBox:~/Desktop/csa2018_code$

Fig. 3. Proposed system 1/ using result

[ tanvir@tanvir-VirtualBox: ~/Desktop/csa2018_code
step = 96
W == [[ ©.75296234 0.26137254 ©0.14278581 0.22263763 0.53504671],
0.3272672 0.52865573 .37434005 0.46838532 0.54223311],
.43659148 0.25958676 .58355246 0.49368684 0.12370953],
.74327804 ©0.1810435 .28400132 ©.34673513 0.69001121],
.11362996 ©0.61452916 .76247996 ©.84533805 0.92441652],

.95112528 0.65296488 .76032006 .71515748 .70589655]]

Accuracy percentage == 0.75
Possition = [True True False True True True True True True False

True True False True True False True True True False]
tanvir@tanvir-vVirtualBox:~/Desktop/csa2018_code$

Fig. 4. Existing system result (not use 1/5)
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3.1 Evaluation

How to evaluate the web data in crawling it is a difficult question. Generally, there have
two kinds of evaluation methods: intrinsic evaluation and extrinsic evaluation. Intrinsic
evaluation directly analyzes the data to judge the quality of themselves. Extrinsic
evaluation judges the quality of data by its affection to some other task. In this paper, an
intrinsic evaluation method is presented. In this paper, we applied the word2vec to
capture the semantic features between words in text. However, we used the RL
algorithm to calculate the semantic features of the document. Where ‘1/8’ is used to
find out the value of the words separately. In the baseline method, the word value is
randomly captured, in this reason, their total word value is not clear and the accuracy
rate is lower. However, using ‘1/8’ in the proposed system increased accuracy by 20%.
In Table 1 we described the properties before and after using ‘1/6° at RL-algorithm
flowing Egs. (3) and (4).

Table 1. Each document separate value

Love War University | Sky Life
Before using 6 function | 0.513531 | 0.441742 | 0.421122 |0.491121 |0.514111
After using  function |0.661431 | 0.723112 | 0.752131 | 0.644142 | 0.756521

4 Conclusion

This paper, the main topic of semantic relation based on Reinforcement Learning
(RL) is studied and the influence of different word embedding on keyword accuracy is
compared. In this paper, we use two methods to reach our goal, one is Word2vec and
the other is RL algorithm, that is, we use Word2vec to convert text to word vector and
improve the RL algorithm from two aspects, and finally, we extract semantic relation
with the improved method. Our experimental results are compared with the five data
sets. Experimental results suggest that our algorithm can show the semantic features of
the web pages very quickly and properly. For future work, we plan to extend our work
to consider additional crawling Web-services in our validation to generalize our
findings. In addition, we are also planning to extend our approach to balance between
refactoring in the code and interface levels.

Acknowledgements. This research was supported by Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Education
(NRF2017R1D1A1B03030033).
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Abstract. We present an intuitive virtual reality interaction method that
manipulates virtual objects and expresses hand gestures for immersive virtual
environment. The proposed object manipulation model includes virtual reality
interactions such as grabbing, holding, dropping, and shaking, where haptic
feedbacks corresponding to user’s hand movements are applied. We apply
acceleration based on a finite difference method to generate realistic vibrations
for haptic interaction. Our system also incorporate a efficient method to visualize
gestures in an intuitive way for users to change the gesture by pressing the
controller’s touchpad. The experimental results show a virtual reality interaction
in which a user manipulates objects and expresses hand gestures in a virtual
environment.

Keywords: VR interaction * Object manipulation - Hand gesture - Haptic
feedback - Immersive VR

1 Introduction

Manipulating objects and expressing gestures is daily found in VR games as well as in
the real world. Virtual reality Interaction researches [1] are actively conducted in the
field of computer graphics and virtual reality to narrow the gap between the real world
and the virtual world. Also, the demand for immersive virtual reality applications is
rapidly increasing due to the spread of virtual reality devices such as the Oculus Rift
and the HTC Vive. Especially, virtual reality interaction technology, which manipu-
lates virtual objects and expresses gestures in an easy and convenient manner in the
immersive environment, is an important factor in virtual reality applications. Our goal
is to develop an unified system that allows users to manipulate objects and express
hand gestures in a familiar way in virtual reality, just as a user manipulates objects and
expresses hand gestures in everyday life.

A considerable number of techniques have been developed to manipulate virtual
objects. Ray based selection technique [2] is widely used for object manipulation in the
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virtual environment that casts a ray from the user’s hand or eye, and selecting the
objects colliding with the ray, but this technique involve eye-hand visibility mismatch
problem. Argelaguet et al. [3] presented a mapping for ray control, which improve the
eye-hand visibility mismatch in cluttered virtual environments. Dam et al. [4] proposed
a Kinect based interaction technique that provides convenience to users because it
handles user’s movements without an object attached to the human body, but it is
difficult to convey a stronger sense of VR immersion to users because haptic feedback
and HMD (Head Mounted Display) are not provided. Caputo et al. [5] presented a
usability study for object manipulation tasks on a immersive VR setup that is based on
the Oculus DK2 for scene display and a Leap Motion controller for gesture interaction,
however, this study did not consider how to provide haptic interaction to the user. In
this paper, we present a novel virtual reality interaction methods that incorporate object
manipulation including haptic feedbacks and hand gestures animation.

In summary, our contributions include: (1) An intuitive interaction method that
allows users to easily grab, hold, drop, shake, and haptic feedback on virtual objects.
(2) A user-friendly interface that allows the user to press the controller’s touch pad with
their fingers to express the desired hand gestures and change the hand gestures.

2 Interaction with Objects

In the virtual reality environment, we manipulate the objects including grab, hold, drop
and shake etc. Object manipulation is one of the most important influencing factors of
interaction. We design some easy but effective methods to manipulate objects and
implement vibration. We also try to make it more realistic to improve the users’
immersive feeling.

2.1 Object Manipulation

To grab the objects, we add the box collider to our virtual hands and the objects which
are designed to be manipulated. When user presses the controller trigger button, we
check everything that overlapped into the hand collider, then we set the transform of
the object to the overlapped hand transform for grabbing the objects. When user holds
the trigger button, we keep getting the hand transform and assignment it to the object
transform for holding the objects so that the grabbed object can move with hand. When
user releases the trigger button, we get the hand position and velocity, then we apply
the gravity to the object to drop it. In this way, the dropped object will simulate physics
with the position and velocity we get in the last frame before release trigger button as
shown in Fig. 1.

2.2 Vibration Implementation

Tambourine manipulation is almost same to common objects manipulation except the
vibration. When we shake the tambourine, we should have the haptic that the tambourine
is shaking. To make the vibration more realistic, we get the velocity of the tambourine in
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each frame and calculate the acceleration using finite difference method [6]. acc = |V;V” | ,
v is the velocity in the current frame. v, is the velocity in the previous frame. #; is the time
between two frames. If the acceleration that we get is bigger than the valuel, we make the
controller shake. At the same time, when we shake the tambourine intensely, user should
also feel the vibration stronger from the controller. We limit the strong level not to be

infinitely large. If the acceleration is bigger than the value2, we keep the strongest level
without raising as shown in Fig. 2.

< 2

Fig. 1. Get the hand position and velocity in the last frame.

Vibration
strongest 4

acceleration

>

valuel value2

Fig. 2. Relationship between vibration and acceleration.

3 Hand Gestures

To enrich the virtual reality interaction, we design some hand gestures. User can
change his hand gesture by pressing the touchpad in the controllers. In this way, user
can get more fun from interaction except object manipulation. In our implementation,
we designed 6 hand gestures and simply divide the touchpad to 6 parts corresponding
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to 6 gestures as shown in Fig. 3. Table 1 shows the method how we divide the
touchpad. Then we detect the user’s current touch position and display the corre-
sponding gesture animations. When user releases the touchpad button, we clear all the
hand gestures to be ready for the other gestures.

Fig. 3. Correspondence between touchpad region and hand gesture.

Table 1. Touchpad division method.

Hand gesture | Touchpad region

1 y>0,y>2x,y>—2x
2 y>0,y<2x

3 y<0,y>—-2x

4 y<0,y<2x,y<-—2x
5 y<0,y>2x

6 y>0,y<—2x

4 Results

The proposed VR interaction system were implemented by using Unity3D 2017.3.0f3
and HTC Vive. Figure 4 shows our objects manipulation result. And by recognizing
the different tags of objects, we add the vibration property to tambourine. In the result,
we can manipulate objects easily and feel the haptic of vibration naturally. Our hand
gestures result is shown in Fig. 5 and different gestures can be switched smoothly. We
can express our feelings by showing different hand gestures, which is very interesting
and effective in virtual reality interaction.
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Fig. 4. Microphone manipulation illustration (top). Tambourine manipulation illustration

(bottom).

Fig. 5. Hand gestures interactions result.

5 Conclusion

In this paper, we present a novel virtual reality interaction method for immersive virtual
environment including object manipulation, tambourine vibration and hand gestures
interaction. Our object manipulation technique includes grabbing, holding, dropping,



128 R. Zhao et al.

and shaking. Proposed system provide effective haptic feedbacks corresponding to
user’s hand shaking by applying acceleration based on a finite difference method. Also
our system generate hand gesture animations in an intuitive manner for users to change
the gesture by pressing the touchpad. Our methods allow users interact with the virtual
reality easily and naturally. Besides, the hand gestures interaction design is very helpful
for users to have a better virtual reality experience.
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Abstract. In this paper we design and implement a partial denoising boundary
matching system using indexing techniques. Converting boundary images to
time-series makes it feasible to perform fast search using indexes even on a very
large image database. Thus, using this converting method we develop a client-
server system based on the previous partial denoising research in the GUI
environment. The client first converts a query image given by a user to a time-
series and sends denoising parameters and the tolerance with this time-series to
the server. The server identifies similar images from the index by evaluating a
range query, which is constructed using inputs given from the client, and sends
the resulting images to the client. Experimental results show that our system
provides much intuitive and accurate matching result.

Keywords: Boundary matching - Time-series matching - Partial denoising

1 Introduction

Recent exponential growth in data sizes has resulted in an urgent need for methods that
can find useful information quickly in a database. In addition, Efforts [1-4] have
recently been made to solve the boundary matching problem for a large database.
Converting boundary images to time-series makes it feasible to perform boundary
matching even on a very large image database. A time-series is a sequence of real
numbers representing values at specific time points. Boundary matching first converts
boundary images to time-series, called boundary time-series, and identifies data time-
series similar to a given query time-series.

In this paper we deal with the design and implementation of an index-based boundary
matching system supporting partial denoising. The previous work [4] addresses boundary
matching considering partial noise, which is a limited amount of noise embedded in a
boundary image. The partial noise varies with level, position, and length on a boundary
image. In the case of query images, partial denoising is simple as it is performed only once
by prepressing. On the other hand, in the case of data images, it is a challenging problem
since all possible partial noises from the data images have to be considered. To solve this
problem, they proposed partial denoising boundary matching. This matching, however,
incurs disk I/O overhead since all the data images are accessed at least once.
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To solve the disk I/O overhead on partial denoising boundary matching, we first
propose an index-based approach that uses a multidimensional index. To build the
index, after transforming the partial denoising time-series to low-dimensional points
each data time-series, we construct a low-dimensional minimum bounding rectangle
(MBR) that contains these points and then store the constructed MBR in a multidi-
mensional index such as an R*-tree [5]. We can construct the MBR since the entries
between partial denoising time-series are very similar; that is, even when the partial
denoising position is different, many original entries in the partial denoising time-series
are frequently used in other partial denoising time-series.

We design and implement a client-server system on GUI environment for users’
convenience. The system first constructs the boundary database from data time-series
converted from boundary images. It also exploits a low-dimensional transform and a
multidimensional index for fast matching. The client converts a query image given by a
user to a query time-series, and it then sends a tolerance ¢ as the similarity measure and
a denoising level d, a denoising length / with the query time-series to the server. The
server gets similar boundary images by searching the boundary database using the
query time-series, the given tolerance €, and the denoising parameters, and it then sends
those similar images to the client. Through experiments, we show that our system
provides much accurate and intuitive matching by supporting partial denoising. On the
basis of these results, we believe that our index-based system is a practical and
interactive way of realizing partial denoising boundary matching.

2 Related Work

2.1 Time-Series Matching

Time-series matching is a problem of finding similar time-series to a given time-series
in a time-series database [1, 6, 7]. We say two time-series X and Y are similar if the
distance D(X, Y) is less than or equal to the user specified tolerance € [1, 2, 6, 7]. In this
paper, we focus on the simplest similarity model that uses the Euclidean distance and
the e-based range query [1-3]. Time-series matching methods can be classified into two
categories [7]: whole matching, where the lengths of the data time-series and the query
time-series are all identical, and subsequence matching, where the lengths of the data
time-series and the query time-series are different.

Index-based time-series matching also classified into these two categories. Whole
matching proposed by Agrawal et al. [6] first stores an MBR containing low-
dimensional points into an index, after transforming data time-series into low-
dimensional points, and then finds data time-series similar to the query time-series on
the index. Subsequence matching proposed by Faloutsos et al. [7] is a generalization of
whole matching. Subsequence matching first divide data time-series into sliding win-
dows and store MBRs constructed using their low-dimensional points in an index.
Finally, they obtain subsequences similar to the query time-series on the index. In this
paper, we focus on the application of whole matching to boundary matching.
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2.2 Image Matching

Image matching, also known as content-based image retrieval (CBIR), is a problem of
finding data images similar to a given query image by using features of an image
[8-10]. The application areas of image matching differs depending on which features
are used. In this paper, we focus on shape features, which are useful when color or
texture features of images have similar values [9], for image matching. We use the
centroid contour distance (CCD) function [1, 2, 11], which is the simplest method for
representing one-dimensional shapes, as a shape feature to exploit time-series matching
techniques instead of shape features such as edge, curvature, and region.

The denoising problem discussed in this paper is introduced by Kim et al. [2, 4].
They first deal with whole denoising boundary matching that is boundary matching that
supports noise removal throughout the boundary time-series for a large image database
[2]. They also deal with the denoising problem, i.e., partial denoising boundary
matching, in boundary matching by extending whole denoising to support partial
denoising [4]. Whole denoising boundary matching [2] utilizes an index-based
matching method for a large image database. On the other hand, partial denoising
boundary matching [4] utilizes an efficient matching method that exploits the lower
bounding techniques in time-series matching but do not consider indexing for a large
image database; that is, the focus is on matching techniques rather than the disk I/O
overhead problem.

3 Design of an Index-Based System for Partial Denoising
Boundary Matching

In general, traditional indexing methods first transform high-dimensional points into
low-dimensional points and then store each of the low-dimensional pints in an index [6,
12, 13]. These indexing methods, however, is not practical since it incurs substantial
overhead to store the low-dimensional points transformed from all partial denoising
time-series. In a large image database, this problem is very serious. Consequently, an
efficient indexing method is needed for index-based partial denoising boundary
matching.

The naive index-based matching system consists of preprocessing, range search,
and post-processing steps. In the preprocessing step, we remove partial noises on data
time-series by using the moving average transform [2] and then generate partial
denoising time-series, where is replaced by the noise-removed subsequence instead of
its subsequence. As mentioned in previous work [14], each partial denoising time-
series of length n is transformed into an f~dimensional point (f << n, we call it low-
dimensional transformation), and the transformed points are stored in an f-dimensional
R*-tree [2, 5]. In the range search step, a query time-series is similarly transformed into
an f-dimensional point, and a range query is constructed using that point and the
tolerance €. By evaluating the range query on the index, the candidates that are
potentially similar to the query time-series are identified. The low-dimensional trans-
formation guarantees there is no false dismissal, but may cause false alarms [2, 6, 7].
Thus, in the post-processing step, for each candidate time-series obtained, the actual
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data time-series is accessed from the disk; the distance from the query time-series is
computed; and the candidate is discarded if it is a false alarm [2].

To solve the overhead problem, we do not store the f~dimensional points but
f-dimensional MBR [2]. All entries except for the noise-removed subsequence in a
partial denoising time-series are frequently used in other partial denoising time-series,
even when the denoising position is different; that is, partial denoising time-series
generated from one original boundary time-series are similar to each other. This
observation enables the indexing process to use an MBR that bounds all partial
denoising time-series instead of each partial denoising time-series in an index.

4 Implementation of an Index-Based System for Partial
Denoising Boundary Matching

In our system, converting an image to a boundary time-series can be done by two steps:
(1) the binary transformation of a gray-scaled image and (2) the boundary tracing of a
binary image. Using the binary transformation, we first convert a color image to a gray-
scaled image and then obtain a binary image from the gray-scaled image. In this
process, we need to determine the binary threshold, which controls the degree of binary
transformation [2]. In the experiments, we performed evaluations and chose 240 as the
binary threshold. For the boundary tracing of a binary image, we used the well-known
tracing algorithm exploiting 8-neighborhood connectivity [10].

We implemented a client-server system for index-based partial denoising boundary
matching. Figure 1 shows the input and output screenshots of our system. In Fig. 1(a),
we send a query image to the server together with a tolerance and denoising parameters
to get the result of partial denoising boundary matching. Figure 1(b) shows the cor-
responding output images that are similar to the given query image.

B w9 hi 1.44) w99 h7

(a) An input screenshot of the matching system. (b) An output screenshot of the matching system.
Fig. 1. Example screenshots of the index-based partial denoising boundary matching system.
In the experiments, we used the synthetic boundary dataset used from the previous

work [4]. This dataset consisted of 102,590 boundary time-series of length 360
including nine different partial noises created by changing the length and the position
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from each original image, all collected from the Web. To generate the partial noise, we
used the Gaussian noise model [10]. Although we only used ten thousand original
images [1-4], we actually extracted more boundaries than that number using the CCD
method since one image might contain multiple boundary objects.

We performed the experiments on the following server. The hardware platform was
an IBM compatible PC equipped with a 2.0 GHz Intel Core 2 Duo CPU, 2.0 GB RAM,
and 500 GB hard disk. The software platform was the CentOS 6.3. We used the C/C++
language to implement the index-building and matching algorithms. As the multidi-
mensional index, we used the R*-tree and set its index and data page sizes to 4,096
bytes. In addition, we used PAA [1] as the low-dimensional transformation and
extracted 72 features each time-series using it.

5 Conclusions

In this paper, we design and implement an index-based system for partial denoising
boundary matching. To solve a performance overhead problem for storing boundary
time-series in a multidimensional index, we exploit time-series matching techniques.
We implement the system based on the client-server model that makes it feasible to
support multi-users on a large database in real time. In this paper, we focus on the
development of the GUI functions that it is easy to identify and intuitively understand
the matching results. As the future work, we will try to integrate our design and
implementation supporting k&-NN queries instead of range queries.
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Abstract. When humans sing, the changes in pitch and volume are usually
significantly greater than when they speak. The shape and size of the mouth
changes dramatically when singing compared with when talking, depending on
the strength of the voice. In this study, we propose a new model that effectively
generates the change in mouth shape in the vocal environment based on the
voice strength estimated by analyzing the audio spectrum. We estimate the voice
strength by analyzing the spectrum of the voice using a Fast Fourier Transform-
based numerical technique for each frame. We apply the intensity of the esti-
mated voice to the morph targets associated with the mouth shape as the weight
of the blendshape. Experimental results show a visually convincing lip-synching
animation that changes the mouth shape significantly depending on the pitch and
volume of the voice.

Keywords: Singing lip sync animation + Audio spectrum * Blendshape
activation - Fast Fourier Transform

1 Introduction

Characters speaking and singing are common in movies, games, and animations.
However, when a character’s facial animation differs from how a person speaks in the
real world, it gives the viewer a sense of discomfort and inconvenience. Therefore,
extensive research has been conducted in the computer graphics community to develop
a technique for generating lip-sync animation that is visually realistic. With the rapid
development of graphics hardware and virtual reality devices over the past decade,
there is a growing demand for speeching and singing lip-sync animation technology
that can be easily applied to user applications. Although lip-sync animation techniques
have shown remarkable progress, most of the existing lip-sync studies have focused on
methods by which virtual characters appear to speak realistically. However lip-sync
animation for singing character remains a challenging issue.

A considerable number of lip-sync studies have been conducted on techniques for
expressing realistic speech animation. Chao et al. [1] presented a fast lip-sync tech-
nique for visual speech using a greedy graph search algorithm and Xie et al. [2]
presented a mouth animation technique for talking faces that improves visual
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articulatory movements using a dynamic Bayesian network. Edwards et al. [3] pro-
posed an expressive lip-sync method that generates a range of speaking styles by using
jaw articulation. Recently, deep learning based lip-sync animation techniques have
been widely investigated for realistic speech animation. Taylor et al. [4] proposed an
effective deep learning approach for generalized speech animation that does not depend
on the specific speaker, speaking style, or even the language being spoken. Suwa-
janakorn et al. [5] presented an efficient video-based lip-sync technique that does not
require phoneme labels by using a recurrent neural network, and Karras et al. [6]
proposed a realistic 3D facial animation technique that extracts emotional state based
on a convolutional neural network architecture. In this study, we propose a singing lip-
sync animation method that can be applied effectively in VR application by applying an
adaptive mouth shape based on the pitch and volume of voice.
Our major contributions to lip sync animation can be summarized as follows:

e A novel framework that analyzes audio spectrum and automatically generates the
singing lip synch animation according to the voice strength.

e A new model that effectively generates the mouth shapes that change variably
according to changes in pitch and volume.

e A spectrum based approach that naturally produces the vibrations of the mouth
when the character is singing.

2 Spectrum Based Lip Sync Model

In the vocal environment, the shape and size of the mouth varies dramatically
depending on the voice strength. We use a spectrum based approach to generate
realistic singing lip sync animation. We estimate the strength of the voice by analyzing
the voice spectrum in each frame. Then, the estimated voice strength is reflected in the
blendshape to smoothly connect the rapid variation in mouth shape. The proposed
model can naturally express the variations of the mouth shape.

2.1 Audio Spectrum Analysis

We use FFT (Fast Fourier Transform) to obtain the current audio spectrum at each
frame. We adopt the BlackmanHarris FFT window function [7] to accurately compute
the current spectrum data, which is given by the following Eq. (1).

W(n] = 0.35875 — (0.48829 * cos(1.0 * n/N))+ (0.14128 * cos(2.0 * n/N))
— (0.01168 * cos(3.0 * n/N))

(1)

We get the spectrum of the audio computed by the FFT in the array Spec[n], and the
length of the array Spec|n] is given by a power of 2, minimum length is 64, maximum
length is 8192. As n increases, the precision and smoothness of the spectrum curve
increases. Figure 1 shows the variation of the audio spectrum curve over time.
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Fig. 1. The variation of the audio spectrum curve over time.

2.2 Audio Strength Estimation

We estimate the strength of voice at each frame with the combination of Gaussian
function and audio spectrum array obtained by FFT calculation as shown in Eq. (2).

S SpecliGli) @)

Where G(i) denotes a Gaussian function of variance ¢ as shown in Eq. (3).

1 4
G(xi) = e 22 (3)
V27no
X; is given by ,i:—ll, the variance o is obtained by squaring the current value x; minus the

mean, dividing it by the total number of elements after adding all the squares. We
normalize the acquired voice strength to a range between the minimum and maximum
voice strengths of the entire song. The minimum and maximum voice strengths of the
entire song are processed in the preprocessing stage.

2.3 Blendshape Activation

The proposed system uses the blendshape method to naturally connect the facial frame
of the vocal environment where the mouth shape change is prominent. We apply
blendshape weights based on the strength information of the voices to the morph
targets placed on the mouth and teeth. Figure 2 shows the schematic diagram of
blendshape activation that applies voice strength to morph targets related to mouth
shape. The weight of a blendshape is the percentage of the blendshape that is triggered,
and it has a value between 0% and 100%. The blendshape has no effect if the weight is
0%, and the blendshape is fully activated if the weight is 100%. In this way, when the
pitch of voice is lower, and the volume is smaller, the mouth shape is expressed
relatively small, and when the pitch of voice is higher and the volume is larger, the
mouth shape is expressed relatively large.
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Fig. 2. Schematic diagram of blendshape activation.

3 Results

We implemented our system using Unity3D 2017.3.0f3, C# script, which runs on an
Intel i7 4.0 GHZ, 16 GB RAM, Nvidia GTX980 personal computer with FaceFX
collapsed XML files. Even though proposed system is currently implemented by using
FaceFX collapsed XML data, we believe that our spectrum based approach can be used
for other lip sync system. Figure 3 shows the result of a lip-sync animation of the
popular ballad song, Queen’s love of my life. Figure 4 shows the result of a lip-sync
animation of the popular dance song, PSY’s kangnam style. Experimental results show
that mouth shape changes and vibrations are expressed naturally according to the
strength of the voice of the singing character. In addition, both ballad song which have
relatively slow and large pitch differences, and dance song which have relatively fast
and small pitch differences showed visually convincing results.
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Fig. 3. The result of Queen’s love of my life.

Fig. 4. The result of Psy’s kangnam style.
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4 Conclusion

We present a new approach to efficiently generate a singing lip-sync animation by
effectively expressing a variable mouth shape based on the audio spectrum. Based on
this model, the strength of the voice is effectively estimated by a FFT-based method.
The estimated strength of the voice is applied to the morph targets related to the mouth
shape as a weight of the blendshape. This creates a mouth shape that smoothly connects
between the previous frame and the current frame. The proposed system can naturally
animate the large change of the mouth shape of the singing character and the vibration
of the mouth shape. The proposed spectrum based method can be implemented easily
by extending the existing lip-sync systems.
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Abstract. Every society has given a lot of efforts to preserve knowledge for its
heritage and the activity is still going on in modern society. The preservation of
knowledge in modern society mainly depends on digital technology, unlike
previous eras. Digital data is very useful in many respects such as easy transfer
or outstanding reusability, but it is not adequate for data preservation because it
can be easily modified, vanished, or replaced without notice. In order to resolve
this issue, we propose a tamper-proof digital archiving scheme with Blockchain
which protects archived data from malicious counterfeiting and guarantees the
fidelity of archived data. In the evaluation, the system shows that it is robust to
possible forgeries.

Keywords: Blockchain + Immutability - Digital archive - Smart contract

1 Introduction

From ancient times, there have been unceasing efforts to preserve knowledge for
delivering human wisdom to descendants. People recorded knowledge onto the
material they could easily get from their environments such as stone, papyrus, bamboo,
or paper. This kind of effort continues in the Digital Era [1], but the storage medium
and access method are completely different from the past times. In the era, the
recording of information is not a physical act anymore because most information is
digitalized and it is stored in the digital medium. This digitalized recording has
advantages over the conventional methods such as easy transfer, easy duplication, less
storage space, and outstanding reusability. On the other hand, digitalized information
has fatal risks of data consistency. It can disappear without any trace and it can be
easily forged without notice.

In recent times, Vinton Cerf pointed out the importance of digital preservation and
the necessity of proper methods for the preservation [2]. He sighs that the older
techniques such as printing or even microfilm are still used to archive digital infor-
mation. It seems ironical to use analog media for the digital preservation, but the analog
media has a strong point in guaranteeing fidelity.
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Currently, the main concern of digital preservation is the interoperability of digital
archives. If it is developed, once preserved digital archive may be used to make or
compose other digital archives. For this purpose, some standards have been announced
such as Open Archival Information System (OAIS) [3] reference model and Digital
Object Architecture [4] by the Corporation for National Research Initiatives. Com-
paring to this, anti-counterfeiting for digital archive has been hardly considered yet.
However, since digital information can be easily replaced, vanished or forged, the
protection method against malicious modifications of digital archives should be studied
urgently.

Most people consider WWW is already a huge digital archive for human knowl-
edge, but the WWW content is easily vanished and changed without notice. That
means, the WWW content itself is not long-lasting archive ever, but rather the can-
didate for archiving. For the digital preservation for WWW, there are already Internet
Archive [5] service and Archive.is [6] service. The Internet Archive is a San Francisco-
based nonprofit digital library with the stated mission of “universal access to all
knowledge.” This purpose of the Internet Archive is archiving human digital heritages
including the WWW content. Archive.is provides people with archiving their requested
web pages and retrieving the archived pages. Both services have been doing their good
job, but they do not mention about the fidelity of their archiving contents.

Actually, mere digital archiving is not enough to guarantee that an archived one is
the genuine and unmodified copy of the original contents. People have no other way
but just believe their archived contents will not be forged. The trust for anti-
counterfeiting is solely based on not proper technology but the goodwill of service
providers. Of course, we think the existing service providers do not intentionally
modify the archived contents, but trials of hacking are always possible to forge some
significant contents because the archived digital content can be used as history or legal
proofs.

In this research, to resolve this issue, we propose a tamper-proof digital archiving
scheme based on Blockchain which technically prevents tampering with digital
archives. It serves users’ requests to archive digital contents and it makes a digital
fingerprint and stores the fingerprint into Blockchain to guarantee the fidelity of digital
archives.

The rest of this paper is organized as follows. Section 2 describes the design
consideration and the details of the proposed architecture. In Sect. 3, several evalua-
tions are conducted to show the robustness of the system against tampering and Sect. 4
concludes the paper.

2 Design of Architecture

2.1 Design Considerations

Same User Experience. There are several considerations in designing the proposed
system. First of all, the system should provide the same user experience like other web
services. Despite using Blockchain, the system should not force users to know or learn
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Blockchain. Also, it enables users to request archiving with only URI for the target web
page and to retrieve the archived ones easily.

Limit of Blockchain. From the perspective of Blockchain, the system has to provide a
bulk data storing method separately. Usually, Blockchain is not adequate to store
unstructured huge data such as image. Therefore, it is carefully designed to maintain
the consistency of the bulk data in the external repository and the fingerprint of the
corresponding data in Blockchain.

2.2 A Structure of the Proposed System

To adopt the design considerations, we have designed the system as shown in Fig. 1.
The system consists of Portal, Virtual Browser, Capture Manager, Archive Mapper,
FossilChian, and two repositories. The Portal serves frontend web pages which help
users to request archiving and retrieving digital contents. The Virtual Browser patches
the content of a web page on behalf of its users. The Capture Manager captures the
page content into a captured image which is visually same as an ordinary human user
sees the page. It also stores and retrieves the captured images. The Archive Mapper
manages an information tuple containing the requested URI, the file path of the cap-
tured image for the URI, the fingerprint for the image and etc. The FossilChain is a
kind of Ethereum blockchain which takes charge in storing and retrieving the infor-
mation tuple from the Archive Mapper.

Virtual Browser

Image repository

Capture Manager

\ |
Archive Mapper
(62
(o
(a ]

@ »| Portal

/4 Key-value store

8
0 6]
G v 0 9 FossilChain

Fig. 1. The structure of the proposed system
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2.3  Archiving Operation

In archiving digital contents, the several components of the system cooperate with each
other as shown in Fig. 2. When a user requests to archive a web page via the Portal, the
Virtual Browser patches the content of the web page and delivers it to the Capture
Manager. The Capture Manager captures the page content into a capture image and
stores the image into the image repository. Then, it generates the hash of the captured
imaged and hands over the hash to the Archive Mapper with the file path of the stored
image file in the image repository. The Archive Mapper generates an information tuple
containing the archived page’s URI, the file location on the repository, the image hash,
user information, and timestamp. Then, the Archive Mapper requests the FossilChain
to store the information tuple into an Ethereum blockchain using a smart contract which
fossilizes the tuple. After finishing all processes, the FossilChain returns a transaction
address from the result of the smart contract to the Archive Mapper. Then, the Archive
Mapper generates a shorten URI and stores it with the returned transaction value into
the key-value store. After then, the Archive Mapper delivers the shorten URI to the
Portal as a key to access the archived contents.

|
|
| Virtual Browser :
: 2. URI Image |
3. contents repository |
1. URI / 4. a captured image :
—|—> - - >
O | Portal Capture Manager -2 the file location :
@ < ) . os
. 6. information to be saved |
11. the 10. the shorten / :
shorten URI URI .

< Archive Mapper 9. a shorten URI and I
| the TX _ |
| o |

| . .
| 7. an information tuple 8. return the TX Key-value store :

O \ o W FossilChain

Fig. 2. The operation of archiving digital contents

2.4 Retrieving Operation

If a user wants to retrieve an archived page, the user has to present the page’s shortened
URI which was given in archiving. On receiving a retrieving request, the Portal
delivers the request to the Archive Mapper to find the linked transaction address from
the key-value store. Then, the Archive Mapper requests the FossilChain to find the
information tuple with the found transaction address. After getting the information
tuple from the FossilChain, the Archive Mapper accesses the archived image from the
image repository with the file location and calculates a hash from the image. Then, the
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Archive Mapper compares the calculated hash with the stored hash in the information
tuple to check the fidelity. If the verification succeeds, the Archive Mapper delivers the
information tuple to the Portal, which makes an information retrieval page that enables
users to check the archived page.

r-———"F"™"""™"""™""™""™"™"""™""™"™"™"*>"*>™"™"™"™"™"™"™"™"™"™"™/"™"™/"7//'"7/"7//"/"——77 |
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info. P 4. corresponding TX :
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' [
: Key-value store :
: 5. the TX 6. return the info. tuple :
! [

o 16 o
® o
(5]

O \ o FossilChain

Fig. 3. The operation of retrieving archived digital contents

3 Evaluation

The main check point of the system is whether it can provide tamper-proofing if it is
under the risk of hacking. To evaluate this system, we make two security assumptions;
First, with proper settings and operations, Blockchain is considered not to be hacked as
most experts agree. Second, running processes will not be hacked. Generally, programs
before running can be hacked or replaced on a file system, but the running processes
are robust to hacking. Therefore, the weak points of the proposed system will be the
image repository and the key-value store, because they just maintain static data and
they are not designed to be protected from hacking at all.

3.1 Tampering with the Content of the Image Repository

Changing archived images unaware of both users and service providers will be the
most critical and possible tampering in digital preservation systems. In the proposed
system, if a hacker succeeds to forge the images on the image repository, the forgery
will be detected in the retrieving process. During the retrieving process in Fig. 3, the
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Archive Mapper calculates a hash dynamically from the archived image from the image
repository and compares it with the stored hash from the FossilChain. With the veri-
fication, the Archive Mapper can decide whether the image is forged or not. If a hacker
wants to forge an image, the hacker must forge both the target image and the content of
Blockchain simultaneously, but we assumed Blockchain will not be hacked.

3.2 Tampering with the Content of the Key-Value Store

The second weak point is the key-value datastore where the system stores a shorten
URI and a linked transaction address as a key-value pair. In the system, the shorten
URI is used as a key, so the forgery of the shorten URI is meaningless. If a hacker
forges a transaction address, it is also meaningless because the transaction address was
automatically generated from the execution of a smart contract on the FossilChain. The
only way to change the transaction address is making a new transaction and replaces
the original one with the new one. However, only the Archive Mapper can make a
transaction and it can be hacked because it is a running process.

4 Conclusion

Every society has given a lot of efforts to record its knowledge as heritages. Although
the recording method and medium are changed, the efforts are still going on in the
Digital Era. Unlike previous eras, the digital data is the mainstream for conveying and
recording knowledge. Digital data has strong points comparing to analog form in many
respects; easy transfer, storage capacity, easy duplication, and so on. However, since
digital data is easily modified and forged, it is not adequate for persistent data preser-
vation and a new method is necessary to guarantee the fidelity of digital preservation.

In order to resolve this issue, we propose a tamper-proof digital archiving scheme
with Blockchain. The system not only provides the same user experience but also
protects users’ archives from malicious modification. In the evaluation, the system
shows it is robust to various kinds of forgeries. Currently, the system has been
implemented as a Proof-of-Concept, and we have a plan to evolve the system into a
more generalized digital preservation system.
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Abstract. Wireless sensor networks use many types of wireless sensors to
configure network. However batteries in wireless sensor nodes are energy limited
and consume considerable energy for data transmission. Therefore, data merging
is used as a means to increase energy efficiency in data transmission. In this
paper, we propose Differential Data Processing (DDP), which reduces the size of
data transmitted from the sensor node to increase the energy efficiency of the
wireless sensor network. Experimental results show that processing the differ-
ential temperature data reduces the average data size of the sensor node by 30%.

Keywords: WSN - Data aggregation - Data differential processing -
Efficiency - Sensor node

1 Introduction

Wireless sensor networks consist of many types of wireless sensors. Sensor nodes are
used for event detection, event ID location detection, and motion control. Sensor nodes
are also used to collect data and act as a gateway or router.

However, the location in which the sensor node is used may be an environment
where charging or maintaining power is difficult. Given that the lifetime of the sensor
nodes has a great effect on the service life of the wireless sensor network, research has
been conducted to maximize the senor nodes lifetime by efficiently using their energy
[1-8].

The differential data processing for the energy efficiency of the wireless sensor
network proposed in this paper provides energy efficient communication by reducing
the data size. The reduction is achieved by transmitting the difference values between
the previously collected data and the currently collected data.
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2 LEACH

LEACH (low-energy adaptive clustering hierarchy) is the most prominent protocol in
hierarchical routing protocols one that efficiently use cluster-based energy. Here all
nodes are clustered and collected, and each cluster has a cluster header. The config-
uration member nodes of each cluster sends the collected information to the cluster
headers. Cluster headers combine high quality information and data by a merge
operation, thereby saving energy by reducing the number of packets sent to the base
station [7].

Sensor nodes in the LEACH protocol consume energy in various ways, such as by
data transmission, reception, cluster configuration, and data merging/compression,
these processes, consume high energy for data transmission and reception. The fol-
lowing formula is used for data transfer.

ETx(ka d) = ETxfelec (k) + ETxfamp (kv d)
. kXEglec+kX Efs Xdz, d<d()
B kXEelec+k>< 6mp Xd47 dZdO

The difference in energy consumed is due to bit size (k), distance (d) and threshold
(do). Therefore, reducing the bit size of data transmission/reception while using energy
efficiently is necessary [6].

LEACH member nodes transmit data without further processing, thereby resulting
in high energy consumption.

3 Differential Data Processing

3.1 Differential Processing in Member Nodes

The means to handle the difference of member nodes is to first configure the cluster and
reduce the size of the data transferred by using the data collected previously and the
differential processing of the currently collected data. The member node conducts
differential processing after data collection and sends it to the cluster header. After
initial data collection, the member node passes the collected data along with the node
ID to the cluster header without any difference processing and then stores the collected
data in the repository. The next communication handles the difference from the value in
the store and sends it to the cluster header along with the node ID. The member node
updates the repository value with the last collected value.

In Fig. 1(a) shows the difference processing method of the data collected five times,
and Fig. 1(b) shows the data transmitted in the cluster header. As can be seen the initial
data 104 transmit the entire data in the cluster header. Then, the data collected from the
communication only carries the difference value from the previously collected data.
The difference values are 1, 2, 0 and —2. Thus, energy efficiency is improved by
reducing the bit size of the transmitted data except for the initial data transmission.
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Fig. 1. Processing data

3.2 Aggregation Processing of Cluster Headers

The cluster header aggregates the data received by the member node and sends it to the
base station. The proposed aggregation process uses the minimum value of the data
received from the member node as reference data. When various data are differentially
processed with the reference data, data other than the reference data excludes negative
signs, such that the size of at least one bit is reduced. The smallest reference data are
allocated and transmitted on the first packet.

The data structure transmitted from the cluster header to the base station is shown in
Fig. 2. In differential data processing, the packet size of the first value is at least one bit
larger than the value of the other value.

Collect data
—t—

| ID | Value | ID | Value

\_'_)

Node ID

Fig. 2. Data structure transmitted

When the node ID value is —1 when transmitting from the cluster header to the base
station, a special ID value indicating that the state of the member node is not com-
municable is transmitted. In this case, the value is the node ID.

Table 1 shows the three sets of data sent from the cluster header to the base station
based on the data provided every minute at the weather station [9]. If the size of the
data received from the member node in the proposed set is 0, it is not transmitted to the
base station.
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Table 1. Data sample

Minute | LEACH

01 {1:166,2:71,3:104,4:142,5:132,6:87,7:92,8:107,9:112,10:130,11:132,12:91,13:32,
14:17,15:138,16:15,17:75,18:81,19:46,20:60}

02 {1:166,2:71,3:103,4:142,5:132,6:88,7:92,8:106,9:113,10:130,11:132,12:89,13:31,
14:17,15:139,16:15,17:75,18:81,19:47,20:60}

03 {1:167,2:71,3:102,4:142,5:132,6:89,7:93,8:105,9:113,10:129,11:129,12:90,13:31,
14:17,15:139,16:15,17:75,18:81,19:47,20:60 }

Minute | Differential data processing

01 {1:166,2:71,3:104,4:142,5:132,6:87,7:92,8:107,9:112,10:130,11:132,12:91,13:32,
14:17,15:138,16:15,17:75,18:81,19:46,20:60 }

02 {12:-2,3:1,8:1,13:1,6:3,9:3,15:3,19:3}

03 {11:-3,3:2,8:2,10:2,1:4,6:4,7:4,12:4}

4 Performance Evaluation

4.1 Experiment Environment

In the simulation environment, 200 sensor nodes were randomly arranged in a
300 x 300 m? field using a MATLAB program. The base station is located on the X-
axis (150 m) and on the Y-axis (50 m). The energy parameters of the set LEACH
protocol are shown in Table 2. Furthermore, the data used in the experiment are the
temperature data every minute collected from November 1, 2017, as provided by the
Korea Meteorological Administration [9].

Table 2. LEACH energy parameters

Name Parameter

Initial energy of node 0517

Transmit amplifier (d < d0) 10 pJ/bit/m2
Transmit amplifier (d > d0) 0.0013 pI/bit/m*
Transmitter/Receiver 50 nJ/bit

Data aggregation 5 nl/bit

4.2 Performance Evaluation

Figure 3 shows the results of LEACH and differential data processing. As a result, the
size of data transmitted from the cluster header to the base station is 360 bits in LEACH
and 113 bits in DDP. Therefore, the average size of the data transmitted to the base
station is reduced by 30% compared to LEACH.
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Fig. 3. LEACH vs DDP

Table 3 shows the number of rounds per node that died in the experiment. When
the first node dies, LEACH is 483 times and DDP is 666 times. The difference between
LEACH and DDP for the first node is 183 rounds. When the 100th node dies, DDP is
30 rounds later than LEACH. When the last node dies, DDP needs 17 more rounds than

LEACH. Hence, experimental results show that DDP is more energy efficient than
LEACH.

Table 3. Number of dead rounds of the node

Kinds Dead node

First node 100™ node Last node
LEACH 483 805 863
DDP 666 835 880

5 Conclusion

In this paper, we propose a differential data processing method for energy efficiency in
wireless sensor networks. In the proposed method, the difference between the previous
collected data and the currently collected data at the member nodes of the cluster is
transmitted. We propose a merging method that performs differential processing based
on the minimum data in the cluster header.

Experimental results show that on average, the data size of the sensor node is
reduced by 30% via the DDP.



152 K. K. Lim et al.

References

1. Kumarawadu, P., Dechene, D.J., Luccini, M., Sauer, A.: Algorithms for node clustering in
wireless sensor networks: a survey. In: 4th International Conference on ICIAFS 2008,
pp- 295-300. IEEE (2008)

2. Heinzelman, W.R., Chanrakasan, A., Balakrishnan, H.: Energy-efficient communication
protocol for wireless microsensor networks. In: Proceedings of the 33rd Hawaii International
Conference on System Sciences, Maui, USA, pp. 1-10, January 2000

3. Deosarkar, B.P., Yadav, N.S., Yadav, R.P.: Clusterhead selection in clustering algorithms for
wireless sensor networks: a survey. In: International Conference on ICCCN 2008, pp. 1-8.
IEEE (2008)

4. Heinzelman, W.R., Chandrakasan, A., Balakrishnan, H.: Energy-efficient communication
protocol for wireless microsensor networks. In: Proceedings of the 33rd Annual Hawaii
International Conference on System Sciences. IEEE (2000)

5. Sadler, J.C.M., Martonosi, M.: Data compression algorithms for energy-constrained devices
in delay tolerant networks. In: SenSys, pp. 265-278 (2006)

6. Akyildiz, 1., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor networks: a
survey. J. Comput. Netw. 38(4), 393-422 (2002)

7. Rajagopalan, R., Varshney, K.: Data-aggregation techniques in sensor networks: a survey.
IEEE Commun. 8(4), 48-63 (2006)

8. Shin, D.H., Kim, C.: Data compression method for reducing sensor data loss and error in
wireless sensor networks. J. Korea Multimedia Soc. 19(2), 360-374 (2016)

9. Weather data public portal. Data.kma.go.kr (2018). https://data.kma.go.kr/. Accessed 08 Apr
2018


https://data.kma.go.kr/

q

Check for
updates

Performance Improvement
on Object Detection for the Specific
Domain Object Detecting

Hyungi Hong and Mokdong Chung(%)

Department of Computer Engineering, Pukyong National University,
Busan, Republic of Korea
heangi92@pukyong. ac. kr, mdchung@pknu. ac. kr

Abstract. Currently, various studies are underway to improve the performance
of Object Detection technology. In the proposed system, rather than classifying
all fields as a whole, we want to check the performance of the domain by
performing additional learning on the specific domain. In this paper, we propose
the performance improvement in the object detection system for detecting
human in the coastal image that shot by drone.

Keywords: Object detection * Single Shot MultiBox Detector -+ Human
detection + Computer vision * Image classification

1 Introduction

Recently, various and active researches for real-time object detection are being carried
out. These studies suggest various ways to improve near real-time speed and accuracy.
Most of the major studies currently aim to classify a various category of objects in a
comprehensive range. To do this, Common Object in context (COCO) and Pascal
Visual Object Classes (Pascal VOC) provide images containing objects of various
categories. Using this image to learn each object detection techniques weight value and
measuring the weight Mean Average Precision (mAP) for comparing performance.

Accuracy and speed are both important factors for systems that reliably detect real-
time specific objects, such as on-site object detection for emergency rescue. In this
case, recognition failure problem is more serious than the misrecognition of objects in
the image. Therefore, it is important to decrease the recognition failure rate by learning
objects through various types of learning data. In this paper, we aim to classify people.
When the various postures and only part of the body are in the image, the classification
rate of people drops. Especially in the case of the coast, there is possibility that a person
enters the water and only a part of the human body is photographed and the recognition
rate is lowered and not recognized. In order to solve this problem, we try to lower
misrecognized rate and recognition failure rate in classification by labeling only part of
body in labeling work.

In this paper, the drone takes a video of the ground and the coast in various
environments and train through the additional image to classify human in the image
with higher accuracy. We aim to train two types of weight value. We just use new
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collecting dataset for training among them. Another one is trained by existing weight
and collecting images. Comparing and evaluating existing weight and these two new
trained weights for higher accuracy object detection.

The construction of this paper is as follows. Section 2 introduces the related work,
Sect. 3 describes system design. In Sects. 4 and 5, we implement the system and
evaluate it. Finally, in Sect. 6 shows the conclusions and future work.

2 Related Work

2.1 Single Shot MultiBox Detector

Single Shot MultiBox Detector (SSD) is kind of Object Detection technology. One of
SSD variations, SSD512’s test result of Pascal Voc 2007, mAP is 76.8%, speed per-
formed 22 FPS [1]. In addition to You Only Look Once (YOLO) [2], it is mainly used
as a real-time object detection system by ensuring higher speed than the existing Faster
R-CNN.

In this paper, we used the existing weight trained by COCO 2017 dataset. And, we
used SSD for training using new collecting dataset and evaluating the result.

2.2 Object Detection Related Research

Performance enhancement research for real-time object detection technology are being
actively carried out through various directions. Technically, SSD [1] and YOLO [2]
mentioned above have greatly improved speed through changes in algorithms and
system structures. In addition to this, there have been various attempts to improve
performance by optimizing recognition cell size, error optimization and elimination of
duplicated calculations [3], learning through YOLO and confirming results with vari-
ous devices [4].

3 System Design

In this paper, we aim to develop a system to more accurately detect people in images
captured by a drone in coast. To do this, we collect a lot of coastal shots by drone and
make dataset by labeling people in images. The collected datasets are trained through
SSD and made weight value. In addition, the weight of the newly collected data set is
added to the learned weight by the existing COCO 2017 dataset, and the performance is
compared.

Drone Control System Object Detection Server ﬂ
Ground » Object e ‘ A
. ‘ * eaming
> ‘ Control Detection
% System - Module Server ?

Fig. 1. Object detection server system design
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Figure 1 is design of Object Detection server system. This server has two purposes
that collect real drone shot image and shoot real environment. Server consists of three
parts. First, Interface part communicates with the drone Ground Control System
(GCS) to transfer and store images. Second, Object Detection Module detects specific
domain in image using SSD and trained weight. Last, Streaming part stream result
video to web page for check result anywhere. Drone can take various environment
photo like closeup and high altitude.

4 Implementation

Development environment of this system is as follows. The Operating System used
Linux Ubuntu 18.04 and vehicle language is python 3.6. For object detection, we used
Tensorflow and Object Detection API. We choose SSD inception v2 in Object
Detection API for high speed. Hardware spec is intel® i7-6700 CPU and GTX-1080
GPU.

4.1 Data Collection

In the case of detecting people in coast image taken picture by drone in sky, we can
confirm the low recognition accuracy using existing weight trained by COCO 2017
dataset. In COCO 2017 dataset, only the images were composed that large in size and
clearly identified with the naked eye. Therefore existing weight hard to classify small
and various shape people. In order to solve this problem, we collected images of a
person who seemed to be small from a distance and images of a body part of a person
swimming in the coast. A total eight videos were collected from Google and Youtube.
We divided these videos into 48 images. And we labeled 387 human images from this
image and made xml file. We converted xml to csv, and csv to record file that our
training dataset.

4.2 Training

We trained weight based on SSD and classify only one category that people for high
performance and easy evaluation. We trained total two weights, one of both using only
collected dataset record file. Another weight using existing COCO 2017 dataset weight
trained by SSD inception V2 and collected dataset. During training, we confirmed low
loss value and stopped training. We trained weight 20,000 steps. Finally, we convert
checkpoint file to weight file.

5 Evaluation

System evaluation was confirmed by object detection result of images. We compared
existing COCO 2017 dataset weight trained by SSD, newly weight trained by col-
lecting dataset, additional training by newly collecting dataset on existing weight.
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In this section, we evaluate performance using factors of precision and recall. And we
hope to check object detection performance in specific domain, and we use original
video that extracts images.

Fig. 2. Object detection result using COCO 2017 dataset weight and additional training weight

Figure 2 is the result of object detection in high altitude using existing COCO 2017
dataset weight and additional training weight. We could confirm some box and labeling
results. Left figure had so low accuracy. If we applied a threshold of more than 30%,
Then we checked just six box and labeling detection result. But, right figure that result
of additional training weight confirmed a lot of box and labeling.

Table 1. Comparison of each weight precision and recall in high altitude situation

SSD COCO02017 | Collecting dataset | Additional training
Precision | 100% 94% 95%
Recall 12% 44% 46 %

Table 1 is evaluation result in high altitude. Original weight detected only one
person. This weight value trained by people-centered photo. Another two weights
detected nearby 40%. Most of remaining people located behind shadow and water.
Thus it is hard to detect edge. As a result, additional training weight had good per-
formance in the high altitude.
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Fig. 3. Closeup image detecting result

Figure 3 is each weight’s closeup image detecting result. It was original weight,
collecting data weight, additional training weight in order. COCO 2017 dataset weight
easily detected human in closeup image. We confirmed performance of collecting
dataset weight, it has very low accuracy. This dataset did not contain closeup images.
We predicted low accuracy in human-centered image. Additional training weight also
has low accuracy. Additional training too many affected original weight values.

Table 2. Comparison of each weight precision and recall in closeup situation

SSD COCO 2017 | Collecting dataset | Additional training
Precision | 83% 100% 100%
Recall 40% 16% 16%

Table 2 is evaluation result in closeup situation. In this situation, Original weight
easily detected big things. oppositely, Another weights hard to detect targets.

In this section, we want to compare three weights value quantitatively. Therefore
we count number of people and box in image. And also check each box state that true
positives, false positives, false negatives, and true negatives. And then we calculate
Precision, Recall and compare it.



158 H. Hong and M. Chung

As a result, we confirmed good performance of additional training weight in high
altitude situation. But it has low accuracy in closeup situation because of affected by
too many additional training. And also, it is hard to decide choosing training steps. Too
different shape of domain interrupts each other weight. Thus, we proposed use two
weights that is original one and collecting one for human detection.

6 Conclusion

In this paper, we improved performance of object detection server using additional
weight. Object taken at different angles were difficult to recognize like another angle.
Therefore we trained new weight value using object image taken at different angles. As
a result, we increased recall value. It meant that we collect each situation’s weight
values and labels, then we can detect object in various angles.

In the further work, we are training various weight values for each labeling situ-
ation. And then, we hope to make high accuracy object detection system using com-
bined weight value.
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Abstract. Adjusting the font size is a function of the smartphone for improving
readability. This smartphone is easier to use than other function but is less useful
due to the psychological factors experienced by users, such as annoyance or fear
of malfunction. Adjusting the font size is difficult when you are on the move or
cannot use both hands to hold the smartphone. Therefore, we need a system that
can automatically adjust the font size under any circumstances to improve read-
ability. In this paper, we implement a system, in which the font size is automat-
ically adjusted according to the distance between the user and the smartphone,
without additional device operations. By automatically adjusting the font size, this
system can increase readability while reducing difficulties in operation.

1 Introduction

Study to improve the readability of smartphones in devices and their various functional
have been published. Among them, the font size can be adjusted by a simple touch or
button operation. However, adjusting the font size by repeatedly adjusting the setting
each time may prove to be difficult, especially when the user is on the move. People
with disabilities and older people with reduced motor abilities can also feel more
discomfort [1]. Therefore, to make it easier for users to control the font size, the
manipulation of smartphones can be minimized, thus allowing the device to react
according to the user’s environment.

The automatic adjustment of font size (AAFS) system design, which is proposed in
this paper, adjusts the font size according to a determined distance. Therefore, the user
can adjust the size of the font that is easy to read by simply changing the distance of the
smartphone from one’s body, without needing to manipulate it anyway.

2 Factors Affecting Readability

The factors affecting readability are classified into visual, environmental and personal.
Visual factors are the font characteristics seen by the user, such as font type, font size,
font spacing, and sentence spacing. Environmental factors include the size of the
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smartphone and the brightness of the user’s surroundings. Personal factors are the
user’s characteristics, such as physical state, age, or disability. Table 1 shows the
summarizes the three factors that degrade the reading environment.

Table 1. Summarizes the three factors that degrade the reading environment.

Readability inhibition factor | Contents

Visual factor — Font type
— Font spacing, between the lines, length of the line
Environmental factor — Type of device to read

— Lighting of reading space
Personal factor — Individual vision difference
— A degree of physical aging
— A degree of eye disease

Among the three factors that hinder readability, the environmental and visual
factors vary depending on where the smartphone is being used. Of all Internet users,
96.6% use smartphones or smart pads, and this shows that there are various places
where smart devices can be used [2]. In addition, visual acuity decreases by 20% when
moving, compared to when there is no movement [3]. When the reading environment is
degraded due to environmental factors, it is possible to improve readability by merely
adjusting the font size. However, using this feature is only 40% effective, which
indicates that the operation of the device should be made easier.

Even if a user cannot use both hands or has a disability, smartphone operations
should still be easy. In order to improve the convenience of using a smartphone while
moving, the limitations of smartphone one-hand operation should be studied and
analyzed [4].

Presbyopia, disease, and disability are personal factors that closely affects one’s
reading environment. A user adjusts the font size and brightness of the device to solve
the personal factor. However, as the user’s reading situation frequently changes, it may
be troublesome to manipulate functions depending on each situation. Setting the font
size to be larger than the normal size also reduces readability because it increases visual
span. Visual span refers to the range of characters that can be accurately recognized at
once without eye movement [5]. Frequent scrolling also negatively effects readability,
so proper font size is required [6]. The user sets the appropriate font size for
him/herself. Therefore, setting based on personal factors is not done frequently, and
font size is often adjusted by environmental factors during movement.

3 Implementation of AAFS System

3.1 Distance Between User’s Face and Smartphone

The core function of the AAFS system is automatic font size adjustment based on the
distance between the user’s face and the smartphone, without additional user
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manipulation. The AAFS system uses the camera module embedded in the smartphone
to detect the face of the user and extracts the number of pixels of the face length. The
measured face length (Lyg) differs depending on the distance between the user’s face
and the smartphone’s camera lens. Figure 1 presents the schematic diagram for cal-
culating the distance between the user’s face and the smartphone.

Smartphone
LLenqcal Length(Dy)

3
Face Length(Lr) Measured Face

Q
Length(Lyr)
——

4

Distance Between Smartphone
and Face(Dgp) Focal Length(Dr)

Fig. 1. Schematic diagram of distance measurement between user’s face and smartphone

The Lyr determines the number of pixels in the face image displayed on the
smartphone screen. When the user looks at the screen to read the text, the front camera
is activated and the smartphone detects the face and obtains the number of vertical
pixels in the detected face. The Ly is the smartphone screen size divided by the
number of pixels in the device, multiplied by the number of pixels in the smartphone
face length. The Lyr obtained in Eq. 1 is the length value (in mm) of the face displayed
on the smartphone screen.

Screen Length
Number of Device Pixel

Lyr = Number of Face Length Pixel (1)

The focal length (Dg) is a fixed distance according to the size of the image sensor in
the smartphone camera module, but the image sensor is not used in the AAFS system.
Therefore, the focal length is recalculated to the size of the smartphone screen. The
calculation of the Dr is obtained by the ratio of the image sensor and the smartphone
screen size. Equation 2 is the formula for obtaining the Dg.

Device Screen Length
Sensor Length

Dr = Focal Length of Device

(2)

Meanwhile, the distance between the smartphone and the face (Dgg) can be
obtained by multiplying the face length (Lg) by the D and dividing it by the Ly, as
shown in Eq. 3.



162 K. S. Hong et al.

Here,

Dsr: Distance between smartphone and face
Dg: Recalculated focal length

Lg: Face length

Lyp: Measured face length.

3.2 Automatically Adjusted Font Size According to Distance

The font size is automatically adjusted according to the distance. The size of the letters
according to distance is based on the nearest point that can be seen by a user with
presbyopia. The change interval of the automatically adjusted font size is from 220 mm
to 310 mm in the first step and from 320 mm to 410 mm in the second step.

In the third step, the automatically adjusted for size is 420 mm and larger. As the
length of the arm is limited, the third step is the maximum distance. Table 2 presents
the distance value and the character size according to step, and it is the variable name
that defines each value. Figure 2 presents the flowchart of the automatic font size
control based on Table 2.

Table 2. Parameters of simulations.

Step | Distance Distance variable | Font size | Font size variable
Step 0| =210 mm D_o 12Pt F o
Step 1|220-310 mm | D_, 13Pt F_,;
Step 2|320-410 mm | D_, 14Pt F_,
Step 3 | 420- mm D_; 15Pt F_;

4 Result of Implementation

The number of pixel of face length is obtained by extracting the facial area from the
smartphone screen. The image size of face in smartphone depends on whether the
user’s face is near or far from the smartphone. It then calculates the distance value
between the smartphone and the face and automatically adjusts the font size according
to the distance value. The distance value between the smartphone and the face is
calculated using Eq. 3. Figure 3 shows a screen that implements a system that is
automatically adjusted according to the distance between the smartphone and the face.

In the implementation of system screen, the detected face is displayed as a rect-
angle, and the number of pixels of the face is expressed by face height. Steps O, 1, 2,
and 3 indicate the distance steps, and the letters at the top of the screen show the
changes in the font size in steps.
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Qd START )

Fig. 3. Snapshot of AAFS system
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5 Conclusion

The AAFS system is designed so that the font size is automatically adjusted without
user manipulation, here, the font size can be changed by the distance between the user’s
face and the smartphone. In this method, the distance of the smartphone to the user’s
face is obtained using the built-in camera, and the font size is automatically adjusted
according to the distance value.

Given that the AAFS system adjusts the font size in any environment adjusting the
font size and returning it to the original size becomes easier. Depending on the situ-
ation, this method can increase the usability of smartphones, especially for those who
have difficulties in performing one-hand operations or among the elderly who have
difficulties in handling devices.

References

1. Diaz-Bossini, J.-M., Moreno, L.: Accessibility to mobile interfaces for older people. Proc.
Comput. Sci. 27, 57-66 (2014)

2. Survey on the Internet Usage. Korea Internet & Security Agency (2017)

3. Conradi, J., Busch, O., Alexander, T.: Optimal touch button size for the use of mobile devices
while walking. Proc. Manuf. 3, 387-394 (2015)

4. Oh, S.H.: Usability evaluation factors of smartphone one-handed operation interface. Thesis
Paper, Hongik University (2014)

5. Jeong, B.: Measurement of visual span and reading abilities in korean reading. Thesis Paper,
Chung-Ang University (2015)

6. Sanchez, C.A., Goolsbee, J.Z.: Character size and reading to remember from small displays.
Comput. Educ. 55(3), 1056-1062 (2010)



q

Check for
updates

Development of Usable Communication
Reasoning System Using Connection
Information for Efficient Conversion

of Connection

Taehoon Koh', Yonghoon Kim', Kamyoung Park?,
and Kyungryong Seo! 3D

! Department of Marine Lab., SUNCOM Co.,
#0602, NIFC, 111, Hyoyel-ro, Buk-gu, Busan, Republic of Korea
thkoh@suncom. co. kr, kimyhjava@pukyong. ac. kr
2 Korean Register, 36, Myeongji ocean city 9-ro,
Gangseo-gu, Busan, Republic of Korea
Kamyoung@krs. co. kr
* Department of Computer Engineering, Pukyong National University,
45, Yongso-ro, Nam-gu, Busan, Republic of Korea
krseo@pknu. ac. kr

Abstract. In the waters where various communications of Wi-Fi, VHF, LTE,
and Satellite should be used, economical and performance aspects are consid-
ered. Offshore vessels use a smaller number of communications, but there are
many difficulties in supporting communications that meet customer require-
ments. In particular, in the case of a ship operating a long distance, the burden of
the communication cost may affect the overall transportation cost, and therefore,
a significant cost should be incurred if proper communication conversion is not
achieved. In this paper, we describe the problem of applying the existing
communication connection policy and discuss the development of a system that
predicts and reflects the problem using the communication collection informa-
tion in the ocean.

Keywords: Communication *+ Geo-fencing + Random variable - e-Navigation

1 Introduction

LTE, Wi-Fi and Wibro are the most common types of terrestrial communications in
2011, with 4G [1] being the first year [2]. In particular, LTE provides all services
including IP-based data using TCP/IP. It can be provided faster [3]. Based on these
technologies, the Ministry of Public Administration and Security (MSTF) in 2011
introduced the optimal communication technology method called PS-LTE (Public
Safety LTE) in Korea through the feedback of disaster network demand organizations
[4] (IRIS) system including LTE-R (LTE-Railway) in the existing fixed-line network
and VHF system, and plans to integrate wired/wireless by 2022 and unify the whole
country in 2016 [5]. In addition to this, in order to reduce marine accidents caused by
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human factors of IMO (International Maritime Organization), we introduced the
e-navigation system and it was proposed to develop for the first time in 2005. After 8
years of discussions (NAVIGATION PROJECT) and started standardization and
development from October 2016 to 2020 [6].

However, wireless communications at sea have environmental limitations. The
difficulty of installing fixed structures and the problem of no transmitting and receiving
scatterers [7] have selective restrictions on communication equipment depending on the
distance between the land and the ship. To the extent required by law. The problem of
the communication range can be solved somewhat by using the satellite, but it has a
problem in connection with the wireless communication method developed around the
base station and a problem about the communication cost. In order to satisfy these
various conditions, various communications equipment such as VDES (VHF), Wi-Fi,
HFE/MF, 3G/LTE and Satellite are used.

Such an environment requires efficiency and reliability for connection of various
communication equipment and requires an integrated marine communication gateway for
reliability of connection. In addition, although the requirements for users with different
characteristics such as communication service and economic cost are increasing, it is a
reality that there is a shortage in relation to the application of the conversion algorithm
which satisfies this sufficiently. Commercial models developed around LTE and 3G
convergence [8—11] interfere with additional connections due to difficulties with non-
TCP/IP connections, In most cases, users are required to perform a direct conversion and
cannot provide information about each communication. Therefore, the user must review
and change the appropriateness and economic situation to each communication con-
nection. Therefore, in this paper, to develop a system for predicting connection com-
munication without examining communication connection in existing communication
switching policy, based on communication information according to location, commu-
nication intensity for each communication is calculated as a random variable and applied.
Section 2 describes the related research, and then Sect. 3 provide the implementation and
evaluation of the system, and Sect. 4 will discuss the conclusion.

2 Related Work

2.1 Expectation of Random Variable

The expected value of a random variable can be estimated as an average value. The
overall distribution of X is generally too difficult to express this information. This is
because the distribution of the random variable X contains all probabilistic information
about X. The average or expected value can be useful for providing information about
where X is expected [12].

Normally, the expectation of X, denoted by E(X), is a number defined as follows
(1). Expectation for a continuous distribution is (2).

EX) =Y, xf(x) (1)

E(X) = /700 xf(x)dx (2)

oo
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2.2  Geo-Fencing

Geo-fencing is a function of software programs that use geographic bounding systems
(GPS) to define geographic boundaries. This will usually warn you when you are
within or outside your defined bounds.

Among many geo-fencing applications, Google Earth [13] is a typical example.
Google Earth allows users to define boundaries above a satellite view for a specific
geographic area. By defining these boundaries, we use this technique to determine
whether the actual user is in the area or not.

3 Implementation and Evaluation

3.1 Implementation

In order to learn, there are a large number of algorithms according to each learning
method, and guidance learning is conducted in data processing for machine learning. In
learning maps, it is important to process the data to be learned. General learning
variables can set communication intensity and coordinates for each type of commu-
nication, but it can be a problem at sea when setting judgment tag to be applied. In
other words, commonly used coordinates are divided into Geodetic Longitude and
Latitude and Projected Coordinate, and the general method used in the ocean is the
longitudinal latitude coordinate system. In addition, the notation of the latitude and
longitude index system is classified into [degree] notation and [degrees/minute] nota-
tion. In [figure] notation, Degrees/min], there is a difference of 2.5 m in distance to
0.1 m in latitude 0.1” and 0.1 m in latitude. The problem is that in the collection of
training data, the number of decimal places or [degrees/minutes] to the number of
seconds is used as the range in the notation. If you measure the communication strength
by measuring 0.00001 to the decimal point in the actual sea, you will have to collect
huge amount of data. If so, reducing the number of decimal places can cause problems
for each communication decision over a wide range. In other words, when the LTE,
Satellite, and VHF communication are mixed at a certain point, the communication
intensity also occurs at various values, and it is difficult to decide which communi-
cation is reasonable to select. In addition, there are some cases where a ship is operated
only for a given route, and it is difficult to estimate the decision value for the area other
than the route.

Therefore, it can be said that probability is used when various communication and
communication intensity are derived at a certain point, but it is said that it is the same as
the case where the front and back of the coin come out at 5:5 and may be more difficult
in an unstable communication environment.

Therefore, we processed the data to be learned by assigning the appropriate tag
value using the random variable for each communication.
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The signal strength of each communication for each coordinate is iteratively
extracted. When the probability variables L, V, S, H for LTE, VHF, Satellite and HF
communication have a probability distribution, P(I),P(v),P(s) and P(h) expected
value is (3).

E() =Y _IP(l), E(v) = Y vP(v),E(s) = ¥ sP(s),E(h) = Y hP(h) (3)

All x All x All x All x

In the present study, we apply discrete random variables, but in case of continuous, (4)
should be applied.

EQl) = /OOZP(Z)vE(V)— /Ocvp(V),E(S)— /OosP(S),E(h)— 7hP(h) (4)

However, the communication according to each coordinate at sea is highly related to
the temperature and humidity airflow, and the values measured according to the
weather changes most closely. Therefore, when a time series analysis is performed, the
multivariate binding distribution for the calculated random variable should be
considered.

If the n random variables (time series) [y,1,1s, .. .,I, of the LTE communication
have the discrete joint distribution fi(I;, 1,13, . . .,I,) and n variables are defined as m
functions of Yi, Y5, Y3, ..., Y,, can be expressed as (5).

Yi=ri(li,b,1l,....0,)
o =n(li,b b, ... 0)
Y3 :I‘3(ll,lz,l3,...7ln) (5)

Ym = rm(llaZZal3a .- '7ln)

Then, for the set A in which Y1, Y, Y3, ..., Y, is defined for all (I1,1,13, .. .,1,) values,
the joint probability function g(yy,y2,V3,- .., ¥n) of Y1, Y5, ¥3,..., Y, can be calculated
as follows (6).

g()’l>)’27)’37-~->))n): Z fl(ll7l27l3;"'7ln) (6)
(i, I3, 1) EA

Experiments were carried out to establish decision values for machine learning by
using 1002 coordinates in total and setting communication intensity for each com-
munication in each coordinate.

Figure 1 shows that the range of each communication is set and the simulation is
conducted using it. The upper left-hand side represents Wi-Fi, the right side represents
the range of satellite communication, the lower left represents LTE, and the lower right
represents the range of VDES communication.
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In the figure, R (Real) represents the measurement of the communication intensity,
A (Average) is the average of the surrounding communication information, and
E (Expected) is the calculation of expected value.
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Fig. 1. Example of communication classification experimental
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Fig. 2. Example of real-world simulation
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In this paper, we can derive a communication decision value that is closest to R by
analogy without using the existing R method, and it can be seen that both the A and E
methods are approximate estimates. However, the actual sea area has a communication
range as shown in Fig. 2, and the range of Wi-Fi, LTE, VDES, and Satellite is shown
from the upper left. It can be seen that estimating A from the estimated value of the
blue rectangle accurately estimates LTE while estimating LTE from E is assumed. In
the red rectangle, the full range of satellites should be used. Is estimated more precisely.

3.2 Evaluation

In this study, we tried to estimate the communication within the range to obtain the
decision value for machine learning. In this experiment, we use the general commu-
nication switching policy of marine, and the related matters are shown in Table 1
below.

Table 1. Experiment environment

Division Contents
Connection policy Wi-Fi>Lte>VDES>Satellite
Communication switching time | Wi-Fi 3s

Wi-Fi — Lte 3s

Lte — VDES 3s
VDES — Satellite |4 s
Connection attempt 3 time
Effective communication strength 20 RSSI-25 RSSI

RSSI: Received Signal Strength Indicator
VDES: VHF Data Exchange System

In order to process the experiment, the results were measured with the calculation
range and the random selection ship, and the accuracy with the existing method was
confirmed. The results are shown in Table 1.

4 The References Section

Information gathering is also an important part of various communication decisions at
sea, but analyzing the collected information is also an important part, and communi-
cation decisions near the land are difficult. Because it is possible to do all communi-
cation such as Wi-Fi, LTE, VDES, Satellite, etc., close to the land, if it goes through
only connection review, it may take a lot of time for communication connection like
experiment result, In the case of LTE, costs are incurred. In order to solve this problem,
a simulator has been developed to develop a system for estimating using the collected
communication information. In some cases, the result is different from the actual
decision value. However, I think it’s worth it.
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In future work, we intend to develop a system that can increase the accuracy of

estimation and reflect on machine learning and make a reasonable decision.

References

10.
11.

12.

13.

. Advanced New Technology Information Analysis Research Group: Next-generation mobile

communication LTE market trend and technology development strategy, JinHanMNB
(2011)

. K-ICT spectrumMap: Korea Broadcasting & Communications Agency, 2016 (2018). http://

spectrummap.kr/stats/statsAnalysisView.do

. Dahlman, E., Parkvall, S., Skold, J.: 4G: LTE/LTE-Advanced for Mobile Broadband, 2nd

edn. Elsevier, Amsterdam (2014)

. Park, H., Lee, S., Lee, K., Kim, D., Kwon, J.: National disaster safety network technology

method. J. Korean Commun. Soc. Inf. Commun. 31(10), 12-18 (2014)

. Yoon, H., Park, J., Yun, Y., Seong, D.: Commercialization of LTE-R (railway radio

communication network) and national railway network construction plan. J. Korean
Commun. Soc. Inf. Commun. 33(3), 66-73 (2016)

. An, K.: A study on the improvement of maritime traffic management by introducing

e-navigation. J. Korean Soc. Mar. Environ. Saf. 21(2), 164-170 (2015)

. Jang, J., Lee, S.R., Kim, D.H.: Spatial multiplexing using open-loop precoding in maritime

communication environment with channel correlation and LOS. J. Korean Inst. Commun.
Inf. Sci. 40(7), 1397-1404 (2015)

. Net Co., Ltd.: NCT, NET Co., Ltd., 2016 (2018). http://www.netjoiner.com
. IDO-LINK Co., Ltd.: IDO-LINK Co., Ltd., IDO-LINK, 2018 (2018). http://www.ido-link.

com
Locomarine: Locomarine YACHT ROUTER, 2016 (2018). http://www.yachtrouter.com
Digital Yacht Ltd.: Wireless Internet, Digital yacht, 2018 (2018). http://www.
digitalyachtamerica.com

Morris, M.J.S., DeGroot, H.: Probability and Statistics, 4th edn. Pearson Education Inc.,
London (2012)

Rouse, M.: Whatls.com, TechTarget, 1999 (2018). https://whatis.techtarget.com/definition/
geofencing


http://spectrummap.kr/stats/statsAnalysisView.do
http://spectrummap.kr/stats/statsAnalysisView.do
http://www.netjoiner.com
http://www.ido-link.com
http://www.ido-link.com
http://www.yachtrouter.com
http://www.digitalyachtamerica.com
http://www.digitalyachtamerica.com
https://whatis.techtarget.com/definition/geofencing
https://whatis.techtarget.com/definition/geofencing

)

Check for
updates

Textual Classification to Distributional
Representation Using Cohesion Devices

Yonghoon Kim', Sookhyun Jung?, Jee-Won Hahn?®9,

and Mokdong Chungl(g)

! Department of Computer Engineering, CS and Al Lab, Pukyong National
University, 45, Yongso-ro, Nam-gu, Busan, Republic of Korea
kimyhjava@pukyong. ac. kr, mdchung@pknu. ac. kr

2 Department of English Language and Literature, Pukyong National University,
45, Yongso-ro, Nam-gu, Busan, Republic of Korea
sookhyun3l@gmail. com, jeewonh@pknu.ac. kr

Abstract. Research on the information retrieval model using neural networks
has been actively progressed to the retrieval of information and the classification
of documents. Various algorithms have been applied to realize this research, and
weights have been implemented to words and documents. As information
technology accelerates, we might be necessary to understand the exact meaning
of documents through the advanced method of obtaining and analyzing the
values. Discussions on the frequency of words directly related to these studies
have focused on English learning in social sciences or on pure language. In this
paper, we propose a method that can more accurately analyze the meaning of
sentences by reasonably increasing the frequency of important words in sen-
tences. The essential words are based on cohesion devices used to make context.
Several tests were conducted to verify the performance and the effect of
improving the semantic analysis system, and we confirmed its result information
in the sea.

Keywords: Cohesion devices -+ Word2vec - Textual classification + Neural
network * Reference

1 Introduction

Data analysis is divided into structured data and unstructured data according to the
classification. It also can be separated into supervised learning and unsupervised
learning through the learning method. Currently, unstructured data analysis using
unsupervised learning is more actively performed. Unstructured data means data which
meaning is not precisely defined with images, sounds and sentences. In particular,
Information Retrieval [1] among textually unstructured data analysis is a significant
factor in the information age. The mechanism of information retrieval reflects how
often people explore a search word. Specifically, supervised learning in information
retrieval refers to putting on a label to each document to match it with its proper label.
Unsupervised learning is to learn and classify information corresponding to a specific
query as features of a document. There is Latent Semantic Analysis (LSA) [2] as a
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traditional analysis model and Latent Dirichlet Allocation (LDA) [3] using stochastic
techniques. Recently, as the interest of neural network with Convolution Neural Net-
work (CNN) [4] has increased, using this analysis is magnifying the information
retrieval. The most dominant thing in the information retrieval is to classify the features
of documents accurately. As for the similarity of words, numerous researchers have
used various algorithms such as Continuous Bag-of-words (CBOW) employing N-
gram and skip-gram [5], Word2vec putting the relation of surrounding on words,
Paragraph2vec [6] applying a length of documents, and others. Therefore, the value of
frequency is a critical part of this analysis because it is grounded in measuring the
frequency of words and documents. However, the related discussion is still lacking. In
this paper, we propose a semantic improvement of documents by replacing demon-
strative nouns into specific words based on cohesion devices which contribute to the
sentence structure and composition in English literature. Therefore, this analysis helps
researchers to learn the characteristics of the document, and it will contribute to pre-
dicting similar documents and words. The order of this paper will be as follows.
Section 2 describes the related research, and then Sect. 3 proposes the method of
applying the cohesion device. Sections 4 and 5 provide the implementation and
evaluation of the system, and Sect. 6 will discuss the conclusion.

2 Related Work

2.1 Cohesion Devices

Cohesion is linguistic features in the passage that contribute to its total unity to make it
text. The linguistic connectedness occurs where the interpretation of some element in
the discourse is dependent on that of another [7]. It indicates that the comprehension of
a text is associated with perceiving relation of each element. Cohesion is achieved
through linguistic devices such as reference, substitution, ellipsis, conjunction, and
lexical cohesion [8]. Among them, this study concentrates on two elements; reference
and repetition. Pronouns traditionally gain the topic-head position, which makes a
contextualized flow of information. Lexical repetition is the principal means of
explicitly marking cohesion in text [9]. Hence, we assume that replacing pronouns with
nouns can increase cohesion.

Many previous studies have proved that a high-cohesion text improves participants’
text-based comprehension. Manipulating degree of cohesion causes topic continuity,
which results in participants better understanding texts [10]. Regardless of participants’
level of reading proficiency, high-cohesion texts produce better scores in their reading
performance tests [11]. These results report that a high-cohesion affects an individual’s
comprehension of a text. Therefore, this study hypothesizes that computers also can
detect the topic of texts more accurately within a considerable degree of cohesion. It
can be inferred that a high-cohesion can generate more precise results in computer
classifying documents. These cohesion devices are divided by lexical cohesion devices
and grammatical cohesion devices depending on vocabulary and grammar.

The lexical cohesion devices represent the previous information repeatedly and
thereby enhance cohesion. On the other hand, the grammatical cohesion devices are to
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point out and substitute the preceding information with deixis or to omit repeated
words to display the relation of the previous information [12]. Representative types of
cohesion devices are shown in Table 1 [7].

Table 1. Representative types of cohesion devices

Category Device Example
Reference Pronoun Jeff slept until the alarm clock woke him up
Demonstrative | Would you like this cake? I bought it this morning
Comparative This novel is lighter but more subtle
Definite Last year we went to Devon for a holiday. The holiday we
article had there was the best we've ever had
Substitution | Nominal Would you like this cake? I bought one this morning
Verbal You can'’t live on what they would pay you. You could do
on twice as much, maybe
Clausal 1 didn’t think she was exceptionally shy. She wasn’t at one
time, but she has become so recently
Ellipsis Nominal Which last longer, the curved rods or the straight rods?
The straight (ones) are less likely to break
Verbal Have you been swimming?
Yes, I have. (been swimming)
Clausal John is a coward
Yes, but not 1. (I am not a coward)
Conjunction Additive In addition, plus, moreover, furthermore
Adversative In contrast, on the other hand, however, nevertheless
Causal For this reason, thus, therefore
Temporal Then, afterwards, now
Lexical Repetition A boy is climbing the old elm. That elm isn’t very safe
Synonym I've been to see my great aunt. The poor old girl is getting
very forgetful these days
Collocation Why does this little boy wriggle all the time? Girls don’t
wriggle

General nouns | Henry seems convinced there’s money in dairy farming.
I don’t know what gave him that idea

2.2 Tensorflow Softmax and Neural Network

Tensorflow is an open-source software library that performs numerical computations
using data flow graph. The graph’s Nodes represent numerical operations, and Edge
represents multidimensional data tensors that move between nodes. It can use a CPU or
GPU to run performance on a server or mobile device. It was developed primarily for
machine learning and Deep Neural Network (DNN) research by Google Brain team, a
Google Al research organization [13]. Softmax or Softmax regression is equivalent to
replacing the output of the existing Neural Network with a probability distribution
without using the sigmoid function. Neural Network of Artificial Neural Networks are
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models for classification and prediction, and Multilayer Feedforward Networks is the
most flexible method to grasp the complex relationship of response variables. Transfer
functions include linear functions, exponential functions, and Logistic/Sigmoid func-
tions. Sigmoid functions are used as typical examples [14, 15].

3 Method of Applying-Cohesion Devices

This study adopted cohesion devices to obtain a feature of each document. We col-
lected data on Wikipedia about specific topics including Love, Hate, War, and Peace.
We put them into five categories as Love, Hate, War, Peace, and War and Peace
regarding that ‘war’ and ‘peace’ usually co-occur like a collocation. Next, the data is
divided into two groups on the basis of existence of cohesion devices. As I already
mentioned, as a reference indicates the previous information, it can be re-write as the
preceding word or phrase.

4 Experiment on Document Identification

In the experiment on document classification, we should make the documents into two
groups; with cohesion devices and without cohesion devices. First of all, we extracted a
characteristic of each document and estimated a similar document through machine
learning. To do this, we used to 27 documents out of 37 to train machine and utilized
the rest of them, 10 documents, as verification data. Testing data was 4,085 words
without cohesion device while it was 4,109 words with cohesion device. The tokens
were 1,599 respectively. We confirmed that the result of accuracy based on machine
learning was satisfactory in the previous research [16]. Therefore, we extracted similar
words to pronouns and references using Word2vec, and then put weights on these
words. The 240 Documents, 122,811 words, and 11,330 tokens were used in the
experiment. The accuracy of the whole words was approximately 70% while the
average accuracy without cohesion devices was 54% [17], which shows 16% of
deviation. Subsequently, we examined 400 Documents, 202,093 words, and 15,425
tokens to increase the reliability of experiments. In order to achieve scientific credibility
in actual experiments, 400 documents were arbitrarily mixed. 80% of them were used
as training data, and 20% of them were verification data. Since the selection of both
learning data and verification data will affect estimating accuracy, we should conduct
experiments five times to control this variable.

5 Evaluation

In the earliest experiment of this study, we applied 4;. The accuracy was 70% without
the cohesion device. On the contrary, 90% accuracy was confirmed after applying the
cohesion device. Among ten verification data composed of two documents in each
topic, only one document in ‘peace’ was estimated in error. Thus, this study assumed
that adopting cohesion devices made better result than without them through the first
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experiment. Following this acceptable result, we employed word2vec extensively in the
way we set a more weighted value on related words to cohesion devices. The result was
remarkable. Thus, we experimented more data five times. To diminish the deviation of
accuracy for fixing learning data and verification data, we performed experiments five
times by randomly mixing and exchanging data. The results are in Table 2.

Table 2. The result between with cohesion and without cohesion

Division 240 document 400 document

#1 |#2 (#3 |#4 |#5 | #1 #2 #3 #4 #5
With cohesion 64% | 66% | 13% | 65% | 63% | T1.2% | 78.7%  63.7% | 71.2% | 65%
Without cohesion | 53% | 52% | 57% | 56% | 48% | 70% | 76.2% | 66.2% | 73.7% | 62.5%

In some cases, the accuracy of without cohesion was high. In other words,
imposing weight has an adverse effect on learning performance.

6 Conclusion

This study attempted to classify multiple documents based on machine learning. Since
acquiring actual documents in machine learning showed the deficient result than we
expected, we applied cohesion devices to see if the linguistic feature met the increased
performance. Cohesion devices are a kind of linguistic tools to hold sentences together
and give them meaning within context. It means almost every document has cohesion
devices in its content. In addition, the study used word2vec. As the machine learning
for classifying documents has usually relied on the frequency of words, insignificant
words such as function words can record a high ranking. Even if these words do not
represent the content of a document, machine learning can make the result based on the
list of word frequency. This process may lead to the inadequate accuracy of distinction
among documents. Thus, regarding this defect, we extracted words corresponding to
cohesion device especially references using word2vec and replaced them into nouns.
We presumed that using repetition of nouns might increase the weighted value of these
words, which could improve learning performance. In the experiments, word2vec was
not able to deduce precise references or pronouns from the sentences. However, it can
detect some notable words that enhance the discrepancy of documents. These note-
worthy words improved the weighted value. Meanwhile, the learning performance was
also advanced. As a consequence, if we add algorithms which can find out cohesion
devices more precisely, the learning performance might progress. In the further
research, we will conduct research that can more accurately deduce the words corre-
sponding to cohesion devices.
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Abstract. Legal metrology and instrumentation standard equipment is con-
trolled by software. It is no wonder that the software is updated via the network.
Accordingly, there are new problems such as a function stoppage and infor-
mation leakage by a cyber-attack. In order to ensure that this software controlled
instruments operate correctly, there is need to verify that the software is not
tampered. To ensure that the software works correctly, there is need to provide
the software requirements and appropriate verification methods. In this study,
we have studied the construction of software authentication system for mea-
suring instruments. We identified five goals for protecting and validating
instrumentation software. We derive cyber-attack threats and scenarios, and
propose software requirements to overcome them. It is expected that this
research will be able to introduce not only electric power meter but also software
certification of type approval measurement instruments.

Keywords: Fraud prevention * Instrument software - Legal metrology -
Measuring instruments - Software certification - Software protection - Software
requirement - Software validation * Software vulnerability - Energy meter

1 Introduction

Smart meter refers to an electronic energy meters that communicates with the service
provider’s network for purposes of monitoring and billing purposes. It mainly uses the

amount of reactive power and power factor.

Which is more intelligent and various supplementary services than existing elec-
tronic energy meters. The most significant difference between a smart meter and a
conventional mechanical energy meter is that it has real-time measurement and storage
capabilities for a variety of data and that a power grid operating server is capable of
real-time bidirectional communication with other intelligent devices in the household
[1-3].
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The Smart Meter is more intelligent and more versatile than today’s conventional
electronic watt-hour meters and communicates with the service provider’s network.
Smart meters are expected to contribute to solving all kinds of problems through Smart
Grid by supporting the interactivity of Smart Grid in various aspects [4, 5].

The metrology system is a system that operates and maintains the accuracy and
maintenance of the meter in the field where there is a conflicting measurement result by
the meter. Furthermore, it aims at ensuring the fairness of measurement and protecting
the lives of the people in areas where inaccurate measurement results may have neg-
ative effects on individuals or society. In this paper, we design software requirements
and test scenarios for information assurance of the electricity meter.

2 Related Works

The smart metering is developing into a metering system service industry using the
information and communication technology. Various technologies such as SW-based
big data and cloud are applied and various application services are promoted in order to
guarantee energy efficiency and consumer’s choice of energy in order to prepare for the
new system [6].

2.1 European Legal Meter System (MID)

In accordance with the EU blue guide in 1999, the EU has set up a legal metering
system and evaluation system that prioritizes securing the interests of consumers in
order to develop new markets in Europe. The EU Legislation Guidelines (MID,
2004/22/EC), it includes the related regulations, standards, and certification system for
10 types of statutory meters. The main content covered in the European legal metrology
system deals with the requirements for software to ensure a fair commerce system and
an evaluation system that can incorporate various technologies [7].

The EU Legislative Meter System establishes a separate body called WELMEC
(Western European Cooperation in Legal Metrology) for cooperation and agreement on
the interdepartmental metrology field and has implemented the related system for each
country in Europe for the mutual certification in the MID system. The WELMEC 7.2
[8] has been published for the evaluation and guidance of SW to meet the main, and it
has been introduced into the MID certification system within the EU. Evaluation is
conducted according to the rating required for the evaluation of the product through the
risk management analysis.

2.2 OIML

The International Organization for Standardization metrology (Organisation Interna-
tionale de Metrolgie Legale) has internationally solved the problems of the adminis-
trative technology caused by the use of meters and developed international
recommendations and international documents on legal metrology. Because it is based
on information technology, the SW required for the legal meter is very important factor
in the weighing and performance of the meter. In accordance with this trend, the
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general requirement of the meter controlled by SW (OIML D-31 [9]) in the Interna-
tional Legal Metering Organization (OIML) was established as a reference standard.

When the meter is ready to download and update a new version of the SW remotely
via communication, it need to check integrity. In the process legitimacy to the new SW
is to go through the authorization process in the type approval authority. In addition,
the meter records all events for the SW upgrade procedure by leaving an audit trail
when the SW is upgraded.

3 Information Assurance Model

3.1 Objective

There is a need to set out the necessity of the following SW requirements through
analysis of MID and OIML specification in Sect. 2.

Software Misuse/Fraud Prevention. The Meter’s software must be capable of han-
dling only the intended inputs. This requirement prevents the software from operating
in unintended fashion or performing functions.

Accuracy of Stored Measurement Data. The instrument should be able to auto-
matically store the measured values and confirm that the instrument has sufficient
memory. It is ensured that the accuracy of the stored data is guaranteed by a mathe-
matical method in order to prevent the data from being altered after being stored. In
addition to instrumentation data, the instrument must record and protect events for
access.

Stability of Instrumentation Software. The instrument should be able to operate the
measurement function and not lose measurement data regardless of the network con-
nection or its own hardware load.

Maintenance of Measurement Software. If you need to improve the functionality of
the instrument’s software, you can proceed with the software update. Software updates
can be performed remotely, and the instrument itself can verify the update software.

Prevent Unauthorized Software. The instrument should be prevented from operating
with unauthorized software. The instrument shall block illegal activities such as meter
manipulation, illegal SW, parameter manipulation, and record relevant audit evidence.

3.2 Threat and Scenario

There is a need to avoid the software to act as an unintended procedure. It is a way to
perform an unexpected function. Most of these issues require thorough exception
handling by the developer. In this case, however, it cannot be filtered out in the
development process because the developer would have to intentionally cheat
(Tables 1 and 2).
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Table 1. Software malfunction through input parameters

Requirement Software misuse/fraud prevention

Vulnerability Flow to unintended behavior not designed in software

Threat Unexpected process progress with unintended input

Condition (At the development stage) the occurrence of a software flow that was

not designed due to developer’s lack of exception handling

(At the development stage) Developing intentional input parameters for
special instructions or abnormal operation

Then, if someone has access to the input parameters or input file when
installing the power meter

Description The instrument is cheated at the development stage before it is tested for
type approval.

Developers have special parameters to operate the instrument in illegal
operating mode.

- For yourself

- Through someone’s referral.

This means that the problematic software is subjected to type approval
testing.

Countermeasures | Branch check of procedure

Table 2. Infringement on the integrity and accuracy of stored data

Requirement Accuracy of stored measurement data

Vulnerability Accuracy threats to stored measurement data

Threat (SW) Modity the storage of the software to tamper the data
(Terminal) Access to the data file through the command input from the
terminal

Condition (Data storage) Storing data in plain text and lacking a method for

verifying the data

(Malfunction Software) Hacked software installed to perform data
tempering when storing instrumentation values

Description The data generated by the software’s measurement functions must be
reliable and accurate. The device must protect the stored data. The threats
are as follows:

- Tempering for stored data

- Tempering at the time of storing data

Countermeasures | Mathematical method for ensuring the integrity of stored data

There is a need to prevent the tempering of the data stored in the measuring
instrument. We must provide an environment in which users of the instrument can trust
and use the data. To do so, there is need to define how to protect stored data from the
software management requirements of the instrument.
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There may be a vulnerability in the data storage phase, such as race conditions.
A denial of service attack in a network environment can also be used to consume
device resources. The measuring instrument must perform the measurement and data
storage functions correctly under any conditions.

4 Testing Method and Future Work

Attempt to Unexpected Process Progress with Unintended Input. For this
requirement we need to manage unexpected exceptions by input values. Power meter
manufacturers may not develop their own software, or they may not release the source
code. This is the easiest way to check branches through the source code, but this
method is hardly realistic. Therefore, there is need to find the branch through the
reverse engineering technique of the software installed in the measuring instrument.
We need to build a testing environment that can detect branches and detect anomalies
through reverse engineering of software.

Attempt to Cheat by Installing Unauthorized Software. There may be cases where
the manufacturer operates the correct software in the device type approval and the cheat
software is loaded in the operating state in the field. The device must record and
thoroughly manage the changes made to the software using the software update log.
(Software change subject/time/software unique value, etc.) This log is also as important
as the measurement data. Detecting cheating through the event log is already done after
the attack.

Attempt to Temper Measurement Data. The instrument should be able to auto-
matically store the measured value. In this process, the device needs to make sure that it
has enough space for data storage, and in the absence of free memory, it needs a policy
to delete old data. Event logs and data files should be thoroughly protected and pro-
tected through the functionality of the operating system file system (Access control).
The instrument should be able to record and block cases where external factors attempt
to tamper with the data stored in the instrument, and there is need to identify how to
check the integrity of the stored data through mathematical methods like hash function.

5 Conclusion

In order to ensure that these software control meters operate correctly, there is need to
verify that the software is not tampered with and behaves correctly. Mechanical meters
keep metering parameters such as gravitational acceleration, graduation intervals, and
(the smallest unit covered by ‘scale’),

A software-controlled meter can change the weighing parameters after passing the
type approval test, thereby making it possible to raise unfair profits. Therefore, there is
a need for a method to confirm whether the program is the same at the time of the type
approval test and in the field operation state. And before that, the software certification
exam must be done thoroughly. In this study, we set five goals to be verified in the
software certification test. And we wanted to design the threats that violated them and
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how to achieve them. We are studying a technique for logically verifying that the
software operation is correct, and there is need to develop a methodology for automatic
testing through future studies.
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Abstract. There are some limitations in acquiring motion data from images
without markers. But, low-cost ultra-speed cameras have been commercialized,
therefore we can overcome the limitations using ultra-speed cameras. In order to
obtain motion data from images, three or more cameras are needed and the
established information, that is, camera parameters for all cameras are known. It
is called camera calibration. This paper presents an efficient method for camera
calibration based on a calibration pattern which consists of a circle and a
rectangle.

Keywords: Camera calibration - Motion capture - External parameter

1 Introduction

Camera Calibration, which extracts viewing parameters of a camera, is an essential
procedure for developing an image based motion capture. Haralick proposed how to
use the 2D perspective projection of a rectangle of unknown size and position in 3D
space [1]. The method is very simple and efficient in the respect of computational
complexity. But it assumes that the focal length of a camera should be known. What we
know the focal length is also a calibration problem. Therefore, the method is incom-
plete. Han and Rhee proposed a method using a specially designed circular pattern with
two internal dots, a center dot and a direction dot [2]. The method is also simple and
efficient. But it assumes that the optical axis of a camera is directed to the origin of a
world coordinate system. In accordance with the assumption, the camera’s view is
adjusted manually until the center dot appears at the image center. This work is very
tedious and inaccurate. Zhang used a chessboard pattern to calculate intrinsic param-
eters of a camera [3]. Miyagawa proposed from five points, whose 3D world coordi-
nates are known, on two orthogonal 1-D objects [4]. Chen utilized five-point
correspondences between image and world coordinates [5]. In this paper, we propose a
new method using properties of a circle and a rectangle contained in a calibration
pattern for image-based motion capture.

2 Calibration Pattern

The calibration pattern developed in this letter is consisted of a rectangle, a circle, and a
center dot as shown in Fig. 1.
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Let (X, Y, Z) and (x, z) are the eye coordinate system and the image coordinate
system, respectively. The rectangle and the circle have known width W, length L, and
diameter R. We assume that the camera lens is the origin and that the lens views down
the y axis. The image plane is an unknown distance in front of the lens and is
orthogonal to the optical lens axis. A calibration pattern lies in the plane. In this model,
the pan angle of a camera represents the angle of counter clockwise rotation around Z
axis. The tilt angle and swing angle represent the rotations around Y axis and X axis,
respectively. If the two angles, tilt and pan, are not zero, the circle and the rectangle in
3D space, the eye coordinate system, will be appeared an ellipse and a trapezoid in 2D
image, the image coordinate system.
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Fig. 1. Calibration pattern, world and Fig. 2. The geometric relations of the circle and
image coordinate system (Left) the corresponding image (Right)

We can assume that the corners of the rectangle are given by

Xi X +W X X\ +w
Pi=\Y |,P,= Y: ,P3=|Yi+L |,Ps=| I +L (1)
Zl Zl Zl Zl

Where Y| > f, and that the corresponding perspective projection of these corners

are
« [ X] « (X5 « (X « [ X]
rim(5)ms= () m= () = (% 2

We assume that the lengths of the short axis and the long axis of the ellipse are r/
and r”, respectively.
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3 Method for Camera Calibration

By referring Haralick [1], we can first drives the following Egs. (3) to (5), using four
corner points of the rectangle and the principle of a perspective transformation to solve
for ¢, 0, £ with 41, A, 43, A4, W and L all unknown.

p— a1 o5~ 50) (B = 5) — (45— %3) (5 — ) 5
L —x5) (2 —24) — (6 —X,) (2, — 23)]
0 =tan ! cosd (1123 — 5321) (22 — %) — (%24 — %2) (21 = 25)] (4)

FI %) (B —2) — (%= %)@ - 5)]

L [AG =) B ) - (e %)~ D(E - )

[A<x1 - x3) - B(x2 - x4) - C(xl - xz) - D(x3 - x4)]
Where
N\ o (coss msinS ) (XN 034
z sing  cos§ Z;
Rt R T B - RPN o Rt vt S T o
E ’ E ’ F ’ F

E=/[(x] —x3) (s —2) — (% —x3) (2] — 23)]
F=/[(x =) (& —2) — (3 —33) (& —5)]

Then, we can derives the following Egs. (6) to (8), to determine Z;, X; and Y
under the assumption that the sides, W and L, of the rectangle are given.

(fsing + zgcosqb) (fsing + z/lcosqﬁ)L
Zl - ! ! . . ’ ! ! ’ / ’ . . (6)
f(x3 — xl)sm()smq’) +f (Z1 — 23)0()‘9() + (x3zl — xlz3)sm0sm¢

x,cos0 — fsinOcos¢ + 7, sinOsing

X\ =Z ;
! ! fsing +Z,cos¢

()

xllsinH + feosOcosp — z/l cosOsin¢
fsing + Z,cos¢

Y, =2 (8)

At this point, we note that the above Egs. (3) to (8), are derived from the known
focal length f and the known side length L. That is, if we don’t know f and L, we can’t
uniquely determine the viewing parameters of the camera. It is easy to know L, but it is
very difficult to know f. We propose a new camera calibration method with an
unknown focal length.
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We can rewrite (7) as Eq. (9). In (9), L, and Z;, denote an estimated length of L and
an estimated length of Z; with a given focal length f;, respectively.

fi ()c,3 — x’l )sin@sin¢ + f; (z,l + z;)cosﬁ + (x;z’I — x’l z%)sin@costj)
(fising + zycosd) (fising + zicos)L

Ly = Zfi

)

We explain how to compute the Z; with the circle in the calibration pattern. We can
drive Eq. (10) form the geometric relations between the circle and the corresponding
image shown in Fig. 2. In (10), r =  if the angle between the short axis of the ellipse
and the z axis is greater than the angle between the long axis of the ellipse and the z
axis, otherwise r =r". (cy,c,) are the center coordinates of the image plane and
(0x, 0y) denote the image coordinates of the center dot.

Zn =d - cosd (10)
where

d=D—Ax— Az, Az=D - tana - tangp, Ax = D - tanp} - tanf

p_fiR: cos(b’ o — ! (02; cz) and P tan~! (Ox; Cx>

r i i

Now, we can determine the estimated values, Ly and Z, using (9) and (10) for a
given f;. Unfortunately we don’t have the real focal length f of the camera. But we can
select a focal length f; minimizing the difference between L and Ly as Eq. (11). In (11),
Jfimin and fiax denote the minimum and the maximum focal length of the camera. The
number of f; s is N. So, the distance Af between f; and f; 11 iS (finax — finin)/N. N is
experimentally determined.

Mingisr = mln{leff, lﬁ :fmin~ . :fmax}
fo = argmin{Diffy|f; = fuin- - fouax } (11)
where Diff;, = |L — Ly|

For the purpose of increasing the accuracy of the viewing parameters from camera
calibration, we iteratively apply Eq. (11) to the new range from fii, = f. — Af/2 to
finax = f> + Af/2 during Mingy is improved.

4 Experimental Results

In order to implement the proposed method and evaluate the performance, Intel Core
17-7700 (3.6 GHz) and input images are acquired by CANON CMOS camera mounted
on PAN-TILT unit which can changes the FOV of a camera. The acquired images are
768 x 494 in size with 32 bits per pixel. The accuracy of the viewing parameters from
camera calibration can be evaluated by comparing the calculated position of an object
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with its true positional value. An object is placed at known coordinate position in the
world coordinate system and its corresponding positions are calculated using the cal-
ibrated camera.

The real size of the rectangle of the pattern used for the performance evaluation is
100 x 100 (mm) and the diameter of the circle is 80 (mm). The distance between two
neighbor points is 50 (mm). We calculate the focal lengths and the calibration errors
with varying each viewing parameter in order to evaluate the accuracy and the
robustness. Table 1 show the calibration error. The results are obtained from 150
experiments.

Table 1. Calibration errors

Calibration error (%)
Minimum | Maximum | Average | Standard deviation
Height 1.86 3.40 3.09 0.18
Swing 1.21 3.29 2.31 0.25
Pan 2.04 3.68 2.90 0.21
Tilt 0.90 3.25 1.29 0.44
Integrated | 1.86 3.44 2.72 0.28

5 Conclusion

We have presented a new calibration method using the properties of a circle and a
rectangle and shown the performance evaluation results in respect with stability and
calibration error. According to the results, we can know that the standard deviation of
the determined focal lengths and the average of calibration error are about 2(%) and
2.72(%).
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Abstract. APIs provided by the Docker is executed through the container
engine. Thus, it is a reality that the speed of creation and deletion of containers
or requests for information is very slow. The load is even worse when many
containers sending API requests at once. In this paper, we propose a method to
apply module related to resource management in a container to reduce the load
on API request generated in serverless environment. And we propose a new
framework that manages resources of several containers or multiple Docker
serves.

Keywords: Docker - Serverless framework + Resource management

1 Introduction

Recently, data centers are virtualization the cloud, not just servers, but also storage and
network infrastructure. Therefore, hypervisor-based virtual machine technologies such
as Xen, KVM, etc. are mainly used to build cloud infrastructure. However, hypervisor-
based virtual machine creation technologies such as Xen or KVM require very high
resource usage when creating virtual machines, and waste resources when not using
allocated resources [1].

Serverless method using Docker is very useful when temporary service like web
server is needed, and it is advantageous for program developer to focus on logic
without worrying about development environment such as API. Therefore, it is
expected that future cloud environment will be more convenient for users by using a
container method that provides the convenience of resource management like Docker.
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When a large number of users request a service, the efficiency of the container
method is high when the method of using the container is compared with the method of
using the existing hypervisor [2]. Therefore, a framework that can support efficient
scheduling by helping cloud users complete a work quickly is very important [3].

2 Related Research

2.1 Docker

Docker is a container-based application automation open source project. Docker uses
the virtualization features provided by the Linux kernel and generates containers by
changing over from execution files, such as code, runtime, and system libraries to the
image. Unlike virtual machines, Docker does not require a separate operating system.
The Docker shares the kernel of the container but runs in isolation from the user space
on the host operating system. Previously, it was only available on Linux, but since
Windows 10, you can use the Docker with Hyper-V functionality [4].

2.2 Serverless

Serverless is an environment that allows application providers to use without consid-
ering the server. It works on the server only when the application is running. Currently,
there are many platforms based on Serverless [5], and Serverless [6, 7] is being studied
in various environments. Previously, it was based on event-driven processing, but it is
being used as a container management and software development strategy in recent
years. In the case of Serverless Computing implemented by McGrath [8], the maximum
memory size is not limited to the required memory size, and the Docker API is used.
When using the API for resource monitoring, API requests are made to the Docker
engine to obtain one container information. At this time, since the Docker engine
fetches the information of the active container, performance deterioration occurs.
Therefore, there is a problem that the resource efficiency is lowered.

Table 1. The data structure used in this paper

Variable Description

CONTAINERS | Number of containers to monitor for resources
TIME esource Time spent monitoring resources

TIME, cwork Time spent on network transmission

Table 1 defines the time required for Docker resource monitoring. The time
required for resource monitoring based on mathematical model [9] is as follows.

TIMETCSOUI‘CC + TIMEHCIWOI‘k (1)
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However, the Docker API can only know one container’s resources in a single
request. The following formula is the time required by the number of requests in the
container.

CONTAINERS * TIME esource + CONTAINERS # TIME pework 2)

As the number of containers to monitor the resource grows, the problem becomes
longer.

In order to provide a convenient user interface environment for the general user, an
agent system that can perform the user’s work beyond the current Windows-based user
interface should be provided. In addition, research and development of a middleware
platform that can be applied for extension and use of agent system service should be
done.

3 Serverless Framework Design

3.1 Docker-Based Serverless Framework

Currently, the Docker-based serverless environment is configured as shown in Fig. 1.
As shown in Fig. 1, our model consists of containers that provide each service and
servers that support applications or the web. Management module container requests
data of creation, deletion, resource information, etc. of service container to Docker
engine to perform specific tasks. At this time, a load is generated. Therefore, this paper
proposes a framework to solve this problem.

App
Mgt or
Module Web
sener

‘ Operating system ‘

Fig. 1. Docker-based serverless architecture

Figure 2 shows the proposed Docker-based serverless structure. A module for
monitoring resources is embedded in each service container, and the host resource
management monitoring module receives the container information directly from the
service container without requesting API to the container engine. Changing the
structure in this way is also very efficient for managing multiple Docker servers.
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Operating system

Fig. 2. Proposed Docker-based serverless architecture.

By using the proposed architecture, it is possible to efficiently manage resource
distribution scheduling according to user ‘s demand and a plurality of Docker servers.
Figure 3 shows our proposed serverless framework. In order to manage multiple
Docker servers with the proposed structure as shown in Fig. 3, it is possible to design a
whole host module that can eliminate the existing performance degradation and can
perform quick resource inference and distribution. A detailed description of each
module is given in Sect. 3.2.

Inference-ased resource
scheduling

Fig. 3. Our serverless framework

3.2 Docker Resource Monitoring Module

Since there is a problem of performance degradation when processing using the
Docker APIL, a module for measuring CPU utilization and memory usage should be



Serverless Framework for Efficient Resource Management 193

developed to solve the performance degradation problem. First, resource monitoring
modules for containers and servers are essential. In order to reduce the performance
degradation due to the network, the result collected in the container is transmitted to the
monitoring module of the server that executes the container. The monitoring module of
the server transmits the resource monitoring information and the resource monitoring
information of the containers performed in the server to the management module.

3.3 Resource Inference Module

In order to efficiently manage resources, we deduce resources based on the type of
service being executed and the image that has been executed. To do this, we analyze
the resource usage according to each service type and use the information collected by
the container resource monitoring module to analyze the performance based on the
previously executed image.

The source code below represents the resource reasoning module algorithm.

function getResourcelnference (type, image) {
cpu = getEstimateCPUusageByServiceType (type)
memory = getEstimateMemoryuageByServiceType (type)
cpu?2 = getEstimateCPUusageByMonitoring (image)

memory?2 = getEstimateMemoryusageByMonitoring (image)
needCPU = (cpu + cpu2) / 2
needMemory = (memory + memory2) / 2

return needCPU, needMemory

}

3.4 Entire Host Management Module

The entire host management module collects the resource information of the Docker
servers using the resource monitoring module, and allocates the task requested by the
user based on the collected information. Manage resource efficiently using resource
inference module.

The source code represents the resource allocation algorithm of the entire man-
agement module.

function containerAllocation (hosts, type, image) {

cpu, memory = getResourcelnference (type, image)

select = getUselessHost (hosts)

for (host : hosts)

if (host.isAllocation (cpu, memory))
if (select.addUsage (cpu, memory)>host.addUsage (cpu,
memory)
select = host

container = select.createContainer (image)
return container
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4 Conclusion

In this paper, we design a serverless framework for efficient resource management in
Docker environment. The designed framework has the following effects. First, by using
container, developers can focus on logic and develop. Second, resource monitoring
does not cause performance degradation because it is not an existing Docker API
communication. Third, efficient scheduling and resource management is possible
through resource inference. We plan to implement the designed framework in the
future. At present, only the resource allocation algorithm considering only resource
utilization is implemented, but it is planned to design an improved resource allocation
algorithm in the future.
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Abstract. Management system for livestock farming is very complex system in
general and thus is strictly influenced by several constrain such as climate,
weather, and livestock conditions, and so on. Livestock managers (Farmers) try
to optimize utilization of agricultural resources to obtain good product having
both quality and quantity. Particularly, various environmental IoT sensors are
being used to substitute the areas that are difficult for people to do directly.
Although the Korea livestock industry is becoming larger in scale and sys-
tematic, it is still receiving damages from various diseases and difficulty in
maintaining growth and development environment. To reduce such damages,
this paper proposes an IoT based management system for collecting environ-
mental information for real-time monitoring by using various environmental IoT
sensors. The proposed system allows manager to easily monitor via PC and
smart devices by deviating from the existing manual method of directly
checking growth and development environment. In addition, it has been
enhanced to extend the life of IoT sensors through the method of efficiently
collecting energy data for extending the slip time of IoT node while minimizing
routing path.

Keywords: IoT - Livestock - Management system - Routing

1 Introduction

To reduce natural damages and the incidence of diseases fatal to livestock and stably
maintain productivity, it is necessary to create optimal growth environment for which
monitoring system for checking livestock barn environment is needed. To solve such
issues, this paper proposes a [oT based management system for livestock farming [1, 2].
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The proposed system consists of various environmental IoT sensors and mobile tech-
nology, and it is a system that collects the changing environmental information of
livestock barn via environmental IoT sensor and transmits it wirelessly for analysis to
notify the current livestock barn situation to managers. It is expected this system will
allow livestock barn environment monitoring in real-time, active respond to different
situations and prevention of damages of livestock farms in emergency situations.

2 System Design

2.1 System Architecture

In this paper, an IoT based Management System for Livestock Farming was designed
through environmental IoT sensor information based on wireless sensor network. The
proposed system deduced components needed to maintain livestock barn environ-
mental condition through which the architecture of IoT based environmental moni-
toring system was designed. The system components mainly consist of physical layer,
middle layer and application layer. Figure 1 is system architecture based on system
components. The physical layer consists of various environmental IoT sensors needed
for livestock barn environment monitoring and the middle layer consists of environ-
mental information manager and management server, web server, app server and
database. The application layer consists of livestock barn environment monitoring
service, abnormal situation notification service, PC web, smart phone app and infras-
tructure to exchange information with manager.
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Fig. 1. IoT based management system architecture

2.2 System Configuration

IoT based Management System can measure livestock barn environment and collect
data in real-time by implement wireless sensor network technology and environmental
IoT sensor in livestock barn. This system was developed by dividing the sensors to be



IoT Based Management System for Livestock Farming 197

used for livestock barn environment monitoring into five types. Sensors for tempera-
ture, humidity, CO,, NH3 and H,S closely related to livestock barn growth environ-
ment were used to design a more precise environment monitoring system. In addition,
it consists of database for storing and analyzing environmental information, manage-
ment server and PC and smart device for monitoring by manager.

2.3 System Process

The proposed system operates through the operational process as shown in Fig. 2.
First, temperature, humidity, CO,, NH; and H,S data are collected at certain intervals
through the environmental IoT sensors in livestock barn to transmit it to environmental
information manager. The environmental information manager processes the received
information and stores it in the database, and the management server runs analysis
based on this. Accordingly, it provides environmental monitoring information and
notification service during abnormal situation. In addition, manager can monitor at
remote place through PC or smart device.

Environment Sensor Sensor Manager Database Management Server Application

- Sensing Data
Transmission

Data Conversion &
Data storage

Environment Data &
Standard Value Request

Environment Data &
Standard Value Reply

Environment Data &
Standard Value
Comparison

7" The Standard Data Exceed

Normaf State (No or Lack (Yes)

Status Notification

Data Update

Fig. 2. IoT based management system process

2.4 Energy Efficient Data Collection Method

When collecting data through connected sensor via wireless sensor network, existing
method entailed significant energy consumptions with no efficiency [3]. Accordingly,
this paper proposes an energy-efficient way of collecting data needed for livestock barn
environment monitoring. In the proposed method, cluster header is used in wireless
sensor network environment and cluster header node combines the data of cluster
member node to transmit to sink, thereby reducing the amount of communication
between nodes. Since energy lifespan of IoT node shortens when amount of commu-
nication increases in addition to frequent routing path setting, slip time of IoT node is
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extended as cluster head adjusts the schedule of member node based on TDMA
schedule. In the existing LEACH study, there was a limitation of having to know the
energy of every IoT node but this method only uses the information of corresponding
IoT node in the selection of cluster head [4-6]. Accordingly, it is not necessary to know
the energy of every node when selecting cluster head. Network resources can be
efficiently used through the proposed method, while also minimizing the energy con-
sumption of IoT node.

3 Implementation

3.1 Test-Bed

The IoT based Management System proposed in this paper consists of IoT node to
collect livestock barn environment information and wireless sensor network technology
was applied to send in real-time environmental data to remote location to allow
manager to conveniently monitor livestock barn environment. To verify the system, the
system was placed on test bed as shown in Fig. 3.

Humidity

Sensor

Temperature

Sensor

H;S
Sensor

NH;
Sensor

Fig. 3. IoT based Livestock Management System

3.2 Environmental Analysis

In the test-bed, each environmental IoT sensor was placed according to area. Con-
sidering the size of the test bed, sensors were in livestock barn by dividing the area into
four areas for accurate measurement. As for the environmental data collection period, it
was set as 48 h and the analysis of collected data is as follows. First off, data from
temperature sensor are as shown in Fig. 4. In terms of temperature, there is a need to
lower temperature during the day through ventilation or air conditioning unit based on
optimal growth condition, and raise temperature at night through heating as tempera-
ture drastically falls. Humidity was consistent in average but there is a need to control
humidity when needed by using ventilation and water. Appropriate humidity for
breeding pig is 60-65% and humidity should be controlled since respiratory disease
can occur when humidity falls. In terms of CO,, it showed the result of increasing and
decreasing according to temperature. In the case of heating to raise temperature, CO,
amount increases drastically. Although CO, is not harmful gas with direct threat to
livestock, livestock can die as amount of oxygen decreases. In addition, CO, becomes a
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good index for examining the quality of air in livestock barn. NH; is main gas that
causes the health issue of livestock.
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Fig. 4. Measured graph (Temperature, Humidity, CO,, NH3 and H,S)

High concentration level ammonia causes the symptoms of headache, vomit and
loss of appetite and in the case of inhaling it for a long period of time it causes damage
to cilium that removes foreign object in airway. H,S can occur from livestock excre-
tion. Hydrogen sulfide is colorless toxic gas with odor. Since it is harmful gas that
could cause momentary unconsciousness or death even with few respirations when its
concentration surpasses 700 ppm, it must be controlled through monitoring. However,
environment does not change immediately but becomes applied gradually even when
measures are taken when every environment condition increased and decreased.
Accordingly, it should be able to predict this and take according measure for pre-
vention. This requires the accumulation of environmental data and there is a need for
standard on when to provide notification service through mean values.

3.3 Data Collection Method

The proposed method was to reduce the amount of communication between nodes by
cluster header node that combines the data of cluster member node and transmit them to
sink using cluster header. In addition, it was confirmed that network resources are
efficiently used and energy consumption of IoT node is minimized by extending the
slip time of node. Figure 5 is a graph of IoT nodes life results in comparison between
existing LEACH, TAG method and the proposed method. The experiment result
showed the IoT nodes life increased by about 26%.
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Fig. 5. Comparison of IoT nodes life

4 Conclusions

This paper proposed an IoT based Management System for Livestock Farming. To
obtain accurate livestock barn environment information, various environmental IoT
sensors and efficient data collection method were applied to implement a system more
efficient than existing method. In addition, the system performance was confirmed
through the verification using test bed, and it is expected that more precise monitoring
will be possible in the future through accumulated data. It is expected through the
proposed system that eco-friendly agriculture and low-cost & high-efficiency scientific
stockbreeding will be realized by monitoring various environment factors that have
important effects in forming optimal livestock barn growth environment such as tem-
perature, humidity and various gases.
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Abstract. Considering that a CT scan produces cross-sectional images of
specific areas of a scanned object, medical images of the spine are much more
complex than those of other organs. In this study, the entire task of CT seg-
mentation is viewed as a binary classification problem. We modify two deep
learning networks—U-Net and SegNet—that are often used in the field of
semantic segmentation. We made following modifications. Firstly, considering
the size of CT images, we further reduce the number of convolutional layers.
Then we use an element-wise method instead of concatenation in U-Net. Lastly,
we select a new loss function as an evaluation criterion. According to the
experimental results, we conclude that U-Net is not applicable when the training
set is large, in which case we cannot prevent overfitting. However, SegNet
performs better than U-Net in CT images segmentation.

Keywords: Semantic segmentation - Neural network - Medical images

1 Introduction

Convolutional neural network [1, 2], the most popular deep neural network, is now
mainly used in computer vision. Related sub-fields include image classification and
semantic segmentation. In medical imaging, in particular, doctors have a clear
understanding of diseases when objects are segmented or further classified from
original images. It should be noted that medical images are generated using different
imaging technologies, such as computed tomography (CT), and magnetic resonance
imaging (MRI). Both of these are applied to depict the structure of the human body,
including blood vessels, bones, and organs. Segmentation is mainly used for detection
(of unhealthy tissue) and depiction.

Early researchers including Dan et al. [3] tried to segment electron microscopy
(EM) images. They applied classifiers to each pixel with a sliding window method and
then extracted a patch around a pixel. This pixel-based method performed well in some
cases, but it had several drawbacks. It consumed too much time for training, and it
seemed difficult to learn the high-level features. Similar to FCN [4], Ronneberger et al.
[5] designed a U-shaped architecture (U-Net). They considered that the expansive path
of features would be more or less symmetric to the contracting path, so they added
more feature channels in the upsampling stage. Feature maps of the last layer are
concatenated to the previous ones, and finally a convolutional filter size of 1 x 1
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produces segmentations. At the same time, U-Net divides images into regions and uses
data augmentation to increase the number of training sets.

In this paper, we use similar architectures to SegNet [6] and U-Net to complete a
medical image segmentation job. The remaining sections of this paper are organized as
follows: in Sect. 2, we design two networks, based on U-Net and SegNet. In Sect. 3,
we present a comparison between the two networks. In Sect. 4, we summarize our
work.

2 Deep Network Design Based on U-Net and SegNet

In order to segment the spine region from a cross-sectional spine CT image [3, 7], the
U-Net and SegNet networks introduced in the previous section were applied for seg-
mentation tasks. The total number of images in the data set is 916 (including 716
segmented manually in ImageJ, an open source image processing software designed for
scientific multidimensional images). The original size of images is 512 x 512. The
greatest difference between classification and segmentation is that we should do a
prediction task for each pixel, resulting in an output size of 512 x 512.

Based on SegNet, the most important point in this architecture is that each pooling
layer saves the corresponding indices, except for location information. Although it
appears to be a hierarchy system, it is effective in practice. With these indices, layers in
the decoding stage can easily be used to find original location information from
the feature maps they received. However, unlike two other methods (bilinear and
transpose convolutions, which were used in VGG(Visual Geometry Group) and FCN
(Fully Convolutional Networks)), SegNet performs a non-linear upsampling of inputs
(“unpooling” [6, 8—10]). Thus, the most important features and boundary delineation
can be better reconstructed (Fig. 1).

Input Wd H— -] [ ) Output
Image H| Image

m e (c) Pooling Module m

Fig. 1. Architecture of modified SegNet

To make an overall quantitative performance of the networks above, we select
several measures: global accuracy (GA), class average accuracy (C), and mean
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intersection over union (Mean IU). Let ), Z,n:l pi; be the number of pixels of class

i that are predicted to belong to class j (n stands for the number of different classes; in
this paper, n = 2). Let T; be the total number of classes, where T; = Z;’:l pij- We can

compute the above accuracies as follows:
GA: the percentage of pixels in images that are classified correctly

Zle Dii
i T

C: the mean of predictive accuracy of all classes

) @

IU: the ratio of area of overlap to area of union

1 n Dii
Mean IU = —
ean IU s * (Zi_1 T: + Z;l:] (pii _Pii)> (3)

GA =

3 Experimental Results

We conducted experiments on a workstation using Geforce GTX 1080 and 32 GB
memory. Since 716 of the raw images have been labeled, we set set; = 200 and
set, = 716 and the experiments respectively. We also compare U-Net and SegNet in
later sections. The labeled images used in this experiment are shown as follows
(Fig. 2):

Fig. 2. A raw image and its labeled image

As we said in Sect. 2, we have images under different training data set sizes.
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Table 1. Modified U-Net under set;

Name Epoch |Loss |GA |C Mean IU
Modified U-Net| 10 0.144493.12|74.21 | 67.47
20 |0.1506|93.08 | 77.25 | 72.44
30 |0.1552(92.97 | 73.45|71.33
40 10.4734|89.4 | 64.22|54.12
50 ]0.4933(89.06 | 63.64 | 53.15
100 | 0.6214 | 87.59 | 61.57 | 50.62

We evaluate our segmentation results on spine CT images using three different
accuracies for a detailed view of the efficiencies of our networks. From Table 1, we
clearly see that the performance of U-Net is not bad, whatever the number of epochs.
The basic structure and shape can be seen in Figs. 3 and 4. However, as the number of
epochs increases, there is a great grain to loss function, which increases from 0.1444 to
0.6244, while the accuracies (of all three) decrease at the same time. The same thing
happens in Table 2, which indicates a question of overfitting.

o n n
Orlglnal Img label

{
Epoch=100 'u A
-~ -_—

Fig. 3. Segmentation under modified U-Net

A

Epoch=10

Original Img

label

Fig. 4. Segmentation under modified SegNet
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Table 2. Modified U-Net under set,

Name Epoch | Loss GA C Mean IU
Modified U-Net| 10 [0.1329 |94.33 |71.66 | 65.95
20 [0.11122|94.43 |71.16|70.92
30 [0.1259 |94.8 |72.63|69.81
40 |0.1240 |94.893|73.24 |52.6
50 {0.10063|94.95 |76.01|51.63
100 | 0.5216 |89.86 |60.0149.1

Table 3. Modified U-Net under set,

Name Epoch | Loss | GA C Mean U
Modified SegNet | 10 |0.1294|94.82 |82.42|72.25
20  [0.1276|95.08 |83.46|75.22
30 |0.1252(96.27 |83.66|76.11
40 0.1143]96.34 |84.43 7691
50 ]0.1133|96.406 | 86.85 | 77.93
100 | 0.1014 | 96.659 | 87.78 | 78.40

Table 4. Modified U-Net under set,

Name Epoch | Loss GA C Mean U
Modified SegNet| 10 |0.1379 |94.79 |83.99|73.04
20 [0.1222 |95.11 |85.03|74.01
30 |0.1158 |96.24 |85.23|76.94
40 |0.1105696.32 |86.57 | 77.07
50 |0.11298 |96.501 | 87.42|78.12
100 | 0.11294 | 96.459 | 88.05 | 78.29

From Tables 3 and 4, we can see SegNet has better accuracy but less loss when
compared with U-Net, whatever the value of epochs. It can be concluded that SegNet is
much more efficient than U-Net in experiments. Figures 3 and 4 show detailed seg-
mentation processes for both U-Net and SegNet. It can be seen that with various values
of epoch, the segmentation efficiency of U-Net decreases, which proves that overfitting
occurs in U-Net. Conversely, SegNet does not have such an overfitting problem; the
central intensity of the segmented image becomes higher with the change of epoch.

4 Conclusion

In this work, network-based medical image segmentation was demonstrated for spine
CT. Two experiments were conducted using both U-Net and SegNet. We can conclude
the following: (1) A U-Net-like network is preferred for segmentation applications
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where the training set is not large. Otherwise, overfitting cannot be prevented.
(2) Compared to U-Net, as demonstrated in Figs. 3 and 4, SegNet has better perfor-
mance in segmentation, irrespective of the size of the training data. As for the reason
for overfitting, considering that U-Net uses the training strategy of data augmentation
by applying elastic deformations (by shifting, rotating, etc.) to the available training
images, the training set used in every epoch is another version of the original images.
With the increase in the number of training sets, the actual number of training sets U-
Net used was much greater than that for SegNet. Too much training easily caused
overfitting. Although Long et al. considered that data augmentation could not yield
great improvements in the efficiency of models, it still plays an important role in
particular fields.
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Abstract. Recently, edge and fog computing server based various researches
related on smart traffic control system have been studied to support enhanced
traffic control service performance. In particular, fog computing server based
novel ITS, such as vehicular fog computing, is being developed for traffic
application of vehicle networks. Vehicles, regarded as smart devices with mobile,
have the computational capability to collect useful traffic information about traffic
state and road condition. Thus, in vehicular networks enabled to vehicular fog
computing, through smart vehicular, fog server performing computing can be
deployed at the edge of vehicular networks to collect, store, and compute traffic
data related on vehicle state, road condition and traffic state. Here, vehicular fog
computing server can provide a vehicle services to connected self-driving vehicle
with the providing driving information, smart traffic control and road safety
improvement. we propose a vehicle fog computing-based traffic information
delivery system that can be used to deliver real-time and urgent-sensitive data,
such as traffic data related on vehicle accident, in an intersection environment.
The proposed system model is the functional architecture of traffic information
delivery system based on vehicular fog computing server.

Keywords: Vehicular fog computing - Safety message + Vehicular networks

1 Introduction

Recently, fog computing technology is studied as potential solution to be able to be
adapted at IoT environment [1, 2]. Fog computing is still in its early stage, with
operational challenges, ranging from architecture to clear use cases to processing and
computing issues and so on. In particular, fog computing based various researches
related on connected self-driving vehicular fog computing have been studied to support
enhanced service performance. Fog computing server based novel ITS technology,
such as vehicular fog computing, is being developed for an vehicle application in
vehicle networks. One potential application of fog computing is the integration of fog
computing with conventional vehicular network to form the Internet of Vehicles
(IoV) or vehicular fog computing [3]. Vehicular fog computing extends the fog
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computing paradigm to conventional vehicular networks, which allows us to support
more enhanced performance to driver, self-driving vehicle and vehicles application, by
overcoming the limitations in conventional vehicular networks in terms of latency,
location awareness, and real-time process through vehicular for computing. In vehic-
ular networks enabled to vehicular fog computing, fog nodes performing computing
can be deployed at the edge of vehicular networks to collet, store, and process traffic
data related on vehicle from urban/highway areas. Vehicular fog computing can pro-
vide a vehicle-based services to connected self-driving vehicle with driving related
information service, smart traffic control and road safety improvement. In this paper,
we present vehicular fog computing architecture and a typical use case using vehicular
fog computing. Then we propose potential solution which is latency-sensitive message
broadcasting scheme based on vehicular fog computing to provide connected self-
driving vehicles with the improved vehicular services connected self-driving vehicles.
In particular, the proposed scheme can provide a method of rapidly disseminating
latency-sensitive message such as accident notification message and safety message.
The remainder of the paper is structured as follows. Section 2 summarizes the vehicular
fog computing architecture and characteristics. Section 3 address proposed vehicular
fog computing-based traffic Information delivery system. In Sect. 4, we show the
performance. Finally, Sect. 5 conclude this paper.

2 Vehicular Fog Computing Architecture

A high-level system architecture of vehicular fog computing is shown in Fig. 1 [1, 3].
As shown in Fig. 1, vehicular fog computing consists of a vehicle, a fog node, and a
cloud server. First, a vehicle collects data and plays a role of vehicle-level computing
and decision through collected data. Fog nodes are located at Intersections or roads and
collect various data from various vehicles and perform computation on the area covered
by the fog nodes together with the convergence of collected data. Finally, the cloud
server performs data analysis and city-level computing and determination of specific
situations. In this paper, we propose traffic information delivery system based on the
vehicular fog computing functions, addressed up. The proposed system can be used for
an emergency/urgent traffic information delivery scenario related to safety vehicle
applications such as vehicle accident situation and quickly transfers safety related
messages to nearby vehicles.

Dala generalion Fog layer Cloud layer
layer :

() 4>

Data gathering and
pre-pracessing

ol

Data fusion and
pre-processing

| Data explottation and analysis

I Vehicle-leve decision | City-level decision

’ Arca-level decsion

Smart vehicles Roadside units/fog nodes Cloud servers

Fig. 1. System architecture of VFC [3]
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3 Proposed Vehicular Fog Computing-Based Traffic
Information Delivery System

In this paper, we propose a vehicle fog computing-based traffic information delivery
system that can be used to deliver real-time and urgent-sensitive data, such as traffic
data related on vehicle accident, in an intersection environment. Figure 2 shows the
proposed functional architecture of traffic information delivery system based on
vehicular fog computing server. Vehicle carries out the function of collecting vehicles
information about the intersection situation, and the collected information is transmitted
to the fog node. The fog node classifies the collected information into the status
information to process the information contained in the information in the fog node or
in the cloud server and it performs a judgment on whether or not there is a problem. If it
is a traffic situation issue that requires local traffic issue or fast processing, it processes
it first in the fog node. If it is an urban traffic issue, it processes the information
collected after transmitting information to the cloud server. In this paper, vehicular fog
computing based traffic information delivery system is proposed to provide connected
self-driving vehicles with the improved vehicular computing and message delivery
service. First at all, The assumed network is shown in Fig. 2. We use a vehicular fog
computing server based traffic control & information delivery system as a use case to
assume vehicular network using the vehicular fog computing. In the assumed network
shown in Fig. 2, we assume that time-sensitive urgent traffic message related on road
traffic congestion and vehicle accident in Intersection is generated and in this envi-
ronment vehicular fog computing server performs procedure to broadcast the time-
sensitive urgent traffic message to neighbor all vehicles including neighbor all vehicles
connected to neighbor Intersection. For that, we propose traffic information delivery
system based on vehicular fog computing server. a description of each element in the
traffic information delivery system is shown in Fig. 2. A vehicular fog computing
server monitors, manages and controls local traffic flow. Also, A vehicular fog com-
puting server have communication range to be able to covers a region of intersection. If
a connected self-driving vehicles are physically located within the communication
range of a vehicular fog computing server, it can send and receive traffic information
messages to and from the vehicular fog computing server. Especially, when there are a
self-driving vehicles within the coverage of a vehicular fog computing server, it will
frequently report traffic conditions, road conditions, accident information of its current
location. Based on the traffic information received from a self-driving vehicles, the
vehicular fog computing server can perform the following. While a vehicular fog
computing server will monitor and control the local traffic flow of the intersection, if
vehicle accidents occurs in the intersection, the vehicular fog computing server should
quickly send accident messages to neighbor vehicles.

In order to perform this, in the proposed vehicular fog computing based traffic
information system, the procedure is performed as shown in Fig. 3. Thus, the proposed
scheme should operate safety message with real time and low latency. Also, the
vehicular fog computing server will collect data and then pre-process and aggregate the
received data and report such information to the cloud servers.
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4 Performance Evaluation

In this section, in order to evaluate the performance of the proposed system, we use
average message delivery time between vehicular, such as a key metric. In addition, we
show the performance of the proposed system, compared with previously proposed
cloud based general ITS via extensive simulations in NS (Network Simulator)-3. For
these experiments, we consider simple network model shown in Fig. 1 for the simu-
lation. In the simulation, two scenarios are considered as the network service model.
One is evaluated in LTE-based VANET environment using vehicular fog computing
based traffic information system. The other is evaluated in LTE-based VANET envi-
ronment using Cloud based ITS. The simulation results are shown in Fig. 4. As shown
in Fig. 4, the simulation result demonstrates that the proposed vehicular fog computing
based traffic information system has lower delivery time than ITS based scheme and
show that it is able to support the message delivery with short-term time between
different vehicular fog computing sever. In the results, all flow traffic information is
provided with stable transmission service in the VANET using the proposed vehicular
fog computing based traffic information system. This shows that vehicular fog com-
puting based traffic information system at the Intersection can distribute efficiently data
transmission to neighbor vehicular fog computing based traffic information system at
the neighbor Intersection.
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Fig. 4. The average message delivery time

5 Conclusion

In this paper, vehicular fog computing based traffic information delivery system is
proposed to transmit urgent message for reporting vehicle accident to neighbor vehicles
in vehicular fog computing based vehicular network environments. As explained up,
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vehicular fog computing is the one of the best solution to support more enhanced
vehicular performance for traffic message delivery service to driver, self-driving vehicle
and vehicles application. Thus, the vehicular fog computing based traffic information
delivery system can provide traffic control system with delivery safety delivery mes-
sage with real-time delivery and with low latency service.
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Abstract. In this paper, we describe the design of remote monitoring program
using IPMI driver included in BMC among the latest IT technologies. It is a
program that controls the operation of turning the cooling system on and off
according to the temperature by measuring the server room temperature. In this
paper, we show the usability of the program, the order of kernel compilation, the
directionality, necessary system, some source code, and Ganglia monitoring
screen.

Keywords: Remote control + IPMI driver -+ Computer system

1 Introduction

In entering the fourth industrial revolution, many companies and developers are
developing numerous convenient systems and IoT devices. These devices can connect
to the Internet from anywhere and are not restricted by the location and age [1]. A few
years later, it is expected that many systems in daily life will be open to the era of
automation or artificial intelligence.

However, it is not easy to manage servers, as various IoT products must commu-
nicate with each other and be connected to the Internet. In general, a good environment
for users to use is felt convenient when the speed is fast, there is no inconvenience in
using, and the user can quickly and easily obtain the desired result. As a condition for
becoming such a system, it is the server that thinks it is important among many things.
Since the server is the user’s communication means, I think that good results will be
obtained with the appropriate server.

As a condition for becoming a good server, I think that there are various things such
as high-end (high-spec) server computer, computer cooling system, program algorithm,
computer environment etc.

The most sensitive part of the various conditions is the temperature. As the
temperature of the CPU increases, you can see that the performance is lower than when
it is at the proper temperature. Therefore, companies and individual developers also
strive to build a good cooling system to maintain the CPU temperature. Users
and developers and businesses are familiar with the importance of servers.
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The company strives to optimize the server environment to provide a better server. For
developers, efforts to build a good environment and system, for these reasons, man-
agement costs of servers in enterprises tend to increase annually. I believe that this
system has been able to reduce costs when used by companies that need to manage
servers [2].

While there are various IPMI monitoring systems, we plan to construct a system
using Ganglia capable of scalable distributed monitoring for high-performance
computing systems such as clusters and grids.

2 Background

2.1 TIPMI Background Knowledge

There are kernel, IPMI, BMC, kernel compilation, etc. as background knowledge
necessary for the system to be implemented in this paper. First, the kernel manages
memory, processes, etc. in the operating system, and manages resources so that the
system can operate normally. Compiling refers to the process of making user-created
source code into an executable file using a compiler. Since it is an open source
operating system which released the source code of Linux, it is possible for users to
directly change and the process of fixing is called kernel compilation [3]. The following
Fig. 1 shows the internal structure of the Linux kernel.

System Call

Hardware

Fig. 1. Simplified kernel internal structure

Next, IPMI is a Device Driver that allows you to check and control the state of the
server regardless of its location as a management interface for server management.
IPMI is a driver that is built into a BMC capable board and IPMI can not be used if it is
a board that does not support BMC. Next Fig. 2 is a block diagram of IPML.
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Fig. 2. IPMI block diagram

The IPMI 1.0 standard was enacted in a forum where more than dozens of
companies have participated, mainly IntelTM and HP [1]. The IPMI information is
exchanged via the BMC of the hardware component of the IPMI specification. It is a
controller that manages the board called BMC and Baseboard Management Controller.
The BMC’s feature is designed to operate using the standby power supply even when
the system is turned off.

Moreover, it can manage the system of only BMC. In order to manage the local
node, if there is an IPMI driver and an application supporting him, it is done. Figure 3
shows a brief overview of the BMC system management architecture.

< e Instrumentation Code
z
o g IPMI I/F Code
o ¢ PM|| I/F
%‘:(é S IPMI H/W I/F
o
g - Baseboard Management
= Controller(BMQ)
T

Fig. 3. Simplified BMC system management structure Source: www.intel.com

2.2 Performance Changes According to CPU Temperature

A protection function is added in the latest Intel CPU. It is a function to control the
CPU clock by temperature conversion of the CPU and lower the temperature. In this
way, it is possible to know the fact that the clock rotation number of the CPU
influences the temperature (Fig. 4).

The CPU can see that performance changes are intense depending on the
temperature. When the temperature rises, the symptoms first displayed are too much
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CPU Frequency Based on Cooling
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Fig. 4. CPU frequency based on cooling Source: http://jisan.berrytour.com/164 [4]

impact on the server due to performance degradation. If the temperature is maintained
at high temperature for several days, the CPU is stopped. This phenomenon is said to
be down [5].

3 Experiment and Consideration

We tested the CPU clock speed according to the CPU temperature. The following
figure shows the results of evaluating the performance according to the CPU temper-
ature. The horizontal axis shows temperature and the vertical axis shows CPU clock
speed with temperature. We conducted a Stress Test to increase the temperature of the
CPU (Fig. 5).

Clock change with CPU temperature
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Fig. 5. Clock change with CPU temperature
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For the program used for Test, Core Temp, which is public software, conducted
Test in C language using assembly. The performance of the CPU rises by 5 to 6
degrees, the rotation speed of the core clock has a difference of at least 300 and a
maximum of 1000. At first glance there seems to be no big difference If the server
handles a lot of quantity at once, the story will be different. Also, if you go over 50
degrees, the number of clocks will drop to 1000 at once. From these results, it can be
seen that the CPU maintains a certain number of revolutions at a certain temperature,
and when the CPU exceeds the limit, the performance suddenly deteriorates.

4 Conclusion

As we enter the fourth industrial revolution, many IoT devices have appeared, and we
enjoy the convenience that these devices provide. Developers who do not give con-
venience to users only have to build a system that can manage easily and conveniently
by using useful functions.

In this paper, the direction using IPMI is presented to construct such a system. IPMI
is superior to software for diagnosing servers reasons, you can manage systems in
multiple physical locations. That is, it is firmware running on the motherboard of the
system, not dependent on the operating system of the system.

As can be seen in this paper, the CPU is affected by temperature. In the case of my
computer, the clock performance decreased by about 300 as the number 5 increased. At
the present time, the clock performance declined by about 1000 degrees. IPMI can
remotely monitor the temperature, join the program, monitor, and plan to operate the
cooling system in stages.
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Abstract. Software test effort estimation has always been an important activity
for meeting testing deadlines, relocating resources, and reducing testing cost.
However, in practice, estimating test effort is still a major challenge because it is
difficult to quantify and collect factors that affect accurate test effort. In this
study, we propose a new test effort estimation model by analyzing the
relationship between the number of defects collected through defect tracking
tools and the source code changes collected through configuration management
tools during the software development period. Experiments are performed to
validate the proposed model using real industrial software project data. The
results indicate that the proposed model achieves high estimation accuracy.

Keywords: Software test effort estimation - Software defect - Configuration
management - Software project management - Correlation

1 Introduction

Once the software implementation phase is complete in the software development
phase, the software goes through the testing phase to improve quality and find defects.
Software testing plays an important role in software quality assurance by executing a
program with the intent of finding the software bugs, which has a significant effect on
the overall quality of the final software product. Note that software testing is a time and
resource consuming process. In general, testing effort accounts for 40%-50% of
total resources, 30% of total effort and 50%—-60% of the total cost of software
development [1].

In order to perform a successful testing phase, test effort estimation is a crucial
activity to plan the testing schedule accurately and efficiently to meet deadlines.
Generally, reliable estimation is in the list of top ten factors for the success of software
development projects [2, 3]. However, the test effort estimation is very difficult because
uncertainty is unavoidable when predicting the future; it is also impossible to determine
all factors that affect software testing and difficult to quantify and collect most factors
(the total effort required for testing depends on various factors including human factors,
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process issues, testing techniques, tools, and characteristics of the software develop-
ment artifacts). In addition, estimating the effort required for a software project is more
difficult as the project size increases. Inaccurate effort estimates may lead to poor
software quality, discouraged project members, and customer dissatisfaction [3].

In this paper, we propose a new test effort estimation model using the source code
changes collected through configuration management tools and the defects collected
through defect tracking tools, with the technical and environmental factors. The basic
idea is that the source code change during the software development is closely related
to defects [4, 5], and this relation directly affects to test effort. Thus, we investigate the
relationship between total changed lines of code in the committed file classified by
types and the number of defects, and apply it to build the model. In our experiment, we
evaluate the accuracy of the proposed model with various criteria using real industrial
project data.

The remainder of this paper is organized as follows: Sect. 2 introduces existing
studies for test effort estimates. Sections 3 describes the proposed test effort estimation
model. Section 4 shows the experimental design and analysis, and finally Sect. 5
concludes the paper.

2 Related Work

Test effort estimation is an approximate calculation of effort related to the testing of a
specified software development project in a particular environment using defined
methods, techniques, and tools. There are several models that have been developed to
estimate the test effort.

De Almeida et al. [6] describe a test effort estimation method based on the use case.
They consider the technical and environmental factors as well as actor ranking.
Srivastava et al. [7] propose a test effort estimation model that exploits the advantages
of cuckoo search for effort optimization. Islam et al. [8] develop a novel tool for a test
estimation technique that provides the time and cost using use cases and functions.
Jayakumar et al. [9] present an overview of software test estimation techniques sur-
veyed: Judgement and rule of thumb-based techniques, Analogy and work breakdown
techniques, Factor and weight-based techniques, Functional size-based techniques, and
Training-based techniques. They also provide some of the challenges that need to be
overcome.

Although the existing studies are helpful to perform estimating test effort, they
usually focus on the static factors (e.g., size and complexity). This is a crucial limitation
in that software keeps changing until finishing the software development. This is
especially important for test effort estimated when software development is almost
complete. In order to solve the above issue, we consider the configuration management
and defect tracking tools that include dynamic environment during the software
development.
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3 Test Effort Estimation Model

The overall approach is described in Fig. 1. In the following subsections, we present
each step in more detail.

Y T Contguation

Defect

= P’
* Calculating the basic test E> * Analyzing the configuration | <= E management | 7 tracking
effort based on software size management information P system - Systes

7

+ Generating the total test <:_‘_| + Identifying technical and

: " @ * Deriving relative weights
effort estimate environmental factors

Fig. 1. Overall approach

3.1 Step 1: Calculating the Basic Test Effort Based on Software Size

Software consists of components (parts of the software) and their interoperations. In
this step, the basic test effort for each component is calculated using its size.

The easiest way to measure the software size is by the number of source lines of
code (SLOC) written. SLOC is a metric to measure the software size by counting the
number of lines of code; the software size is mostly proportional to SLOC. After
obtaining SLOC for each component, we can generate the basic test effort by multi-
plying the SLOC with the basic effort per SLOC (unit size). This basic effort per SLOC
can be derived from the previous software project data obtained from within the
software organization.

3.2 Step 2: Analyzing the Configuration Management Information

Software developers implement each part of software program solutions with checking
whether there are any potential defects. However, they have different behavior styles
regarding implementation, and the developer’s behavior can affect the test effort
required later. Thus, we identify the behaviors as the factors for estimating test effort,
using the configuration management system. Table 1 shows the factors from config-
uration management information.

SLOC in the Committed File Classified by Type. When developers perform the
commit action, the source code is saved into a repository and synchronized with the old
source code committed by other developers. If the added software source code is large,
the probability of defects is also high, which is proportional to its size. The classifi-
cation of these source code modifications is as follows: (1) the number of SLOC added
(adding new source code creates new defects related to the additional functions), (2) the
number of SLOC deleted (deleting the existing source code reduces the probability of
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Table 1. Factors obtained from configuration management information

Configuration management information Types

SLOC in the committed file classified by type | Added
Deleted
Updated
Total

Number of committed files classified by size |Small (SLOC < 100)

Medium (100 < SLOC < 500)
Large (500 < SLOC < 1,000)
Very large (SLOC > 1,000)
Total

O 0 NN AW =

defects), (3) the number of SLOC updated (updating the existing source code removes
the defects), and (4) the total number of SLOC changed (this is the sum of SLOC of all
types of codes changed).

Number of Committed Files Classified by Size. Some developer can commit large
source code at one time but another developer commits small source code frequently.
Thus, the number of committed files based on their sizes can be also important factor
along with SLOC in the committed file classified by type. We categorize this size as
(1) small (SLOC < 100), (2) medium (100 < SLOC < 500), (3) large (500 <
SLOC < 1,000), (4) very large (SLOC > 1,000), and (5) total (total number of commit
actions).

3.3 Step 3: Deriving Relative Weights Using the Configuration
Management Information and the Number of Defects

In order to increase the accuracy of the entire test effort, we need efficient test effort
allocation for each component. In this step, relative weighting is applied based on the
configuration management information and the number of defects.

Weighting Depending on the Importance of the Factors Obtained from Config-
uration Management Information. In the previous subsection, nine configuration
management factors are obtained. Because the defect occurrence by each factor is
different, relative weighting is applied in the proposed estimation model. In this study,
to obtain the weights, the Pearson correlation coefficient [10] is used between the
number of defects and the configuration management factors.

Weighting Depending on the Size of the Configuration Management Information
on Each Component. If the size of the configuration management information is
larger, the test effort is higher. Thus, this is considered in the proposed estimation
model, and relative weighting depending on the size for each component is performed.
In this study, the weight is calculated by z-score [10] ((x; — 1) /o, where x; is the size
of configuration management information for i-th component, pu is the average size of
the configuration management information for each component, and o is the standard
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deviation of the configuration management information size for each component). The
ranges are set as from —1 to 1 for relative standardization.

3.4 Step 4: Identifying Technical and Environmental Factors

During the software testing period, the testing activity is influenced by various
technical and environmental factors as well as the tester’s performance [9]. There are
many technical and environmental factors such as the availability of test tools, test
plans, and test cases. In this study, the commonly used factors are applied in our
proposed estimation model, which are illustrated in Table 2 along with their assigned
weights [6, 11, 12].

Table 2. Technical and environmental factors

Complexity factor (CF) | Description Assigned weight

Test tools

Documented inputs
Development environment
Test Environment
Test-ware reuse
Distributed system
Performance objectives
Security features

O 00| QN LB~ W N -
DN AN R WW N W

Complex interfacing

Each factor receives a value, which represents degree of importance (DI) to the
software testing. The range is from zero to four (Harmless = 0, Needless = 1,
Desirable = 2, Necessary = 3, Essential = 4). The multiplication between the assigned
weight and DI is named as CF, and Technical and Environmental Factor (TEF) is
calculated by the sum of CF from all factors. The equation is as follows [6, 11, 12]:

TEF = 0.65+0.01 % Y _ CF;. (1)

3.5 Step 5: Generating the Total Test Effort Estimate

We obtain the total test effort (TTE) from the values in the previous steps. This is
expressed as follows:

TTE = « TEF. )

) {Z (BE) () = (1 +g,,.)}

i=1 j=1

where BE is the basic test effort (in Step 1), f; is the i-th factor’s relative weight
depending on the size of the correlation coefficient between the configuration
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management information and the number of defects (in Step 2 and 3), g;; is the relative
weight by the size of the configuration management information in i-th factor and j-th
component (in Step 3), and TEF is the weight related to the technical and environ-
mental factors (in Step 4). Because the range of g;; is from —1 to 1, 1 is added for g;; to
avoid having a negative value for the test effort estimate on each component.

4 Experiment

The proposed model is validated using the real software project data collected from one
of the conglomerate companies in Korea. The project used for this experiment is a
mobile application implementation in the year 2012; the implementation period of the
application was eight months. It was released 19 times officially and 25 developers
were committed to the project. In the project, the configuration management tool used
was Perforce and defect tracking tool used was ClearQuest. Experimental design is as
shown in Fig. 2. In our experiment, we measure the estimation accuracy by comparing
the actual test effort with the estimated test effort from the proposed model.

O O
4
Configuration management tool Defect tracking tool

{ &
E:> |]m|mhI||||“||||IIIJ!| te‘:::&?,l"

—

Committed information The number of defects

for eachrelease for eachrelease II
A e
(2) Computing .
> = (3) Reflecting TEF FZ222

Fig. 2. Experimental design

(1) Calculating
basic test effort

Estimated
test effort

As described in Subsects. 3.2 and 3.3, the relative weights are derived using the
configuration management information and the number of defects. One of the weights
obtained from the correlation coefficients among 19 releases are presented in Table 3.

As described in Subsect. 3.4, TEF is derived based on the CF in Table 2. In order
to calculate CF, by surveying the one team member participated in the project, DI is
assigned as follows: Test tools = 4, Documented inputs = 4, Development environ-
ment = 4, Test environment = 4, Test-ware reuse =4, Distributed system = 3,
Performance = 4, Security features = 3, Complex interfacing = 4.

In order to measure the accuracy of the proposed model, as shown in Table 4, the
most common criteria for evaluating the accuracy of effort estimation are used in our
experiment [13].
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Table 3. Results of the relative weights in a release

Configuration management information Defect Correlation
information coefficients
1| SLOC in the committed | Added The number of | 0.698
2 | file classified by type | Deleted defects in a 0.799
3 Updated release 0.737
4 Total 0.753
5 | Number of committed | Small (SLOC < 100) 0.771
6 | files classified by size | Medium (100 < SLOC < 500) 0.751
7 Large (500 < SLOC < 1,000) 0.459
8 Very large (SLOC > 1,000) 0.622
9 Total 0.754
Table 4. Evaluation criteria
Evaluation criteria Description
MMRE (The Mean Magnitude of Relative . 2": |ActualEffort; — EstimateEffort; |
Error): the average MRE; e ActualEffort;
MRE;
Pred(0.25) The % of the data with MRE < 0.25
Pred(0.30) The % of the data with MRE < 0.30

We compare the estimated test effort for all 19 releases with the actual test effort,
and the experimental results are presented in Table 5. MMRE is 0.2326, and Pred(0.25)
is 68% and Pred(0.30) is 100%. Note that MMRE < 0.25 is the standard criterion to
be considered as an accurate and acceptable level for an estimation model [14].
Pred(0.30) is 100%, which indicates that 100% of the releases fall within 30% error
range.

Table 5. Results of test effort estimation (MRE)

Release ID | Estimated effort | Actual effort | MRE

1 697.6 585 0.1925
2 695.4 589 0.1806
3 754.7 589 0.2813
4 712.5 590 0.2076
5 723.4 593 0.2199
6 730 594 0.229
7 719.9 595 0.2099

(continued)
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Table 5. (continued)

Release ID | Estimated effort | Actual effort | MRE

8 759.5 599 0.2679

9 768.7 602 0.2769
10 756.4 603 0.2544
11 734.8 604 0.2166
12 755.9 606 0.2474
13 746.7 607 0.2301
14 742.4 609 0.219
15 770.3 609 0.2649
16 743.9 609 0.2215
17 738.8 609 0.2131
18 751.7 610 0.2323
19 766.3 611 0.2542
MMRE 0.2326
Pred(0.25) 68 %
Pred(0.30) 100%

5 Conclusion

It is important to estimate test effort correctly to maximize quality and minimize cost of
software development. In this paper, we propose a novel test effort estimation model
using the committed information collected through configuration management tools
and the defects collected through defect tracking tools, with the technical and envi-
ronmental factors. The performance of the proposed model is evaluated by the accuracy
measures with the real software project data collected from one of the conglomerate
companies in Korea.
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Abstract. Free radical oxygen generated by stress and oxygen deficiency
causes problems such as heart disease and stroke. We propose mobile health
monitoring system to solve this problem. Based on biofeedback technology used
in psychiatry, meaningful parameters were identified by analyzing the auto-
nomic nervous system and breathing patterns that change during deep breathing.
As a result, PP-interval was increased (p < 0.05) during deep breathing and the
average expiration value of the subject was unconsciously increased (p < 0.05).
The deep breathing has been shown to be able to prevent stress and oxygen
deficiency. After that, we developed an effective mobile health monitoring
system using parameter that have significant result value. If personal health
monitoring system that continuously induces deep breathing through the method
of this study is developed, it can be used as a way to continuously manage and
improve individual health.

Keywords: Ubiquitous system - Biofeedback * Breathing pattern + PP-interval

1 Introduction

The ubiquitous system, which can connect people, computers and objects together to
provide optimized information processing and information, is utilized in various
industries and provides flexible services. Among them, ubiquitous system is used in
diabetes, stress and hypertension management in medical field. In addition, it plays a
role of providing personal a biological signal to users by utilizing a simple biological
signal monitoring system [1, 2]. However, there are few methods available to promote
health using mobile.

There is a way to improve health by utilizing biological signal. The mental health
department uses biofeedback, a health promotion training method that uses biological
signal information. The biofeedback training is to make the patient aware of the change
in the biological signal information of the actual patient and lead to a change in the
consciously physiological activity itself [3]. Biofeedback training is aimed at activation
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of parasympathetic nervous system. Of all the training methods, the deep breathing
method is used as an initial training. Deep breathing activates parasympathetic nervous
system as it supplies a sufficient amount of oxygen and help the cell.

The importance of deep breathing is related to the free radical oxygen produced in
the human body. Free radical oxygen can be generated by normal metabolic processes,
but cells directly generate free radical oxygen due to lack of oxygen and stress. Large
amounts of free radicals oxygen damage cell membranes, chromosomes and proteins
and resulting in arteriosclerosis, heart disease and stroke [4—6]. In other words, it will
be important to present measures to proactively recognize and resolve stress, lack of
oxygen, etc. which can increase large amounts of free radicals oxygen.

Photoplethysmography (PPG), which is widely used in mobile devices, can analyze
pulse waves using change in blood volume of microvascular layer [7]. The frequency
domain of heart rate variability, which is a change in Peak to Peak (PP-interval), is
generally divided into a Low frequency band (LF) and a High frequency band (HF),
which represent sympathetic and parasympathetic nerves, respectively. When the HF
increases, the PP-interval increases. By analyzing the PP-interval, the change of the
autonomic nervous system can be confirmed indirectly [8]. In other words, the change
of the PP-interval value can confirm stress.

Biofeedback has the disadvantage of having to visit the place of training because it
has to be continuously trained for 4 weeks. To solve this problem, we propose
Framework of mobile health monitoring system. In this study, PPG signal was used to
facilitate the use in health promotion system. The autonomic nervous system changes
were observed by comparing PPG data of resting state and PPG data of breathing
training of biofeedback. This value will be used to detect the stress and to confirm the
effectiveness of the training in the framework. Next, physiological changes were
observed by changing respiration. This shows physiological change that are uncon-
sciously changed after deep breathing. We provided parameters to effectively use the
proposed monitoring system. If using the parameters and system presented in this
study, it is expected that it will help to develop ubiquitous system that can substantially
improve individual’s health while overcoming the shortcomings of biofeedback
training.

2 Method

Experiment was performed under the same environment conditions where the external
stimulus was controlled. PPG was measured using BioPack M36 and SS4LA pulse
sensor. Breathing volume were measured by using a SSSLB respiration sensor. The
subjects were 10 without cardiovascular disease such as arrhythmia and myocardial
infarction. Subjects were not informed that the purpose of the detailed experiment. This
prevented the subject from acting consciously. After all the tests were completed, the
subjects were briefed on the purpose of the experiment and we received an informed
consent.
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Signal analysis was performed using the MATLAB R2015b version. First, we
obtained data of PP-interval, expiration and inspiratory value in the three step of Fig. 1.
Through the acquired information, we compared with the respiration size of before
breathing zone and after the deep breathing zone for confirming unconscious physio-
logical changes of subjects. Additionally, to determine if deep breathing affects the
parasympathetic nerves, we measured the PP-interval by extracting the respiration time
of the deep breathing zone.

v Breathing peak point
A)

average breathing size average breathing size

3 before deep breathing Deep breathing zone after deep breathing
T T T T T T T

2 o
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Fig. 1. Biofitback Deep breathing training change graphs (a) PPG changes during deep
breathing, (b) changes in breathing size before and after deep breathing

3 Result

Table 1 shows the parameters that can be used in the monitoring system. In order to
observe the physiological changes, the change in the volume of the maximum expi-
ration and the maximum inspiratory before and after deep breathing were calculated.
After deep breathing in all subjects, the volume of the exhalation breathing increased
like Table 1 (P < 0.05). The increased volume of exhalation means that more air
escapes from the lungs. This can be understood as an increase in carbon dioxide
emissions. In the case of inspiratory volume, the change in the subjects were not the
same. However, the total volume increased slightly or had similar values. Also, at deep
breathing, the value of the RR-interval increases during deeper breathing than the
average RR-interval. This can be thought of as the active parasympathetic nervous
during deep breathing, making the heart rate low and relaxing. The values of Table 1
were found to be P < 0.05, which is the average RR-interval (0.8979) and the deep
breathing RR-interval (0.9437) through t-test (Fig. 2).
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Table 1. Parameters available in the monitoring system

Subject | Average PP-interval | Expiration Deep PP-interval | Expiration
breathing (s) | in average | average breathing |in deep average
breathing (s) | expiration (s) breathing (s) | expiration
value before value after
deep deep
breathing (mV) breathing
(mV)
1 5.26 0.9674 1.8644 15.32 1.03 2.2106
2 2.88 0.9816 3.2955 14.94 1.03 6.7481
3 3.26 0.9176 1.6494 20.31 0.9472 2.2649
4 3.35 0.6627 1.3926 18.39 0.7305 2.4374
5 6.63 1.2038 1.6632 18.44 1.2817 1.7348
6 3.31 0.928 2.9508 20.32 0.9529 4.5355
7 3.82 0.9183 2.9099 17.48 0.9738 3.4527
8 2.5 0.8056 2.343 19.57 0.8797 2.4825
9 3.97 0.8117 1.5433 17.2 0.8236 1.6455
10 3.21 0.7832 1.7398 17.37 0.7876 2.386
BREATHING SIZE COMPARISON — After deep breathing
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Fig. 2. Expiration breathing pattern analysis by comparison before deep breathing and after
deep breathing

After deep breathing, the volume of breathing increased during 9 breaths of the
subject. This suggests that the parasympathetic nervous system activated by deep
breathing consistently induce deep breathing patterns. The number of increased breaths
was applied as a parameter to determine proper training results. The monitoring system
as shown in Fig. 3 is presented through these synthesized features.
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yes —{ Measure and store data [+ —  Mobile phone alarm [+
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| cancel the mobile phone alarm |

Fig. 3. Mobile health monitoring system including biofeedback training

4 Conclusion

The purpose of this study is to suggest a substantial health promotion system. Although
biofeedback, which is a health promotion training method, has to be performed at the
training place, such a disadvantage can be solved as a ubiquitous system is developed.
The proposed monitoring system is to detect stress and breathing rate and present
effective solutions. As a result of the study, the PP-interval increased during deep
breathing. This indirectly shows the activity of the parasympathetic nervous system,
indicating a change to a relaxed state in deep breathing, the activation of parasympa-
thetic nerves is expected to increase the electrical stability of the myocardium and help
balance the autonomic nervous system [9]. Also, the value of the expiration was
increased in the breathing pattern after deep breathing. The increase in the expiration
value is thought to allow more fresh Oxygen by unconsciously spewing more carbon
dioxide. As a result, it increases the oxygen saturation of the blood [10]. From the two
results, it was confirmed that the stress and the lack of oxygen in the cells, which
inducing the generation of free radical oxygen, can be prevented.

A similar result shows that personal digital pedometer with feedback system
informs actual users using smartphone showed significant effect within 24 months [11].
The cohort study has not yet been conducted in this paper. So, as a further study of this
paper, we try to show the actual effect at intervals of 1 month and 2 months through the
system developed according to the monitoring system. After that, we will use artificial
intelligence, database technology for personalization. This is expected to improve
measurement accuracy and efficiency.

The ubiquitous system using the monitoring system proposed in this study is
expected to be used as a new method for improving the personal health of patients with
limited movement.
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Abstract. Unlike cars, ship owners are able to select the model, engine type
and additional options of their ship. Due to such characteristics, because ships
are relatively greater in size and take longer to build, in most cases, only a few
functions are verified through actual real ship test and the basic performance and
maneuvering performance of a ship are verified through model ship test, analysis
and simulation conducted. Moreover, since the results are provided to the ship
owner in the form of a maneuvering performance booklet upon delivery of that
ship, this maneuvering performance booklet is associated with all the depart-
ments in charge of design and engineering. Thus, it takes to a lot of time to build
a booklet because all related maneuvering results have to be gathered from all
departments and arranged consistently. This paper proposed an integrated
maneuvering performance simulation system to reduce cost to gather all data
from departments and to build a booklet consistently. Also, this integrated
system can reinforce the research capacity of that shipbuilding company through
mutually analyzing and sharing its information among each separated
department.

Keywords: Maneuvering * Simulation - Modeling - Integrated management
system

1 Introduction

The basic appearance and power unit of an automobile is already determined by the
manufacturer and only the additional options are left to be selected by users, whereas
ship owners are able to select the model, engine type and additional options of their
ship. Due to such characteristics, the basic performance and maneuvering performance
of an automobile are tested and improved through actual test drive. However, because
ships are relatively greater in size and take longer to build, in most cases, only a few
functions are verified through actual ship test and the basic performance and maneu-
vering performance of a ship are verified through model ship test, interpretation and
simulation conducted in accordance with the international standards [1-3]. Moreover,
since the results are provided to the ship owner in the form of a maneuvering per-
formance booklet upon delivery of that ship, this maneuvering performance booklet is
associated with all the departments in charge of design and engineering. In the case
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where it is possible to conduct integrated management of all the design and engineering
technologies, it is possible to reinforce the research capacity of the that shipbuilding
company through mutually analyzing and sharing its information, and this allows that
shipbuilding company to enhance its ship quality competitiveness and ship production
competitiveness.

This paper proposed an integrated ship maneuvering performance simulation sys-
tem capable of using the entered basic ship data and environmental data to predict the
basic performance and maneuvering performance of a ship is designed and built. By
using this system, it is possible to not only shorten the time it takes to design and build
a ship, but also conduct integrated management of the design and engineering tech-
nologies separately owned by the different departments.

2 Design and Implementation of Integrated Maneuvering
Performance Simulation System

To predict the basic performance and maneuvering performance of a ship, it is nec-
essary to enter the ship data. In here, the ship data includes information such as length,
width, height and draft. Then, it is necessary to enter the basic data related to the
propeller, rudder, bridge and wave. The reason for this is because it is possible to
predict the ship maneuvering performance of a ship only when the ship model is
combined with the environmental information having an influence on the ship
maneuvering performance. To conduct a simulation to verify the basic performance and
maneuvering performance of a ship, the basic mathematical models used for calculating
the motion, resistance, thrust, torque, rudder force, coriolis/centrifugal force, hydro-
dynamic force and wind force are required. Some of the mathematical models used in
this paper are partially defined in Table 1, and the remaining mathematical models used
in this thesis are defined in References. In particular, the MMG and Abkowitz of the
hydrodynamic force can be suggested in [4] and [5], respectively.

Based on the entered basic data, there are 16 different types of test that must be
conducted to model and simulate the basic performance and maneuvering performance
of a ship. “Initial Turning Test” is a test conducted to examine the initial turning
performance of a ship. While the ship is heading forward at a constant velocity, after
changing the rudder angle to 10°, various data acquired until the heading angle is
changed to 10°. “Course Change Test” is a test conducted to examine the turning
performance of a ship. After changing the rudder angle to 15°, and when the heading
angle reaches the predetermined angle (Rudder-Reverse Heading Angle), the rudder is
steered to —15°, and when the heading angular velocity reaches 0, the rudder angle is
changed to 0°. If the heading angular velocity reaches 0, this means that the ship’s sea
route change is complete. “Turning Test” is a test conducted to examine the turning
performance of a ship. By using a constant rudder angle to turn the ship in the port-
starboard direction, the ship’s trajectory is acquired. According to the maneuvering
performance standards set by IMO, Ad must be greater than 4.5L (Ad < 4.5L) and TD
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Table 1. Mathematical models for an Integrated Ship Maneuvering Performance Simulation

System

Mathematical model

Definition

Motion

Thrust

Torque

Drift Angle
Driving Trajectory

Velocity

IfV > € B=sin"!(P)else, =0

di=d;+ \/(Xi —xi-1)+ (i — 1)
V=vVu> 2

Fluid Velocity (Propeller
Position)

Quadrant 1

Quadrant 2

Quadrant 3

Quadrant 4

Torque

Advance Ratio during Wind
milling

Mass Moment of Inertial of
Propeller Shaft Direction

Vy=pu(l - )

Quadrant 1, T=(1—t) pnzD;‘7 (a0 +a1Js +axJ3)
Quadrant 2, T = pnzD;Cl, Ci=ap

Quadrant 3,T = — pnzD;CI, Ci=a

Quadrant 4, T= % (1-— t)pnzD;f (ap + arJa + axJ3)
Q = p’D°Ky(Vy,n), V, = V(1 — w)

J_ —by—/D2—4bob,
a —

2by

I = 0.006647D5 4 +0.0703 x 1.025 x (%) (5)*4

must be greater than 5.0L (Td < 5.0L). “Accelerating Turn Test” is a test conducted to
examine the turning performance of a ship during acceleration. After the ship’s velocity
reaches 0, the rpm is changed to ‘full sea ahead’ to examine the ship’s turning per-
formance during acceleration. “10/10 Zig-Zag Test” is a test conducted to examine the
yaw checking ability of a ship. After changing the rudder angle to 10°, and when the
course angle is changed to 10°, the rudder angle is changed to —10°, and when the
course angle is changed to —10°, the rudder angle is changed to 10° again. Through
measuring the primary and secondary overshoot course angles, it can be determined
that the smaller the overshoot course angles are, the better the yaw checking perfor-
mance is. “Pull-Out Test” is a test conducted to examine the course stability of a
ship. After the rudder angle is set to 0 while the ship is turning at a constant angular
velocity, the heading angular velocity is reviewed as time progresses, and after the
rudder angle is set to O while the ship is turning in the port-starboard direction, the
heading angular velocity is reviewed when the rudder angle reaches its normal status.
Through comparing the heading angular velocities, it can be determined that the greater
the difference is, the more unstable the course stability is. “Man Overboard Test” is a
test conducted to rescue any person dropped from the boat into the sea. The main
purpose is to return the boat heading forward to a certain point the boat passed within
the shortest time. While the boat is heading forward, the rudder angle is changed to the
maximum rudder angle in the opposite direction, and when a certain rudder-angle-
changed heading angle is reached, the rudder angle is changed to the maximum rudder
in the opposite direction, and when the ship turns in the opposite direction and the
ship’s course reaches a rudder-angle-changed heading angle close to 180°, the rudder is
controlled so that the ship heads forward and returns to the point where it initially took
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off. “Parallel Course Test” is a test conducted to examine the straight running stability
of a ship. After the rudder angle is changed to the maximum rudder angle, and when a
certain heading angle is reached, the rudder angle is changed to the maximum rudder
angle in the opposite direction, and when the original heading angle is reached, the
rudder is steered so that the straight running status is maintained. “Crash Astern Test”
is a test conducted to examine the emergency stop performance of a ship. “Engine Stop
Test” is a test conducted to examine the stop performance of a ship. While the ship is
operated at the initial rpm, and when the engine stop command is given, the fuel supply
to the propeller is cut off to put the propeller in the idle state and as well as to stop the
ship. “Deceleration Test” is a test conducted to examine the deceleration performance
of a ship. The four items to be tested are as follows: Full Sea Ahead — Full Ahead,
Full Ahead — Half Ahead, Half Ahead — Slow Ahead, Slow Ahead — Dead Slow
Ahead. “Acceleration Test” is a test conducted to examine the acceleration performance
of a ship. While the ship is stopped, the rpm is changed to ‘Full Sea Ahead’ to measure
the time and track reach it takes for the rpm to reach ‘Full Sea Ahead’. “Turning Circle
Test in Shallow Water” is a test conducted to examine the turning performance of a
ship in shallow water. The ship is turned at a constant rudder angle for a set amount of
time in the port/-starboard direction to acquire the ship’s trajectory. “Squat Test” is a
test conducted to examine the trim variation and draft variation of a ship in shallow
water. The ship’s velocity is increased under various HD conditions to measure the trim
angle variation and draft increase. “Course Keeping Limitation Test” is a test con-
ducted to find out the rudder angle and drift angle required for a ship to maintain its
normal status when influenced by wind load. Lastly, “Minimum Ship’s Speed Making
Headway” is a test conducted to find out the minimum velocity required for a ship to
head forward. While the fuel supply to the engine is cut off and the ship is still heading
forward, the velocity required for maintaining the sea route is measured. The results
generated through simulation test consists of records saved as a text file, and the
recorded information includes the ship’s trajectory based on the ship’s maneuvering
motion as well as the ship’s location and time based on each condition. The funda-
mentally saved information includes X trajectory, Y trajectory, course angle, propeller
rev count, track reach, yawing angular velocity, drift angle and rudder angle. Although
each module that combines such information to display the maneuvering performance
on a real-time basis had its own functions applicable to each type of test, as for the
ship’s trajectory and velocity variation, a common module was implemented and
utilized.

Using N_Main as the standard, the integrated ship maneuvering performance
simulation system can be divided into DBAdapter, NASIMUL, NAReport, Input Basic
Data, User Management, DB Management, Booklet Data Management, and Printer
Management. DB Adapter and DB Management are modules for database and inter-
face. In particular, although this system was normally operated based on Oracle, when
a test was conducted on the sea, the MS Access database was used to prevent network
disconnections. To ensure data integrity, the adapters were configured in a way
mutually compatible and were processed to cause no errors during data conversion.
User Management managed the user schema section to allow all the personnel in
charge of design and engineering to mutually exchange and utilize their information. In
addition, this component was connected to DB Adapter and Management to configure
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two different modes: simultaneous user mode and single user mode. Input Basic Data
was the section that received the following information: ship data, environmental
information and other information. NASIMU, the core section of engineering, played
the role of directly conducting 16 different types of test. NAReport was a tool used to
visualize the maneuvering performance of a ship based on the text data calculated by
NASIMUL. Lastly, Booklet Data Management played the role of using the data
generated from NASIMUL and NAReport to generate a maneuvering performance
booklet for particular ships with one button press through the mail merging function of
MS-Word. Figure 1 shows a class diagram of Integrated Maneuvering Performance
Simulation System.

NAReport (v1.0)

Input Basic Data

DB Management Booklet Data Management (Export) Printer Management

Fig. 1. A class diagram of Integrate Maneuvering Performance Simulation System

User Management

1P Address: 17216823 o

TRanSFER

T TP —

Fle session _Management _relp

UseriD: TESTO!

258 1P Address 17216823

Losa iz sove

Fig. 2. Screenshots of Integrate Maneuvering Performance Simulation System
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C# and C++ were the two development languages simultaneously used to develop
the integrated ship maneuvering performance simulation system, and the modules
developed through these two languages exchanged data through marshalling.

The reason for running such development process is as follows: because the
engineering core was developed by an internal developer who worked as an engineer at
the shipbuilding company, and because the user interface section and visualization
section were developed by an external developer, it was necessary to prevent reverse
engineering from exposing the core algorithm required for conducting a ship maneu-
vering performance simulation in the simultaneous development process. Figure 2
shows a screen shot of Integrated Maneuvering Performance Simulation system
implemented in this paper.

3 Conclusion

As described earlier, because ships are relatively greater in size compared to auto-
mobiles and are decided mainly by ship owners, to shorten the time it takes to design
and build a ship, only a few functions of a built ship were evaluated by real ship test
and the remaining functions were either verified through model ship test, analysis and
simulation in accordance with the IMO standards or verified through utilizing a sim-
ulation system constructed based on the experience acquired through years of real ship
tests conducted on the sea. However, since each information was individually managed
by each department, the management process itself was neither systematic nor efficient.
The development and application of this system made it possible for each department to
share its individually owned technology and information with other departments, and
this prevented researchers from conducting overlapping tests. In addition, the devel-
opment and application of this system made it possible to share other users’ tests, and
this significantly shortened the overall lead-off time required in the design phase and
engineering phase.
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Abstract. Although such commercial products such as ANSYS, NASTRAN
and PATRAN provide most-wanted and productive functions used for analysis
and design, they do not provide particular functions required by a manufacturing
company. In this case, most companies develop the required engineering soft-
ware on their own, and use C++ or C Language to develop the required engi-
neering software. Recently, as the preference for GUI increases, the demand for
GUI development increases as well. However, it is difficult for CUI developers
to adapt to GUI development in a short period of time. In this paper, a
debugging method for cooperation between internal developers who develop
engineering software and external developers who develop GUI was proposed.
This debugging method is advantageous in that it makes possible to develop
GUI-based software without making significant changes to the basic structure of
CUI-based engineering software. In addition, this debugging method is advan-
tageous in that the core technology of a company can be protected, since
external GUI developers cannot know the internal properties of engineering
software.

Keywords: Engineering software - Cooperative debugging - Marshalling -
Technology protection

1 Introduction

Most companies make efforts to develop products that demonstrate price/quality
competitiveness in the market by investing research costs and personnel. To do so,
design and engineering are considered essential. In particular, most frequently utilized
engineering software for design and engineering in the machinery industry are ANSYS
[1], NASTRAN [2], and PATRAN [3]. Engineers can utilize the engineering software
to conduct diverse experiments and interpretations. Most of the engineering software
are commercial products. Although they provide diverse and most-wanted functions,
they rarely provide functions specially required by each company. In the case where
pre-existing commercial software do not provide functions preferred by a company,
that company orders its engineers to develop in-house engineering software. In this
case, the development is executed through traditional engineering-oriented advanced
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languages such as CUI-based C, C++ and FORTRAN. This is because engineers with
engineering knowledge are mostly able to interpret the results made of nothing but
texts. Recently, as the preference for GUI increases, the efforts are made to develop
GUI However, engineers require additional efforts and time to be able to develop GUL
The problem with outsourcing GUI development to an outside company is that the core
engineering technology owned by a company can be exposed.

In this paper, an effective development method that reinforces security was
developed for cooperation between internal developers who conduct engineering and
external developers who conduct GUI development for the functional expansion of
engineering software. This method is advantageous in that it allows companies to
protect the core technology of their individually owned CUI-based engineering soft-
ware while efficiently improving the user-friendly functions of their software.

2 Related Work

2.1 Development Methodology

Most people are not aware that the process of developing software is identical to the
process of designing and constructing a building. They misunderstand such process as
an easy job that can be performed by anyone. However, the process of developing
software is just as complicated as the process of constructing a building, and there are
diverse development methodologies. Waterfall Model [4] is a traditional software
development methodology and Agile is a development methodology which improved
the problems demonstrated in Waterfall Model. Because traditional development
methodologies require many procedures and a considerable number of documents to
support such procedures, Agile is a coding-oriented development methodology pro-
posed to improve the unpredictable and difficult-to-manage problems demonstrated in
unplanned development methodologies [5, 6]. In this paper, a development method-
ology to which a modified version of Agile is applied was utilized.

2.2 Marshalling

Marshalling is a method used to implement RPC (Remote Procedure Call) required for
data transfer between processes or threads, and is used for conversion between non-
controlled type and CLR type under the P/Invoke process in Microsoft’s Com and .Net
framework. In this paper, this technique was used to not only wrap internal developers’
engineering algorithm by converting it into a DLL file, but also transfer data with
external developers’ user interface program. In the case where internal developers
develop development source codes, debugging becomes possible through the setting of
a development tool. However, this paper was limited to the case where a DLL file is
provided by reinforcing the security of the company that internal developers work for.
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3 Improvement of an Existing Engineering Software

3.1 An N Software

An existing engineering Software, called N software using the debugging development
method proposed in this paper predict the maneuvering performance of a ship when the
following information are entered: ship data and environmental information such as
tidal current flow and wind speed. The N software is an integrated management system
that integrates and manages all results in one application program instead of simply
listing the engineering algorithm results owned by each department in one report.
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