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Preface

Global Challenges in Energy and Environment is a proceedings book of the First
International Conference on Energy and Environment: Global Challenges (ICEE
2018) held in the Department of Chemical Engineering, NIT Calicut, during 9 and
10 March 2018. National Institute of Technology Calicut (NITC) is one of the
premier technical institutions in southern India located in Calicut which is a
metropolitan city in the state of Kerala on the Malabar Coast.

Industrial growth, economic development, consumerization and urbanization
have resulted in problems of environmental pollution. Environmental engineering is
the integration of science and engineering principles to improve the natural envi-
ronment to provide healthy water, air and land for human habitation and for other
organisms and to remediate pollution sites. Similarly, energy is the source of
economic growth. Energy consumption reflects the state of the development of the
country. Energy engineering is one of the recent engineering disciplines to emerge.
It is increasingly seen as a major step forward in meeting carbon reduction targets.
In the past two decades, the development in these fields yielded various attractive
results that are beneficial for the development of humanity.

This book focuses on the state-of-the-art technologies pertaining to energy and
environmental research. This book provides a platform for experts from India and
abroad to promote association and knowledge transfer by promising interaction
within the wider research community in the fields of chemical and biochemical
engineering, wastewater treatment and energy and environmental sustainability
using green technologies and industrial applications.

Major areas covered include advanced chemical processes, air pollution and
control, biomass conversion, energy policy, planning and management, integrated
energy systems, membrane engineering, new perspectives in renewable energy,
novel separation processes, nuclear energy applications, photo- and electrochemical
engineering, polymeric materials, solid waste management and wastewater
treatment.
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We expect that this book will be a trigger for further related research and
technology improvements in energy and environment.

Kozhikode, India V. Sivasubramanian
Bengaluru, India S. Subramanian
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Chapter 1
Single-Step Electrodeposition of CZTS
Thin Film for Solar Cell Application:
Effect of Annealing Time

Akanksha Paraye, Arpita Shukla, R. Manivannan and S. Noyel Victoria

Abstract Silicon-based solar cells are widely used solar cells, but it needs a very
thick absorber layer. Absorber layers based on cadmium telluride (CdTe), copper
indium gallium diselenide (CIGS), copper indium diselenide (CIS), and copper zinc
tin sulfide (CZTS) are extensively studied for thin-film solar cells. The use of CdTe
for thin-film solar cells is less preferred due to its toxicity. In comparison with CIGS,
thin-film solar cells with CZTS absorber layers are preferred since the raw materials
are earth-abundant, nontoxic, and inexpensive. The CZTS materials have a high
absorption coefficient of 104 cm−1 and have the band gap energy of 1.4–1.5 eV. In
this work, single-step electrodeposition of Cu2ZnSnS4 (CZTS) thin-film on gold-
coated slide using glycine as a complexing agent was carried out. The effect of
different annealing time on surface morphology, crystallite size, and its elemental
compositionwas studied.X-ray diffraction (XRD) analysis reveals the kesterite phase
of CZTS. Crystallite size increases with increase in the annealing time. Deposited
CZTS thin film annealed for 30 min shows the elemental composition near to the
desired stoichiometry (Cu:Zn:Sn:S = 2:1:1:4).

Keywords Thin film · Electrodeposition · CZTS · Annealing time · XRD ·
Crystallite size

1.1 Introduction

The enhancement of the world population, the consumption of conventional energy,
and its harmful side effects on environment are also increased. It is expected that
demand of energy to be twice that of today’s energy demand, i.e., approximately
30 TW. The consumption and demand of this energy for next few years will be very
challenging [1]. The present energy demand is fulfilled by fossil fuel such as oil,
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coal, and gasses which emits toxic gasses after its consumption, and on the other
hand, they are not promising, since their quantity will be not sufficient to fulfill the
future energy demand. Therefore, the world is focusing on renewable energy sources
to fulfill this energy demand with the least side effect on environment. Solar energy
is found to be an alternative and promising way to fulfill the present and future
energy demand, and it is also known as one of the green and clean energy. One of
the best applications of solar energy is solar cell or photovoltaic cell. Solar cell is
an electric device which converts the solar energy directly into the electricity due to
photovoltaic effect which is a physical and chemical phenomenon. Solar cell can be
broadly divided into three generations. The first generation solar cells are also known
as a conventional, traditional, or wafer-based cell which ismade of crystalline silicon.
Silicon-based solar cell iswidely in use. But there aremany demerits of silicon—such
as it has an indirect band gap material, with low absorption coefficient, it needs thick
absorber layer, and it losses its efficiency at higher temperature, i.e., in hot sunny
days. Second-generation solar cells are basically thin-film solar cells, which include
amorphous silicon; cadmium telluride (CdTe); and copper indium gallium diselenide
(CIGS). Materials used in second-generation solar cells as an absorber material are
rare, expensive, and toxic. The availability of indium (In) and selenium (Se) makes
them expensive, whereas cadmium (Cd) is toxic to environment [2]. Third-generation
solar cells include a number of thin-film technologies often described as emerging
photovoltaic. These solar cells are made of organic-based materials. Most of them
have not yet been commercially applied and are still in the research or development
phase. These solar cells are not promising cells as they loss their efficiency with very
short time period. In last ten years, thin-film solar cells have attracted the researchers
most due to its requirement of less absorber material which reduces the cost of thin
films; absorber materials for thin film can be flexibly deposited on substrates such as
glass, stainless steel, and plastic, especially suitable for solar building integration [1].
Inorganic absorber materials presently in use are copper indium gallium diselenide
(CIGS), copper indium diselenide (CIS), and cadmium telluride (CdTe). Elements
of these absorber materials also have some demerits, such as availability of indium
(In) and selenium (Se) which makes them expensive and cadmium (Cd) which is
toxic [3]. Absorber materials for thin-film technology with desirable requirements
such as being inexpensive and environmental-friendly with direct band gap are under
study. Compared to commercialized absorber materials, CZTS have the benchmark
characteristics such as it is composed of only earth abundant, inexpensive, and non-
toxic elements. Cu2ZnSnS4 (CZTS) is a promising absorber material, with direct
band gap of 1.4–1.7 eV and high absorbance coefficient of 104 cm−1 for thin-film
solar cell, which is expected to become the ideal absorber layer material for next-
generation thin-film solar cell [4]. There are various routes for the preparation of
CZTS nanoparticles and thin films for the solar cell application. Techniques such as
thermal evaporation [5], atom beam sputtering [6], pulsed laser deposition [7], hybrid
sputtering [8], etc., are well-established routes for the deposition of CZTS thin films.
But on the other hand, they are very expensive and require high energy to operate,
with very high vacuum pressure. However, there are other techniques also which
demands low energy such as successive ionic layer adsorption and reaction (SILAR)
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[9], chemical bath deposition [10], spray pyrolysis [11], and electrochemical depo-
sition [12]. Electrochemical deposition is one of the well-known low energy demand
technique as it provides scalable deposition of the desired film at room temperature.
In this present work, the electrodeposition of CZTS thin film on gold-coated sub-
strate under potentiostatic mode was carried out. Glycine was used as a complexing
agent in this study. The deposited sample was then annealed for different time peri-
ods at constant temperature. The effect of annealing time on its surface morphology,
crystallite size, and its elemental composition was studied.

1.2 Experimental

Gold-coated microscopic slide having thickness of 100 Å (Sigma-Aldrich, 99.99%
Au) was used as a substrate for electrodeposition of CZTS. Precursors of analytical
grades (Merck) were used for the deposition of CZTS thin film. Copper sulfate pen-
tahydrate (CuSO4·5H2O) was used as a copper precursor, zinc sulfate heptahydrate
(ZnSO4·7H2O) was used as a zinc precursor, tin chloride (SnCl2) was used as a tin
precursor, and sodium thiosulfate (Na2S2O3) was used as a sulfur precursor. Glycine
as a complexing agent was used in this study to narrow down the differences in the
cathodic potential. Electrolytewas prepared byusing deionizedwater. The electrolyte
contained 10, 20, 5, 80, and 100 mM of Cu, Zn, Sn, S, and glycine, respectively.
HNO3 or KOH solutions were used to adjust the pH at 2.5. CZTS deposition was
performed under potentiostatic mode.

Deposition studies of CZTS were performed in an electrochemical workstation,
CHI 660E, CH Instruments, USA. Experiment for CZTS deposition was carried
out using three electrode configurations (counter, reference, and working). Platinum
wire was used as the counter electrode, and Ag/AgCl was used as the reference.
The working electrode was prepared by using gold-coated microscopic slide, having
dimensions of 10 mm × 10 mm × 1.1 mm. Cyclic voltammetry (CV) runs for
the electrolyte having all the precursors with and without complexing agent were
carried out to find out the suitable deposition potential of CZTS. CV runs were
carried out with scan rate of 0.5 v/sec. Deposition of CZTS was done for 20 min
under potentiostaticmode. The obtained depositionwas thenwashed using deionized
water, dried, and annealed at 300 °C for different time periods 30, 45, 60, and 75 min
in inert environment. Scanning electron microscope (SEM) (Zeiss Evo-Model EVO
18) was used to study the morphology of the deposits. Energy-dispersive X-ray
analysis (EDX) (INCA 250 EDS with X-MAX 20 mm detector) was also done for
elemental composition.X-ray diffraction (XRD) (PANalytical 3 kWX’pert)was used
to analyze the crystalline nature of the deposits at different annealing conditions. The
energy band gap was calculated by using absorption spectra obtained by Shimadzu
UV-1800, UV–visible spectrophotometer (UV–vis).
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1.3 Results and Discussion

1.3.1 Cyclic Voltammetry

The cyclic voltagrams obtained for CZTS in the presence and absence of complexing
agent are shown in Fig. 1.1. Elements such as copper, zinc, tin, and sulfide have differ-
ent deposition/reduction potentials, due to which it is very hard to co-electrodeposit
from a single electrolyte [13]. In order to narrow down this reduction potential gap
between all the elements, glycine was used as a complexing agent to an electrolyte
and reduction potential was optimized [14]. The effect of complexing agent can
be clearly seen by obtained cyclic voltagrams shown in Fig. 1.1. In the absence of
glycine, the cathodic sweep presents two peaks. After addition of glycine, both the
reduction potential shifted to the negative direction and a well-defined peak was
observed at −0.86 V (Vs. Ag/AgCl). Moreover, the current density increases with
addition of glycine which is due to the complexing action of the same.

1.3.2 Scanning Electron Microscopy

In order to analyze the effect of annealing time on surface morphology and elemental
composition (Table 1.1) of the CZTS thin films, SEM measurement was carried out.
Figure 1.2 shows the SEM images of the deposits annealed for different durations at
300 °C. Morphological study for all the samples annealed for different time duration
shows agglomeration of particles in nature, and this helps in preventing recombi-
nation which is one of the desirable characteristics for solar cell applications [14,
15]. Sample annealed for 30 min shows small and spherical particles in their shape.
Sample annealed for 45 min showed bigger-sized agglomerates compared to sample
annealed for 30 min. Similarly, samples annealed for 60 min show agglomerates
formed out of flaky particles. Sample synthesized for 60 min shows the formation of

Fig. 1.1 Cyclic voltagrams
in the presence and absence
of complexing agent
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Table 1.1 Effect of annealing time on elemental composition (atomic %)

Element 30 min 45 min 60 min 75 min

Cu 35.9 40.4 28.6 27.7

Zn 7.9 9.3 14.5 12.9

Sn 17.1 11.3 19.1 23.7

S 39.1 38.9 37.9 35.6

S/Cu 1.1 1.0 1.3 1.3

Cu/(Sn + Zn) 1.4 1.9 0.9 0.8

Fig. 1.2 Effect of annealing
time on surface morphology

1μm 1μm

1μm 1μm

30 min 45 min

60 min 75 min

cracks. The samples annealed for 75 min show the presence of lesser agglomerates
when compared to other samples.

The effect of different annealing time on elemental composition was also carried
out. It can be seen from Table 1.1 that the sulfur concentration is affected to a lesser
extent with annealing time. The samples annealed for 60 and 75 min are copper poor.
Further, optimization is necessary to achieve desirable stoichiometry.

1.3.3 X-ray Diffraction

The X-ray diffraction patterns of annealed samples for different annealing time are
shown in Fig. 1.3. The XRD spectra recorded for sample annealed at 300 °C for 30
and 45 min show the amorphous nature of the deposits. Small diffraction peaks were
observed at 28.6° which correspond to (1 1 2) crystal plane of kesterite CZTS [COD
(Crystallography Open Database) 96-900-4751]. It is observed that with increase
in annealing time, the intensity (1 1 2) of diffraction peak becomes sharp, which
indicates that the crystalline nature of CZTS thin film is also improved with increase
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Fig. 1.3 X-ray diffraction
patterns of CZTS thin films
annealed for different
annealing time
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in annealing time. The diffraction peak positions are not shifted with annealing time,
suggesting that CZTS phase is stable and its formation is independent of annealing
time. XRD spectra obtained for all the samples also show that no secondary phases
are formed.

1.3.4 UV–Visible Spectroscopy

The absorbance spectra for sample annealed for 30 min are shown in Fig. 1.4. It was
found that the sample shows a good absorbance in the entire visible spectrum, thus
suitable for solar cell applications. The band gap of the sample was calculated from
absorbance data by using the Tauc relation [14]

Fig. 1.4 Absorbance spectra
of deposited CZTS annealed
at 300 °C for 30 min
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Fig. 1.5 Tauc plot of film
annealed at 300 °C for
30 min
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where

α absorption coefficient.
E photon energy in eV.
Eg band gap energy in eV.
n constant which is assigned values 1/2, 3/2, and 3 for direct allowed, indirect

forbidden, and indirect allowed materials, respectively.

The Tauc plot for sample annealed at 300 °C for 30 min is shown in Fig. 1.5. It is
observed that the band gap for the sample is 1.85 eV, which is an optimal band gap
for the solar cell applications [1–12].

1.4 Conclusion

The effect of different annealing time for theCZTS deposits formed out of single-step
electrodeposition was studied. The SEM results show the presence of agglomerates
for the samples annealed for 30, 45, and 60 min. The deposits annealed for 60 min
showed the presence of cracks. XRD result shows that with increase in annealing
time, crystallinity improved slightly. The UV–visible spectroscopy studies show that
the deposits exhibit good absorbance in the visible spectrum. The band gap of the
particles was 1.85 eV.

Acknowledgements Authors would like to thank the Department of Science and Technology—
Solar Energy Research Initiative (DST-SERI) for financing the research work under the Grant No.
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Chapter 2
Production of Bioethanol from Banana
Peel Using Isolated Cellulase
from Aspergillus Niger

Indulekha John, Prasanthi Yaragarla and Arunagiri Appusamy

Abstract In the present work, banana peel, being one of the least investigated
biomasses in India, was utilized for the production of bioethanol. Dried and ground
banana peel was subjected to ultrasonication at an operating frequency of 20 kHz and
750Wwith 2% (v/v) sulphuric acid for 1 h. After the pretreatment, the lignin reduc-
tionwas 67.50%and the hemicellulose and cellulose recoverieswere 45.6 and 69.3%,
respectively. Aspergillus niger which is capable of producing cellulase enzyme was
utilized for the hydrolysis of pretreated banana peel. The activity of isolated crude
cellulase enzyme was estimated as 1.712 FPU/ml. The pretreated banana peel was
hydrolysed at 50 °C, and the effect of enzyme loading [10–50 FPU] and incubation
time [24–96 h] on reducing sugar was determined. Hydrolysate was fermented using
24 h activated Saccharomyces cerevisiae, and the effect of fermentation time from
18 to 120 h was investigated. Ethanol concentration was maximum at 24th h of fer-
mentation, and it was 4.24 g/l. The high recovery of cellulose via ultrasonication
makes the banana peel suitable for bioethanol production. By providing the in vitro
produced enzymes, the usage of commercial enzymes can be eliminated and hence
the cost of production of bioethanol might be reduced.

Keywords Banana peel · Bioethanol · Cellulase · Fermentation · Hydrolysis

2.1 Introduction

The world has been depending on fossil fuels as a major energy source. Despite the
fact that fossil fuel overwhelms the energy generation, renewable energy resource
like biomass is achieving recognition because of the execution of energy policies
and better reception on the significance of green energy [1]. Bioethanol as a fuel
has become good alternative to gasoline. Among the liquid biofuels, bioethanol is
the most commonly used one [2]. Bioethanol reduces the environmental pollution as
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well as the consumption of crude oil. There is no net increase in carbon dioxide in the
atmosphere when bioethanol is burned [3]. For bioethanol production at industrial
scale, it is necessary to choose inexpensive and easily available substrates for fermen-
tation [4]. Bioethanol can be produced from agricultural feedstock, forest residues
and dedicated crops. Nevertheless, different bioresources should be explored to evade
the over-dependency on a single bioresource for energy generation. The conversion
of lignocellulosic biomass to bioethanol is a promising methodology due to its low
cost, economic benefit, unconsumed biomass, and it does not disturb the land used
for agriculture [5]. Lignocellulose consists of polysaccharides such as hemicellulose,
cellulose and also aromatic polymer lignin. A variety of lignocellulosic biomass like
rice husk, sugar cane bagasse and corn husk are most utilized for second-generation
bioethanol production.

Large quantity of unavoidable solid residues are generated during food process-
ing. It is rather difficult to get reliable data on the amount of wastage or by-product
fractions. In general, biomass waste from the food processing has been dumped. This
is no more a sustainable process since the high amount of carbohydrates, protein,
fats and mineral salts present in these residues cause the formation of some other
unwanted compounds, foul smell andwater browning [6]. Themost common solution
to their disposal problems is to use them as such for animal feed or as fertilizers. New
methods have been introduced in the recovery, bioconversion and utilization of the
valuable constituent present in the food processing industries. In recent years, efforts
have been taken towards the utilization of cheap renewable agricultural resources as
alternative for ethanol production.

Banana is the major foodstuff in the world after rice, corn and milk [7]. India
is the world’s leading producer nation for bananas, and it records 27% of the over-
all production worldwide [8]. 30 - 40% of the total weight of banana is wasted as
banana peel. In spite of the fact that banana peel is a fruit waste material, it com-
prises proteins, fibres and carbohydrates in major quantities. The peels of banana
are often dumped in landfills, rivers and unregulated dumping grounds. Therefore,
the sustainable utilization of banana peel waste would help to diminish the pollution
problems caused by their disposal. Production of bioethanol by using banana waste
can be an effective utilization of residual biomass mainly in southern part of India.
Banana peels are readily available as agricultural waste that can be exploited for
bioethanol production since it is rich in carbohydrates.

Bioethanol production from lignocellulose comprises pretreatment, hydrolysis
and fermentation processes. Cell wall of lignocellulose is generally disrupted by the
pretreatment process, and thus the polysaccharides become accessible for hydrolysis.
Polysaccharides such as hemicellulose and cellulose are converted into monosaccha-
rides in the hydrolysis process. In the fermentation process, these monosaccharides
are converted to bioethanol with the help ofmicro-organisms. The selection of appro-
priate pretreatment method to remove lignin from cell wall and releasemore polysac-
charides without any loss is a challenging step in bioethanol production process [9].
Also, the high cost of commercial enzymes used in the hydrolysis will not make
the process economically feasible. Bioethanol production process can be made sus-
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tainable and profitable by using cheaper raw materials and cost-effective in house
enzyme production.

Cellulase is the most important enzyme used in the enzymatic hydrolysis of
bioethanol production. Cellulase is a class of enzyme that catalyses the cellulolysis
[10]. The type of micro-organism which can produce cellulase enzymes is mostly
fungi. Among various species of fungi,Aspergillus sp. arewell known for their ability
to produce enzymes [11]. In the present study, Aspergillus niger was experimented
for the production of cellulase using banana peel as substrate. A. niger is generally
regarded as non-pathogenic fungus that is widely distributed in nature and became
an industrially used micro-organism. The main aim of the study was to convert the
banana peel waste into bioethanol using in vitro produced cellulase so as to reduce
the cost of production of bioethanol.

2.2 Experimental

2.2.1 Materials

Banana peel was collected from canteen located at NIT Tiruchirappalli campus. Peel
was washed and then sun-dried for 3 days. Dried peel was powdered and particle
size in the range of 0.5–1 mm was chosen for further studies.

2.2.2 Production of Cellulase

2.2.2.1 Inoculum Preparation of A. niger

A. niger was purchased from Microbial Type Culture Collection (MTCC), Chandi-
garh. Czapek yeast extract (CYA) broth medium was used for the inoculation of A.
niger. Czapek concentrate was made up of NaNO3: 30 g, KCl: 5 g, MgSO4.7H2O:
5 g, FeSO4. 7H2O: 0.1 g and 100 ml of distilled water. CYA medium was comprised
of yeast extract: 5 g/L, K2HPO4: 1 g/L, sucrose: 30 g/L and Czapek concentrate:
10 ml/L. Few drops of sterile distilled water was provided to the freeze-dried culture
of A. niger, and this suspension was streaked on CYA broth medium. A. niger was
subcultured onto CYA slants, and the slants were incubated for 7 days at 30 °C.

2.2.2.2 Cellulase Production by Solid-State Fermentation

The mineral salt medium used for cellulase production had a composition in g/100 g
of substrate: CoCl2, 0.1; CuSO4.5H2O, 0.5; KH2PO4, 5; corn steep liquor, 50; and
yeast extract, 0.5. A pH of 7.0 was preferred for the growth of micro-organism.
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Banana peel was used as substrate for cellulase enzyme under solid-state fermen-
tation. To a 250-ml Erlenmeyer flask, 30 ml of mineral salt medium and 10 g of
substrate were added. The flask was sterilized for 15 min at 121 °C. After steriliza-
tion, the flask was cooled down to room temperature and then inoculated with 5 ml of
culture. The contents were mixed well and incubated at 30 °C under static conditions
for 5 days. The flask was mixed periodically by gentle shaking.

At the end of solid-state fermentation, the enzyme was extracted from the banana
peel by mixing homogenously with 50 ml of distilled water. The extract was kept in
an orbital shaker rotating at speed of 120 rpm for 1 h. The extract was centrifuged
at 6000 rpm for 20 min at 4 °C to remove the debris and the supernatant was used
as extracellular cellulase enzyme. The activity of cellulase was assayed according
to filter paper assay. Cellulase activity was determined as filter paper hydrolysing
activity using a Whatman No.1 filter paper strip of 1 × 6 cm. Enzyme sample was
supplemented with 1 ml of 50 mM of sodium citrate buffer of pH 4.8, 50 mg of
filter paper strip was immersed in the mixture and then the mixture was incubated at
50 °C for 1 h. After that, 3 ml of dinitrosalicylic acid (DNS) solution was added to
the enzyme sample, blank and enzyme blank, and boiled for 5 min; 20 ml of distilled
water was added to all the test tubes and the mixture was allowed to settle down by
keeping it at room temperature for 20 min. Supernatant liquid was measured against
540 nm for estimation of glucose concentration.

FPU = 0.37

Enzyme concentration to release 2mg of glucose

2.2.3 Production of Bioethanol from Banana Peel

2.2.3.1 Pretreatment of Banana Peel by Acid-Assisted Ultrasonication

Powdered banana peel was pretreated by acid-assisted ultrasonication. Ultrasonica-
tion experiments were conducted in a jacketed glass vessel. Cold water is distributed
through the jacket of the vessel to endure the temperature of the process. Ultrasonic
processor used in the present study was probe-type processor (VCX 750, Sonics and
Material Inc, USA) which operates at 750W and 20 kHz. The powdered banana peel
was sonicated with 2% (v/v) of sulphuric acid at a solid-to-liquid ratio of 1:10 for
60 min. After cooling down the contents to room temperature, it was filtered. The
solid contents attained after filtration were washed repeatedly with distilled water
to get a neutral pH for the contents. It was then dried at 45 °C. The composition
of the untreated and pretreated banana peel was evaluated to know the effectiveness
of pretreatment. The cellulose and hemicellulose contents were estimated using Van
Soest fibre analysis, and lignin content was determined using NREL method.



2 Production of Bioethanol from Banana Peel Using Isolated … 13

2.2.3.2 Enzymatic Hydrolysis

Pretreated banana peel was hydrolysed by enzymatic method using isolated cellulase
enzyme from A. niger. To a 250-ml Erlenmeyer flask, the pretreated peel and sodium
citrate buffer were added and sterilized at 121 °C for 15 min. After sterilization,
the medium was cooled to room temperature and the isolated enzyme was added.
The enzyme concentration was varied in each flask, and hydrolysis was carried at
50 °C and in an orbital shaker rotating at speed of 120 rpm. The effect of time on
hydrolysis was also investigated for a time period of 24–96 h. The samples were
drawn for analysing the reducing sugar content at regular time intervals. The amount
of reducing sugar in the samples was estimated by DNS method.

Freshly prepared DNS reagent (3 ml) was added to 3 ml of sample. The mixture
washeated at 90 °C for 10min todevelop a red–browncolour; 1mlof 40%ofRochelle
saltwas added to the sample for the stabilization of the colour.After cooling down, the
samplewas analysed at 575 nm inUV–Vis spectrophotometer (SchimadzuUV2600).
The amount of reducing sugar in the sample was calculated from the standard curve.

2.2.3.3 Fermentation

Baker’s yeast grains (1 g) were inoculated into a 20 ml of sterile sucrose medium in
order to activate Saccharomyces cerevisiae. It was incubated at 30 °C in an orbital
shaker at 100 rpm for 20 h. After activation, the cells were grown on YEPD medium
composed of 10 g/L yeast extract, 20 g/L peptone, 20 g/L dextrose and 20 g/L agar
at 30 °C for 7 days. Spores were allowed to grow in agar slants for the source of
inoculum for bioethanol production.

The hydrolysate obtained after enzymatic hydrolysis was sterilized for fermenta-
tion. After cooling down, the medium was inoculated with 5% (v/v) of S. cerevisiae.
Fermentation of the enzymatic hydrolysate of pretreated banana peel was experi-
mented at 37 °Cwith an agitation of 100 rpm in an orbital shaking incubator. Samples
were drawn at regular time intervals and centrifuged at 6000 rpm for 15 min. The
supernatant was analysed for ethanol content by gas chromatography.

2.3 Results and Discussion

2.3.1 Cellulase Production for Bioethanol Production

Cellulase was produced in vitro by solid-state fermentation using A. niger with the
intentionofminimizing thebioethanol production cost by eliminating the commercial
cellulase. Sincebananapeelwas chosen as the substrate for bioethanol production, the
same was opted as the source of carbon for the production of cellulase. Hence, agro-
waste materials such as lignocellulosic biomass can be explored for the production of
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bioethanol as well as enzymes which has to be utilized in enzymatic hydrolysis of
bioethanol production. The cellulase activity of the crude enzyme produced in the
present study was determined by filter paper assay and expressed as filter paper units,
FPU. One filter paper unit of cellulase is the amount of enzyme that forms 2 mg of
glucose for 1 min during hydrolysis reaction. The concentration of enzyme which
would release exactly 2.0 mg of glucose was estimated by plotting glucose liberated
against enzyme concentration on a semi-logarithmic graph paper. The extracellular
crude cellulase activity was observed as 1.712 FPU/ml.

2.3.2 Effect of Pretreatment on the Composition of Banana
Peel

Acid-assisted ultrasonicationwas performed as a pretreatment process for bioethanol
production using banana peel. For the production of bioethanol from lignocellulosic
biomass, biomass with minimal lignin content and high cellulose content is prefer-
able. The raw banana peel composition is given in Table 2.1. Banana peel has notice-
able amount of polysaccharides which include cellulose and hemicellulose. The key
factor in using this banana peel is that it has low amount of lignin when compared
to other lignocellulosic biomass.

The raw banana peel was sonicated for 60 min with 2% (v/v) sulphuric acid.
The composition of pretreated banana peel is also given in Table 2.1. After the pre-
treatment, there was an adequate increase in the cellulose and hemicellulose content
of the banana peel. Moreover, there was a reduction of lignin which is known as
delignification of 67.5% in the pretreated peel; 45.6% of hemicellulose and 69.3%
of cellulose were recovered in the pretreated peel. When the lignin content is low,
cellulose can be easily attacked by cellulase in the enzymatic hydrolysis resulting
in the release of glucose which is converted into bioethanol by micro-organisms.
Hence, pretreatment plays an important role in bioethanol production. In this aspect,
acid-assisted ultrasonication is an effective pretreatment method for banana peel.

Themain advantage of dilute acid pretreatment related to othermethods is the high
recovery of sugars from hemicellulose and it is not only solubilizing the hemicellu-
loses but also converting the hemicelluloses into fermentable sugars [12]. Sonication
can help in the disruption of the bonds,which leads to the formation ofmacro-radicals
and these macro-radicals along with Ḣ and ˙OH radicals stimulate the depolymer-
ization of lignocellulosic material [13]. Hence, the combination of ultrasonication

Table 2.1 Composition of
banana peel before and after
pretreatment

Components (%) Before pretreatment After pretreatment

Cellulose 15.14 25.63

Hemicellulose 11.32 16.48

Lignin 6.40 2.08
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and dilute acid pretreatment of banana peel resulted in depolymerization of lignin
and recovery of cellulose and hemicellulose.

2.3.3 Enzymatic Hydrolysis

Enzymatic hydrolysis was performed on acid-assisted ultrasonication pretreated
banana peel using crude cellulase enzyme produced by A. niger in the present study.
Hydrolysis studies were conducted at 50 °C and 150 rpm, and enzyme loading from
10 to 50 FPU and hydrolysis time from 24 to 96 h were varied. The effect of enzyme
loading and hydrolysis time on reducing sugar obtained after hydrolysis was inves-
tigated.

Reducing sugar concentration was observed increasing with hydrolysis time from
24 to 96 h as shown in Fig. 2.1. Though maximum reducing sugar was obtained
at 96th h, there was not much difference in the reducing sugar content between
the hydrolysis times of 72 and 96 h. Figure 2.1 also depicts the effect of enzyme
loading on reducing sugar, and it was noted that there was no appreciable amount of
reducing sugar even at higher hydrolysis time. This is due to the insufficient amount
of enzyme to act upon substrate for hydrolysis. As the enzyme loading increased
up to 40 FPU, there was a drastic improvement in the reducing sugar concentration
which in turn shows the efficient enzymatic hydrolysis of pretreated banana peel
by isolated cellulase. However, reducing sugar was found to be decreasing for an
enzyme loading of 50 FPU despite the hydrolysis time. This could be due to the
product inhibition mainly by glucose [14]. Hence, the maximum reducing sugar was
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attained after the enzymatic hydrolysis of pretreated banana peel for 96 h using 40
FPU of isolated cellulase and it was 9.3 g/L.

2.3.4 Fermentation

The hydrolysate of pretreated banana peel containing 9.3 g/L of reducing sugar
underwent fermentation using S. cerevisiae, and the effect of fermentation time
on bioethanol was studied. Figure 2.2 shows the effect of fermentation time on
bioethanol production. Bioethanol concentration was increased up to 24 h of fer-
mentation time and there was a decrease in the production of bioethanol after 24 h.
Experimentally, the maximum bioethanol produced in the present study is 4.24 g/L
at 24 h of fermentation. Theoretically from 9.3 g/L of reducing sugar, 4.75 g/L of
bioethanol can be produced. Thus, the yield of bioethanol production was recorded
as 89% when compared to the theoretical yield. Yield coefficient of bioethanol pro-
duction in terms of reducing sugar consumption was 0.455.

2.4 Conclusion

Banana peel was experimented for the production of bioethanol. The combination of
dilute acid hydrolysis and ultrasonication pretreatment was very effective to release
more cellulose and hemicellulose and also to remove lignin which is mandatory for
bioethanol production. With 2% sulphuric acid and ultrasonication for 1 h, 69.3%
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cellulose was recovered and 67.5% lignin was removed. Crude cellulase enzyme was
produced from A. niger using banana peel as substrate. The activity of cellulase was
determined as 1.712 FPU/ml. Isolated cellulase was utilized in the hydrolysis of pre-
treated banana peel. Reducing sugar was increased with hydrolysis time and enzyme
loading up to 40 FPU. Further increase in enzyme loading decreased the reducing
sugar concentration. Fermentation was performed using S. cerevisiae. Themaximum
ethanol was obtained at 24 h of fermentation, and it was 4.24 g/L corresponding to
a yield of 89%. Thus, acid-assisted pretreatment and enzymatic hydrolysis by iso-
lated cellulase could result in good amount of bioethanol. Bioethanol production
from banana peel can be more explored and enzyme production can be optimized
for large-scale productions.
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Chapter 3
Performance Evaluation of Two-Stage
Vertical Flow Multispecies Constructed
Wetland for Domestic Wastewater
Treatment

G. R. Munavalli, P. G. Sonavane, G. V. Deshpande, S. M. Wandare
and N. M. Aswale

Abstract Decentralized treatment of domestic wastewater with the use of con-
structed wetland (CW) as physical and biological treatment is widely used. The
performance ofCWcanbe enhanced by usingmultispecies and dual supportmedium.
In this context, a laboratory-scale treatment system consisting of a settling tank fol-
lowed by two-stage vertical flow multispecies constructed wetland (VFMCW) was
developed. The reactors of VFMCW connected in series were planted with Canna
India and Phragmites Karka in charcoal and grit as support medium. The systemwas
operated in continuous fill and drain mode for various hydraulic loading rate (HLR)
which corresponds to hydraulic retention time (HRT) of 1.50–12 h for each stage
and overall system. The feed used for system was wastewater collected from sump
which is contributed by greywater and blackwater from hostel in the college (Walc-
hand College of Engineering, Sangli) premises. The performance of the system was
evaluated for organic matter (measured in terms COD) removal. Dissolved oxygen
(DO) enhancement in the system was also assessed. The COD removal efficiency
was found to be 53–80% for the HLR varied from 60 to 7.5 mm/h. Both the stages
of VFMCW contributed significantly to DO in effluent for all HLRs.

3.1 Introduction

The consumption of water and generation of domestic wastewater are increasing
with time. The existing collection and treatment facilities are inadequate to satisfy
the desired requirements of safe disposal. There is a large gap between domestic
wastewater generated and treated. National θSample Survey (NSS) shows that in
2012 nearly 49.9% of rural households and 12.5% of urban households of India had
no drainage arrangement [12]. Septic tank and soakage/disposal pits are more com-
mon to treat blackwater in un-sewered localities.Greywater is disposed in opendrains
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and finally makes its way to natural nallas. The treated wastewater is not disposed
of properly in the areas where proper collection and treatment system exist. This has
caused a lot of pollution problems on the sources of surface water and groundwa-
ter, degradation of aquatic ecosystem, and impairment of water quality for drinking.
Domestic wastewater can be collected from the entire area to a common point and
treated centrally. These systems require huge infrastructure, investment, and skill
in operation. The complexities increase with size of the system and require mech-
anized systems to address these complexities. Decentralized wastewater treatment
system (DWTS) can be another option suitable to address these issues and provide
an opportunity for public to share the responsibility of waste management. These
systems are cost-effective and less energy intensive, and concepts of natural purifi-
cation can be induced in the treatment system. DWTS is an onsite system that is used
to treat relatively small volumes of wastewater, normally generated from individual
or groups of households. The appropriate technologies for DWTS include modified
septic tank, anaerobic filter, anaerobic baffled reactor, moving bed bioreactor, ver-
min filters, and constructed wetland. DWTS based on combination of anaerobic and
aerobic treatment systems is more potential option in Indian context. Constructed
wetland (CW)-based DWTS are natural, affordable, eco-friendly, and sustainable
for treating domestic wastewater. CWs have been implemented in many configura-
tions, viz. horizontal flow subsurface, vertical flow, free surface, and hybrid. Vertical
flow multispecies constructed wetlands (VFMCW) are normally preferred due to
their higher oxygen transfer capacity. The studies conducted on VFMCW include
[1–9], and these studies have used mono-species and mono-medium substrate in
VFMCW systems. In the reference [10], VFCMW system is reviewed in terms of
their applicability and treatment potential for removing organic contaminants from
wastewater. The studies on configurationmodification to reduce the area requirement
for VFCMW for domestic wastewater treatment are less. Further, the studies were
restricted to single-stage VFMCW system, and the potential of VFMCW operated
in two stages is not yet fully explored for organic matter removal. In this context,
the present study focuses on the modification of the configuration of VFMCW with
multispecies to treat domestic wastewater to enhance organic matter removal. The
possible contributions to existing work on VFMCW include use of multispecies and
dual media in two-stage vertical flow multispecies constructed wetland (VFMCW).

3.2 Materials and Methods

3.2.1 Source of Wastewater

The wastewater samples were collected from a disposal location on the campus of
WalchandCollege ofEngineering, Sangli (Maharashtra). Themunicipalwater supply
is used for potable use after retreatment in college campus. The open wells located
within the college campus are used to supply water for non-potable use. Thus, the
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water in bathroom and other sanitary utilities are supplied with groundwater. The
wastewater generated from residential bungalows, ladies, and boys’ hostel is disposed
of through a sewer to a disposal site. The typical usage of water from these buildings
includes bathing, washing, and toilet flushing. The hostels are provided with septic
tanks for treatment of blackwater and effluent from septic tank flows into sewer. The
greywater (from bathroom and washings) flows directly into sewers. Grab sampling
procedure was used to collect the samples in morning hours (8–10 am) in order to
ensure uniform characteristics.

3.2.2 Experimental Setup

A laboratory-scale experimental setup consisting of pretreatment and two-stage
VFMCW was developed and is shown in Fig. 3.1.

The two stages are arranged vertically one below the other resulting in cascade-
type system. This type of arrangement provides more surface area in a given space.
The stage 1 and stage 2VFMCWreactors aremade up of circular plastic tanks having
diameters 32 and 60 cm, respectively. The surface areas of the first and second stages
are 0.08 and 0.264 m2, respectively. Settling tank is provided as a pretreatment to
remove suspended solids from raw wastewater. The flow is regulated at all the stages
(settling tank, VFMCW) through control valves. This arrangement helps in adjusting
required HLR. The substrate/support medium used includes grit, lignite coal, and
coarse gravel. The coal is used due to its adsorptive nature. The outlet in second-
stage VFMCW is located in such a way that there is no short circuit of flow, and
the flow is channelized irrespective of its point of entry. The flow distributors made
up of perforated flexible pipes were provided to uniformly spread the wastewater in
both stages of VFMCW. The size and depth of the medium are given in Table 3.1.

Canna indica and Phragmites karkawere used as vegetation for both the reactors.
The vegetation was chosen considering their local availability, tolerance to organic
load, and potential of developing good root matrix together. Phragmites karka has
fibrous roots system with horizontally crawling rhizomes and Canna indica with
relatively shallow roots.

3.2.3 Planning and Operation of System

Experiments were planned to conduct performance evaluation of two-stageVFMCW
to remove chemical oxygen demand (COD) and dissolved oxygen (DO) addition.
pH was also monitored. The methods of analysis were referred to [11]. The system
was assessed for COD removal when operated in fill-drain-type continuous mode.
A typical operation consisted of:

i. The settling tank was filled with 30 L raw wastewater and settled for 2 h.
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Fig. 3.1 Schematic sketch of experimental setup (VFMCW)
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Table 3.1 Details of support medium

Medium First-stage reactor Second-stage reactor

Size (mm) Depth (cm) Size (mm) Depth (cm)

Grit 5–10 10 5–10 10

Lignite coal 5–13.2 10 5–13.2 10

13.5–25 10 13.5–25 15

Gravel 20–40 10 20–40 10

Overall porosity 40% for both stages

ii. The flow rate was regulated by adjusting valve at the outlet of respective reactors
to achieve the required hydraulic loading rate (HLR) (e.g., 30 L of flow from
settling tank distributed onto VFMCW in 1.5 h shall provide an overall HLR of
7.5 mm/h).

iii. The settled wastewater was applied through distributor pipe at this adjusted rate
onto VFMCW.

iv. The applied wastewater moves sequentially through stage 1 and stage 2 of
VFMCW in simultaneous fill-drain mode continuously.

v. The effluent was collected after settling and both stages ofVFMCWfor analysis.

TheVFMCWwas appliedwith and assessed forHLRsof 7.5, 15, 30, and 60mm/h.
The corresponding organic loading rate (OLR) was 47, 96, 157 and 272 gCOD/m2·d,
respectively, for above HLRs. The respective feed time of 30 L wastewater for these
HLRs is 12, 6, 3, and 1.5 h. Further, the variability of effluent quality (COD and DO)
for each HLR was also assessed.

3.3 Results and Discussion

3.3.1 Wastewater Characterization

The summary of wastewater characteristics during the period of study is given in
Table 3.2. The organic strength of wastewater is low (evident in values of COD
and BOD), and hence, it is a medium strength wastewater. The ratio of BOD/COD is
more than 0.5 indicating amenability of this wastewater for biological treatment. The
higher value of TDS indicates a relatively higher proportion of groundwater being
used for non-potable purpose than surface water. TSS and TKN are also observed to

Table 3.2 Wastewater characteristics

Parameter pH TDS TSS TKN COD BOD5

Value 7.60 ± 0.40 1260 ± 150 175 ± 15 130 ± 15 250 ± 25 135 ± 20

All values are in mg/L except pH



24 G. R. Munavalli et al.

be significant in quantity. The wastewater with these characteristics is not disposable
either for land disposal or onto water bodies. The characterization also indicates that
settling is required before feeding this wastewater to VFMCW.

3.3.2 Effect of HLR on Performance of VFMCW

Figure 3.2 shows the effect of HLR on COD removal. Settling tank contributes by
25–35% for COD removal, and it is suggestive of 2 h settling which is sufficient.
The contribution by second-stage VFMCW is slightly higher than that of the first-
stage VFMCW for COD removal for all HLRs. The enhancement is found to be
about 10% irrespective of change in applied HLR. This is due to larger area, space,
and better oxygenation condition available in second-stage VFMCW. The results

Fig. 3.2 Photographic view
of experimental setup
(VFMCW)
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also show that there is a decrease in COD removal when HLR is increased. HLR
applied less than 15 mm/h results in higher removal rates. The lower percolation
rates are observed when the applied HLR is lower and which provides more HRT for
the feed wastewater. It can also be seen that the overall efficiency of the VFMCW
system is in the range 60–80% for the applied HLR between 7.5 and 60 mm/h.
Figure 3.3 shows the summary of HLR effect and OLR affecting the COD removal.
Similar to the observation on HLR, decrease in OLR improves COD removal rate.
The applied HLR and OLR are comparable with those reported in the literature.
HLR of 15 mm/h and OLR of less than 100 gm COD/m2·d seem to be appropriate to
achieve efficiency around 80%. Majority of COD removal in VFMCW is attributed
to aerobic attached growth bacterial action. The surface for bacterial attachment is
provided by roots and support medium. The use of multispecies (Canna indica and
Phragmites karka) provided a dense matrix of shallow and deep roots. The oxygen
liberated at root surface and simultaneous filling/draining action maintained aerobic
conditions within the wetland. This has significantly contributed to higher COD
removal. Further, the use of coal as a support medium provided adsorptive surface
for COD removal. However, contribution of coal in COD removal was not assessed
in this study.

3.3.3 Assessment of Oxygenation in VFMCW

Figure 3.4 shows the oxygenation conditionwithin both the stages of VFMCW. It can
be seen from the results that DO levels are in the range 1.5–3.5 mg/L. The addition
of DO is observed to be more in second-stage VFMCW than in the first stage. This is
due to the fact that volume of second-stage VFMCW is more, and it provides more
space for aeration/ventilation within the wetland. Slightly lower values of DO are
observed for high HLR runs than that of low HLR. There is an increase in DO level
with increase inHLR; however, the increase is not significant. The oxygen absorption
is governed by quality of settledwastewater (temperature, impurities, etc.), saturation
DO, and time of contact. In the present study, the quality of settled wastewater has
governed the oxygen absorption as there was no significant increase in DO for lower
HLR (high HRT). Normally, DO value in the range 1.5–2.0 mg/L is desirable for
sustaining aerobic bacterial activity. The results obtained in this study indicate that
aerobic conditions prevail within the wetland when operated in simultaneous fill
and drain mode. As mentioned in the previous section, the source of oxygen addition
within VFMCW includes wetland plants releasing oxygen at roots and air movement
during fill/drain mode of operation. A contact time of 1.5 h which corresponds to
HLR of 60 mm/h was found to be adequate to oxygenate the wetland medium to
required minimum DO of 1.50 mg/L (Fig. 3.5).

VFMCW system works normally under unsaturated condition. Frequent and
simultaneous feeding and draining maintain proper aerobic conditions within the
system. The present study assessed the VFMCW system in series for COD removal
and possible DO enhancement naturally. The observed COD removal rates are lower
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Fig. 3.3 Effect of HLR on
COD removal for various
experimental runs
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Fig. 3.4 Effect of HLR and OLR on COD removal

in highHLR andOLR runs. Even though proper conditions prevail to support aerobic
bacterial activity, the COD removal rate is varying. It suggests that the existence of
aerobic activity alone may not be adequate to treat wastewater efficiently. Time of
contact and aerobic conditions together govern the COD removal.
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Fig. 3.5 Oxygenation in
VFMCW
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3.4 Conclusions

VFMCW in series was assessed for COD removal andDO enhancement with domes-
tic wastewater as a feed. HLR andOLRwere varied to demonstrate the effect of these
on COD removal. Based on the study, the conclusions drawn include:

1. Domestic wastewater can be treated by biological treatment.
2. HLR and OLR affect COD removal significantly.
3. Adequate DO conditions prevail within VFMCW to support aerobic activity.
4. Overall COD removal by VFMCW to an extent of 50–85% can be achieved by

such systems.
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Chapter 4
Comparative and Kinetics Studies
of Organo-Nano-Kaolin Clay
And Organo-Nano-Bentonite Clay
as the Adsorbents for the Reduction
of Chromium (VI) from Tannery Effluent

B. Uma Maheswari, V. M. Sivakumar and M. Thirumarimurugan

Abstract Tannery effluents are ranked as the highest pollutants among all industrial
wastes. Nowadays, disposal of chromium is one of the major emerging environmen-
tal problems in the tanning industry. Cr (VI) is highly toxic and soluble in water,
and it is a strong oxidizing agent that causes severe damage to environment. The
ability to reduce toxic substances to safe levels effectively and at a reasonable cost
is very important. Clay and clay minerals have been used as an effective, low-cost
method for the removal of heavy metals from industrial effluents. Organoclays are
used as a wide range of adsorbents for removal of heavy metals from wastewater.
The main objective of the paper is to examine the feasibility and efficiency of using
organo-bentonite nanoparticle (OBN) and organo-kaolin nanoparticle (OKN) as the
adsorbents for the removal of Cr (VI) ions from tannery effluent. Adsorption of
Cr (VI) ions was carried out on a batch process. Experiments were performed as a
function of pH, adsorbent concentration, and contact time. Based on the difference
on Cr (VI) ion concentration before and after adsorption, the percentage reduction
was calculated. A comparative study is made between OBN and OKN, and max-
imum reduction efficiency was achieved by OKN particle (95.3%). Isotherm data
and kinetic studies were performed. The equilibrium adsorption isotherm was bet-
ter described by Langmuir adsorption isotherm model. The adsorption kinetics well
fitted using pseudo-second-order kinetic model.

Keywords Heavy metal · Organo-bentonite · Organo-kaolin · Isotherm · Kinetics

B. Uma Maheswari · V. M. Sivakumar (B) · M. Thirumarimurugan
Department of Chemical Engineering, Coimbatore Institute of Technology, Coimbatore 641014,
India
e-mail: vmsivakumar@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
V. Sivasubramanian and S. Subramanian (eds.), Global Challenges
in Energy and Environment, Lecture Notes on Multidisciplinary
Industrial Engineering, https://doi.org/10.1007/978-981-13-9213-9_4

31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9213-9_4&domain=pdf
mailto:vmsivakumar@gmail.com
https://doi.org/10.1007/978-981-13-9213-9_4


32 B. Uma Maheswari et al.

4.1 Introduction

Due to rapid growth of industries, pollutants such as heavy metals, oxyanions, and
organic compounds pollute the environment to a greater extent. Out of all these
pollutants, heavy metals are highly toxic and cause adverse effect to the plants,
animals, and also human beings. Tannery industry damages the environments to a
greater extent by releasing discharge with high oxygen demand, discoloration, and
organic and inorganic pollutant. Chromium (VI) is highly toxic and causes series
damage to the human life, plants, and animals. In order to treat these heavy metals,
various physical, chemical, and biological methods have been studied [1]. Although
variety of methods available adsorption is considered as a low-cost and effective
method for the treatments of heavy metals [2–4]. A variety of adsorbents such as
starch, fly ash, coconut shell, chitin, chitosan, clay, zeolites havebeen reported [5–11].

The selection of suitable adsorbent is very important because some type of adsor-
bent can be used to adsorb only some specific type of heavy metal. Clay and clay
minerals are used as alternative and inexpensive adsorbent [12]. Clay materials are
modified to organically modified clay so that they possess high specific surface area
and high cation exchange capacity, good chemical and mechanical stability.

The main objective of the work deals with a comparative study for the reduction
of Cr (VI) ions from tannery effluent using organically modified kaolin nanoparti-
cle (OKN) and bentonite nanoparticle (OBN). The effect of pH, adsorbent dosage,
contact time was optimized for maximum adsorption capacity by batch experiment.

4.2 Materials and Methods

4.2.1 Materials

Bentonite and kaolin clay, provided by HiMedia, were used for the preparation of
organoclay. Cetyltrimethylammonium bromide (CTAB) and potassium chromate
purchased for Novatech chemical company, India, were used as a surfactant and
metal ion source to prepare synthetic effluent.

4.2.2 Preparation of Organoclay Nanoparticles (OBN, OKN)

The OBN and OKN were prepared by cation exchange reaction, adapted from the
reported procedure [13]. The procedure involves firstly the dispersion of the clay
(bentonite and kaolin) in distilled water with agitation (4% w/w) for 30 min; it is
then allowed to settle for about 24 h in room temperature. CTAB was added to the
suspension, and then, themixture is stirred for further 20min andwas allowed to settle
for 24 h. The mixture was washed thoroughly to remove chloride, till it becomes free
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from chloride which was confirmed by checking against AgNO3 solution. The final
organoclay was dried to 70 °C, sieved at 230mesh number, and finally ground using a
pestle mortar in order to obtain fine powder. The resultant product was characterized
by XRD and SEM.

4.2.3 Adsorption Experiments

A stock solution of chromium ions with an initial concentration 400 mg/L was pre-
pared by dissolving fixed amount of potassium chromate into 1 L distilled water.
The adsorption experiments were carried out by adding various mass of the adsor-
bents from 0.5 to 4 grams to a series of conical flask containing 50 mL of metal
solution. Subsequently, the flasks were placed in a water bath shaker at 200 r min−1

for 1–2 h to reach equilibrium [14]. The metal solution was then centrifuged at 2500
r·min−1 for 10 min to remove the solid particles. The residual concentration of Cr
(VI) ions in the metal solution was determined by flame atomic absorption (FAA)
spectrophotometer at ňmax = 540 nm.

In order to perform kinetic studies, 4 g of OBN and OKNwas added to a series of
conical flask containing 50mL ofmetal solution with initial concentration 400mg/L.
The shaker was then set to 200 r·min−1 for a given period of time. At regular time
intervals, 10 mL of metal solution was removed from the flask, centrifuged, and
analyzed for its residualmetal ion concentration. The amount ofCr (VI) ions adsorbed
on the solid surface at equilibrium (qe), in units of mg/g can be determined from the
following mass balance equation

qe = (Co − Ce)V

m
(4.1)

where Co and Ce (mg/L) are the concentration of Cr (VI) ions at initial and equilib-
rium conditions, respectively, V is the volume of the solution (L), and m is the mass
of the OBN and OKN (g).

4.2.4 Characterization of Instruments

The X-ray diffraction (XRD) studies of clay and modified clay were performed
with XPERT Philips X-ray diffractometer. All the parameters were obtained using
Cu/Kα operated at 45 kV, 30 mA. Morphological studies of kaolin, bentonite, OBN,
OKNwere carried out by scanning electron microscope (SEM) (Philips-EEI ESEM-
TEP, Holland). In order to detect the evidence for purity and distribution of specific
elements in a solid sample, SEM image was further supported by energy dispersive
X-ray (EDX) microanalysis.



34 B. Uma Maheswari et al.

4.3 Results and Discussion

4.3.1 Characterization of Adsorbents

XRD studies were carried out in order to identify structural characteristics of the
prepared clay and its modified form. The XRD results were reported in Fig. 4.1
representing clay and organically modified clay using CTAB. It was evident from
Fig. 4.1 that the spacing expansion and formation of newpeak in organicallymodified
clay is due to intercalation of CTAB into clay interlayer. The formation of new peaks
in organically modified clay was marked as 1, 2, 3 in Fig. 4.1. Hence, apparently
there will be a decrease in hydration water content, which in turn changes the surface

Fig. 4.1 XRD image of clay and organically modified clay
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property. A change in the surface property from hydrophilic to hydrophobic was
confirmed by shift in peak position.

Similarly, SEM analysis is carried out in order to evaluate the surface morphology
of the clay and organically modified clay. The results were depicted in Fig. 4.2a and
b. It was clear from Fig. 4.2a that the particles in the clay were closely attached. It

Fig. 4.2 a SEM image of clay b SEM image of organically modified clay
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aggregates due to intermolecular forces. Similarly, from the Fig. 4.2b it is witnessed
that CTAB was successfully incorporated in the modified organo clay particles. Dis-
persion of particles can be clearly observed from Fig. 4.2b compared to Fig. 4.2a.

4.3.2 Effect of pH

Functional group charge of adsorbent, transition metal speciation, and solubility is
generally affected by pH. In this study, adsorption experiments were carried out at
pH 1–6 range to determine the optimum pH for maximum reduction of chromium
(VI) ions. It is observed that increase in pH from 1 to 2, sorption increases slightly for
OKN, and maximum Cr (VI) ion adsorption (95.83%) by OKN was observed at pH
= 2. Similarly in case of OBN maximum Cr (VI), adsorption (86.1%) was observed
at pH = 3. The plot of percentage reduction versus pH for OBN and OKN is shown
in Fig. 4.3. The percentage reduction gradually decreases on increase in pH level
which can be clearly seen from Fig. 4.3. From the above-obtained results, it clearly
indicates that greater number of protons can easily coordinate with the functional
groups present on the adsorbents on lower pH [15].

Fig. 4.3 Effect of pH versus
percentage reduction of
chromium
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Fig. 4.4 Effect of contact
time versus percentage
reduction of chromium

4.3.3 Effect of Contact Time

The experimental setup measures the effect of contact time on batch adsorption of Cr
(VI) ion with an initial concentration of 400 mg/L with a contact time of 20–100 min
at a temperature of 25 °C. The reduction of Cr (VI) increased with increase in contact
time until the equilibrium point for OBN and OKN.Maximum removal of chromium
ions was found at an optimal contact time 60 min for OBN and 50 min for OKN.
From the results, it was reported that OKN has very quick uptake of Cr (VI) ions in
a short period, by the effect of a large number of vacant sites available on OKN. The
results indicate that OKN has high affinity for Cr (VI) ions. The plot of percentage
reduction versus contact time is shown in Fig. 4.4.

4.3.4 Effect of Adsorbent Concentration

In general, adsorbent concentration specifies the capacity of adsorbent to uptake
a certain initial concentration of Cr (VI) ions. Batch adsorption experiments were
conducted by varying concentration in the range from 0.5 to 4 g/L for both OBN and
OKN. The maximum reduction was about 95.3% at the adsorbent concentration of
4 g/L for OKN and similarly 86.5% for OBN. From Fig. 4.5, it was confirmed that
increase in adsorbent dosage increases the percentage of metal sorption; moreover,
greater number of OKN creates greater surface area; hence, the number of adsorption
sites in the matrix of OKN was increased more when compared to OBN. The plot of
percentage reduction versus adsorbent dosage is shown in Fig. 4.5.
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Fig. 4.5 Effect of adsorbent
dosage versus percentage
reduction of chromium

4.3.5 Equilibrium Studies

In order to optimize the designof a sorption system toCr (VI) reduction, it is important
to establish the most appropriate correlation for the equilibrium curve. Langmuir
isotherms have been tested in the present study namely. The goodness of fit between
experimental andmodel predicted values was expressed by the correlation (R2 values
closer or equal to 1).

4.3.5.1 Langmuir Isotherm

Langmuir isotherm has found successful application in many real sorption processes
and can be expressed by:

qe = qmbCe

1+ bCe
(4.2)

The linear form of the Langmuir equation is given by:

Ce

qe
= 1

Ksqm
+ 1

qm
Ce (4.3)

where Ce is the equilibrium concentration of metal (mg/L), qe (mg/g) is the Cr6+

absorption capacity at equilibrium, qm (mg/g) is the monolayer adsorbent capacity,
and b (L/mg) is the energy constant of adsorption. The plot Ce/qe against Ce gives
straight line shown in Fig. 4.6 which expresses applicability of Langmuir isotherm
for OKN and OBN, respectively. The values of qm and Ks are obtained from slope
and intercept of the plot and presented in Table 4.1. The linear representation of
langmuir isotherm was shown in Fig. 4.7 and Fig. 4.8 respectively.
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Fig. 4.6 Langmuir isotherm
for the reduction of
chromium (VI) ion by
organo-kaolin nanoparticle
(OKN) and organo-bentonite
nanoparticle (OBN)

Table 4.1 Langmuir
isotherm

Adsorbent Langmuir isotherm

qm(mg/g) b(L/mg) R2

OBN 35.71 0.046 0.993

OKN 26.31 0.145 0.999

Fig. 4.7 Langmuir isotherm
for the reduction of
Chromium (VI) ion by
organo-bentonite
nanoparticle (OBN)

4.3.6 Kinetic Studies

Kinetics and adsorption are the most important parameters in order to evaluate the
adsorption dynamics of a process. For analyzing the controlling mechanism of the
adsorption, pseudo-second-order kinetics model is used to test the experimental data
of the adsorption of Cr (VI) ions by OBN and OKN.
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Fig. 4.8 Langmuir isotherm
for the reduction of
chromium (VI) ion by
organo-kaolin nanoparticle
(OKN)

4.3.6.1 Pseudo-Second-Order Model

The adsorption kinetics can be described by pseudo-second-order equation. The
linear form is the following:

t

qt
= 1

K2q2
e

+ 1

qe
t (4.4)

where t is the time (min), qe and qt are the amount of species adsorbed per unit mass
of adsorbent (mg g −1) at equilibrium and at any time t, respectively, andK2 is the rate
constant of pseudo-second-order adsorption (gmg−1 min−1). The absorption ofOKN
and OBN nano-adsorbent is more appropriately described by pseudo-second-order
kinetic model (R2 > 1) was shown in Figs. 4.9 and 4.10, respectively.

Fig. 4.9 Pseudo-second-
order kinetic reduction of Cr
(VI) by OKN
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Fig. 4.10 Pseudo-second-
order kinetic reduction of Cr
(VI) by OBN

4.4 Conclusion

Adsorption studies were carried out using organo-kaolin nanoparticles and organo-
bentonite nanoparticles. On comparing the results, it was concluded that organo-
kaolin nanoparticles can be used as suitable and effective adsorbent for the reduction
of Cr (VI) ions from wastewater. The optimum pH was found to be 2 for OKN and 3
for OBN. Similarly, the percentage reduction of metal ion was determined 95.3% for
OKN and 85.2% for OBN. Equilibrium adsorption data for Cr (VI) were better fitted
by Langmuir adsorption isotherm (R2 = 0.999 for OKN and R2 = 0.994 for OBN).
The rate kinetics for was best fitted by pseudo-second-order model for both OKN
and OBN. From the above results, it is concluded that organo-kaolin nanoparticles
serve as a best and suitable adsorbent for the reducing the level of Cr (VI) from
wastewater.
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Chapter 5
Impact of Sugar Industry Effluent
on Quality of Groundwater
at Rasulwadi—Sambarwadi,
Maharashtra, India

P. V. Kumbhar and C. H. Wagh

Abstract Groundwater is the primary source of drinking and irrigation for both
urban and rural areas. It is affected due to the discharge of improperly treated indus-
trial effluents. Increasing the use of chemical fertilizers and pesticides in raising the
sugarcane production has resulted in the degradation of groundwater quality and also
affected the soil. The present study focuses on assessing the impact of sugar indus-
try effluent on groundwater in and around Rasulwadi—Sambarwadi village where
groundwater is used for domestic purpose. Groundwater samples were collected
from ten different locations in the vicinity of Rasulwadi—Sambarwadi village and
analyzed for physico-chemical parameters such as pH, electrical conductivity, total
dissolved solids, dissolved oxygen, total alkalinity, total hardness, chloride, nitrate,
calcium, magnesium, sodium and potassium. Also, irrigation suitability was checked
using SAR, RSC, Na% and PI. Water quality index was calculated to assess the level
of pollution and deterioration of groundwater quality in both villages. Chlorides and
hardness seem to be exceeding permissible limits as per the BIS. SAR, RSC and
Na% were observed within the limits. It is found that all water samples are unfit
for drinking purpose but suitable for irrigation purposes. The investigation suggests
that water quality management is an important issue for the sustenance of human
civilization and must become a major priority.

Keywords Groundwater quality · Physico-chemical characteristics · Sugar
industry effluent · Water quality index

5.1 Introduction

Water is one of the most important resources found on earth. It is an essential require-
ment not only for human life but also for industrial development. Water is available
in the two forms as surface water and groundwater. Groundwater is the part of the
hydrological cycle. Groundwater is the major primary source of drinking water and
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also used for irrigation purpose in India. Rapidly, industrialization, growing popu-
lation in developing countries like India, has affected the availability and quality of
groundwater due to the improper waste disposal. According to the WHO organiza-
tion, about 80% of all the diseases in human beings are caused by water [1].

Themunicipal solidwaste and industrial wastewater are themost important causes
of groundwater pollution. Municipal solid waste and industrial wastewater come
in contact with natural water bodies. The wastewater contains a large amount of
microorganisms and chemical constituents. In small-scale industries and large-scale
industries, they release wastewater with or partial treatment on the land surface or
into natural water bodies. This discharge of industrial effluent percolates through the
soil which causes the contamination of groundwater, surface water and soil.

Sugar industry is one of the most important agro-based industries in India. Sugar
industry consumes a large volume of water and chemicals in all different processing
units. Sugar industry effluent consists of all types of toxic chemicals, heavy met-
als, suspended solids, sludge, press mud and bagasse. The effluent comings from
industries sometimes percolate through the subsoil and reach the groundwater table
forming contaminated pool, which disturb the natural groundwater quality by chang-
ing its chemical composition [2].

The present study has been carried out to assess the water quality parameters of
groundwater and soil in the field of agricultural areas.

5.2 Materials and Methods

5.2.1 Study Area

The place of study is Shree Vasantdada Patil Shetkari Sahakari Sakhar Karkhana
which is located at Sangli district of Maharashtra. From the boiling house, mill
house and manufacturing process, the total effluent 370 m3/day transfers to the efflu-
ent treatment plant, and then this treated effluent is discharged into the agricultural
area in Rasulwadi—Sambarwadi village which is located 20 km away from the sugar
industry. It geographically lies between 16° 55′12.13′′ N latitude and 74° 39′32.65′′ E
longitude for Rasulwadi and 16° 56′5.42′′ N latitude and 74° 39′53.74′′ E for Sam-
barwadi.

5.2.2 Groundwater Sampling and Analysis

The present studywas conducted to analyze the effect of sugar industry effluent on the
quality of groundwater at Rasulwadi—Sambarwadi village. Groundwater samples
were collected from ten different locations in the vicinity ofRasulwadi—Sambarwadi
villages. One liter capacity of clean polythene plastic bottle has been used to collect
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the bore well and open well samples. The bottles were tightly sealed after collection
and labeled in the field. Then, various physico-chemical parameters such as pH, EC,
TDS, hardness, chloride, alkalinity, carbonate, bicarbonate, calcium, magnesium,
sodium and potassium were analyzed by using a standard method. Also, agricultural
soil was collected from Rasulwadi—Sambarwadi villages and the parameter such as
SAR, RSC, Na% and PI were analyzed.

Water quality index (WQI) is the index number which represents the overall water
quality for any future application at a certain location and time. The objective ofwater
quality index is to turn complex water quality data into detailed information useful
for public [3]. Water quality index (WQI) is valuable and unique rating to depict
the overall water quality status in a single term that is helpful for the selection of
appropriate treatment technique to meet the concerned issues [4]. It is one of the
most effective and simple tool to assess the quality of water for suitability of various
purposes.

For the calculation of water quality index, important water quality parameters
were chosen. This water quality index (WQI) is calculated by using the drinking
water quality standards recommended by Bureau of Indian Standards (BIS), Indian
Council of Medical Research (ICMR) and World Health Organization (WHO).

The weighted arithmetic index method has been used for the calculation of water
quality index (WQI). Then, calculated subindex and quality rating (qn) by using the
following expression are as follows:

qn = (Cn/Sn) ∗ 100 (5.1)

where

qn Quality rating or subindex for the nth water quality parameter.
Cn Estimated concentration of the nth parameter at a sampling station
Sn Standard permissible value of nth parameter

The unit weight (Wn) for each water quality parameter is calculated by using the
following formula:

The overall water quality index is calculated by aggregating the quality rating
with the unit weight linearly (Table 5.1).

Table 5.1 Rating of water
quality

WQI Rating of water quality Grade

0–25 Excellent water quality A

26–50 Good water quality B

50–75 Poor water quality C

76–100 Very poor water quality D

>100 Unsuitable for drinking purpose E

Source Jena et al. [6]
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WQI =
∑

qn ∗ Wn/
∑

Wn (5.2)

5.3 Results and Discussion

Characteristics of Groundwater.

5.3.1 Physico-Chemical Characteristics of Groundwater
Samples at Sambarwadi

In this study, pH of groundwater samples ranges from 6.95 to 7.57. The value of all
site indicates that pH value within the desirable limit and which is slightly alkaline in
nature may be due to discharge of industrial effluent. Figure 5.1 shows the EC of all
location ranges from 1.85 to 3.57 mS/cm. Electrical conductivity is a measure of the
concentration of ionized substances in water [5]. Electrical conductivity values were
found in higher than desirable limit. So, impact of industry effluent on groundwater
quality by increasing EC.

Figure 5.2 shows the concentration of TDS and alkalinity of groundwater samples.
TDS of groundwater samples ranges from 904 to 1815 mg/l. The value of TDS
of sample exceeded the prescribed limit given by WHO except SB4 groundwater
sample. The TDS values indicate not only the impact of sugar industry on the quality
of groundwater but also onother factors involve for causes concern on the surrounding
environment.

Alkalinity is measuring the acid neutralizing capacity of water. Desired limit of
alkalinity is 200 mg/l and permissible limit of alkalinity is 600 mg/l in the absence
of alternate water source according to BIS 2012.

Fig. 5.1 Variation of pH and EC
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Fig. 5.2 Variation of TDS and alkalinity

Alkalinity of groundwater samples ranges from 450.4 to 534.4 mg/l. This value
indicates the alkalinity was higher than desired limit.

Figure 5.3 shows the data obtained of hardness and chloride in mg/l. Hardness
contains bicarbonate, chloride and sulfates of calcium and magnesium. The total
hardness is due to excessive use of lime in sugar processing. Hardness of groundwater
ranges from 400 to 520.4 mg/l. The total hardness values higher than desired limit
given by BIS and within the permissible limit are given by WHO.

Chloride is one common anionic constituent of water whose high concentration
imparts a salty taste to water making it unacceptable for drinking [5]. Desired limit
of chloride is 250 mg/l, and permissible limit in the absence of alternate source is
1000mg/l according toBIS2012. In this study, value ranges from399.6 to 495.2mg/l.
This value indicates exceeding the desired limit according to BIS.

The calciumdata obtained is presented inFig. 5.4. Thepermissible limit of calcium
in drinking water is 75 mg/l. Calcium concentration of groundwater samples is 124
to 151.2 mg/l. Calcium in the groundwater sample exceeded the permissible limit of
drinking standards indicating the impact of effluent on quality of groundwater.

Fig. 5.3 Variation of hardness and chloride
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Fig. 5.4 Variation of calcium and magnesium

Fig. 5.5 Variation of sodium and potassium

The magnesium data obtained is presented in Fig. 5.4. The permissible limit of
magnesium in drinking water is 30 mg/l. Magnesium concentration in groundwater
ranges from 10.64 to 28.6 mg/l is within the permissible limit.

Figure 5.5 shows the variation of sodium and potassium in mg/l. According to
WHO, the permissible limit of sodium is 200 mg/l. The concentration of sodium
ranges from 9.5 to 12.82 mg/l, and this is below the permissible limit. The potassium
ranges from 12.25 to 29.06 mg/l.

Figure 5.6 shows the variation of DO and nitrate at different locations. DO is a
very important parameter for aquatic life. In this study, DO values of all samples
were found above the permissible limit 5 mg/l.

According to the drinking water quality standards, the permissible limit of nitrate
is 45 mg/l. The nitrate ranges from 15 to 30 mg/l. This value indicates that nitrate
value is below the permissible limit.
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Fig. 5.6 Variation of DO and nitrate

5.3.2 Physico-Chemical Characteristics of Groundwater
Samples at Rasulwadi

In this study, pH of groundwater samples ranges from 6.63 to 7.2. The value of all
site indicates that pH value within the desirable limit and which is slightly alkaline in
nature may be due to discharge of industrial effluent. Figure 5.7 shows the EC of all
location ranges from 2.62 to 7.26 mS/cm. Electrical conductivity is a measure of the
concentration of ionized substances in water [5]. Electrical conductivity values were
found in higher than desirable limit. So, impact of industry effluent on groundwater
quality by enhancing EC.

Figure 5.8 shows the concentration of TDS and alkalinity of groundwater samples.
TDS of groundwater samples ranges from 1359 to 3950 mg/l. The value of TDS
of sample exceeded the prescribed limit given by WHO except SB4 groundwater
sample. The TDS values indicate not only the impact of sugar industry on the quality

Fig. 5.7 Variation of pH and EC
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Fig. 5.8 Variation of TDS and alkalinity

of groundwater but also onother factors involve for causes concern on the surrounding
environment.

Alkalinity is measuring the acid neutralizing capacity of water. Desired limit of
alkalinity is 200 mg/l and permissible limit of alkalinity is 600 mg/l in the absence
of alternate water source according to BIS 2012. Alkalinity of groundwater samples
ranges from 448 to 648 mg/l. This value indicates the alkalinity was higher than
desired limit.

Figure 5.9 shows the data obtained of hardness and chloride in mg/l. Hardness
contains bicarbonate, chloride and sulfates of calcium and magnesium. The total
hardness is due to excessive use of lime in sugar processing. Hardness of groundwater
ranges from378 to 476mg/l. The total hardness values higher than desired limit given
by BIS and within the permissible limit are given by WHO.

Chloride is one common anionic constituent of water whose high concentration
imparts a salty taste to water making it unacceptable for drinking [5]. Desired limit
of chloride is 250 mg/l, and permissible limit in the absence of alternate source
is 1000 mg/l according to BIS 2012. In this study, value ranges from 379.88 to
491.85 mg/l. This value indicates exceeding the desired limit according to BIS.

Fig. 5.9 Variation of hardness and chloride
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The calciumdata obtained is presented inFig. 5.4. Thepermissible limit of calcium
in drinkingwater is 75mg/l. Calciumconcentration of groundwater samples is 136.14
to 153.76 mg/l. Calcium in the groundwater sample exceeded the permissible limit
of drinking standards indicating the impact of effluent on quality of groundwater.

The magnesium data obtained is presented in Fig. 5.10. The permissible limit of
magnesium in drinking water is 30 mg/l. Magnesium concentration in groundwater
ranges from 5.82 to 26.315 mg/l is within permissible limit.

Figure 5.11 shows the variation of sodium and potassium in mg/l. According to
WHO, the permissible limit of sodium is 200 mg/l. The concentration of sodium
ranges from 12.7 to 52.5 mg/l, and this is below the permissible limit. The potassium
ranges from 11.9 to 56.3 mg/l.

Figure 5.12 shows the variation of DO and nitrate at different locations. DO is a
very important parameter for aquatic life. In this study, the DO values of all samples
were found above the permissible limit 5 mg/l.

According to the drinking water quality standards, the permissible limit of nitrate
is 45 mg/l. The nitrate ranges from 19.6 to 36.2 mg/l. This value indicates that nitrate
value is below the permissible limit.

Fig. 5.10 Variation of calcium and magnesium

Fig. 5.11 Variation of sodium and potassium
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Fig. 5.12 Variation of DO and nitrate

Table 5.2 Characteristics of
soil

Parameter Sambarwadi Rasulwadi

pH 7.85 7.96

EC (ms/cm) 0.433 0.478

SAR 2.526 1.809

RSC −0.2 −0.18

Na% 57.70 48.23

PI 78.27 70.93

5.3.2.1 Soil Characteristics

Table 5.2 shows the characteristics of soil at Rasulwadi—Sambarwadi agricultural
area. In the present study, all soil characteristics parameters were within standard
limit.

5.3.2.2 Water Quality Index (WQI)

See (Table 5.3).

5.4 Conclusion

1. On the basis of above discussion, it is found that the groundwater in the Rasul-
wadi—Sambarwadi village was contaminated due to the higher concentration of
chlorides, hardness, electrical conductivity and total dissolved solids which was
higher than drinking water quality standards BIS and WHO.

2. TDS of groundwater sample was higher for majority of sample which indicates
that quality of groundwater is not suitable for drinking purpose.



5 Impact of Sugar Industry Effluent on Quality of Groundwater … 53

3. SAR, RSC, Na% and PI of soil characteristics were within the standard limit.
Hence, this groundwater is suitable for irrigation purpose.

4. WQI of all different locations ranges from 140.538 to 236.993. All WQI of
the sample was exceeded 100, standard limit for drinking water quality. It is
concluded that groundwater sample quality is a poor water quality.

5. The analysis reveals that the groundwater of the area needs some water treatment
before consumption and needs periodic testing of water quality.

References

1. Shivaprasad, H., Nagarajappa, D.P., Sham Sundar, K.M.: A study on physico-chemical char-
acteristics of borewell water in sugar town, Mandya City, Karnataka State, India. Int. J. Eng.
Res. Appl. 4(7)(Version 1), 112–123 (2014)

2. Agale,M.C., Patel, N.G., Patil, A.G.: Impact of sugar industry effluents on the quality of ground
water from Dahiwad Village, Dist-Dhule(M.S.). Arch. Appl. Sci. Res. 5(2), 58–60 (2013)

3. Qureshimatva, U.M., Gamit, S.B., Patel, R.D., Solanki, H.A.: Determination of physico-
chemical parameters and water quality index (Wqi) of Chandlodia Lake, Ahmedabad, Gujarat,
India. J. Environ. Anal. Toxicol. 5(4) (2015)

4. Tyagi, S., Sharma, B., Singh, P., Dobhal, R.: Water quality assessment in terms of water quality
index. Am. J. Water Res. 1(3), 34–38 (2013)

5. Agarwal, A., Deswal, S.: Assessment of ground water quality in vicinity of industries in Bijnor,
U.P, India. Int. J. Emerg. Technol. 8(1):745–750 (2017)

6. Jena, V., Dixit, S., Gupta, S.: Assessment of water quality index of industrial area surface water
samples. Int. J. ChemTech Res. 5(1), 278–283 (2013)

7. APHA.: Standard methods for the examination of water and wastewater, 21th edn. American
Public Health Association, Washington DC (2005)

8. WHO.: Guidelines for drinking-water quality, health criteria and other supporting information,
V. 2, 2nd edn, pp. 940–949. World Health Organisation, Geneva (1996)

9. BIS.: Indian standards specifications for drinkingwater. Bureau of IndianStandards, ISO:10500
(1994)

Table 5.3 Water quality
index

Site WQI Water quality status

SW1 148.279 Poor water quality

SW2 155.619 Poor water quality

SB3 154.345 Poor water quality

SB4 140.538 Poor water quality

SB5 173.714 Poor water quality

RW1 169.803 Poor water quality

RW2 162.359 Poor water quality

RB3 212.645 Poor water quality

RB4 236.993 Poor water quality

RB5 214.809 Poor water quality



54 P. V. Kumbhar and C. H. Wagh

10. Srinivas, J., Purushotham,A.V.,MuraliKrishna,K.V.S.G.:Determination ofwater quality index
in industrial areas of Kakinada, Andhra Pradesh, India. Int. Res. J. Environ. Sci. 2(5), 37–45
(2013)

11. Yadav, E., Wahane, J.K., Choubey, O.N.: Impact of sugar industry effluents on the quality
of groundwater Near Bankhedi sugar industry Dist. Narsinghpur (Mp) India. J. Ind. Pollut.
Control (2015)



Chapter 6
Influence of Chloride Content
and Exposure Time on Corrosion
Behavior of AZ80 Wrought Mg Alloy

Gopal D. Gote, Gajanan M. Naik and S. Narendranath

Abstract This study aims to investigate the corrosion behavior of wrought AZ80
magnesium alloys in different chloride ion concentrations and exposure time. During
the study, the effect of exposure time and chloride content on the corrosion resistance
of AZ80 wrought Mg alloy has been studied with 2, 3.5, and 5 wt% NaCl aqueous
solution for 12 h and 24 h exposure time. Charge transfer resistance for each sample
was established using the Nyquist plot and corrosion rate obtained from polarization
curve by adopting Tafel extrapolation method. Corrosion morphology was examined
using scanning electron microscopy and XRD. The study revealed that corrosion
product layer formed at initial stage was observed unstable after short exposure
time which results in decrease in corrosion resistance at initial stage. An increase of
chloride content in aqueous environment reduces the corrosion resistance of AZ80
wrought Mg alloy.

Keywords AZ80 · Corrosion · Nyquist plot · Polarization curve

6.1 Introduction

Applications of magnesium alloys are increasing day by day because of its low den-
sity, high specific strength, and goodmachinability [1].Mg alloys have great potential
to replace aluminum and steel due to its lightweight. Also, the use of magnesium
in automobile and aerospace can reduce the fuel consumption and harmful gases
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emission [1–3]; along with this, Mg alloys were used in biomedical field because of
its biodegradable properties. But magnesium has inadequate applications in marine
environment because of its poor corrosion resistance. Currently, Mg alloys used as
sacrificial anode to protect ship hull and offshore structures inmarine field. Corrosion
of magnesium alloys is now emerging topic [4]. Especially in case of AZmagnesium
alloy, galvanic corrosion is more detrimental due to the presence of secondary parti-
cles (Mg17Al12), and it is serious issue from last few years. Corrosion on magnesium
will be localized in nature and it is distributed over the surface, further shallow pits
are observed; instead of deeper pits, it became wider and cover more surface; most
favourable reason for that is the production of OH- ions which is the by-product of
cathodic reaction and because of these ions, localized pH get increased, also magne-
sium hydroxide film gets stabilized; therefore it acts as barrier for further corrosion
[1]. A Pardo et al. suggested that AZ80 Mg alloys have greater corrosion resistance
than pure Mg and AZ90. Also, from study, it was shown that AZ80 alloy has lower
corrosion resistance; when it is immersed for 7 days further, AZ80 alloys showed
better corrosion resistance for 28 days of immersion [5]. Zhao et al. observed there is
a significant impact of chlorine ion concentration on ZE41 magnesium alloy, and it
was revealed that corrosion rate increased with increase of chlorine ion concentration
[6].

Immersion method, electrochemical corrosion test, and hydrogen evaluation test
are known for corrosion behavior study. Among all, electrochemical corrosion test
is given the maximum priority because it provides provision of continuous corro-
sion monitoring. Along with this, corrosion current density can be obtained (icorr)
which can be used for calculating corrosion rate. Corrosion current density is directly
proportional to the corrosion rate and has relation according to ASTM G59 [7] as
follows:

CR(mm/yr) = 3.27 × 10−3 iCorr × A

ρ

where CR is the corrosion rate in mm/yr, iCorr is the corrosion current density in
μA/cm2, A is the equivalent weight 24.3 gm/mol, and ρ is the density of theMg alloy
1.74 g/cc.

AZ80 magnesium alloy is the promising material used in the aerospace alloys; it
has better mechanical properties than other AZ alloys. Corrosion of AZ Mg alloys
is dependent on the alloying elements, distribution of secondary phases, and envi-
ronment. Among these variables, corrosion media or environment play a significant
change in the corrosion behavior of magnesium and its alloys.

Following reaction represents the corrosion process in the aqueous chlorinated
media and formation of corrosion product, which consists ofMg (OH)2 andMg(Cl)2.
Mg(OH)2 produce a stable corrosion passive layer, but Mg(Cl)2 dissolve in the envi-
ronment [4, 6].

Mg → Mg2+ + 2e− (6.1)
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2H2O + 2e− → H2 + 2(OH)− (6.2)

Mg2+ + 2(OH)− → Mg(OH)2 (6.3)

Mg2+ + 2Cl− → Mg(Cl)2 (6.4)

In case of AZ80 Mg alloy, lack of literature available on formation of stable
Mg(OH)2 passive layer in short time exposure during corrosion study. Therefore, in
this study, corrosion behavior of AZ80 for the short time exposure has been studied
to understand the corrosion behavior at the initial stage of the formation of passive
layer in different concentrations of NaCl solution.

6.2 Experiment

AZ80 wrought magnesium alloy having diameter 16 and 4 mm thick is prepared
for the electrochemical corrosion study. Samples are grounded to cloth polishing
followed by polishing with emery paper up to 2000 grade. Further, polished surface
has been cleaned using ethanol before immersing into chloride media. The different
chlorine ion solutions are prepared with 2, 3.5, and 5 wt% NaCl. Samples are kept
for 12 and 24 h duration; then, electrochemical test has performed. Electrochemical
test was carried using electrochemical cell supplied by ACM three electrode-type
electrochemical setups. AZ80Mg alloys act as working electrode. Calomel electrode
and graphite are used as reference and auxiliary electrode, respectively. Polarization
study has been done using 60 mV/min sweep rate in the potential range of −250
to 250 mV; along with this, electrochemical impedance spectroscopy test has been
carried out in the frequency range of 10,000–0.001 Hz. Corrosion rate has been
calculated using corrosion current density which is obtained from polarization curve
by adopting the Tafel extrapolation method.

After electrochemical study, corrosion morphology has been observed by scan-
ning electron microscopy. Further, XRD analysis was carried out to study the chem-
ical composition of corrosion product.

6.3 Results and Discussion

6.3.1 Electrochemical Impedance Spectroscopy

Figure 6.1b, d, and f represents the Nyquist plot for AZ80 Mg alloy after 0, 12, and
24 h immersion in 2, 3.5, and 5 wt% NaCl solution. The Impedance spectra plot
revealed the same trend at different concentrations of NaCl solution. Study found
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Fig. 6.1 a, c, and e represents polarization curves for AZ80 Mg alloy in 2, 3.5, and 5% wt NaCl,
respectively. b, d, and f represents Nyquist plot for AZ80 Mg alloy in 2, 3.5, and 5% wt NaCl,
respectively
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that irrespective of NaCl concentration, AZ80 alloy shows increased charge transfer
resistance for 12 h immersion, but corrosion resistance decreased for 24 h immersion.
This clearly shown that corrosion product layer forms in 12 h immersion, but further
immersion leads to dissolve protective layer. This clearly indicates that unstable
corrosion layer formed during short time exposure because of low protective oxide
layerwhich does not have potential to impede the corrosion attack and also possibility
of broken and uneven hydroxide layer which provides the path for chloride media
to reach base metal [5, 8]. Figure 6.2 shown the SEM morphologies of AZ80 Mg
alloy, from Fig. 6.2 it was observed that severe damage on hydroxide layer after
24 h immersion. Similar observation was made by Pardo [5]. Table 6.1 indicates
the charge transfer resistance values which were calculated from the capacitive arc;
fresh sample in 2 wt% NaCl shows larger charge transfers resistance (2315 � cm2)
than 3.5 and 5 wt% NaCl solution. This is due to corrosion activity in the 2 wt%
NaCl which is lower compared to the 3 and 5 wt% NaCl solution. This study reveals
that AZ80 wrought Mg alloy shows the capacitive and inductive behavior; similar
observation has been done for AZ91 and cast Mg alloy for 24 h immersion by Cao

Fig. 6.2 Corrosion morphology of wrought AZ80Mg alloy in 3.5% wt NaCl after electrochemical
corrosion test for a 0 h immersion, b 12 h immersion, and c 24 h immersion
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Table 6.1 Values of corrosion current density, corrosion potential, charge transfer resistance, and
estimated corrosion rate

Sample type Rct (� cm2) ECorr (mV) Icorr (mA/cm2) Corrosion rate
(mm/yr)

0 h exposed in 2%
NaCl

2315 −1531.2 0.0051276 0.234

12 h exposed in 2%
NaCl

816.9 −1380.3 0.0035036 0.1599

24 h exposed in 2%
NaCl

1531 −1461.5 0.005012 0.2288

0 h exposed in 3.5%
NaCl

1059 −1521.3 0.028436 1.2986

12 h exposed in 3.5%
NaCl

2485 −1508.3 0.00986 0.4503

24 h exposed in 3.5%
NaCl

982.3 −1543.5 0.053026 2.4215

0 h exposed in 5%
NaCl

1034 −1471.8 0.03168 1.4467

12 h exposed in 5%
NaCl

1956 −1559.3 0.017441 0.7965

24 h exposed in 5%
NaCl

931.3 −1573.6 0.08862 4.047

et al. [9]. But Pardo et al. [10] did not observe inductive arc for AZ80 Mg alloy
for long time exposure; this might because of exposure conditions. Occurrence of
inductive loop signifies the pitting corrosion discussed by Jiang et al. [12].

6.3.2 Potentiodynamic Polarization Study

Figure 6.1a, c, and e indicates the potentiodynamic polarization curves for AZ80
wrought Mg alloys after short time immersion in 2, 3.5, and 5 wt% NaCl solution.
From polarization curve, corrosion current densities for each sample have been mea-
sured by adopting the Tafel extrapolation method. Table 6.1 presents the current
density and corrosion rate (mm/yr) for AZ 80 alloys. The corrosion rate was esti-
mated using Eq. (6.1) [7]. Polarization curves for sample immersed in 2, 3.5, and
5 wt% show similar trend. Here, corrosion current density of AZ80Mg alloy slightly
shifted toward left for 12 h immersed sample irrespective of chloride concentration.
This is due to the formation of passive layer, which arrests the ion movement during
corrosion study. Therefore, corrosion rate for 12 h immersed sample is lower than the
fresh sample. Further, corrosion current density increases for 24 h immersed sample
than 12 h immersed sample irrespective of chloride content; the same finding has
been observed in Pardo et al. [11]; it clearly shows that passive layer of oxide is
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unstable due to discontinuous layer as mentioned by Pardo [5]. Therefore, corrosion
attack is severe in 24 h immersed sample. The corrosion potential (Ecorr) during
immersion of 2 wt% shows significant change with immersion up to 12 h shifted to
noble side but again shifted down for 24 h immersion; this also gives the reason for
unstable layer of corrosion product. The detailed explanation about unstable layer is
given in the corrosion morphology.

6.3.3 Corrosion Morphology

Corrosion morphology was studied for sample immersed in 3.5 wt% NaCl solution
for 0, 12, and 24 h immersion as shown in Fig. 6.3. From Fig. 6.3 observed pits over
the surface of AZ80Mg alloys, further these pits becamewider it covers entire area of
the specimen. Fresh sample surface observed more corrosion attack when compared
to 12 h and 24 h immersed sample because there is no adherence for protection.
It shows deeper pits, and it propagating severely. Fig. 6.2b shows that after 12 h
immersion, corrosion layer is formed throughout the surface, and in some extent, it
slows down the corrosion attack; this shows good agreement with corrosion current
density which is mentioned in Table 6.1. Form Fig. 6.2c, it is observed that corrosion
product layer is severely damaged because of localized corrosion. It is observed
that for 24 h immersion sample corrosion layer is not protective and obtained higher
corrosion current density than 12 h immersed sample. It shows that corrosion product
layer for AZ80 Mg alloy is not stable for short time exposure.

Fig. 6.3 XRD Analysis of AZ80 wrought Mg alloy after 24 h immersion in 5 wt% NaCl
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6.3.4 XRD Result

Figure 6.3 presents the XRD pattern for corroded AZ80 Mg alloy which was
immersed for 24 h in 5 wt% NaCl solution. The high-intensity peaks of Mg(OH)2
were observed in the corroded sample. This signifies the Mg(OH)2 is the main con-
stituent in the corrosion product. Along with this, Mg and Mg17Al12 (β particle)
secondary phase has been observed during the study. Here, α Mg (anodic phase) dis-
solved due to inter galvanic corrosion between α Mg and β particles, and β particles
are fallen down or separated from the matrix [1, 10].

6.4 Conclusion

1. The short time immersion of AZ80 alloys yields unstable passive layer which
showsdecreased corrosion resistance. Thismeans 24h immersion is not sufficient
time to get stable passive layer irrespective of the concentration of NaCl solution.

2. Corrosion rate of AZ80 wrought Mg alloy significantly increases with increase
of chloride content.

3. AZ80 wrought Mg alloy shows capacitive and inductive behavior in the chloride
media for short time exposure which conforms the pitting corrosion.

4. XRD study reveals the presence of Mg17Al12 secondary particle which acts as
cathodic sites in Mg matrix which indicates severe galvanic corrosion.
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Chapter 7
Removal of Indoor Air Pollutants Using
Activated Carbon—A Review

Prashant P. Bhave and Deepali Yeleswarapu

Abstract Indoor air pollution and its control are a major health concern as a person
spends 70%of his day indoors.Adsorption is one of themost preferred air purification
systems as it has no by-products. Zeolites, porous clay ore, activated alumina, silica
gel, and molecular sieve adsorbents have also been used for removal of the indoor
air pollutants. Activated carbon is preferred due to its high microporous volume and
adsorption kinetics. Researchers have studied the removal efficiency of activated
carbon using variousmethods under various conditions. Carbon activated chemically
or thermally can be used for removal of indoor air pollutants in the form of granules
or fibers. The present study compares the effects of activation process, temperature,
and relative humidity on the removal efficiency of activated carbon as an indoor air
purifier.

Keywords Indoor air · VOC · Adsorption · Activated carbon · Carbon fibers

7.1 Introduction

Indoor environments have a major role to play in the health of an individual, as about
70–90% [1–4] of the day is spent indoors. The indoor air quality is affected by various
sources such as air fresheners [5], furniture, building material [6], and activities
such as cooking with unconventional fuel, smoking, to name a few. Outdoor air
carrying pollutant gases and particulatematter (PM) entering indoor is another source
contributing to indoor air pollution [7]. Particulatematter, carbonmonoxide, nitrogen
dioxide, ozone, and a number of volatile organic compounds (VOCs) such as alkanes,
benzene, formaldehyde, toluene, polycyclic aromatic hydrocarbons, terpenes, and
phthalates [8, 9] can be found in the indoor environment emitted by a number of
consumer products and occupant activities [4]. Most of the VOCs are present in
higher concentrations in the indoor air as compared to the outdoors as the infiltrating
air from the outside adds to the concentrations present in the indoor environment [6,
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9]. These pollutants further interact with each other and pose the risk of forming new
secondary pollutants [10]. The presence of indoor air pollutants (IAPs) gives rise to
symptoms such as drowsiness and sore throat, among others, which are collectively
known as sick building syndrome; other than this, some of theVOCs can cause cancer
[4, 6, 11]. The effect of IAPs can be reduced by using air purifiers, controlling the air
flow rate, and reducing the emission rate, all of which do not give a satisfactory result
on their own [12, 13]. Adsorption is one of themost preferred air purificationmethods
as it has no by-products, low energy requirement, and ease of applicability over a
relatively wide range of temperatures and pressures [14]. It is also considered to be
highly efficient and inexpensive [15]. Adsorption is considered effective even at low
concentration levels, i.e., parts per million (ppm) [16]. Adsorption can be carried by
using various adsorbentmaterials such as zeolites, porous clay ore, activated alumina,
silica gel, and/or molecular sieve for removal of indoor air pollutants; however,
activated carbon is preferred due to its high microporous volume, high degree of
surface reactivity and adsorption kinetics and regeneration rates [14, 17]. Activated
carbon (AC) is considered to be a useful method for the purification of indoor air
as it can adsorb pollutants from gases and vapors in low concentration [18, 19]. A
range of factors affects the performance of these AC filters which will be discussed
in this paper.

7.2 Activated Carbon Synthesis

Activated carbon can be synthesized by making use of materials that have high
carbonaceous content. This material is subjected to carbonization and activation to
achieve the final product of activated carbon. Carbonization is the process of elimi-
nating the non-carbon content, whereas activation involves the development of pores
in the material [20]. The process of developing activated carbon can be carried out
in different methods, namely the physical (thermal) method, chemical method, and
steam pyrolysis [21]. The physical method carries out carbonization and activation
in two different steps. The chemical method on the other hand deals with both the
aspects in one step. This is done by using an activating agent which carbonizes and
brings about an increase in the pore volume by dehydration and decomposition [20].
Various chemicals can be used as an activating agent, of which the most common are
H3PO4, KOH, ZnCl2, and NaOH. The activation leads to formation of AC with high
porosity and increases the surfaces area [20, 22, 23]. The adsorption of the organic
or pollutant molecules depends on the pore size and pore distribution of the AC.
Pores are classified as micropores (size < 2 nm), macropores (>50 nm), and transi-
tional or mesopores (2–50 nm). AC with higher number of micropores and smaller
mesopores is suitable for gas phase [24]. Commercially available AC is nonpolar in
nature; however, in the case of VOCs, AC’s nonpolar nature and hydrophobic nature
would show very little removal of hydrophilic pollutants [15]. For the purpose of
purification of indoor air, the forms of AC mainly used are granular activated carbon
and activated carbon fibers as cloths, felts, or nonwoven fibers.
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7.2.1 Granular Activated Carbon (GAC)

Granular activated carbons and powdered activated carbon are both derived from
crushed carbon particles. Activated carbon present in the form of granules ranging
from the sizes of 0.2–5 mm is classified as GAC, while powder activated carbon
essentially ranges in the size of 15–25 micron [25]. GAC, however, is the preferred
choice out of the two for gas-phase adsorptions as they have large surface area and
a highly developed pore structure [26, 27]. GAC is prepared using coconut shells,
wood, or coal as precursors; however, waste agricultural products such as corn cobs,
groundnut shells, maize cobs, and sugarcane bagasse along with other substances
such as sludge, sawdust, coir pith, and fly ash can be used as well.

7.2.2 Activated Carbon Fibers

Activated carbon fibers are better than the GACs in a number of ways as they have
higher pore volume, largely containing micropores, larger surface area, and a more
uniform distribution of pore structure, faster kinetics than GAC [11, 28, 29]. Other
than these properties, regeneration of ACFs can be easily carried by electrothermal
regeneration. Activated carbon fiber can be synthesized using some specific textile
fabrics or various others precursors. Precursors used for ACF are phenolic resins,
polyamides, polyacrylamides, pitch, cellulose-based fibers, and viscose rayon fibers,
to name a few [30]. Fibers can be made available in the form of either felts or cloths
depending on whether they have been woven or not. The pore structure gets affected
depending on the nature of weave as well [31].

7.3 Factors Affecting Adsorption

7.3.1 Surface Structure

Adsorption depends on the surface microstructure of the activated carbon [18]. For
gaseous-phase adsorption, there is a requirement of high pore volumes. However,
for adsorption of gases at low concentrations, preferential filling of micropores takes
place; hence, AC with high micropore volume gives better results; especially, for
VOC molecules, narrow micropores are required, and the saturation of same affects
the rate of removal [12, 32, 33]. Supporting this are the findings of a study, where
it was noted that benzene fills narrow micropores of size less than 0.7 nm, whereas
toluene occupies micropores of different sizes [34]. A study was conducted by C.
Lorimier et al., consisting of felts having an inter-fiber mean diameter of 65 µm and
cloths having amean diameter of 121µmbetween the yarns and a diameter of 13µm
for pores between the yarns. It was found that toluene does not fill pores smaller than
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its molecular size, thus implying that a greater hidden micropore volume does not
necessarily mean greater adsorption. At low adsorbate concentration, preferential
filling of smaller micropores takes place resulting in higher adsorption of VOC
on the felts at a higher concentration but greater adsorption on the cloths at lower
concentration (80 mg/cu m). This phenomenon of preferential filling is believed to
occur due to the overlap of attractive forces of opposite porewalls [11, 12].Micropore
sizes are generally uniform in ACFs and in any case are dependent on the activation
methods and agents employed [30]. Thermal activation brings about burnoff in the
AC precursor which affects the pore structure. The rate of burnoff depends on the
temperature which in turn affects the pore structure, with higher burnoffs leading to
formation of wider pores [30]. In case of thermal activation of AC, activation under
CO2 flow rather than steam gives rise to higher microporosity; however, the latter
saves time [35]. At higher temperatures, aromatization process takes place which
results in enrichment of carbon content [29]. On viscose rayon fabric, impregnation
with ZnCl2 and H3PO4 gives high porosity, with the latter forming wider micropores
as compared to the former [36]. AC can be modified by using various acids and
alkalis post-activation. Treatment with acids gives rise to increase in the pore size
but reduces the overall volume of pores, whereas alkalis increase the pore volume
and leave the mean pore size somewhat unchanged [19]. Etching is another form
of surface modification which can be brought about by the use of ammonia on AC.
Etching causes decomposition of surface oxygen leading to vacant sites on AC, thus
bringing about surface modification [37].

7.3.2 Surface Chemistry

Depending on the precursor, activating procedure, and agents, the surface chemistry
varies. AC, however, is desired to be nonpolar and hydrophobic in nature [15]. The
presence of carbonyls showed an improvement in toluene removal efficiency [32],
whereas the presence of oxygen groups tends to decrease the removal efficiency for
gases like o-xylene and benzene [19, 26]. In another study evaluating the uptake of
benzene, toluene, ethylbenzene, and o-xylene (BTEX), the results show the uptake
efficiency being affected by surface groups such as carboxylates and their hydration
and the presence of acidic surface oxides [38]. Adsorption of methyl ethyl ketone
(MEK) and methanol is higher than that of benzene as a result of chemisorption due
to the presence of certain groups, whereas benzene exhibited only diffusion [39].
Activation with acids increases the surface oxides in terms of phenolic, carboxylic,
and carbonyl groups, whereas alkalis reduce the number of oxygen groups formed on
the surface [32]. The groups that are formed on the surface can be identified bymeans
of absorbance of infrared light. These groups can, however, be modified by means
of thermal or chemical treatment. In order to increase the surface oxygen groups, the
ACmust be treated with acids, whereas treatment with alkalis results in the reduction
of the same [19]. Surface oxidation can also be brought about by subjecting the AC
to the gaseous stream of O2, or with the help of chemical solutions of ammonia,
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urea, or any nitrogen-containing solution [40]. Activation with ammonia, however,
can lead to the formation of amides and aromatic amides or pyridines and protonated
pyridines depending on the temperature of activation [37]. The use of cupric oxide
(CuO) impregnated on ACF helps in abating the effect of high relative humidity
(RH). Removal efficiency of gases across a wide range on RH (30–70%) was found
to be similar [41]. It must be noted that change in the chemical composition may
result in the modification of pore structure as well [42].

7.3.3 Temperature

An increase in temperature showed a decrease of 22–26% in the adsorption capacity
of toluene at 303 K (30 °C) as compared to that at 298 K (25 °C) [43]. Breakthrough
curves were found to be steeper and occur early at higher temperature (363 K) partly
due to reaction rate constants [44]. Similar results were found for MEK and benzene
adsorption. The breakthrough time fell from close to 250 min to a little over 100 min
as the temperature was raised from 30 to 60 °C [45]. As the temperature increases, the
adsorbed gas decreases at a given relative pressure. However, sometimes, the amount
of adsorbed gas is higher at a given temperature than at a lower temperature; this
effect is termed as activated entry effect. This temperature dependency is speculated
to be caused by the quick approach to equilibrium at high temperatures, beyond the
equilibrium; the elevated temperature would not affect the adsorption [18]. Higher
temperature also assists in diffusion of gas, thus allowing it an entry into micropores’
narrow constrictions [29]. It was found that at low temperatures (278–303 K), gas
undergoes physical adsorption; thus, the chemical nature does not play any significant
role; however, this does not hold true for higher temperatures (318–353 K) [18].

7.3.4 Relative Humidity

Water vapor is present in the indoor environment and is adsorbed onto AC and
alters the adsorption capacity either by competitive co-adsorption or cooperative co-
adsorption [17, 46]. Adsorption of hydrophobic VOCs such as benzene and toluene
which fill in the micropores of AC gets affected due to the presence of RH. Water
molecules get adsorbed on AC by means of reaction with the surface oxides present
on AC, forming a layer and progressing toward the formation of clusters. These
clusters fill the micropores and sometimes block them causing a hindrance in the
adsorption of nonpolar compounds [26, 39, 47]. The blocking of the micropores
takes place due to capillary condensation which reduces the diffusion of the gases
[39, 48]. It has been observed that as theRH increases, thewater vapormolecules start
to fill in larger-sized mesopores, other than the micropores that have been occupied
by the same [48]. In a study conducted by Gallego, it was found that the average
reduction of VOCs adsorbed in the presence of RH variation from 26 to 46% showed



70 P. P. Bhave and D. Yeleswarapu

a significant decrease in the removal efficiency [17]. The presence of RH in the
indoor environment affects the removal efficiency of hydrophobic VOCs, usually
close to or above 50% as compared to relatively dry air with RH at 20% or less
[27]. In another study involving adsorption of NO and BTEX, it was found that as
the humidity increased from 2100 to 22,000 ppmv (i.e., parts per million volume),
the removal efficiency dropped from above 25% to less than 10% for all the gases
tested [49]. The case for hydrophilic compounds is different as reported for acetone,
where removal fell from 100 ppm at 0 RH to about 80 ppm at RH = 90%. In the
same study, it was observed that the removal of benzene fell from about 340 ppmv
(RH= 0) to a little above 200 ppmv (RH= 80%), showing that the presence of high
RH affects hydrophobic compounds adversely as compared to the hydrophilic ones
[46]. However, methanol which is a polar compound occupies the vacant sites by
chemisorption available and on saturation of those sites occupies the remaining by
means of dispersion leading to a drastic fall in the adsorption capacity of AC [39].
Due to the nature of competitive adsorption and occupation of available micropore
sites, water vapor reduces the breakthrough time for AC and could lead to frequent
regeneration or replacement [50].

7.3.5 Ozone

In the presence of ozone, various VOCs form secondary products such as limonene
aldehyde, ketolimonon (limonene, which is a commonVOC found in indoor environ-
ment) were found as a result of oxidation. These products as a result of competitive
adsorption or desorption may be reintroduced in the air stream, especially in the case
of filters that recirculate air [51]. Reaction of ozone with the AC could lead to the
formation of surface oxides or gasification, wherein the carbon content is lost as it
gets oxidized to carbon dioxide [47, 52]. AC with ozone adsorbed shows affinity
toward polar compounds, thus increasing the adsorption of water vapor on the sur-
face of AC [47, 51]. In a study to evaluate the effect of ozone on the adsorption of
limonene on AC, it was found that about 42% and 13% were found to remain on
the AC, suggesting that the rest was oxidized to form multiple secondary products.
However, it was added that some of the products formed could be due to impurities
present on the AC [51]. In another study, breakthrough curves for toluene adsorption
were plotted for three different cases which were adsorption in the absence of ozone,
co-adsorption with ozone, and adsorption on AC preloaded with ozone. It was found
that ozone reduces the breakthrough time when preloaded on to the AC, whereas
in the case of co-adsorption, initially it shows a trend similar to that of the ozone
free adsorption; however, owing to the increase in ozone concentration on AC as the
adsorption progresses, it reduces and has a much shorter breakthrough time [47].
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7.4 Antimicrobial Application of Activated Carbon

Water vapor present in the air gets adsorbed on the AC along with various gases. The
moist conditions provide a favorable environment for the growth of microbes [53].
Even though ACs do not adsorb microorganisms, they get deposited with the stream
of gases entering the filter [3]. In case of re-circulation of air, there are chances
of microbes being suspended into the air. Furthermore, the organic and inorganic
gases that get adsorbed on the AC act as a substrate and enable multiplication of
bacteria [54]. The use of silver (Ag) particles is considered an effective method for
disinfection bymeans of impregnation on AC [54]. As the particle size of Ag reduces
to nanometer scale, it is believed to develop high surface area and hence becomes
highly reactive [55] Impregnation of Ag on AC using the ion-dipole method shows a
99% removal efficiency of bacteria within a contact time of 120 min; however, a fall
in adsorption capacity of VOCs is a downside. It was, however, observed that when
the impregnated Ag particles were kept at a concentration of 0.98% wt or lesser, the
VOC adsorption efficiency was not adversely affected [3].

7.5 Activated Carbon Regeneration

In order to prolong the life of AC, regeneration is practiced where the gases collected
on it are desorbed by one of the following methods such as thermal desorption
or by making use of ozone and microwave heating or electrochemical desorption.
Every time regeneration is carried out, some amount of the adsorption capacity of
AC is lost since all the gases adsorbed on it are not removed, and some amount
of AC gets burned and needs to be disposed [56, 57]. Activated carbon cloths are
electrically conductive and can be regenerated using electrical current which in turn
heats the cloth leading to desorption, which could lead to regeneration to the extent
of above 95% [29]. Regeneration of the AC depends on the nature of gas adsorbed.
Regeneration at 150 °C shows a fall in the adsorption capacity of formaldehyde, an
almost consistent efficiency across consecutive cycles for limonene, undecane, and
xylene, whereas the fall in flow rate affected the removal efficiency of benzene and
toluene negatively in consecutive cycles [56]. Regeneration can also be carried out by
using outdoor air streams which usually have lower VOC concentrations. However,
this could lead to decrease in removal efficiency in subsequent cycles as found for
VOCs such as benzene, toluene, o-xylene, 1-butanol, undecane, and formaldehyde,
where the removal efficiency fell from an initial percentage of 40–70% to 25–40%
in the subsequent cycles [56]. Thermal regeneration at 450 °C of AC led to a loss of
7.2, 13.8, and 20.3% in carbon content from triethylamine, n-decane, and limonene
saturated ACs, respectively. A loss in micropore volume was also recorded at 50,
36, and 58%, respectively, for the above-mentioned VOCs [57]. The use of catalysts,
cerium oxide along with titanium dioxide (CeO/TiO2) along with AC where TiO2

acts as a binder and CeO as the catalyst, can be used for adsorption of VOCs and
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then the oxidation of the said gases succeeding desorption from AC at 450 °C.
Oxidation shall convert all the gases to CO2 and H2O [57]. Regeneration of AC
can be established by impregnating AC with TiO2, to enable photodegradation of
the organic pollutants. Calcination can be employed to ensure adherence of TiO2

particles on AC [49, 58]. AC concentrates the pollutants around the TiO2 giving rise
to increased photodegradation rate. At low RH (around 2100 ppmv), diffusion of
pollutants from AC to the TiO2 sites is easier. However, even in high RH conditions,
the adsorption capacity of TiO2/AC for BTEX remained in the range of 70–75%
[49]. At low concentration of 0.5 ppm, the removal of HCHO by AC/TiO2 showed
almost 100% removals. The effect of TiO2, however, depends on the flow velocity,
since it affects the residence time. The same study, however, found that TiO2 particles
dispersed on activated carbon can hinder adsorption on AC due to blocking of pores,
thus affecting the adsorption efficiency [58].

7.6 Conclusions

There have been numerous researches conducted on monitoring of real-time emis-
sions and levels of a wide variety of IAPs that arise from various occupant activities
such as smoking and cooking [59, 60]. However, studies conducted on AC for the
removal of IAPs have been mostly carried out under controlled laboratory environ-
ments and more commonly for the most prevalent VOCs, namely limonene, toluene,
and benzene. A study conducted on removal of IAPs emitted due to the occupant
activities could give a fair idea about the use of AC as an indoor air purifier for
practical purposes. Based on the present study on removal of indoor air pollutants
using activated carbon, the following are the conclusions drawn upon:

Properties of activated carbon depend on the activation method used, and the activa-
tion temperature and activating agent play a crucial role that determines the efficiency
of the AC.
Improvement in the efficiencies of activated carbon used for removal of indoor air
pollutants can be brought about by employing surface modification to bring about
desirable changes in porosity and surface chemistry of AC.
While GAC can be modified to better suit the criteria of the high microporous area,
activated carbon fibers have uniform pore structure and are preferred over the former.
Ozone is one of the important gases present in the indoor environment which affects
the performance of AC.
Relative humidity plays a very crucial role in the removal efficiency of the organic
compounds and the life of AC, with higher humidity levels causing hindrance to the
performance. This, however, can be tackled by impregnation of TiO2.
The presence of humidity could lead to microbial growth on the AC which can be
removed by making use of Ag or Ag nanoparticles.
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In situ regeneration of AC can be carried out to improve the life of AC by vari-
ous methods; however, regeneration affects the surface structure and efficiency as
desorption of gases does not take place completely.
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Chapter 8
Mercury Air Pollution from Coal
Combustion in India and Its Control
Measures

Prashant P. Bhave and Rajita Shrestha

Abstract Mercury exists in the earth’s crust mostly as cinnabar (HgS) and hence is
present as an impurity inmost of the fuel andminerals. Coal is the primary fuel source
for 40.7% of the world according to 2014 data. In recent years, there is a decline
in coal usage in countries like Europe, USA, and China. However, India’s energy
consumption has doubled since year 2000with coal being themajor fuel source.With
the rising coal demand, India is predicted to be the largest coal importer in the world
before 2020. Mercury content in coal varies from 0.05 to 0.2 g/MT according to
the United Nations Environmental Program’s mercury estimation toolkit. Mercury
pollution monitoring and its intercontinental transport modeling done for Arctic
region concludes that 32% of this pollution originated from the Asian countries.
Various world mercury emission estimates done in the past researches consider India
to be the second largest mercury emitter after China. Last mercury emission estimate
for India was done in the year 2004. This paper compares the mercury emissions
from coal combustion in India to that of the world and studies the effectiveness of
various air pollution control devices in the removal of mercury from coal combustion
emissions.

Keywords Mercury · Coal combustion · Long-range air pollution · Emission
estimate · Air pollution control device

8.1 Introduction

Mercury exists in the environment in three forms elementary mercury vapors, ionic
mercury, and organic methyl mercury [1]. Most of the mercury in nature is elemental
Hg vapor which circulates in the atmosphere for up to one year and hence can be
widely dispersed around the globe. Inorganicmercurywhich is emitted into the atmo-
sphere associated with airborne particles or in gaseous form is removed by dry or wet
deposition over short distances (few tens to few hundreds of kilometer) [2]. Inorganic
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mercury deposited changes its form to organic methylmercury by various naturally
occurring biological processes [3]. This methyl mercury can bio-concentrate more
than amillion-fold in the aquatic food chain, and hence, mercury emissions become a
major health concern in the environment [2]. The transport and deposition ofmercury
from the source depend on the chemical form of mercury emitted, the stack height,
the area surrounding the site, topography, and meteorology [2, 4]. Minamata Con-
vention, which was established in October 2013, has an objective to protect human
health and environment from anthropogenic emissions and releases of mercury and
mercury compounds by a set of control and phase-out regulations [5]. India joined
the convention on September 30, 2014. However, India lacks a reliable data source
for mercury used in industrial processes and products. Elemental mercury vapors
enter the bloodstream on inhalation while inorganic mercury enters the bloodstream
through the gastrointestinal system and dermal contact [1]. Elemental mercury is
highly lipophilic which allows it to cross blood–brain and placental barriers [1].
Inorganic mercury exposure damages kidney [4]. Organic methylmercury exposure
to humans occurs through ingestion of polluted food items, especially fish. Critical
target formethylmercury toxicity is the nervous system.A fetus, newborn, and young
children are at a higher risk of developing neurological diseases due to methylmer-
cury poisoning [4]. Individuals with past history of diseases related to liver, kidneys,
and lungs are also at higher risk [4].

8.2 Intercontinental Mercury Transportation

Intercontinental transport of mercury is estimated using modeling studies. These
models require various measurements of atmospheric mercury concentrations, air-
borne particulate mercury concentration, and concentrations of mercury deposited
through wet deposition [6]. The modeling also requires data like wind direction,
mixing height, various mercury transformations in the atmosphere, dry deposition
velocity of mercury forms, and mercury emission estimate data [7]. Global anthro-
pogenic atmospheric mercury modeling studies conducted in the year 2014 using
GEOS-Chem global chemical transport model estimated East Asia to be the primary
source of mercury pollution for all the continents. This study also evaluated Indian
subcontinent to be the second largest contributor to particulate mercury around the
globe [8]. Similar study conducted using emission data of 1996 concluded that 67%
of total depositions to North America originated from outside the continent including
24% from Asin sources. About half the mercury deposition in Arctic regions orig-
inated from other continents majorly Asia and Europe [9]. Anthropogenic mercury
emissions to atmosphere and releases to environment can be associated with various
mercury sources. Various mercury sources are divided into broad categories which
includes extraction and combustion of fuels, primary metal production, production
of other materials with mercury impurities (cement, pulp and paper, and lightweight
aggregates), intentional use of mercury in industrial processes (chlor-alkali, vinyl
chloride monomer), intentional use in consumer products (batteries, thermometers,
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paints, and biocides), and other intentional uses like dental amalgam fillings and
production of recycled metals [10]. Various studies in the past have estimated global
mercury emissions from various sources over the years. In 1995, a worldwide mer-
cury emissions estimate concluded that 3/4th of the total emissions (56%) were
caused due to fossil fuel combustion in China, India, and Korea [11]. Estimates of
year 2005 states that out of a total 1930 tonnes of mercury released from anthro-
pogenic sources, 400 tonnes comes from fossil fuel combustion in China and 180
tonnes come from fossil fuel combustion in India [12]. Such studies in the past have
recognized coal combustion to be a major source of both elemental and oxidized
mercury in the atmosphere. Mercury emissions estimation in India for the period
2000–2004 quantifies mercury release from coal-fired power plants and residential
and commercial boilers to be 104.09 and 124.55 tonnes, respectively [13].

8.3 Mercury Emissions from Coal in India and World

Coal occurring in India is of Gondwana origin, low in hydrogen, and high in nitro-
gen content. Most of them are characterized by high ash content, low Sulfur content,
and low chloride content. Most of the coal reserves are confined to eastern and
south-central parts of the country in states of Jharkhand, Orissa, Chhattisgarh, West
Bengal, Andhra Pradesh, Maharashtra, and Madhya Pradesh [14]. India’s coal con-
sumption in the period 2005–2012 increased from 6% of world production to 7.6%
of world production in 2012 (Table 8.1) [15]. Within India, consumption of coal
is distributed in sectors like steel and washery, power generation, cement, textile,
fertilizer and chemicals, paper, brick, colliery consumption, and others. Among the
various sectors, power generation consumes the largest fraction of coal available for

Table 8.1 Coal production in the world and coal and lignite consumption in India (million MT)

Year 2005 2006 2007 2008 2009 2010 2011 2012

World 7401.83 7838.974 8226.262 8359.865 8408.690 8920.713 9482.176 9731.362

India
(Coal)

442.536 430.832 456.397 550.318 597.64 576.03 637.017 692.441

India
(Lig-
nite)

30.087 31.285 33.980 32.421 34.071 37.740 43.105 46.598

Raw
coal
used
in PP

316.716 331.578 360.154 391.692 406.39 382.664 403.905 480.81

Lignite
used
in PP

23.074 23.92 21.665 25.332 27.92 0 33.09 37.308

Reference Coal Controller’s Organisation, GOI, Ministry of Coal, Provisional Coal Statistics
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consumption in the country. In 2005, 71.56% of the available raw coal was consumed
in power generation which increased to 78.91% in 2007 after which it decreased to
71.17% in 2008 and reached 63.4% in the year 2011. After 2012, coal consumption
in power generation increased again to 69.43%. Lignite consumption by the power
generation industry also averaged at around 65% of total lignite available [16–23].
Mercury emissions from coal combustion estimation require data regarding activity
rate of coal, emission rate, and output factor or distribution factor [10]. Activity rate
for coal combustion is derived from the national provisional coal statistics which
is published every year. Input factor in this study is decided as 0.005–0.5 g/MT
(0.376 g/MT) which has been decided referring the UNEP toolkit for identification
and quantification of mercury releases as well as on Mukherjee report on mercury
emissions from industrial sources in India and its effects on the environment. Selec-
tion of an output factor is done based on the abatementmeasures for various pollutants
included in the coal combustion facilities. Almost all thermal power plants in India
are equipped with electrostatic precipitators with more than 99% efficiency [24].
Output factor for this study has been taken from UNEP toolkit for estimation of mer-
cury emissions from anthropogenic sources. Output factor for mercury emissions to
air from coal combustion is taken as 0.75 in case of coal used in power plant (PP)
combustion and 0.9 for rest of the activities.

Mercury emission graph shows an increasing trend of mercury emissions from
India as compared to a decreasing trend inworldmercury emissions (Table 8.2). Con-
sidering median values for both global and Indian emission data, India contributed
to 15% of world mercury emissions in 2005 which increased to 16.02% in 2006 and
37.25% in 2010. This trend can be associated with increasing coal consumption in
India (Table 8.2). India’s coal consumption rate is estimated to increase further in
coming years which implies the need to include effective mercury emissions control
devices in our power plants (PP) and industrial boilers (Tables 8.1 and 8.2).
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8.4 Mercury Emissions Control Measures

Statistics regarding mercury emissions in the above data show that majority of the
mercury in the atmosphere is released due to coal combustion in power plants (PP). A
study on mercury emissions from three power plants in India, two public sectors, and
one private sector was carried out each having boiler with unit generation capacities
of 210, 250, and 500 MW. These plants are equipped with electrostatic precipitator
for particulate capture with outlet of electrostatic precipitator (ESP) having a flue
gas temperature of 150, 130, and 127 °C. Results for these plants suggested that
60–70% of mercury emissions in flue gases are in the form of gaseous elemental
mercury. This is due to low chloride content in the feed coal which does not oxidize
mercury vapors [24]. Mercury emissions’ reduction from coal combustion in power
plants depends on the mercury content of the coal feed, species of mercury emitted,
efficiency of the boiler, and type of pollution control measures employed in the
plant. Various control devices that are usually provided in the power plants include
fabric filters (FF) and electrostatic precipitators (ESP) for fly ash removal and flue
gas desulfurization (FGD) and selective catalytic reactors (SCR) for SO2 and NOx

removal, respectively. The efficiency of these devices for mercury removal depends
on the speciation of mercury in the flue gas. Elemental mercury (Hg0) is rather
inert to most of these pollution control devices and requires to be converted to its
oxidized form for its removal [25]. All the particulate control devices can easily
remove mercury associated with fly ash and unburnt carbon while FGD and SCR as
well as FF can remove or aid removal of oxidized mercury (Hg2+) from flue gases.
Coal blending and coal additives can be used to oxidize the flue gas mercury hence
aidingmercury removal by these control devices. Special mercury control techniques
such as activated carbon injection (ACI) uses activated carbon or activated carbon
impregnated with chloride ions to aid oxidation of elemental mercury vapors on the
AC surface. Effectiveness of any co-benefit or dedicatedmercury removal technology
will depend on the extent of oxidation of elemental mercury in the control devices.
Latest regulations on pollution from thermal power plants have limited mercury
emissions to 0.03 mg/Nm3 for all facilities. However, limits for SO2 and NOx are
limited to 100 mg/Nm3 each for plants installed after 2017 and 60 mg/Nm3 (<
500 MW capacity units)/200 mg/Nm3 (>500 MW) for SO2 along with 300 mg/Nm3

for NOx in case of plants established between 2003 and 2016, respectively [26].
Guidelines for mercury recently introduced in India is similar to the regulations in
place in China; however, it is very high as compared to the USAwhere mercury limit
for bituminous coal combustion facility is 0.0017 mg/Nm3 and in case of lignite
combustion is 0.0153 mg/Nm3 [27]. Since Indian coal is characterized by low sulfur
content and high ash content, particulate matter control devices commonly ESP is
installed almost in all thermal power plants. Mercury removal options which co-
benefit PM control is a good option for mercury emissions control from thermal
power plants in India.
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8.4.1 CO-benefit Removal Techniques

Electrostatic precipitators (ESP) which use electrostatic charges to separate dust
particles from flue gas stream are useful for removing particulate mercury from flue
gases. However, no oxidation of mercury occurs in ESP which results in passage
of elemental mercury vapor from this device. A study conducted using coal from
Talcher, Orissa, evaluated mercury removal performance of conventional and low-
temperature ESP. The coal used had amercury concentration of 220 g/kg and chlorine
content of 100 mg/kg. Mercury removal rate in high-performance ESP with an inlet
temperature of 90 °C showed a 68%mercury removal percent while conventional one
only 19%. This temperature drop (up to 90 °C as compared to 170 °C in conventional
ones) was brought about by gas–gas heat exchanger (GGH) [28]. Another study with
SCR, coal side ESP, and wet FGD suggested a positive correlation between mer-
cury oxidation in SCRs and removal in CS-ESPs [29]. This suggests that decreased
temperatures in CS-ESP increase the efficiency of capture of particulate as well as
oxidized mercury while it requires some other technologies to aid oxidation of mer-
cury vapors. ESP alone showed a mercury removal efficiency of 28% for a study
conducted in China [14]. Fabric filters which are another particulate control device
consisting of cloth or fiber bags that retain fly ash and unburnt carbon on its pores
are another device which showed a 67% mercury removal efficiency.

Selective catalytic reactor (SCR) is one of the few devices used for NOx removal
and the only one of them which facilitates mercury oxidation. It uses NH3 as the
reducing agent to reduce NOx to N2 using oxides of vanadium, molybdenum, and
tungsten as the catalyst. This device in association with ESP and wet fluidized gas
desulfurization (WFGD) can give a mercury removal efficiency of 69% and with
the addition of fabric filters (FF), it increases to 90–95% [14]. A study done for
mercury removal efficiency of SCR from flue gas from lignite burning suggests the
important role played by the presence of halogen in coal. Oxidation in SCR occurs by
two methods, homogenous oxidation and heterogeneous oxidation. Homogeneous
oxidation occurs in the gaseous phase and heterogeneous oxidation occurs at the
interface of solids. Since chloride content in lignite is less, the addition of various
halogen gases and its effect on the oxidation of mercury in SCR is studied. For all
the halogen gases (HCl, HF, HI, and HBr), mercury oxidation percentage increased
with increasing the gas concentration up to a certain point after which it remained
unchanged. Addition of HBr and HI showed stronger impact on Hg(0) oxidation
than Hcl and HF. One more factor affecting the oxidation in SCR is the presence
of NH3. The reactions, NOx reduction by NH3 and Hg(0) oxidation by halogen
species, compete with each other except whenHBr andHI is used [30]. Gas flow rate,
temperature of the flue gas, and presence of other gases are some of the parameters
that affect Hg(0) oxidation in SCR. Positive correlation between Hg oxidation in
SCRs and CS-ESPs as well as between SCR and wet FGDs indicates the importance
of SCR in mercury removal from coal combustion flues gases [29]. Fluidized gas
desulfurization (FGD) is used to scrub SO2 from the flue gases. Two types of FGD are
available, one dry FGD and other wet FGD. Water-soluble nature of oxidized Hg2+
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makeswet FGDagooddevice for oxidizedmercury removal.However, it is necessary
to have an increased Hg2+ concentration in flue gases prior to wet FGD. Oxidized
mercury ions in wet FGD are prone to re-emission which was seen to be suppressed
by addition of chemicals like Na2S4, NaHS, and HI. Also, increase in scrubber
temperature and decreased pH of slurry due to increase in O2 concentration further
enhanced re-emission in scrubber [29]. Wet FGD with ESP present upstream shows
a 64% mercury removal while FF installed upstream as particulate removal device
increases the removal efficiency to 86%. Including a SCR upstream of particulate
removal device further increases the removal efficiency to 69 and 90%, respectively.

8.4.2 Dedicated Removal Techniques

Activated carbon injection uses activated carbon as an adsorbent formercury removal.
Some of the parameters important while commercially tapping ACI are even distri-
bution of sorbent in flue gases, sufficient contact time between sorbent and flue gases
and maintaining system operating temperature within range. Standard PAC injection
was effective for mercury capture in low sulfur bituminous coal but not in case of
low rank fuel fitted with ESPs and those burning low rank fuel with FF as control
equipment. This is so because such fuel shower lower chlorine levels. Also plants
using high sulfur fuel showed no considerable effect of PAC injection [31]. ACI
upstream of a particulate control device like ESP or FF alone gives a 90% removal
efficiency [14]. TOXECON is a combination of ESP, ACI downstream of ESP, and
pulse jet FF to capture the activated carbon. This system is considered to be more
effective and more expensive than ESP/FF+ACI system [32]. This increased cost is
to separate toxic fly ash and activated carbon from usual fly ash and unburnt carbon
in primary PM control equipment usually ESP. TOXECON 2 addresses this problem
without the additional cost of pulse jet FF by injecting PAC into the initial collecting
field of ESP thus keeping the fly ash collected in the downstream collecting fields
relatively free from toxic mercury [33]. Regeneration of used activated carbon using
thermogravimetric analyzer and high-temperature air slide apparatus at a tempera-
ture around 900 F has been studied. A 46% Hg removal at 800 F and 100% at 900 F
was observed. Mercury adsorption capacity of ACI increases with catalyst, 1% CuO
and 4% Fe2O3 and 5%CuCl, and decrease in flue gas temperature. In case of flue gas
with low halogen content, halogen-treated activated carbon is effective at capturing
mercury. Presence of high sulfur levels in coal or increased SO3 concentrations in
flue gases hamper the removal efficiency of activated carbon. Separation of AC ash
from fly ash becomes a major concern while using ACI technique, especially, when
the ash is utilized in other boilers [32]. The study done on Talcher coal suggested that
no effective mercury removal took place on activated carbon surface without the aid
of denitrification catalysts [28]. In another study, ACI was used in conjunction with
SCR, FF, and wet FGD and also with ESP in addition to achieve a removal efficiency
of 97 and 99%, respectively. Activated carbon along with some advanced PM control
technologies is believed to achieve removal efficiency as high as 90% [14]. Another
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study points out some of the limitations that come in the use of AC. The effectiveness
of AC reduces in the presence of SO2 and at high temperatures. Also, halogenation
of AC is required prior to its use as an adsorbent. A high operating temperature has
an adverse effect when plants with hot-side ESP are used. Few scenarios which limit
the use of PAC for mercury removal are plants where complete removal of Hg was
obtained at 700 F [34]. Choice of any pollution control measure depends not only
on the removal efficiency but also on the cost incurred in the lifetime of the device.
Presently, thermal power plants in India is equipped with only ESPs, a few of them
do have FGD unit (Mumbai) [24]. Hence, a mercury removal system in Indian power
plants should revolve around particulate matter control device. Among all the control
devices that could act as co-benefit for mercury removal in power plants, wet FGD
has highest capital cost and maintenance cost followed by SCR and FF which have
around same capital cost though SCR has higher maintenance cost. ACI when intro-
duced in a system consisting of SCR, FF and wet FGD would require an additional
capital cost of around 10 CNY/kW and O&M cost of 11 CNY/kW/year [14]. While
another study gives the capital cost of APC as $5/kW in the USA which is fairly low
compared to other devices. Brominated carbon though higher in capital cost requires
much lesser injection rate.

8.4.3 Coal Pre-treatment Techniques

Another option to control mercury in flue gases is coal washing and other coal pre-
treatment, which reduces fly ash, sulfur, and mercury content of coal hence reducing
the mercury emissions as well as increasing the efficiency of plant. Physical coal
cleaning consists of reducing size of coal and screening, gravity separation of coal
from sulfur-bearing mineral impurities, dewatering, and lastly drying. 10–50% Hg
removal can be achieved by physical coal washing. The variation depends on the type
of process used for cleaning and the nature of mercury in coal [33]. A conventional
coal washing removes mercury associated with incombustible minerals and not the
ones associated with organic carbon in the coal matrix [35]. Another study con-
ducted to know mercury removal efficiency of coal washing and coal pre-treatment
processes suggested 8–96% removal by coal cleaning and deshaling process while a
45–70% removal when treated at 300 °C.A combination of coal cleaning and thermal
pre-treatment is ideal to achieve good mercury removal [36]. Coal beneficiation and
coal blending are two additional treatments that can be provided to coal for enhanced
mercury removal. K-Fuel which is widely used for sub-bituminous and lignite coal
is a method of coal beneficiation which includes coal washing. It removes particulate
matter, increases the heating value, and reduces emissions from the coal combustion
[33]. Coal blending is commonly used to reduce SO2 emissions from coal com-
bustion. However, coal blending also provides an additional advantage of mercury
removal. Coal blending increases chlorine in flue gases thus resulting in increased
Hg removal. Amix of 60% sub-bituminous and 40% bituminous coal increased mer-
cury oxidation to 63% in the absence of SCR and 97% with SCR. Some of the salts
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that are added to coal are hydrochloric acid (HCl) or ammonium chloride (NH4Cl).
These can be either sprayed on coal or injected in the boiler. It can also be added in
the form of solid upstream of coal pulverizer [33, 35].

8.5 Summary

A total 1332.959 MT of total mercury has been emitted by coal combustion sector
in India over the period of eight years starting 2005. The rate of emission is likely to
increase further in the coming years with increase in coal consumption. Major coal
consumption sector in India is thermal power plants consuming 71.56% of total coal
available in India. Currently, the mercury emissions from thermal power plant are
estimated between 19 and 130 g/Nm3 [37]. Bituminous coal is the prevalent coal type
available in thermal power plants in India. Thermal power plants being a major coal
consumer in India require strict regulations, effective control devices, and continuous
monitoring system to mitigate mercury emissions. Coal burned in India has high fly
ash content and low sulfur and chloride content. Hence, approximately 60–70% of
themercury emitted in the flue gases is in elemental state and hence is emitted into the
atmosphere. Almost all the power plants in India have ESP installed for PM control.
Mercury removal efficiency of conventional ESP varies from 19 to 28%. However,
the performance of cold-side ESP is seen to be better than the conventional one. ESP
majorly removes particulate mercury from the flue gas which constitutes around
20–40% of the total mercury in the flue gases from thermal power plant. Removal of
mercury in elemental vapor state and also oxidizedmercury in flue gases require other
treatment options which are currently not used in thermal power plants in India. Wet
fluidized gas desulfurization (WFGD) removes oxidized mercury from flue gases
as they are water soluble. However, WFGD has the highest capital and O&M cost
among all the co-benefit control devices. Studies have shown a 64%mercury removal
efficiencywhen a combinationofESPandWFGDis used. Fabricfilters (FFs), another
PMcontrol devicewith a higher PM removal efficiency than ESP and also has a better
mercury removal efficiency when compared to ESP. FF along with WFGD gives a
mercury removal efficiency of 86%. Fabric filters though involving a higher capital
investment has a lower O&M investment and quite high removal efficiency than
ESP. Hence, replacement of ESP with FF can be considered with more stringent PM
regulations introduced recently. Since only 30% of the mercury in flue gases exists in
the form of oxidized mercury (Hg2+) and rest 60–70% is in elemental form, it makes
sense to supplement WFGD with control devices or techniques that would oxidize
elemental mercury in flue gases hence improving the removal efficiency of WFGD.
Selective catalytic reactor (SCR) is one such device placed upstream of PM control
device, which reduces NOx concentration in the flue gases also aiding the oxidation
of elemental mercury. One study gives the removal efficiency of SCR, cold-side
ESP, and WFGD combination as 69% which is just 5% increase from when ESP +
WFGD was considered. SCR has an initial capital cost comparable with FF but a
higher O&M cost. In India’s context, use of SCR should not be considered unless
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NOx removal from thermal power plants is desired. Activated carbon injection (ACI)
is a dedicated mercury removal technique which uses powered activated carbon
or sometimes a halogenated activated carbon for removal of oxidized as well as
elemental mercury from flue gases. Spent AC is then removed using a PM control
device downstream. ACI provided upstream of an ESP or FF showed a mercury
removal efficiency of 90%. ACI requires less capital and O&P cost according to the
study conducted in USA and China; however, costs involved in India still requires to
be studied. TOXECON is an advancement in ACI mercury removal, which provides
an ESP upstream and a pulse jet FF downstream of ACI. This separates usual fly ash
from toxic AC and high-mercury fly ash. Taking into consideration the efficiency
and costs involved, a TOXECON or halogenated ACI + PM control seems to be a
good option for mercury removal in Indian thermal power plants. Coal cleaning and
blending with additives are also cheap and effective techniques to reduce mercury as
well as sulfur impurities from coal. Study of efficiency of coal washing for mercury
removal in case of Indian coal varied from around 15 to 30%. Implementation of
coal washing should be considered based on the nature of coal mined from different
regions. Also, costs involved in handling of effluents released from washing should
also be considered when using this technique. One of the most important steps to
ensure mercury emissions reduction from coal combustion is to put a transparent
emission monitoring system in place.
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Chapter 9
Saponin-Aided Reverse Micellar
Extraction of Malachite Green Dye From
Aqueous Solutions

R. Subashini, N. Sivarajasekar, K. Balasubramani and J. Prakashmaran

Abstract Synthetic dyes used for the dyeing process increase the rate of water body
pollution due to the discharge from the industries. There are various physical, chemi-
cal, and biological methods available to treat dye bearing effluents. Reverse micellar
extraction (RME) is one of the physical method and will be an efficient method if
there are cost-effective amendments. Surfactant-assisted solvent extraction is proven
technology for protein and enzyme extraction. In this study, saponin is extracted
from Sapindus mukorossi nuts. Saponin is characterized by FTIR. Malachite green
is taken as model pollutant. Extraction of dye from aqueous solution is carried out
at various conditions such as saponin concentration (1–3 mg/L), dye concentration
(100–200 mg/L), and solvent ratio (1:1–1:3). The process parameters are optimized
via Box–Behnken RSM design. The optimal values are predicted using Derringer’s
desirability.

Keywords Extraction ·Malachite green · Saponin · RSM · Reverse micellar
extraction

9.1 Introduction

Industrialwastewater containsmany organic and inorganic substanceswhich are non-
degradable. The textile industry effluent which is having different dyes is the major
water pollutant throughout India [1–3]. Their nondegradability affects the growth
of phytoplanktons, zooplanktons, and living organisms, produces odor, and changes

R. Subashini · N. Sivarajasekar (B)
Laboratory for Bioremediation Research, Unit Operations Laboratory, Department of
Biotechnology, Kumaraguru College of Technology, Coimbatore 641049, India
e-mail: sivarajasekar@gmail.com

K. Balasubramani
Department of Petrochemical Engineering, JCT College of Engineering and Technology,
Coimbatore 641105, India

J. Prakashmaran
Department of Food Science and Nutrition, Periyar University, Salem 636011, India

© Springer Nature Singapore Pte Ltd. 2020
V. Sivasubramanian and S. Subramanian (eds.), Global Challenges
in Energy and Environment, Lecture Notes on Multidisciplinary
Industrial Engineering, https://doi.org/10.1007/978-981-13-9213-9_9

89

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9213-9_9&domain=pdf
mailto:sivarajasekar@gmail.com
https://doi.org/10.1007/978-981-13-9213-9_9


90 R. Subashini et al.

the color of the water body. For humans, it causes respiratory disease, skin allergies,
and hemorrhages and makes the place uncomfortable to live [4, 5]. Generally, the
reduction of the toxic compounds from the effluents before dischargewas done by the
effluent treatment which is classified into primary, secondary, and tertiary treatments
[6–8]. Traditional methods such as adsorption, catalytic degradation, precipitation,
coagulation, bioremediation, andmembrane separation are used to remove the chem-
icals of both organics and inorganics; however, each method has its demerits [9–15].
Solvent extraction is one of the kinds to extract the pollutant from the wastewater
which includes reversemicellar extraction (RME) [16]. Reversemicelles are thermo-
dynamically stable; nanometer-sized water droplets dispersed in an organic phase by
means of surfactant. The RME is a proven efficient method for bioproducts recovery
[17]. The RME uses the surfactant which acts as a primary carrier to pull out the
pollutant to the solvent phase. The surfactant is used to increase the emulsification
and it improves the efficiency of mass transfer. However, the commercially available
surfactants are costly and harmful due to recalcitrant nature. The alternative way
is utilizing the naturally available biosurfactants. Saponin is one of the biosurfac-
tant which is derived from the plant source, microorganisms, animals, and humans.
The saponin derived from the plant source is nontoxic and biodegradable which can
replace the use of chemical surfactant. In addition, the presence of saponin does
not affect the quality of the water. The common source for the saponin is the soap-
nut (Sapindus mukorossi) which is abundantly present in India [18]. The saponin can
be obtained from various seeds like chickpeas, soya beans, sprouts, soapnut, and etc.
[19, 20]. The objective of this article is to extract saponin from soapnut and utilize
it for RME. Further to optimize the RME parameters such as temperature, solvent
ratio, and saponin loading to increase the RME efficiency.

9.2 Materials and Methods

9.2.1 Extraction of Saponin from Soapnut Powder and its
Characterization

About 10 g of soapnut powder was added with 100 ml of ethyl acetate in a 250 ml
beaker. Thebeakerwasplaced in awater bath at 60 °Cwith intermittent stirring for 7h.
After heating, it allows to cool till it attains the room temperature. Then the solution
was filtered using the Whatman filter paper no. 1 and the solvent was recovered by
the rotary flash evaporator. The sample was concentrated and placed in a Petri plate
under 27 °C for drying. Finally, the sample was weighed for calculating the yield of
surfactant. The extracted saponin was characterized using FTIR (IRAFFINITY-1S,
Double beam, Shimadzu, US) in the range of 750–4500 cm−1. The critical micellar
concentration of saponin was determined using a procedure explained by [21].
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9.2.2 Optimization of RME Parameters on Dye Removal

Addition of surfactant to the aqueous solvent mixture induces the reverse micellar
formation. Constant volume ofmalachite green dye aqueous solution and the isoamyl
alcohol were mixed in different ratios (1:1–1:3) to analyze the solvent ratio effects.
The initial concentration of the aqueousmalachite green solutionwas altered between
100 and 200 mg/L and experiments carried out to understand the concentration
effects. Saponin loading also varied between 1 and 3 mg/L mixture to investigate the
surfactant loading effects. The entire optimization is carried out using Box–Behnken
design. Design-Expert 10 (State Ease, USA) software is used to interpret the results.
In each case, aqueous phase was taken and analyzed using UV spectrophotometer at
620 nm. Experimentswere conducted in randomorder to reduce error. The regression
analysis was executed to evaluate the response function. The following quadratic
model Eq. (9.1) can predict the extraction efficiency (%E):

%E = β0 +
k∑

i=1

βi Xi +
k∑

j=1

βi X
2
i +

k∑

i< j

βi j Xi j + · · · (9.1)

where %E is the predicted response (Extraction efficiency), β i, β j, and β ij are the
coefficients from regression analysis, k is the number of factors, Xi and Xj repre-
sent the uncoded value of the ith (linear coefficient) and jth (quadratic coefficient)
parameter, respectively [22].

9.3 Results and Discussion

9.3.1 Characterization of Saponin

The saponin yield was obtained as 26 g/kg powder of dried soapnut powder. The
critical micellar concentration of the extracted saponin was found to be 0.2 g/L
(=4.37× 10−4 mol/L). The FTIR results clearly indicated that the extract is saponin
which is known from the set reference. The XRD results also indicated that the
extracted saponin powder is crystalline and polar in nature.

9.3.2 Statistical Analysis of RME

Response surface methodology (RSM) is more advantageous than the traditional
single parameter optimization because it can save time, space, and raw material.
In experimental design, a BBD is a type of RSM. BBD along with the design of
experiments removes systematic errors with an estimate of the experimental errors
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and also reduces the number of experiments in order to obtain the optimum operating
conditions [3, 23]. Three factors, namely solvent ratio (1:1–1:3 mg/L, X1), initial dye
concentration (100–200 mg/L, X2), and concentration of surfactant (1–3 mg/L, X3)
were considered to analyze the extraction efficiency of malachite green dye from
aqueous solution. The results for this design are shown in Table 9.1. Multivariate
regression analysis of the empirical data generated the following quadratic equation:

%E =70.95− 4.76× X1 − 0.32× X2 + 14.53× X3 − 0.82× X1 × X2

+ 2.17× X1 × X3 − 0.04× X2 × X3 + 3.61× X2
1 + 2.05× X2

2 − 4.21× X2
3 (9.2)

The extraction efficiency values predicted from the Eq. (9.2) were almost close to
the linearity in the normal probability plot (Fig. 9.1) indicated the close fit.Hence, this
quadratic polynomial equation is well fit for this batch experiments. Nevertheless,
the association and the suitability of this model equation were established by using
analysis of variance (ANOVA) test. ANOVA results are presented in Table 9.2.

Probability less than 0.05 signifies the model coefficients are important. From
Table 9.2, factors (X1, X2, X3) and their interactions (X1X2, X1X3, X2

1, X
2
2, X

2
3)

were noteworthy. The small value of probability of the model F value (16985.46)
indicated that the selected quadratic polynomial model is significant. The value of
regression coefficient (0.99), close to unity, showed that predicted model coefficients
are reasonable. The predicted R2 (0.998) and adjusted R2 (0.996) are in practical

Table 9.1 BBD matrix for extraction efficiency of malachite green

X1 X2 X3 %Eexp %Epred

1 −1 0 71.35 71.36

−1 1 0 82.46 82.51

0 0 0 72.41 72.36

0 0 0 80.26 80.25

1 1 0 53.12 53.24

1 0 −1 58.33 58.41

0 −1 −1 78.04 77.96

−1 0 1 91.94 91.82

−1 0 −1 54.67 54.54

0 0 0 54.06 53.99

0 1 −1 83.62 83.69

1 0 1 82.83 82.96

−1 −1 0 70.96 70.95

0 0 0 70.94 70.95

0 0 0 70.97 70.95

0 −1 1 70.95 70.95

0 1 1 70.95 70.95
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Fig. 9.1 FTIR analysis of saponin

Table 9.2 ANOVA results

Source Sum of squares df Mean square F value p-value Prob > F

Model 2033.46 9 225.94 16985.5 < 0.0001

X1 181.166 1 181.166 13619.5 < 0.0001

X2 0.80963 1 0.80963 60.8653 0.0001

X3 1689.4 1 1689.4 127004 < 0.0001

X1 X2 2.6569 1 2.6569 199.737 < 0.0001

X1 X3 18.879 1 18.879 1419.27 < 0.0001

X2 X3 0.00766 1 0.00766 0.57557 0.4728

X2
1 55.0203 1 55.0203 4136.25 < 0.0001

X2
2 17.7142 1 17.7142 1331.7 < 0.0001

X2
3 74.6765 1 74.6765 5613.95 < 0.0001

Residual 0.09311 7 0.0133

Lack of fit 0.09259 3 0.03086 237.42 0.5100

Pure error 0.00052 4 0.00013

Cor total 2033.55 16
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Fig. 9.2 Predicted extraction efficiency versus actual values

tuning with each other. Greater than 4 of the adequate precision values specify an
adequate signal. Hence, the predicted quadratic models could navigate the design
space to understand the factor interactions (Fig. 9.2).

9.3.3 Significant Interactions of Parameters

Contour and 3D plots were produced to get a clear picture about the interactions
of the independent parameters and optimum conditions for the dyes extraction. The
nonlinear nature of the contours suggested that the interactions between the param-
eters are significant and the optimum parameters cannot be found simply. Each 3D
plot characterizes the combinations of the two selected parameters and the shaded
surface indicates the maximum extraction efficiency.

Effect of solvent ratio: From Fig. 9.3 a and b, as the solvent volume increases to
the constant dye concentration, there is also an increase in the micellar formation
which readily transferred the dye to the solvent phase [17]. So the concentration of

Fig. 9.3 Effect of process parameters of malachite extraction
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dye compounds present in the solvent phase will be more than the aqueous phase.
The optical density of the dye solution was measured at 620 nm and 88.92% of dye
removed from the aqueous solution.

Effect of biosurfactant concentration: The saponin acted as an extractant and emul-
sifier. Saponin has the amphiphilic nature, so it attracts all the contaminants toward
itself to form the micellar in which it enhances the transfer rate. From Fig. 9.3b and
c, as the concentration of saponin increases, this readily improves the emulsion sta-
bility. When there is an increase in the surfactant concentration, the rate of extraction
increases.

Effect of initial dye concentration: It is inferred from Fig. 9.3a and c that, when
the initial dye concentration increases, it affects the mass transfer rate positively. The
higher initial concentration enhanced the rate of transfer, subsequently resulted in
increased extraction efficiency.

9.3.4 Optimization Using Derringer’s Desirability Function

RME process parameters were optimized using Derringer’s desirability function
[24–28]. This function optimizes the response at selected parameter level by satiat-
ing the needs in the BBD design. A minimum surfactant concentration, minimum
solvent ratio, and maximum dye concentration were fixed to optimize maximum
extraction efficiency. By seeking from 12 starting points in the optimum results,
the best local maximum for malachite dye extraction was found to be at solvent
ratio (1:1), surfactant concentration (1.8 mg/L), and initial malachite concentration
(100 mg/L) and extraction efficiency of 72.75% at 89% desirability. For validating
the optimal values, confirmatory experiments were done at the optimized parameters
and the extraction efficiency was found to be 72.85%. The obtained values were
associated to the calculated data, indicating BBD joined with desirability function
could be efficiently employed to optimize the batch extraction process parameters of
the malachite green dye.

9.4 Conclusions

Malachite green dye from aqueous phasewas extracted using reversemicellar extrac-
tion technique. Saponin extracted from soapnut was utilized as emulsifier and carrier.
Batch experiments were carried out and the extraction efficiency was investigated
by using amyl alcohol as solvent. The process parameters such as dye concentra-
tion, sulphuric acid concentration, and saponin concentration were optimized using
BBD. The effects of parameters were studied by using 3D response surface plots.
The optimum conditions were calculated by using Derringer’s desirability function
and were found to be at solvent ratio (1:1), surfactant concentration (1.8 mg/L), and
initial malachite concentration (100 mg/L).
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Chapter 10
Modeling, Simulation, and Parameter
Estimation of Antisolvent Crystallization
of α-Lactose Monohydrate

Nitin Pawar, Ravi Methekar and Shailesh Agrawal

Abstract The current work investigates the study of semi-batch antisolvent crys-
tallization of α-lactose monohydrate. The antisolvent crystallization has a number
of advantages over conventional evaporative crystallization like lower energy con-
sumption and better control over morphology and a crystalline phase. Experiments
were performed for the different initial concentration of lactose, i.e., at 0.25, 0.30,
and 0.37 kg/kg of solution. Average crystal size and residual lactose concentration
were analyzed using image analysis and refractive index, respectively. The mathe-
matical model of the semi-batch antisolvent crystallization process was developed
and simulated using MATLAB to predict the experimental results. A comparison
of the experimental with the simulated results has been reported. The crystallization
kinetic parameters, i.e., nucleation and growth parameters (kg, g, kb, and b) were esti-
mated using f minsearch subroutine by minimizing the errors between model predicted
and the experimental values.

Keywords Lactose · Antisolvent · Morphology · Modeling · PBM

Nomenclature

B Nucleation rate (number/m3s)
G Growth rate (m/s)
b Nucleation order
g Growth order
kb Nucleation coefficient (number/m3s)
kg Growth coefficient (m/s)
n Population density of crystals (number/m3s)
C Lactose (solute) concentration (kg/kg of solution)
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Ceq Saturation concentration of lactose (kg/kg of solution)
L Length of crystal (m)
kv Shape factor
S Slurry density (kg/kg)
M Mass (kg)
Q Antisolvent addition rate (m3/s)
x Fraction of antisolvent
t Time (s)
ρ Density (kg/m3)
i Bin size

Subscripts

as Antisolvent
cr Crystal
s Solution
i Initial

10.1 Introduction

Lactose is the major dissolved component of milk whey and a byproduct of the
milk industry [1]. It is also an important commodity compound in the food and
pharmaceutical industry. It is widely used as an excipient and sweetener [2], and due
to this, it has been of great academic and industrial interest. It generally occurs in
α- and β-forms and exhibits tomahawk and needle/rod-shaped morphology [3]. The
most stable form of lactose is the hydrated form, α-Lactose monohydrate. α-Lactose,
when dissolved in aqueous solution, undergoes mutarotation and yields β-lactose.
At equilibrium, β-lactose is present approx 60% wt/wt in solution [4].

Industrial lactose production involves concentration and evaporative crystalliza-
tion of solution [5] and it is an energy-intensive process. As the worldwide demand
for energy is growing, antisolvent crystallization has been suggested as an alternative
to save stringent energy requirements, as this process can be carried out at the room
temperature. Antisolvent crystallization can also be used for controlling nucleation,
growth, polymorphism, and ultimately desired crystal size distribution. The added
antisolvent can also be recovered and reused but no author has reported recovery and
reuse of antisolvent in the crystallization process. Literature reported crystallization
of lactose includes continuous crystallization [6, 7], antisolvent crystallization using
acetone [8, 9], ethanol [10, 1], isopropanol [2], and sonocrystallization [11–14].

Nowadays, to describe the performance of the process and to obtain desired crystal
size distribution, development of the effective mathematical model is an important
issue. Nowee et al. [16] reported antisolvent crystallization model, simulation, and
experimental validation, and later,Gogate et al. developed the samemodel to compare
the simulated results with the experimental results [15] for benzoic acid.
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All the previous work on antisolvent crystallization of lactose was conducted in
batch mode. This work investigates semi-batch antisolvent crystallization of lactose.
The effect of initial lactose concentration on crystal size and morphology has been
studied. A mathematical model (discussed below) was also developed for antisol-
vent crystallization of lactose. The kinetic parameters were estimated by fitting the
measured values to the values predicted by the model.

10.2 Mathematical Modeling

The constitutive modeling equations for antisolvent crystallization were taken from
previous studies. The equations that needed to be solved simultaneously include
population balance, solute balance, and the growth and nucleation kinetics. The
assumptions in the population balance equation shownbeloware (a) size-independent
growth, and (b) negligible agglomeration and breakage [15].

∂n(L)

∂t
− B + G∂n(L)

∂L
+ n(L)dMs

Msdt
= 0 (10.1)

The general mass balance of this antisolvent crystallization process was adopted
from Nowee et al. [16] and is given below:

dMs

dt
= dMc

dt
+ dML

dt
(10.2)

The change in liquid mass is the addition of the initially added solvent and the
antisolvent mass added during the whole process.

ML = Mi+Qρast (10.3)

The change in solute (lactose) mass (Mc) has been represented as the mass of the
crystals formed in the crystallizer due to nucleation and/or growth

Mc = ρcrkv

∫
n(L)L3dL (10.4)

This change in solute mass Eq. (10.5) indicates that the rate at which dissolved
lactose concentration decrease in the solution is equal to the rate of generation of the
solid crystals in the solution.

dC

dt
+ dS

dt
= 0 (10.5)

The rate of generation of solute crystals can be represented using the following
equation
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dC

dt
= −3ρcGkv

0∫

∞
n(L)L2dL (10.6)

In the above equation, growth rate G (m/s) is given by the following equation

G = kg(C − Ceq)
g (10.7)

where (C–Ceq) is the concentration driving force for crystallization to occur.
The primary nucleation rate (B) of the crystals is given as

B = kb(C − Ceq)
b (10.8)

Saturation concentration (Ceq) of the α-lactose monohydrate in ethanol–water
mixture was determined experimentally at 40 °C and equation can be obtained by
data fitting.

Ceq = −0.70x4 + 127.7x3 − 34.34x2 − 49.42x + 25.196 (10.9)

where x can be represented as

x = Qρast

Mi + Qρast
(10.10)

Method of moments (MOMs) was used to solve the PBE by converting the PBE
into series of ODEs that can be solved together with the mass balance equations [17].

The kinetics of this semi-batch antisolvent crystallization process, i.e., nucleation
and growth parameters (kg, g, kb, and b) were estimated by using the f minsearch subrou-
tine in MATLAB, 2009. The objective function was to minimize the errors between
model predicted and the experimental values for average crystal size and residual
lactose concentration.

10.3 Materials and Methods

α-Lactosemonohydrate (99%purity) was purchased fromScope Ingredients Pvt Ltd,
Chennai, India. Ethanol was purchased from Merck India Pvt Ltd. The schematic
of the experimental setup is shown in Fig. 10.1. It consists of a jacketed crystallizer
of 500 ml capacity, thermostatic water circulator for maintaining required temper-
ature in the crystallizer, and a magnetic stirrer for uniform mixing of the solution.
Peristaltic pump for maintaining required antisolvent flowrate. The residual lactose
concentration was determined using a refractometer (Hanna Equipment’s Pvt Ltd,
Mumbai, Model no HI96801). An aqueous solution of α-Lactose monohydrate was
prepared and poured into the crystallizer vessel. The solution was heated 5 °C above
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Fig. 10.1 Schematic representation of the crystallizer unit

the saturation temperature for complete dissolution of lactose particles in the solution
[18]. The solution in jacketed glass crystallizer was then cooled and maintained at
a constant temperature of 40 °C by thermostatic water chiller. Antisolvent addition
was done at 0.1 mL/s using the peristaltic pump.

Slurry from the crystallizer was withdrawn at specific times up to 60 min. The
sample was then analyzed for the lactose concentration and the average crystal size.
Photographs of crystals in the slurry were taken under a microscope for image anal-
ysis. For the image analysis, ImageJ software was used. First, the conversion of scale
(from pixel tomicrometer) was done, followed by removal of noises and background.
The watershed feature was used to separate the agglomerated particles in the image.
At least 2000 crystals were counted and measured for each trial. The particle size
distribution obtained from image analysis was used to calculate the mean crystal size
D [3, 4] was determined from the number distribution obtained by image analysis
by the following equation

D[4, 3] =
∑

Xi Z4
i∑

Xi Z3
i

. (10.11)
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10.4 Results and Discussion

10.4.1 Effect of Initial Concentration

The effect of initial lactose concentration (0.25, 0.30, and 0.37 kg/kg) on the crystal
size and morphology was studied. The average crystal size obtained at the end of
the 60 min trials for 0.25, 0.30, and 0.37 kg/kg initial lactose concentration were
26.12, 29.14, and 33.83 μm, respectively reported in Fig. 10.2a. This slight increase
in initial lactose concentration was due to higher supersaturation generated leading
to faster growth of crystals. The antisolvent crystallization also led to nearly 100%
recovery of dissolved lactose as reported in Fig. 10.2b.

Micrographs of crystals recovered for an initial lactose concentration of 0.25,
0.30, and 0.37 kg/kg of lactose solution at 60 min are shown below in Fig. 10.3.

All photographs show tomahawk morphology and an increase in crystal number
and size with time. This could be due to the slow addition rate of antisolvent allows
crystals to grow only in tomahawk shape.

10.4.2 Kinetic Parameter Estimation

The data fitting was carried out for data obtained for trials 0.25, 0.3, and 0.37 kg/kg
initial lactose concentration and the average values with standard deviation were
reported. The simulated values of kinetic parameters using f minsearch for all cases are
reported in Table 10.1.

The observed values of kinetic parameters showed an insignificant change in
values of constants which indicates crystals followed the same kinetics with a change
in initial lactose concentration. Bund and Pandit (2007) used the MSMPR equations
of continuous mode for determination of crystallization kinetics for batch study and
reported lower values compared to the present study [19].

10.5 Conclusions

Semi-batch antisolvent crystallization of α-lactose monohydrate was studied under
varying initial lactose concentration. Results show that the size of crystals increased
with an increase in the initial concentration of lactose. It was observed that almost
100% of lactose recovery was possible in 1 h. The experimental data were fitted to
the model predicted values to predict the growth and nucleation kinetic parameters
during the antisolvent crystallization of lactose.
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106 N. Pawar et al.

Fig. 10.3 Micrographs of
crystals for a 0.25, b 0.30,
and c 0.37 kg/kg of lactose
solution. 10X magnification

Table 10.1 Crystallization kinetics constants

Kinetic constants 0.25 kg/kg 0.30 kg/kg 0.37 kg/kg Average with std
deviation

kb (number/m3s) 7.56E + 07 7.56E + 07 7.56E + 07 7.56E + 07

kg (m/s) 2.29E−06 2.29E−06 2.29E−06 2.29E−06

b 0.65 0.73 0.77 0.71 ± 0.06

g 1.72 1.75 1.75 1.74 ± 0.017
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Chapter 11
Study on Feed and Reject Water Quality
in Reverse Osmosis Systems

D. S. Bhagwat and G. R. Munavalli

Abstract Reverse osmosis (RO) is a widely used point of use treatment system
for drinking water in many households. Quantity of reject water coming out of
these systems is approximately 70% of feed and generally disposed off in drainages.
Presently available literature lacks comprehensive knowledge regarding quality and
quantity of reject coming out of household RO systems. Also, wastage of large
amount of water in the form of reject makes it necessary to find a better disposal
option. It can be reused for irrigation of gardens or farms, washing and flushing at
the household level, etc., and can be recycled to minimize wastage. In this context,
the present study is carried out to evaluate the quality and quantity of feed and reject
water of various RO systems used at household. The water samples were collected
and analyzed for quality parameters like pH, TDS, total hardness, Ca, Mg and MPN.
The flow rate was also measured for some RO systems. Results indicated that TDS of
feed water and reject water ranged between 238 to 1317mg/L and 279 to 1616mg/L,
respectively. Sodium adsorption ratio (SAR) and residual sodium carbonate (RSC)
were found to be 1.86 and −8.00, respectively. It is concluded that reject water is
suitable for irrigation to garden plants and can be disposed off in soil without any
treatment.
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11.1 Introduction

Clean water is one of the most important elements for all living organisms to sustain
life. From the past few decades, various techniques have been developed for treating
thewater. Among them, themost importantmethods are solvent extraction,micro and
ultrafiltration, sedimentation and gravity separation, flotation, precipitation, coagula-
tion, oxidation, evaporation, distillation, reverse osmosis, adsorption, ion exchange,
electrodialysis, electrolysis, etc. Membrane processes can play a key role in reducing
water scarcity. Reverse osmosis (RO), nanofiltration (NF), electrodialysis reversal
(EDR), ultrafiltration (UF) and microfiltration (MF) are the membrane processes
which have application to drinking water [1]. Reverse osmosis is a demineralization
process that relies on a semipermeablemembrane to effect the separation of dissolved
solids froma liquid. The semipermeablemembrane allows liquid and few ions to pass,
but retains the bulk of the dissolved solids (ions). The technological advancement
in applications of membrane processes was efficiently explored for desalinization of
seawater or brackish water in recent decades due to the huge demand for potable
water. However, relatively, little improvements have been reported in the manage-
ment and handling of the major by-product called reject water or brine. It is largely
free from toxic components, and its composition is almost identical to that of the feed
water but in a concentrated form [2]. Literature review suggests that the quantity and
quality of desalinization concentrate depend on temperature, pressure of feed water,
source water quality, pretreatment, desalination processes implemented and water
recovery [3–6]. Various effects of application of RO reject as irrigation water for salt
tolerant plants, soil and groundwater were monitored, and the issue of environmental
degradation was raised [7–10]. Present study is aimed at assessing the quality and
quantity of feed and reject water related to the household RO water purifier and its
suitability as irrigation water for garden plants.

11.2 Methodology

The study was conducted on reverse osmosis (RO)-based point of use water purifiers
which were either branded or assembled systems.

11.2.1 Sampling

Small-scale point of use water purification systems using reverse osmosis were
selected based on the feed water source, feed water quality and type of use of RO sys-
tem. Systems using groundwater, surface water or both as feed source were selected
from Miraj, Vishrambag and Sangli. Accordingly, six systems were using ground-
water, four were using surface water and one was using mixed source water as a feed
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source. All the systems selected were using aromatic polyamide thin film composite
membranes. Feed water quality was varied from TDS 238–557 mg/L for surface
water and 470–1317 mg/L for groundwater. Feed, permeate and reject samples were
collected from each RO system by grab sampling method. Sampling frequency was
decided once in 15 days to get variation in feed and reject water quality with respect
to time and cumulative volume of permeate passed through the membrane. Accord-
ingly, samples were taken from October 2017 to January 2018. A questionnaire was
prepared and circulated among the users to collect additional information like flow
rate of reject and permeate and approximate cumulative volumeof permeate collected
throughout the life span of the membrane, etc.

11.2.2 Water Quality and Quantity Analysis

Feed, permeate and reject samples were analyzed for pH, TDS, total hardness, ionic
concentrations of Ca and Mg and MPN. Also, all the reject samples were mixed and
this sample was analyzed for pH, TDS, Total Hardness, Ca and Mg concentration,
sulfates, nitrates, Na, carbonates, bicarbonates, sodium adsorption ratio (SAR) and
residual sodium carbonate (RSC). pH, EC and TDSwere determined using multi-ion
meter of Hach make. All the parameters were analyzed referring to [11].

11.3 Results and Discussions

It was observed that the quality of feed water varied from TDS 238–1317 mg/L and
quality of reject water varied from 450 to 1617 mg/L for both surface and ground
feed water sources.

11.3.1 Feed and Reject Quality Correlation

It was observed that reject coming out of RO systems using surfacewater and ground-
water as feed source had pH of 6.5–7.96 and 6.47–8.01, respectively. Feed water pH
was slightly higher than the reject in many cases. As in Tables 11.1 and 11.2, TDS
in reject water was greater than feed water TDS by 10.5–305.5 mg/L. Total hard-
ness of reject water was greater than feed water by 9.375–180 mg/L as CaCO3. Ca
and Mg concentration in reject water was greater than feed water by approximately
3.75–70 mg/L and 0.72–31.08 mg/L, respectively. Figures 11.1, 11.2, 11.3, 11.4 and
Fig. 11.5 show variation in feed and reject water quality for each RO system. MPN
for all reject samples was found positive.
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Table 11.1 Feed water quality

Sampling station TDS (mg/L) Total hardness
(mg/L as CaCO3)

Ca Conc. (mg/L
as Ca)

Mg Conc. (mg/L
as Mg)

Vijaynagar 1145–1317 692–820 276.8–328 57.6–103.68

Brahmanpuri 505–558 316–468 126.4–187.2 38.4–145.92

WTP 1 470–550 352–540 140.8–216 61.44–96.96

WTP 2 597–1066 352–600 140.8–240 52.8–122.88

Pushparaj Chowk 1064–1311 368–680 147.2–272 33.6–71.04

Railway colony 503–580 240–528 96–211.2 45.12–66.24

Electrical dept. 253–537 208–408 83.2–163.2 19.2–28.8

Market yard 248–540 240–390 96–156.8 26.88–61.92

Conference room 238–529 200–400 80–160 23.04–44.16

Wanleswadi 292–1099 244–656 97.6–262.4 24.96–96.96

School 355–509 260–428 104–171.2 22.08–48

Table 11.2 Reject water quality

Samplinng
station

TDS (mg/L) Total Hardness
(mg/L as CaCO3)

Ca Conc. (mg/L
as Ca)

Mg Conc. (mg/L
as Mg)

Vijaynagar 1292–1626 816–980 326.4–392 66.24–148.8

Brahmanpuri 571–698 296–620 118.4–248 34.56–70.8

WTP 1 535–796 408–700 163.2–280 60.48–128.64

WTP 2 757–1301 424–652 169.6–260.8 53.76–135.36

Pushparaj Chowk 1155–1676 516–816 206.4–326.4 38.4–78.72

Railway colony 682–798 476–616 190.4–246.4 48–72

Electrical dept. 330–530 260–484 104–193.6 24–63.36

Market yard 222–544 216–496 86.4–198.4 25.92–76.8

Conference room 279–668 224–484 89.6–193.6 27.84–77.76

Wanleswadi 348–1190 408–880 163.2–352 38.4–222.72

School 405–558 276–504 110.4–201.6 33.6–58.56

11.3.2 Cumulative Volume of Permeate Passed Through
the Membrane

Table 11.3 shows the cumulative volume of permeate passed through the RO mem-
brane throughout its life span. It was observed that as the cumulative volume of
permeate passed from a membrane throughout its life span increases, reject flow
increases.

In case of sampling station ‘Pushparaj Chowk,’ membrane was changed after the
first sampling. It was observed that reject flow was very high before changing the
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Fig. 11.1 pH

Fig. 11.2 TDS

membrane. For further samplings after changing themembrane, reject flowdecreased
and remained constant as shown in Fig. 11.6.

In case of sampling station ‘Vijaynagar,’ membrane was unchanged and the flow
rate of reject increased consistently as shown in Fig. 11.7.

11.3.3 Irrigation Requirements

According to Table 11.4, it was observed that reject water TDS was 450–1617 mg/L.
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Fig. 11.3 Total hardness

Fig. 11.4 Ca concentration

Ionic concentration of calcium is greater than ionic concentration of magnesium.
Sodium adsorption ratio (SAR) potential of mixed reject sample was found to be
1.86 which is well below the permissible limit prescribed in BIS:11624 (1986).
Also, (RSC) residual sodium carbonate potential was found to be −8.00 which is
below 1.5.
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Fig. 11.5 Mg concentration

Table 11.3 Cumulative volume of permeate passed

Month Pushparaj Chowk Vijaynagar

Approximate cumulative Volume of permeate
Passed (Lit.)

October 10,300 1824

November 0 1974

December 600 2124

January 1200 2274

Fig. 11.6 Pushparaj Chowk—membrane changed
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Fig. 11.7 Vijaynagar—membrane unchanged

Table 11.4 Mixed reject sample

Mixed reject sample

Parameter Value Unit Irrigation standard IS11624–1986

pH 7.52 6.5–8.5

TDS 1251 mg/l Below 1500

Carbonates 0

Bicarbonates 658.8 mg/l as HCO3−

Chlorides 399.876 mg/l

Sulfates 344.56 mg/l

Nitrates 125 mg/l

Total Hardness 680 mg/l

Ca concentration 272 mg/l as Ca

Mg concentration 62.4 mg/l as Mg

Na 24 mg/l

SAR 1.86 Below 10

RSC −8.00 Below 1.5

11.4 Conclusion

For small-scale household ROwater purifiers, reject water quality was poor than feed
water quality. As the cumulative volume of permeate passed through the membrane
throughout its life span increases, the flow of reject water increases due to membrane
clogging. It is concluded that the quality and quantity of reject water coming out of
household water purifiers are suitable for irrigation to garden plants or hydroponics;
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hence, reject water can be reused as irrigationwater. Further studymust be conducted
on the impacts of reject water application on garden plants and soil.
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Chapter 12
Synthesis of TiO2 Incorporated
Polycaprolactone Based Ultrafiltration
Membranes for Water Treatment

Jose Peter, Jobin Jose, Amal Thomas, Jefin C. Joy, S. Nivedita
and Shiny Joseph

Abstract This study focused on the synthesis of polycaprolactone based ultrafiltra-
tion membranes incorporated with titanium (IV) oxide (TiO2) nanoparticles using
the phase inversion technique. The membrane was optimized at 18 wt% PCL before
the incorporation of TiO2. The study covered a range of compositions by the addi-
tion of TiO2 from 0.5 to 2 wt%. The synthesized membranes were then tested for
properties such as porosity, contact angle, mechanical strength and then character-
ized using TGA and FTIR techniques to determine the functional groups present and
to analyze the thermal stability. Further, SEM images were recorded to analyze the
pore morphology. Finally, the optimized membrane was tested to determine the pure
water flux.

Keywords Hydrophilicity · Phase inversion · Polycaprolactone · TiO2 ·
Ultrafiltration

12.1 Introduction

Water is one of the most important natural resources in which only a small fraction of
its total quantity is available to use. This is due to the disposal of pollutants like heavy
metals, dyes, pharmaceuticals, pesticides, fluorides, phenols, insecticides, pesticides,
and detergents, which is a matter of serious concern that requires novel purification
techniques [1].

In view of this, the development of cost-effective and robustmethods for wastewa-
ter treatment requires greater attention than never before. These treatment techniques
should be so devised such that they do not further stress the environment or endanger
human health [2]. Although a number of methods such as adsorption, coagulation,
membrane process, photocatalytic degradation, and biological methods have been
used for purifying wastewater, their applications have been often undermined by
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factors, such as energy requirement, processing efficiency, economic benefit, and
infrastructure [3].

Membrane filtration is one of the treatment techniques widely used for water
purification projects. This process is capable of removing suspended solids and
organic compounds as well as inorganic contaminants such as heavy metals. One
of its main advantages is that it consumes less energy. Depending on the size of the
particle that can be retained, various types of membrane filtration such as ultrafiltra-
tion, nanofiltration, and reverse osmosis can be employed. Ultrafiltration operates on
separating compounds of 1000–100,000Da using pore sizes of 10–100 nm. Polymer-
supported ultrafiltration (PSU) technique has been shown a promising alternative for
the removal of pollutants from industrial effluents.

Polycaprolactone, prepared by ring-opening polymerization of caprolactone, is a
hydrophobic, semicrystalline polymer. Its exceptional blend compatibility has con-
tributed toward research into its potential application in the biomedical field and it
has been found safe to human health [4, 5]. PCL has a glass transition temperature
(Tg) of −60 °C and a melting point ranging between 59 and 64 °C. It is soluble
in various solvents such as chloroform, dichloromethane, carbon tetrachloride, ben-
zene, toluene, cyclohexanone, and 2-nitropropane at room temperature. The main
advantage of PCL over conventionally used membrane materials is that it is very
much cheaper and also is a biodegradable polymer.

TiO2 particles have the property to adsorb heavy metals efficiently and thus
enhance the separation [6]. TiO2 is also known to have the self-cleaning ability
because of its antibacterial properties [7]. Presence of TiO2 reduces the contact angle
which is a direct measurement of hydrophilicity, requiring only small amounts of
TiO2 to get significant improvements [8]. TiO2 is a pore-forming agent as its presence
will increase water diffusion into the growing membrane during phase inversion pro-
cess and is also known to have resistance to the fouling problem through its enhanced
hydrophilicity [9].

Phase inversion is used to preparemembranes of a variety ofmorphologies ranging
from very porous microfiltration membranes to more dense reverse osmosis mem-
branes. It involves the controlled transformation of a polymer in a solution state to
a solid state and includes a broad array of different techniques such as immersion
precipitation, thermal-induced phase separation, vapor-phase precipitation, and pre-
cipitation by controlled evaporation.Out of these, immersion precipitation is themost
widely used technique for commercial production of membranes where a polymer
solution is cast on a suitable support. Later, it undergoes precipitation induced by the
exchange of solvent and non-solvent in a coagulation bath of non-solvent giving the
final membrane structure, which is a result of the combination of mass transfer and
phase separation [10].

This work focuses on the preparation of TiO2 incorporated PCL based ultrafiltra-
tionmembrane and to study the effect of weight percentage of TiO2 on themembrane
characteristics and to determine the pure water flux of the optimized membrane.
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12.2 Experiments

12.2.1 Materials

Polycaprolactone (PCL) pellets with a molecular weight of Mw = 80,000 were
purchased fromSigma-Aldrich formembrane fabrication. N, N-Dimethylformamide
(DMF) was purchased from Sisco Research Laboratories and used as a solvent.
Titanium (IV) oxide nanoparticles, a mixture of rutile and anatase 33–37 wt% in
H2O dispersion, purchased from Sigma-Aldrich were used to study its effect on
membrane characteristics. Deionized (DI) water was used as the non-solvent in the
phase inversion immersion precipitation. Other chemicals were purchased from local
suppliers and used as received.

12.2.2 Membrane Synthesis

PCL membranes were synthesized by phase inversion immersion precipitation
method. The calculated amount of PCL was taken in a beaker along with 10 mL
of DMF solvent. The mixture was stirred at a rpm of about 150–180 at a temperature
of 65 °C for a period of about 1.5 h until the pellets melted and uniformly dissolved
in the solvent. Then the required weight of TiO2 nanoparticles was added into the
polymer solution under vigorous stirring.When the resulting solution became homo-
geneous and viscous, the stirring was stopped and was cast on a clean glass plate
at room temperature using a casting blade set to give a film of thickness 200 μm.
After about 2 min, the glass plate along with the polymer film was immersed gen-
tly in a coagulation bath of DI water (non-solvent), so that phase inversion occurs
and the film solidifies. Later, the solidified film was peeled off and left in the water
bath for 24 h containing 2–3 drops of formaldehyde solution to prevent bacterial
growth. Later, the membrane was dried at room temperature for another day. The
compositions of the prepared membranes are presented in Table 12.1.

Table 12.1 Compositions of
the synthesized membranes

Membrane Membrane compositions

PCL (wt%) TiO2 (wt%) Volume of DMF
(mL)

D1 18 0 10

T1 17.5 0.5 10

T2 17 1 10

T3 16.5 1.5 10

T4 16 2 10
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12.2.3 Membrane Characterization

12.2.3.1 Membrane Porosity

Samples of a specific area (S) were cut off from the synthesized membranes and
immersed in a DI water bath for 24 h. The weight of the immersed samples (Ww)
in grams and their wet thickness (l) in cm were calculated after wiping them off
using tissue paper. The thickness was calculated using a digital micrometer. Later,
the samples were left to dry in an oven at 50 °C for 24 h and the dry weight was
calculated (Wd) in grams. The porosity (Pr) was then calculated in percentage using
Eq. (12.1):

Pr = Ww −Wd

Slρ
(12.1)

where ρ (g/cc) is the density of water.

12.2.3.2 Hydrophilicity

Hydrophilicity of the membranes was estimated by the calculation of the contact
angles using an automated contact angle goniometer using DI water as the liquid.
Dry membrane samples of dimensions of about 4× 0.5 cm2 were cut out for the test.
The liquid dosing was software-controlled and a motor-driven microsyringe placed
the water droplet on the dry membrane surface. The average value of the contact
angle was estimated based on the readings taken at about four arbitrary points.

12.2.3.3 Mechanical Strength

Mechanical strength is an important property required by ultrafiltration membranes
since they are usually operated under high pressures ranging 1–10 bar [11]. The ten-
sile strength of the membranes was calculated using the Shimadzu AG-X plus 10 kN
universal testing machine (UTM) in accordance with the ASTM D882 standards.
They were vertically mounted between the two gripping units of the tester. A load
of 9 kN was employed at a crosshead speed of 5 mm/min. The average value was
calculated by using about three samples for each membrane composition.

12.2.3.4 Scanning Electron Microscopy (SEM)

Morphology and pore distributionwere observed using SEM imaging technique. The
top surface of D1 and T3 membranes was analyzed using Hitachi SU-6600 FESEM
to infer the effect of TiO2 on the membrane surface.
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12.2.3.5 Thermo Gravimetric Analysis (TGA)

Weight degradation of PCL membranes was determined by TGA conducted on the
Hitachi STA7200. Sample weighing 10 mg of D1 and T3 membranes was heated in
nitrogen atmosphere from 25 to 500 °C at a rate of 10 °C/min.

12.2.3.6 Fourier-Transform Infrared Spectroscopy (FTIR)

Functional groups present in the synthesized membranes were identified by FTIR
conducted on a 630 1B diamond ATR module in the range of wavenumbers
4000–400 cm−1. The test was conducted on samples of D1 and T3 membranes.

12.2.3.7 Water Flux Measurement

Water flux through the T3 membrane was measured using a cross-flow filtration
unit to identify the permeability of the membranes. The test was conducted on a
membrane sample having an effective membrane area of 42 cm2. After compacting
the samples at a pressure of 12 bars for 30min, the steady-state fluxes were measured
at a pressure of 4 bars using Eq. (12.2):

Jw = Q

AΔt
(12.2)

where Jw (L/m2h) is the water flux, Q (L) is the volume of water that permeated, A
(m2) is the effective area of the membrane used, and �t (h) is the time elapsed.

12.3 Results and Discussion

12.3.1 Porosity

Table 12.2 shows the porosity and contact angle of the synthesizedmembranes. It can
be seen that the porosity increases initially with an increase in TiO2 concentration.
Comparable values were obtained for membranes T2 and T3. This is followed by
a drop because of the formation of a more compact membrane structure due to the
high viscosity of the polymer solution and higher density of polymer chains [12].
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Table 12.2 Porosity and
contact angle of the
synthesized membranes

Membrane Porosity (%) Contact angle (°)

D1 22.18 87.60

T1 35.59 75.60

T2 64.02 67.05

T3 65.54 65.10

T4 40.14 62.20

12.3.2 Contact Angle

The wettability or hydrophilicity of a membrane is quantified using the value of the
contact angle. A higher contact angle corresponds to hydrophobicity and PCL has
been found to be a hydrophobic polymer [13]. It was observed that adding TiO2

nanoparticles helps to improve the hydrophilicity of the membrane. Large drop in
contact angle was observed in the case of initial TiO2 additions. At higher TiO2

concentrations, even though the extent of the decrease in contact angle was less,
the values decreased nevertheless. This decrease is in accordance with the previ-
ous studies and has found that TiO2 is capable of imparting hydrophilicity, in turn,
contributing to antifouling of membrane surfaces.

12.3.3 Mechanical Strength

Tensile strength of the synthesized membranes has been plotted in Fig. 12.1. It is
seen that the addition of the nanoparticle additive increases the tensile strength of the
samples till T3 composition. This was attributed to the macrovoid suppression due
to the introduction of nanoparticles in the membrane matrix [14]. However, further
addition of TiO2 greatly undermines the mechanical strength. This sudden drop
is attributed to nonuniform stress distribution within the membrane after a critical
TiO2 loading when subjected to a load. Mechanical strength is an important property
required by ultrafiltration membranes owing to their high operating pressure and the
extent of improvement seen in T3 is appreciable.

12.3.4 Water Flux Measurement

Water fluxmeasurementswere carried out for T3membrane and the results have been
plotted in Fig. 12.2. The fluxes were measured at intervals of 10 min at a pressure of
4 bars and were found to decrease until a steady state was reached. The flux initially
declined and then reached a steady state after a period of 40 min. Steady-state fluxes
were alsomeasured across the T3membrane at different operating pressures between
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Fig. 12.1 Tensile strength of synthesized membranes

Fig. 12.2 Flux across T3 membrane versus time at 4 bars
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Fig. 12.3 Flux across T3 membrane versus pressure

4 and 10 bars. The fluxes were found to increase with the increase in pressure as
shown in Fig. 12.3.

12.3.5 Pore Radius Calculation

The Guerout–Elford–Ferry equation was used to calculate the average pore radius
(rm) of the T3 membrane. The equation is as shown:

rm =
√

(2.9− 1.75ε) × 8lηQ

ε × �P × A
(12.3)

where rm gives the mean pore radius (m), 1is the porosity of the membrane, l is
the thickness of the membrane (m), η is the viscosity of water (Pa.s), and Q is the
volume of water that permeates through the membrane in unit time (m3/s). �P is
the operational pressure (Pa) and A is the effective membrane area (m2) [15]. Using
Eq. (12.3), the mean pore radius was found to be 7.32 nm. This indicates that the
pore diameter, which is double of the calculated value, lies within the range of
ultrafiltration pore diameter of about 10–100 nm.
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Fig. 12.4 SEM image of D1
membrane

Fig. 12.5 SEM image of T3
membrane

12.3.6 SEM Analysis

SEM images of the D1 and T3 membranes are shown in Figs. 12.4 and 12.5, respec-
tively. It was observed that the surfaces of both the membranes have got pores mostly
in a circular shape. From the figures, we see that the T3 membrane has got a more
uniform pore distribution than the D1 membrane.

12.3.7 TGA

Figure 12.6 shows theTGAplot of theD1 andT3membrane samples. It was observed
that the thermal decomposition of the D1 membrane starts at about 420 °C. TGA is
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Fig. 12.6 TG curve of D1 and T3 membranes

used to analyze thermal stability and 420 °C corresponds to the temperature at which
the single weight loss step was observed for the sample [13, 16]. Upon incorporating
TiO2 nanoparticles, thermal degradation starts at 360 °C. But as before a single
weight loss step was observed again. Moreover, degradation of T3 was similar to
that of D1 with no new residue being left behind as is evident from the converging
final points of the TG plot.

12.3.8 FTIR Analysis

The FTIR spectra of D1 and T3 membranes have been plotted in Fig. 12.7. The band
at 3444 cm−1 and the very sharp signal at 1722 cm−1 are attributed to the hydroxyl

Fig. 12.7 FTIR spectra of D1 and T3 membrane



12 Synthesis of TiO2 Incorporated Polycaprolactone Based … 129

and ester groups, respectively [17]. The peak observed at 2945 cm−1 was found to be
due to the stretching of the asymmetric −CH2 bond while symmetric stretching of
−CH2 bonds was responsible for the one seen at 2863 cm−1 [18, 19]. The −COO
bond stretchingwas found to be responsible for the peak observed at 1364 cm−1 while
the symmetric C–O–C stretching vibrations in the repeated −OCH2CH2 unit gave
rise to a peak at 1163 cm−1 [20]. The peak at 1293 cm−1 was credited to the C–C
backbone and C–O stretching modes in the crystalline PCL. Asymmetric C–O–C
stretching gave rise to a peak at 1241 cm−1 [19]. The FTIR image of T3 membrane
closely resembles D1 membrane. Range of broad peaks observed between 455 and
731 cm−1 is attributed to the vibration absorption of TiO2 [21].

12.4 Conclusion

In the course of this study, a variety of membranes differing in terms of the amount of
TiO2 incorporated were synthesized. Data were collected by conducting various tests
and based on the results an optimum concentration was chosen. From Table 12.1, we
see that T1 membranes lack in porosity, hydrophilicity, and tensile strength. More-
over, the higher contact angle indicates hydrophobicity that may in the future lead to
fouling of themembrane. At the other end, T4membranes possess better hydrophilic-
ity but lack in porosity and tensile strength. The intermediate compositions of T2
and T3 thus provide better alternatives and among these it was found that the T3
membranes have higher tensile strength, porosity, and better hydrophilicity, both of
which are properties essential for ultrafiltration membranes. Hence, the membrane
incorporatedwith 1.5wt%TiO2 was optimized and the steady statewater flux at pres-
sures ranging from 4 to 10 bars was measured and analyzed. Also characterization
of the membrane was conducted through TGA, FTIR, and SEM.
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Chapter 13
Treatment of Dairy Wastewater Using
the Fenton’s Oxidation Process (FOP)

Anand S. Jaltade, Arvind M. Mokadam and Mangesh L. Gulhane

Abstract Nowadays, there is an increased concern over the treatment of industrial
effluents. Advanced oxidation processes (AOPs) can be effective due to the recalci-
trant and refractory nature of complex pollutants. AOPs provide a faster means of
organic pollutant removal and thus may prove instrumental in reducing the treatment
time of wastewater. Dairy wastewater normally has high organic content. This paper
includes the study of the effect of Fenton’s oxidation process (FOP) on the degra-
dation of dairy wastewater. Fenton’s oxidation process uses hydrogen peroxide and
ferrous sulfate to form a highly oxidizing species called as hydroxyl-free radicals
(·OH) which can be used to degrade the pollutants in wastewater. Especially, param-
eters like initial and final turbidity, pH, odor, COD and the ratio of Fenton’s reagent
dose to the volume of sample are considered for the study.

Keywords Fenton’s process · Advanced oxidation · Dairy wastewater · Hydroxyl
radical · Hydrogen peroxide · Ferrous ions

13.1 Introduction

Industrial wastewater treatment is gaining importance with the increase in the com-
plexity of pollutants. The use of new technologies and processes for production of
commodities and goods is leading to the formation of such pollutants which are
more refractory to the conventional systems of treatment. Use of advanced oxi-
dation processes (AOPs) can be seen as a prospective solution to the problem of
refractory nature of modern pollutants. There are numerous AOPs available for a
variety of wastewaters generated in the society viz., Fenton’s oxidation, ozonation,
photocatalysis, cavitation, etc. Majority of these processes involves the use of a
strong oxidizing species known as hydroxyl-free radical (·OH). Among AOPs, two
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of the most important processes of hydroxyl radical generation are the Fenton and
photo-Fenton (Fe2+/H2O2 and Fe2+/H2O2/UV) systems. Fenton’s reagent, a mixture
of ferrous (Fe2+) ions and hydrogen peroxide that produces hydroxyl radicals, has
been extensively used to oxidize organic matter in water, and to reduce the chemical
oxygen demand (COD) [1]. FOP is characterized by the formation of hydroxyl-free
radical when ferrous sulfate is combined with hydrogen peroxide in an aqueous
solution. The reactions are mentioned below:

Fe2+ + H2O2 → Fe3+ + OH− + ·OH (13..1)

Fe3+ + H2O2 → Fe2+ + HO2· + H+ (13.2)

Gogate et al. stated that the pH of the system has been observed to significantly
affect the degradation of pollutants. The optimum pH has been observed to be 3.0
in the majority of the cases and hence is recommended as the operating pH. At
lower pH (pH < 2.5), the formation of (Fe(II) (H2O))2+ occurs, which reacts more
slowly with hydrogen peroxide and therefore, produces less amount of ·OH radicals
thereby reducing the degradation efficiency. Also, at operating pH of greater than
4.0, the decomposition rate decreases because of the decrease of the free iron species
in the solution, probably due to the formation of Fe2+ complexes with the buffer
inhibiting the formation of free radicals and also due to the precipitation of ferric
oxy-hydroxides (FeO(OH)) which inhibit the regeneration of ferrous ions. Also, the
oxidation potential of ·OH radical is known to decrease with an increase in the pH
[2].

It is also seen that the degradation rate declines by dwindling the ferrous ion’s
concentration. Similarly, excess concentration of ferrous ions can increase the unused
ferrous salt in the solution thus increasing the total dissolved solids in the solution
which is not desirable. Increase in the initial concentration of hydrogen peroxide has
a positive effect on the degradation process. However, its excess concentration also
may contribute to the increase in the COD of the solution. High initial concentration
of the pollutants has a staggering effect on the degradation efficacy of the Fenton
process. The evaluation of the Fenton process is generally based on the comparison
between influent and effluent parameters of the wastewater like turbidity, COD, total
suspended solids and pH.

Normally, dairy wastewater is characterized by high water requirements, and
the dairy industry generates wastewater with high organic content. Statistically, for
every liter of milk generated and processed, 2.5 L of water is required [3]. According
to the statistics of the National Dairy Development Board of India, 155.5 million
tonnes of milk were processed in India in the year 2015–16 alone. Thus, the dairy
industry can be considered to be a substantial source of industrial wastewater which
needs treatment. When fresh, the dairy effluent is slightly alkaline and due to rapid
fermentation of the milk sugar into lactic acid, it turns acidic. It has high suspended
solids as well as dissolved solids concentration. The presence of these organics is
the reason behind the high BOD and COD of the dairy effluent. Dairy effluents
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decompose rapidly and deplete the dissolved oxygen level of the receiving streams
immediately resulting in anaerobic conditions and release of strong foul odors due
to nuisance conditions. [4]. It is also known that the dairy effluents are responsible
for the growth of sewage fungi which are found at the bottom of the streams. Thus,
it becomes imperative to treat the dairy wastewater effectively to reduce its pollution
potential. In the present study, effect of the various doses of Fenton reagent on the
dairy wastewater as well as the synthetic dairy effluent samples is analyzed. The
wastewater characteristics that are considered for the analysis are pH, turbidity, TSS
and COD concentration.

13.2 Experimental Procedures

13.2.1 Apparatus and Equipment

Use of batch method was made to conduct the experiments. Glass beakers of 250
and 500 ml capacity were used as reactors for the Fenton process. Digital pH meter
(SensION+ PH3 by HACH) was used for measuring the pH of the solution during
the reaction. For turbidity measurement, digital turbidimeter (2100Q by HACH) was
used. This instrument has a range of 0–1000 NTU. TSS concentration was ana-
lyzed by using digital colorimeter (DR/890 by HACH). This instrument has a range
of 0–1067 mg/l. COD was calculated by using standard open refluxing titrimetric
method. All the apparatuses were washed in distilled water and dried before use.

13.2.2 Chemicals

Dairy wastewater sample was collected from the Government Milk Processing Unit
stationed at Akola, Dist. Akola, as well as synthesized in the laboratory. This pro-
cessing unit performs pasteurization, skimming and homogenization of an average
50,000–60,000 L of milk per day. Wastewater sample was obtained after cleaning of
the entire plant at a shift’s end.

For the Fenton process, hydrogen peroxide (H2O2, 30% w/w) (Fisher Scientific)
was used. Ferrous sulfate heptahydrate (FeSO4. 7H2O) (Fisher Scientific) was used.
Standard solutions of potassium dichromate (K2Cr2O7), ferrous ammonium sulfate
(Mohr’s Salt) ((NH4)2FeSO4.6H2O) and concentrated sulfuric acid (H2SO4), ferroin
indicator solution were used for the COD measurement process.
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13.2.3 Procedure

13.2.3.1 Turbidity Measurement

Samples in increasing volumes from 50 to 300mlwere taken in glass beakers at room
temperature for finding the turbidity removal. The initial pH was recorded. Fenton
reagent was added to the reactor beakers in two stages. First, there was addition of
ferrous sulfate to the beakers. The contents were stirred with the help of a mechanical
stirrer for 1 min to ensure sufficient mixing. The Fenton reaction was initiated by the
second stage when hydrogen peroxide was added to the reactor beakers. The ratio
of ferrous sulfate to hydrogen peroxide was 1:3 (by weight) for all the dosages. The
contents of the reactor were given a stir again for 1 min at the start of the reaction.
The change in the pHwas recorded over a total time of 60 min at the interval of every
5 min. Then after a detention time of 1 h, the sample was decanted and used for the
analysis.

13.2.3.2 Total Suspended Solids Measurement

For the measurement of TSS concentration, sample volume adopted was 200 ml. Ini-
tial turbidity and pH were recorded for the sample. Synthesized sample was used for
analysis. Fenton reagent was added in similar manner as explained in Sect. 13.2.3.1.
The contents were given a stir for 1 min, and a treatment time of 60 min was consid-
ered. After the treatment time, the sample was detained for 1 h, decanted and used
for analysis.

13.2.3.3 COD Measurement

For the open reflux method, 20 ml volume of distilled water and the samples after
treatment were taken into the COD flasks. Serial dilution with a dilution factor of 20
was adopted for the synthesized dairy wastewater sample.Mercuric sulfate (400mg),
potassium dichromate (0.10 N, 10 ml), concentrated sulfuric acid (30 ml) and silver
sulfate (200mg) were added to the flasks, and then the assembly was kept in the COD
digestor at 150 °C± 5 °C for 2 h. After digestion, the solution was added with around
90 ml of distilled water and allowed to cool to room temperature. After cooling, the
solution was transferred to conical flask, and 2–3 drops of ferroin indicator were
added. Ferrous ammonium sulfate (0.25 N) was standardized every time it was used
as a titrant. The titration was done till the sharp color change from blue–green to
wine red was observed in the solution. The change in the pH, odor, turbidity, TSS
concentration and COD was recorded with respect to the initial values, and analysis
was carried out based on these observed changes.
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13.3 Results and Discussion

The results obtained for the given study are mentioned in the Table 13.1 below.
It canbe seen fromTable 13.1 that the reduction inCODin case of dairywastewater

is 52.04%. Similarly, for the synthesized sample, the COD reduction is 51.62%.
It was also observed that after 30 min of the reaction (data not shown), the pH of

the solution was stable indicating the establishment of equilibrium in the reaction.
The stable pH between 3.0 and 4.0 emphasizes once again the requirement of acidic
conditions conducive for better degradation of the pollutant. However, no earlier
adjustments to the pHof the sampleweremade. The odor removalwas also significant
in case of both dairy wastewater and synthesized dairy wastewater.

For the TSS concentration, the reduction was 94.70% which is appreciable. Tur-
bidity removal in case of dairy wastewater and synthesized sample was as high as
79.35 and 95.75%. The effect of residual turbidity and residual TSS concentration
after treatment of synthesized wastewater is given in Figs. 13.1 and 13.2. Also,
Fig. 13.3 illustrates the turbidity removal efficiency of the Fenton process on the
dairy wastewater sample.

Table 13.1 Characteristics of dairy wastewater before and after treatment

Parameter Dairy wastewater Synthesized sample

Treatment Before After Before After

pH 7.15 3.33 5.45 3.33

COD (mg/l) 236.27 113.31 994.42 481.04

TSS (mg/l) NA NA 529 27.99

Turbidity (NTU) 129.16 26.67 838 35.61

Odor Irritant Absent Irritant Mild

Fig. 13.1 Effect of Fenton
process on turbidity removal
of synthesized dairy
wastewater
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Fig. 13.2 Effect of Fenton
process on total suspended
solids removal of
synthesized dairy wastewater

R
ES

ID
U

A
L 

TS
S 

C
O

N
C

EN
TR

A
TI

O
N

 (m
g/

l)

50

40

30

20

10

Trial 1                Trial 2
Trial 3                Trial 4
Trial 5                Trial 6

0
1             2 3 4 5 6

FENTON REAGENT DOSE (ml of H2O2)

Fig. 13.3 Effect of Fenton
process on turbidity removal
of dairy wastewater
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13.4 Conclusion

It should be noted that the method adopted in this study was the classical Fenton pro-
cess which does not include enhancement in the reaction using UV light or any other
performance improvement technologies. Having considered that, the reduction in the
COD is considerable with respect to the time of treatment. However, it is advisable
that the wastewater should be further treated with suitable biological methods before
discharging into the receiving streams or onto the land. But, the resultant pH of the
effluent is acidic which needs to be adjusted to suit the biological processes. The
turbidity removal analysis of synthesized dairy wastewater shows that for the sample
volume of 200 ml, dose of Fenton reagent corresponding to 5 ml achieved maximum
turbidity removal. For dairy wastewater also, similar optimum dose was obtained for
200ml sample. Total suspended solids (TSS) concentration is an important parameter
of dairy wastewater which may indicate high organics. TSS removal was remarkable
for the synthesized dairy wastewater samples with removal efficiency being as high
as 99% for some doses.
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The process of Fenton’s oxidation can be effectively used by the dairy industry for
giving primary oxidation treatment to the effluent before discharging into collection
systems or also before further treatment systems for that matter. This is because of
the fact that this oxidation process does not require specific temperature or energy.
Thus, it can be concluded that the degradation of dairy wastewater using Fenton
oxidation process is effective for removal of turbidity and suspended solids and can
be a prospective method of treatment of dairy wastewater.
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Chapter 14
Effect of Inlet Feed Temperature
on the Performance of Direct-Ethanol
Fuel Cell

Vineesh Ravi, Yohans Varghese and Caraline Ann Jacob

Abstract The present study focuses on analyzing the performance characteristics
of the direct-ethanol fuel cell (DEFC) under different feed inlet temperature for
ethanol solution in an anode side and air at the cathode side. The membrane used
is Nafion 117 with catalyst loading on both sides. The experiment was conducted
by changing the inlet feed temperature at anode and cathode side from 30–90 °C
both in parallel and in cross arrangements and also varying the cell temperature from
40–80 °C. The performance of the DEFC was analyzed with a polarization curve
and power density curve which was plotted by measuring voltage–current density
values. From the results obtained, it was observed that for a temperature of 70 °C
for feed temperature for both anode and cathode side, maximum power density of
0.00416 W/cm2 was obtained and maximum power density of 0.00468 W/cm2 was
obtained when the combination of temperature was 30 and 90 °C inlet feed and air,
respectively. Increase in cell temperature increased the performance and maximum
was obtained at 0.00562 W/cm2 at a temperature of 80 °C.

Keywords DEFC · Feed temperature · Humidifier temperature · Polarization
curve · Power density

14.1 Introduction

In this era, where renewable energy resources effectively replace conventional fos-
sil fuels in applications like distributed power generation, vehicle propulsion, and
rural energy services. Fuel cells, renewable energy source, generally are consid-
ered to be the best prospects in applications like small distributed power sources in
remote locations such as spacecraft, weather stations, and communication centers.
It showcases several other attractive characteristics like high-conversion efficiency,
low-environmental pollution with extreme reliability and durability [1]. A fuel cell is
an electrochemical device which converts the stored chemical energy into electrical
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energy [2]. Basically, a fuel cell consists of two electrodes, i.e., anode and cath-
ode with an electrolyte between them. Fuel is supplied to the anode, where it splits
into ions and electrons. The ions move toward the cathode through the electrolyte
whereas the electrons move through the external electric circuit to reach the cathode
as the membrane is electrically insulated. Fuel cells are mainly of different types
such as polymer electrolyte membrane fuel cell (PEMFC), molten carbonate fuel
cell, solid oxide fuel cell, etc. Direct-ethanol fuel cell is a type of PEMFC, where
proton-conducting membrane is used as the polymer electrolyte. In DEFC, ethanol
is used as the fuel since it has a far better energy density (6.36 kWh/L) [3] and has
higher efficiency and lower toxicity.

The electrocatalytic oxidation of ethanol was found that Pt-Ru or Pt-Sn was the
most effective and the least poisoned [4]. The electrodes used are Pt-Ru on the anode
side and Pt on the cathode side. The electrolyte used is the Nafion 117 membrane.
The reaction mechanisms in the fuel cell are;

The anode reaction is

C2H5OH + 3H2O → 12H+ + 12e− + 2CO2 (14.1)

The cathode reaction is

3O2 + 12H+ + 12 e → 6H2O, (14.2)

The overall reaction is given by

C2H5OH + 3O2 → 3H2O + 2CO2, (14.3)

The performance of fuel cell analyzed here is influenced by different operating
parameters such as cell temperature, feed temperature, and humidification temper-
ature of the feed. The performance of a vapor fed DEFC operating at high tem-
peratures using a PBI-based electrolyte was studied by Lobato et al. [5], which
shows temperature above 150 °C gives better performance. Pramanik and Basu [6]
have studied experimentally the effect of various parameters like fuel concentration,
catalyst loading, and cell temperature on fuel cell performance. Maher et al. [7]
followed a parametric study of a PEMFC using three-dimensional computational
fluid dynamics model. Rihabjaralla [8] investigated the parameter effects of cathode
operating conditions on the performance of PEMFC using the mathematical model.
The experimental investigations presented in this paper focus on the performance of
DEFC under parameters such as ethanol solution feed temperature, inlet air humid-
ification temperature, and cell temperature. Experiments have been carried out on a
single fuel cell to provide systematic experimental data that may be valuable for the
fuel cell developers.
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14.2 Experimental Setup

The system consisted of a fuel cell assembly structure, a compressor, a humidifier
unit, a peristaltic pump, a vaporizer unit, and an electronic load subject to adjustment.
The ethanol solution was given as feed to the single fuel cell unit. The solution was
pumped to the fuel cell by a peristaltic pump through the anode side.

Air passes through the humidifier and is supplied to the cathode side of the fuel
cell. The operating conditions for the fuel cell were adjusted on the above equipment.
The temperature was adjusted to the electronic load. The flow rate of ethanol solution
is varied by a peristaltic pump, and the flow rate of air was regulated on the rotameter
system present as part of the humidifier. These connections are demonstrated in
Fig. 14.1a. The data was measured using an electrochemical work station, CHI760.
The tests were performed on a single fuel cell unit. The cell consisted of a membrane
electrode assembly which consists of Nafion 117 membrane with catalyst loading on
both sides. The fuel cell active area was 25 cm2. The diffusion layers employed were
made of carbon paper. A catalyst loading of 4 mg/cm2 was used on the anode side
(Pt-Ru), and the same load of platinum (Pt) was used on the cathode side. The flow
field is made up of graphite blocks having dimensions of 1 mm × 1mm etched with
double serpentine flow channels to supplyethanol solution and air to the respective
compartments. The flow channels have been illustrated in Fig. 14.1c. TheMEA used
in this work is depicted in Fig. 14.1d. The MEA and graphite blocks were held
between aluminum and gold-plated collector plates. The margins and surface of the
end plates were connected and held in place using an intricate nut and bolt system.
The assembled fuel cell is shown in Fig. 14.1b.

Fig. 14.1 a Experimental
setup b Direct ethanol fuel
cell c Serpentine flow field
d Nafion membrane
electrode assembly

(a)

(b)

(c) (d)
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14.3 Results and Discussion

14.3.1 Effect of Inlet Feed Temperature of Anode
and Cathode Side in the Parallel Arrangement

The experiment was carried for an ethanol concentration of 2 M concentration and
fuel flow rate of 1.5ml/minwith the airflow rate of 1500ml/min. The experiment was
done for 40 to 90 °C for both ethanol solution and airflow temperature. When inlet
feed temperature of both temperatures was maintained at the same temperature, the
polarization curve for the current density is shown in Fig. 14.2a and the plot of power
density is shown in Fig. 14.2b. As observed from Fig. 14.2a, open-circuit voltage
(OCV) increases from 40 to 70 °C then drops to higher temperature. The highest

Fig. 14.2 Effect of anode
and cathode fuel feed
temperature on a voltage
b power density of DEFC in
a parallel arrangement
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OCV obtained is 0.66 V at 70 °C. The steady increase in OCV value in the given
interval could be attributed to the fact that as the temperature of the feed increases so
does the ethanol oxidation rate increases due to increased reaction kinetics facilitated
by higher feed temperature [9].

At higher temperature, theOCVvalue decreases because in the initial stages,when
lower current is produced, lower water molecules are produced which hydrates the
membrane facilitating the improved proton conductivity in the proton-conducting
membrane. As the reaction progresses, more water molecules are generated which
hydrates the membrane giving an increased current density at the end of the curve
[10]. Another point to be noted in the graph is that the polarization curve at lower
temperatures shows high OCV and at the end of the analysis, those curves show low-
current densities and those curves having low-OCV values tend to provide a high-
current density. This can be explained by the generation of more water molecules
as the reaction progresses thus hydrating the membrane and improves the mass
transfer and reaction kinetics. Likewise, at a higher temperature, the current densities
decrease because at elevated temperatures dehydration of cell takes place which acts
obstructively for the ethanol diffusion. Figure 14.2b shows the power density curve
for parallel arrangement. From Fig. 14.2b, it was observed that the maximum power
density obtained was 0.00416 W/cm2 at a current density of 0.026 A/cm2.

14.3.2 Effect of Ethanol Solution and Humidified Air
Temperature in Cross Arrangement

The experiment was conducted by maintaining the same parameter as before that is
2 M ethanol vapor feed concentration, 1.5 ml/min of fuel flow rate and 1500 ml/min
of airflow rate. The effect of inlet feed temperature of anode and cathode temperature
on voltage and power density in cross arrangement is shown in Figs. 14.3a and b.
As inferred from the following figures, the maximum current density is obtained
when the cathode feed temperature is at 30 °C and the anode inlet temperature is at
90 °C. While the temperature at cathode increases and anode temperature decreases,
the current density obtained decreases giving the lowest performance for the system
having 50 °C as cathode and 70 °C as anode side temperature.

If observed closely, the pattern in which polarization curve obtained is quite the
opposite for the open-circuit voltage inwhich cathode temperature of 40 °Cand anode
temperature of 80 °C give the highest OCV value. The reason for this anomaly can
be explained by the reason that as the temperature of the feed increases, it increases
the reaction kinetics and hence, the ethanol oxidation producing more yield. The
performance of fuel cell increases with cathode inlet temperature but irrelevant as
fuel temperature decreased. In the low-current region, the humidification plays a
major role when the operating or feed temperature is very high; it causes evaporation
inside the cell causing drying inside which reduces themass transport of ions through
the membrane so in order to keep the mass transfer smoothly. At 60 °C when both
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Fig. 14.3 Effect of anode and cathode fuel feed temperature on a voltage b power density of DEFC
in cross arrangement
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feed and cathode inlet temperature are same, it showedmore uniform and pronounced
effect of cathode temperature where it correlates with the previous analysis of having
the maximum output at temperature 70 °C.

Same is the case, when, comparing the power density of the fuel cell; the per-
formance is maximum when anode feed temperature is at the highest and cathode
temperature plays only a minor role in the analysis. When cathode temperature
increases the overall power densities, decreases as the feed temperature decreases.
Themaximumpower density obtained here is 0.00468W/cm2; inlet feed temperature
in the anode side is 90 °C and inlet feed temperature in the cathode side is 30 °C.

14.3.3 Effect of Cell Temperature

An increase in temperature of the fuel cell results in an increase in the performance.
This is due to a reduced value of activation overpotential and the enhanced reaction
kinetics of the system. The conductivity of the membrane, the electrode kinetics,
and the transport properties of the cell, is all functionally dependent on temperature.
Another potential change is in the diffusivity of the ethanolmoleculeswith an increase
in the temperature.

An increase in temperature could also give better OCV values. However, on
increasing temperatures above 80 °C, the proton conductivity decreases. This is
due to dehydration of the membrane, particularly Nafion® at elevated temperature.
Figure 14.4a and b show the polarization and power density curves for various tem-
peratures from 40–80 °C, respectively. It is obvious that a temperature of 70–80 °C
seems ideal for the best performance of the DEFC.

14.4 Conclusion

As inferred from the above results, inlet feed temperature of the anode and cathode
side and the cell temperature plays a crucial role in determining the maximum yield
of a fuel cell. In the cross arrangement, when the anode and the cathode side inlet
temperature at 90 and 30 °C, respectively, maximum power density is observed
and the power density observed is 0.00468 W/cm2. For the parallel arrangements,
the maximum power density observed is at 70 °C where power is 0.00416 W/cm2.
When the parameter is based on cell temperature, the maximum power density is
obtained at 80 °C which is the maximum temperature taken in the analysis. The
power obtained is 0.00562 W/cm2. It is clear from the above analysis that the power
obtained when maximizing the cell temperature is far better than the power obtained
by changing the inlet feed temperature of anode and cathode side. The above result
is by Andreadis [11] who has observed that as cell temperature increases, so does the
ethanol conversion and hence, higher power density is obtained. The cell temperature
study could only be conducted until 80 °C; as at temperatures above 90 °C, the
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Fig. 14.4 Effect of cell
temperature on a voltage
b power density of DEFC

Nafion membrane starts to deteriorate. Azmy [12] in his research has pointed out
that temperature variations affect all transport phenomena and reaction kinetics inside
the fuel cell and also came to a conclusion that as an operating temperature increases
the fuel cell, the performance improves. It can be explained that as the temperature
of the feed increases, the adsorption of ethanol molecules on the catalyst increases
effectively increasing the ethanol oxidation and hence, more power output. When at
low current the temperature inside the cell increases with the temperature of the feed,
evaporation rate increases making the cell dry and decreases the proton conductivity;
humidifier temperature optimizes the temperature and the water present in the cell.
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Chapter 15
Experimental Studies Involving Flow
Visualization Over Skewed Steps
and Aerospikes Using Water Channel

K. Sai Sarath, K. Dhananjayakumar, N. Sivateja and N. SaiBabu

Abstract Study onflowover skewed steps constitutes a vital branch of fluidmechan-
ics. In the present study, the size of the wake zone behind the skewed steps and
aerospikes of different shapes are visualized. Physics behind the wake zone with
and without aerospike attached to the blunt-shaped object is investigated for dif-
ferent velocities ranges from 5 to 20 cm/s. Pressure uphill, zone of influence, flow
separation and reattachment points are also observed for various skewed steps. Exper-
imental analysis is carried out by using water channel setup which is manufactured
to the designed dimensions. Work is further extended to determine drag force and
coefficient of drag for skewed steps. Plots drawnwith the velocities and zone of influ-
ence are analyzed with respect to different flow features. From the plots, it is clearly
observed that the vortex formation is less for an object attached with a hemispherical
spike.

Keywords Aerospike · Flow separation · Skewed step ·Water channel ·Wake
zone · Zone of influence

15.1 Introduction

Frequently researchers develop various techniques to understand the physics behind
the recirculation zone. Flow visualization technique is one of the techniques, which
is used mostly by the researchers in order to understand the flow features in both low-
speed and high-speed flow [1]. In the present paper, the same technique is applied
to understand the flow features over skewed steps and aerospikes which are attached
to the front nose of the various geometries. Nezu and Rodi [2] conducted a series of
experiments using laser Doppler anemometer and presented the data which would
help a lot for the researchers to go in-depth in understanding the turbulence inten-
sities and also it laid a foundation for the mathematical models. Rathakrishnan [3]
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conducted a set of experiments related to vortex formation and stated various def-
initions related to vortex length. Ahmed et al. [4] stated that spike attached to the
front of blunt-nosed body will reduce the drag drastically. Khaurna and Suzuki [5–8]
conducted a series of experiments and also extended their studies using aerospikes
attached to blunt-nosed bodies, and they clearly explained the difficulties faced due
to inertia in high-speed flows. Takama and Rathakrishnan [9] reported from their
studies that varying the size of geometry leads to change in wake zone size. From
their experiments, Saltzman et al. [10] concluded that there should be a reduction of
drag about 40% if the square-shaped geometry is replaced with the circular shape.
Sharma et al. [11] identified a twin-vortex formation behind the four plates using
water tunnel apparatus. Thanigalaraju et al. [12] conducted the experiments with
different geometrical tabs and reported that the formation of vortices more for flat
tab as compared to circular tab. Though a lot of work is done on various noncircular
geometries, work on flow features over skewed steps is limited. So, present work is
concentrated on the flow features over aerospikes of different geometries attached to
bluff-shaped body. Flow over skewed steps with various inclinations also discussed.
Comparison has beenmade for all the objects with respect to variation in geometrical
dimensions, velocity of flow, and angle of attack.

15.2 Experimental Methods and Material

Experiments are conducted in the fluid mechanics laboratory of K L University,
Vijayawada, on various shaped skewed steps and also on the aerospikes attached to
front nose of blunt-shaped body. Flow over the skewed steps and aerospikes attached
to front nose of blunt-shaped body is visualized using a water channel. In the present
paper, water is used as working fluid since the nature of behavior of water and air
is same when the flow is incompressible. A schematic and pictorial view of the
experimental unit is shown in Fig. 15.1. Water will flow from the overhead tank and
then flow through the stagnation chamber and spill over the wedge. The downstream
of the wedge is provided with 3 stainless steel wire screens having the holes of 4,
3, and 2 mm diameters, respectively in order to maintain the uniform flow velocity.
The models to be tested are placed in front of wire screens.

Fig. 15.1 Schematic and pictorial view of the experimentation unit
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Two-skewed steps models are having the dimensions of length × height of
50 mm × 10 mm and 55 mm × 12 mm, respectively are fabricated as shown in
Fig. 15.2. Experiments are conducted with different inclinations normal to the flow
direction as shown in Fig. 15.3. Visualization analysis is done for eachmodel to mea-
sure the flow velocity by floating particle method. All the experiments are performed
with velocities of 5, 10, 15, and 20 cm/s. For better visibility of flow, potassium per-
manganate color die is mixed with water by injecting it in front of the wire screens.

Fig. 15.2 Pictorial view of tested specimens

Pressure Uphill Wake zone 

Fig. 15.3 Flow visualization over the tested objects
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All flow patterns and their features (as shown in Fig. 15.3) over various skewed
step model are captured with a video camera to measure various parameters such as
pressure uphill, zone of influence, recirculation zone size, and vortex formation for
different flow velocities ranging from 5 to 20 cm/s. Further, the work is extended
for visualization of the flow features over aerospikes of different shapes attached to
the front nose of the blunt body. Drag force and coefficient of drag are estimated by
mathematical calculation for various models.

15.3 Results and Discussion

It is very essential to understand the flow features such as pressure uphill, zone of
influence, and recirculation zone size over the skewed steps. And also it is important
to estimate the drag force over aerospikes. It is also equally important to visualize
the flow attachment and separation point over all the noncircular objects.

Figure 15.4 shows the variation of pressure uphill size with flow velocity. It
is clearly understood that for bluff body and stepped model with 90° inclination,
pressure uphill size is increasing up to the velocity is 15 cm/s. It occurs due to the
creation of positive pressure ahead of the object. Then pressure uphill size decreases
till velocity reaches 20 cm/s. This is because of the reduction in the wake zone size
behind the object and also due to flow separation occurs behind the object. Comparing
all the models, it is observed that pressure uphill size is less for the step with 20°
inclination. This happens due to the formation of less number of eddies behind the
object.

Fig. 15.4 Variation of
pressure uphill with velocity
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Figure 15.5 shows the variation of recirculation zone size with the flow veloci-
ties. It is observed that for all the models, the recirculation zone size is increasing
till velocity approaches 15 cm/s. It is very interesting to see the flow pattern over
hemispherical spike. As flow approaches the spike, it changes its direction and the
recirculation zone is forming at behind the spike and size of the zone is very less
for all the velocities except at 5 cm/s. This leads to a reduction in drag force. From
Fig. 15.4, flow attachment and flow detachment can be visualized.

Figure 15.6 shows the variation of zone of influence with flow velocity. It is

Fig. 15.5 Variation of
Recirculation zone size with
velocity
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Fig. 15.6 Variation of zone
of influence with velocity
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Fig. 15.7 Variation of drag
force with velocity
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observed that the zone of influence is less up to velocity of 5 cm/s and then increases
marginally till velocity increases 15 cm/s. And then decreases up to 20 cm/s. It gives
clear indication of a reduction in drag force.

Figure 15.7 shows the influence of drag force with flow velocities for aerospikes
models (both square and hemispherical spike). It is observed that comparing both
square and hemispherical spike, reduction in drag force is much lower with hemi-
sphere spike. Drag force tends to increase with increase in velocity till 15 cm/s. After
that, the drag force decreases to 20 cm/s. This is due to the decrease in recirculation
zone size behind the hemispherical spike.

15.4 Uncertainty Analysis

Floating particle method is used to measure the velocity of flow and the error in the
measurement predicted to be less than ±2%. All the features like zone of influence,
pressure uphill, and recirculation zone size are about ±3% and uncertainty in the
dimensions as compared to the values taken from the images.

15.5 Conclusions

Flow visualization over skewed steps and aerospikes is done for various velocities
ranging from 5 to 20 cm/s. Pressure uphill size, zone of influence, recirculation
zone size, and Drag force increase up to 15 cm/s. Thereafter, all the parameters are
decreasing up to 20 cm/s. This shows that the velocity of flow above 15 cm/s gives
better results. Hemispherical spike will possess less drag, which gives positive output
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regarding the change in dimensions of the objects. The present study can be extended
for a different set of models with variation in dimensions and also variation of range
of velocity of flow.
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Chapter 16
Study on the Effective Removal
of Chromium VI via Polysulfone/TiO2
Nanocomposite Membranes and Its
Antifouling Property

Lovey Jacob, Tiza Moses, Shiny Joseph, Lity Alen Varghese
and Shankar Nalinakshan

Abstract By thermal induced phase inversion technique, polysulfone/TiO2

(psf/TiO2) nanocomposite membranes are prepared with N-methyl pyrroli-
done(NMP) as solvent and polyvinylpyrrolidone(PVP) as the porogen. The pre-
pared membranes are then undergone physical, morphological, thermal character-
ization studies using a universal testing machine, scanning electron microscope,
thermogravimetric analyzer, and X-ray diffractometer. Membrane properties such
as porosity, equilibrium moisture content, contact angle, flux rate, % rejection, and
its antifouling property are also determined. Polysulfone nanocomposite membranes
with 1%TiO2 is found to have a higher porosity, percentage of water uptake, mechan-
ical properties, and a lower contact angle. Polysulfone with 1% TiO2 is found to have
a higher performance with the flux rate of 75.714 l/m2 h along with the 94.045%
Cr(VI) ion rejection and a better antifouling property.

Keywords Ultrafiltration · Phase inversion · Nanocomposite membranes · TiO2

nanoparticle · Antifouling property

16.1 Introduction

In recent years, amount of highly toxic contaminants such as organic compounds,
dyes, heavy metals, and pesticides increases in the water resources due to human
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activities. These contaminants adversely affect the human health, and the separation
of these contaminants from water is found to be a complex process. Among all the
industrial wastes, tannery effluents are ranked as the highest pollutants and more
than 90% of leather production industries use chromium salts as tanning substances
[1]. Along with other pollutants, tannery effluent contains organic foulants which
may originate from the raw material or may introduce during the tanning processes
[2]. Various techniques were used to remove these contaminants from water. Among
these techniques, membrane separation is found to be more effective due to their low
capital cost, compactable design, and low energy consumption [3]. The main disad-
vantage of this technology is that membranes are susceptible to fouling. Polymeric
materials are still widely used materials for the preparation of membranes due to its
high thermal, mechanical, and chemical stability, good flexibility. Among different
polymeric materials, polysulfone is widely used for the water treatment applications
due to its high film-forming nature, low-cost, high mechanical and thermal stabil-
ity [4]. Since the hydrophobic nature of polysulfone results in severe fouling of the
membranes, several studies on the modifications of psf membranes are carried out by
the researchers to enhance the hydrophilicity of the membranes. From these studies,
it was found that the incorporation of inorganic particles such as ZrO2, TiO2, SiO2,
nanoclay [5–8] gives stable and better performances with improved hydrophilicity
and antifouling properties [9]. Today, many studies are focused on the incorporation
of TiO2 nanoparticles due to its self-cleaning, antibacterial, and photocatalytic prop-
erties [6]. Addition of polyvinyl pyrrolidone will act as a porogen which increases
the porosity, thereby enhancing the membrane flux rate [10].

16.2 Experimental

16.2.1 Materials

Polysulfone pellets were purchased from Sigma-Aldrich, USA; N-methyl pyrroli-
done and polyvinyl pyrrolidone were purchased from Otto chemicals, India, and
TiO2 nanoparticles from SRL, India.

16.2.2 Preparation of Polysulfone Membrane and Polyamide
Membranes

An adequate amount of polysulfone with solvent N-methyl pyrrolidone was taken in
a beaker and placed on a magnetic stirrer at 60 °C. The required amount of PVP and
TiO2 is taken and sonicated in a probe sonicator for the complete dispersion in the
solvent. This sonicated nanoparticle is fed into the beaker after all the polysulfone
pellets are dissolved in the solvent. A thin-film applicator is used to draw the solution
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into desired thickness of 200 µmmembrane on a glass plate, and it was immediately
dipped into the distilled water and kept in distilled water for 24 h for complete phase
inversion process.

16.2.3 Characterization Studies

Characterization studies were conducted for both neat and nanocomposite mem-
branes.Thepreparedmembraneswere tested formechanical properties in aShimadzu
Autograph Universal Testing Machine (UTM) according to ASTM standards. SEM
images were taken for analyzing surface morphology, and thermal characterizations
were done by TGA. Hydrophilicity measurement is carried out using goniometer.

The porosity and % water intake were calculated using the equation

P(%) = (W1 − Wo)/(ρAh) ∗ 100 (16.1)

EWC(%) = (W1 − Wo) × 100

W1
(16.2)

where P is the membrane porosity (%), ρ is the density of water 998 kg/m3, A is
the membrane surface area (m2), h is the thickness of the membrane (m), andW1 is
wet weight of the membrane andWo dry weight of the membrane (kg), respectively
[11].

16.2.4 Filtration Experiment

The performance and the antifouling properties of the membranes were conducted
in a cross-flow filtration unit. The effective area of the system is 42 cm2. Filtration
unit can be operated under the maximum pressure of 69 bar and the temperature up
to 90 °C. The performance of the fabricated membrane is evaluated using 5 ppm
chromium VI in distilled water (DI). The flux rate and % rejection are calculated
using the following equation

J0 = �V/Am ∗ �t (16.3)

R0(%) = (1−Cp/C f ) × 100 (16.4)

where Cp is the concentration of permeate solution and Cf is the concentration of
feed solution, and where J0 is the water flux in l/m2 h, Am is the effective area of
membrane in m2, �V is the volume of permeate solution in m3, and �t is the time
in h [12].
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Antifouling performance test was conducted using organic foulant BSA. The
experiment is conductedwith 100mg/l of BSA/DI solution, and flux rate is calculated
(J1). The membrane is then taken out for flushing, and then again conducted the
filtration test with distilled water DI(2) and the corresponding flux rate is noted
as J2. The antifouling performance is evaluated by calculating flux recovery ratio
(FRR), irreversible resistance (Rir), reversible resistance (Rr), and total fouling (Rt)
[13] of membrane fouling using equations,

FRR% = (J2/J0) ∗ 100 (16.5)

Rr % = [(J2 − J1)/J0] ∗ 100 (16.6)

Rir % = [(J0 − J2)/J0] ∗ 100 (16.7)

Rt % = [(J0 − J1)/J0] ∗ 100 (16.8)

where J0 is the initial flux rate.

16.3 Results and Discussions

16.3.1 Effect of Concentration of TiO2 on the Mechanical
Property of Nanocomposite Membranes

See Fig. 16.1.
Here, the weight composition of TiO2 nanoparticles varies from 0 to 2% and the

mechanical propertieswere evaluated. From the above graph, it was found that tensile

Fig. 16.1 Mechanical
properties for the neat and
nanocomposite membranes
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strength and % elongation of the nanocomposite membrane with 1% TiO2 are higher
than the neat membrane. As the amount of TiO2 nanoparticles increases, the mechan-
ical strength goes on increases to 1% and then starts decreasing. This improvement in
mechanical properties is due to the strong interfacial adhesion betweenTiO2 nanopar-
ticles and the polymer matrix. Further addition of TiO2 nanoparticles decreases the
membrane strength which may due to a lesser affinity between TiO2 nanoparticles
and polysulfone [14].

16.3.2 Effect on Porosity, %Water Uptake, and the Contact
Angle of Nanocomposite Membranes by Varying
the TiO2 Concentration

Membrane hydrophilicity and membrane porosity have a close relationship with
the membrane performance. Contact angle measurement directly relates to the
hydrophilicity of themembranes. A lower contact anglemeasurement corresponds to
higher hydrophilicity. From Figs. 16.2 and 16.3, it was found that porosity and water
uptake increases with increase in the TiO2 nanoparticle content up to 1% and then
starts decreasing. Likewise, contact angle decreases with increase in TiO2 nanopar-
ticle content up to 1% which corresponds to higher hydrophilic nature of nanocom-
posite membranes and beyond 1% contact angle increases. Increase in the porosity is
due to better solvent—nonsolvent diffusion which resulted in better hydrophilicity.
Above 1% viscosity overrule the rate of diffusion resulted in lower water uptake and
porosity and higher contact angle [4].

Fig. 16.2 %water uptake and porosity for nanocomposite membranes with varying TiO2 nanopar-
ticle content
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Fig. 16.3 Contact angle for
nanocomposite membranes
with varying TiO2
nanoparticle content

16.3.3 Effect of TiO2 on the Performance of the Membranes

Membrane performance study was conducted in a cross-flow filtration unit.
Figure 16.4 shows flux rate and % rejection of chromium VI of nanocomposite
membranes. From the figure, it was found that the nanocomposite membranes which
possessed higher porosity and hydrophilicity, possessed a higher flux rate. Mem-
brane surface entrapped with 1% TiO2 nanoparticle is more hydrophilic due to the
higher affinity of metal oxide to water. This resulted in a higher flux rate of the
nanocomposite membranes [15]. Above 1% TiO2 nanoparticle addition, it will clog

Fig. 16.4 Flux rate and rejection performance of nanocomposite membranes with varying TiO2
nanoparticle content
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Fig. 16.5 Antifouling
properties of psf and
nanocomposite membrane

the membrane pores, thereby decreasing the flux rate. % rejection of Cr (VI) is found
to be higher for the nanocomposite membranes with 1% TiO2, and above that, it
starts decreasing. The rejection of Cr ions is due to the adsorption of chromium
ions on to the surface of the membranes. Here, the rejection of chromium (VI) for
nanocomposite membrane is found to be higher than neat polysulfone membranes.

16.3.4 Antifouling Performance Study Using Organic
Foulant (BSA)

See Fig. 16.5.
The antifouling performance studywas conducted using organic foulant (BSA) for

1% TiO2 nanocomposite membrane and neat membrane. As the filtration is carried
out, the flux rate decreases for both nanocomposite membrane and neat membrane
due to the adsorption of BSA on the membranes. Since the nanocomposite mem-
branes are more hydrophilic than the neat membranes, the interactions between the
membrane surface and BSA would not be so strong so that it can easily remove from
the surface which results in the higher flux recovery ratio and a lower flux loss. Here,
% FRR increases from 58 to 85% and % total resistance decreases from 68 to 39%.

16.3.5 Morphological Characterization

16.3.5.1 SEM Micrographs

See Fig. 16.6.
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Fig. 16.6 SEM images of a neat membrane and b nanocomposite membrane

The figure shows the cross-sectional view of nanocomposite and neat membranes.
From the SEMmicrographs, it was found that themicrovoid channel length increases
by the addition of TiO2 nanoparticles as compared to neat membranes. The improved
solvent–nonsolvent interaction resulted in the enhancement of pores in the sublayer.

16.3.5.2 XRD

See Fig. 16.7.
From the XRD pattern, d-spacing value is calculated using Bragg’s law and it

was found that d-spacing value for nanocomposite membrane is higher than the neat
membrane. Higher d-spacing value confirms exfoliated membrane formation which
in turn indicates higher hydrophilicity of the membranes.

Fig. 16.7 XRD images of
neat psf membrane and 1%
TiO2 nanocomposite
membrane
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Fig. 16.8 TGA curves of
neat psf membrane and 1%
TiO2 nanocomposite
membrane

16.3.5.3 Thermogravimetric Analysis

See Fig. 16.8.
TGA curves of the psf membrane and nanocomposite membrane show that the

peak degradation temperature of pure polysulfone membrane is 475.52 °C and for
the nanocomposite membranes is 478.66 °C. This shows that the thermal stability
of the nanocomposite membrane is found to be higher than that of pure polysulfone
membrane.

16.4 Conclusion

In this work, ultrafiltration polysulfone membranes with the incorporation of varying
TiO2 nanoparticle content were prepared and performance studies were conducted
for efficient chromium removal. Here, morphological characterisation studies show
that the incorporation of TiO2 nanoparticle increases the length of the microvoid
channels which indicates the hydrophilicity of the membrane. XRD pattern reveals
the information about the formation of an exfoliated membrane which also gives the
indication of hydrophilicity of the nanocompositemembranes. TGAcurves show that
the addition of TiO2 nanoparticle improves the thermal stability of the membrane.
From thefiltration studies, itwas found that nanocompositemembraneswith 1%TiO2

nanoparticles are having a higher flux rate of 75 l/m2 h and a higher % rejection of
94% along with higher antifouling performance when compared to neat polysulfone
membranes.
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Chapter 17
Modelling and Optimization of Industrial
Scale Membrane Steam Reformer
for Production of Hydrogen

S. Arun Senthil, N. Arun Prem Anand and S. Sundaramoorthy

Abstract With increasing demand for hydrogen as an environmentally friendly
fuel, the catalytic steam reforming of natural gas is gaining prominence as the most
attractive processes for production of hydrogen. In the conventional catalytic steam
reformer (CSR), the maximum achievable conversion is limited by equilibrium. This
limitation is overcome in a membrane steam reformer (MSR), in which the equi-
librium is shifted towards higher methane conversion by continuously removing
hydrogen from the reaction site and letting it permeate out through a palladium
membrane. In spite of this advantage, no industrial scale application of MSR has so
far been reported and this is mainly due to high cost of preparation of Pd membrane.
In this work, a mathematical model is developed to represent the industrial scale
operation of a MSR. The model is simulated to analyse the effect of various oper-
ating parameters on performance of MSR. An optimization study is carried out to
obtain the optimum values of operating parameters at which the methane conversion
is maximum. Effect of increasing the area of Pd membrane on the performance of
MSR is studied. It is shown in this work that it is possible to achieve up to 99.9%
methane conversion in MSR.

Keywords Catalytic steam reformer · Clean energy · Hydrogen production ·
Membrane steam reformer · Modelling · Optimization

17.1 Introduction

The demand for hydrogen as a clean fuel will be on the rise in future, when fuel cell
technology becomes an economically viable alternative for large-scale generation of
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electric power. With abundant availability of natural gas resources across the globe,
catalytic steam reforming (CSR) process is expected to gain prominence as an attrac-
tive process for conversion of methane to hydrogen. However, maximum achievable
conversion in a conventional catalytic steam reforming process is limited to the equi-
librium conversion, which is reported to be around 60% only in industrial operations
[1]. Thus, there is a need to intensify the steam reforming process and achieve a
higher methane conversion for meeting higher hydrogen demand projected in future.
One of the ways by which this can achieved is to place a palladium membrane in
the catalytic reactor bed, let the hydrogen permeate through it and pass out of the
reaction site. This allows the reaction equilibrium to shift towards higher production
of hydrogen. Thus, a conventional catalytic steam reformer (CSR) can be suitably
modified into a membrane steam reformer (MSR) by placing a Pd membrane in it.

A number of experimental and simulation studies have been reported in the lit-
erature [2] on laboratory scale membrane steam reformers. However, there is no
evidence in the literature on any industrial scale application of MSR technology. As
of now, high cost of preparation of Pdmembrane [3] is a reasonwhyMSR technology
has not found its place in industry for production of hydrogen. However, cost of palla-
diummembrane may be expected to come down in future as the number of industrial
applications of MSR goes up. In the absence any industrial scale application of MSR
reported at present, this work addresses the need to develop a mathematical model
that represents the industrial scale operation of a membrane steam reformer (MSR).
Such a model is essential for evaluating the feasibility of replacing the existing CSR
technology by MSR technology for production of hydrogen.

In this work, amathematicalmodel for an industrial scale side fired catalytic steam
reformer (CSR) reported in literature by Rajesh et al. [1] is taken as a reference to
suitably modify and represent an industrial scale membrane steam reformer (MSR).
As compared to other models reported in literature [2] that represent laboratory scale
MSRs, themathematical model developed in this work is more appropriate for analy-
sis of industrial scale operations. Model is simulated using MATLAB to evaluate the
effect of various operating conditions on methane conversion. Optimization stud-
ies are carried out to obtain the optimal values of operating parameters at which
the methane conversion is maximum subject to various operational constraints and
bounds.

In Sect. 17.2, details about the construction of industrial scale Membrane Steam
Reformer (MSR) and the kinetic rate equations for the steam reforming reactions
are presented. Detailed derivations of model equations for the MSR are presented in
Sect. 17.3. Studies conducted on simulation and optimization of MSR operations are
explained inSect. 17.4.Results are presented anddiscussed inSect. 17.5. Section 17.6
summarizes the conclusions drawn from this study.

17.2 Membrane Steam Reformer (MSR)

In this work, the industrial scale side fired catalytic steam reformer reported in Rajesh
et al. [1] is suitably altered to represent the membrane steam reformer (MSR). The
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Fig. 17.1 Annular reactor
tube in MSR

Reactor Feed

Sweep Gas (Steam)

Sweep Gas + Hydrogen

Reactor Exit

Pd Memb. Catalyst Pellet

BurnerFlame

dZ

Tube Wall

reformer has nt = 176 numbers of annular tubes (Fig. 17.1) of length L = 11.95 m
placed in a large refractory-lined furnace. The inner and outer diameters of the tube
are, respectively, di = 79.5mm and do = 102mm. The annular section of the
tube is the reactor filled with Ni on Al2O3 catalyst pellets of equivalent diameter
DP = 17.4mm. The inner tube of radius ro is an empty tube made of palladium
membrane of thickness δ = 7.5µm supported on porous stainless steel. The furnace
has nb = 112 burners supplied with fuel and air at temperature Tg to heat the outer
wall of the annular reactor tube. The feed to the reactor is passed into the annular
section at a rate of F kmol/h. The feed gas is a mixture of CH4, H2O, recycled CO2,
recycled H2 and N2. FCH4 is the molar feed rate of methane. S/C, H/C, D/C and N/C
are, respectively, the molar ratios H2O/CH4, H2/CH4, CO2/CH4 and N2/CH4 in the
feed gas. H2 produced in the annular reactor section permeates through Pdmembrane
wall into the inner tube at a molar flux of JH2 (kmol/h/m2) described by Sieverts law
as

JH2 = Qo

δ
exp

(
− EP

RT

)((
PyH2

)0.5 − (
PpyH2 p

)0.5)
(17.1)

where P is the annular section gas pressure, Pp is the permeate gas pressure, yH2 is
mole fraction of hydrogen in annular section and yH2p is mole fraction of hydrogen
in permeate. Values of Qo and Ep are taken from Johannessen et al. [4].

Following chemical reactions occur in the annular reactor section
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CH4 + H2O = CO + 3H2

CO + H2O = CO2 + H2

CH4 + 2H2O = CO2 + 4H2

The kinetic rate equations ri (kmol/kg catalyst/h) for the three reactions (i =
1, 2, 3) reported by Xu and Froment [5] are used in this work. The rates of formation
of chemical species Ri (i = CH4,H2O,CO,CO2,H2) are related to ri through
reaction stoichiometric coefficients as follows

RCH4 = −r1 − r3 (17.2a)

RH2O = −r1 − r2 − 2r3 (17.2b)

RCO = r1 − r2 (17.2c)

RCO2 = r2 + r3 (17.2d)

RH2 = 3r1 + r2 + 4r3 (17.2e)

17.3 Mathematical Model of MSR

A mathematical model for the industrial scale membrane steam reformer (MSR) is
developed in this work by suitably modifying the model equations for a side fired
industrial scale catalytic steam reformer reported by Rajesh et al. [1]. Variations of
gas phase temperature, pressure and compositions in the radial direction are ignored.
The solid catalyst phase is assumed to be homogeneous. The catalyst effectiveness
factor η is taken as equal for all the three reactions and a value of 0.03 reported in E.
Johannessen et al. [4] is assigned to it.

Model equations for annular reactor channel:
Taking over all mass balance across section dZ, we get

dG

dz
= −

(
4πroL

Ac

)
JH2 (17.3)

Here G is mass velocity (kg/hr/m2) of gas, Ac is cross-sectional area (m2) of the
annular reactor channel and z = Z

L is dimensionless distance from inlet.
Taking component molar balance across section dZ, we have
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d(v1Ci )

dz
= Lρbηi Ri i = CH4,H2O,CO,CO2 (17.4)

d(v1Ci )

dz
= Lρbηi Ri −

(
2πroL

Ac

)
JH2 i = H2 (17.5)

where v1 is gas velocity (m/hr), Ci is concentration (kmol/m3) of ith compound in
the gas mixture and ρb is catalyst bed density (kg catalyst/m3). Define xi as

xi = yi
M

i = CH4,H2O,CO,CO2,H2 (17.6)

where yi is mole fraction of ith component, M is average molecular weight written
in terms of individual component molecular weights and mole fractions as,

M = yN2MN2 + yCH4MCH4 + yH2OMH2O

· · · + yCOMCO + yCO2MCO2 + yH2MH2 (17.7)

Writing Eqs. (17.4) and (17.5) in terms of xi , we have

dxi
dz

= Lρbηi Ri

G
+ xi

G

(
4πroL

Ac

)
JH2 i = CH4,H2O,CO,CO2 (17.8)

dxi
dz

= Lρbηi Ri

G
+ (2xi − 1)

G

(
2πroL

Ac

)
JH2 i = H2 (17.9)

Values of yi for any xi is calculated by solving Eqs. (17.6) and (17.7) simultane-
ously.

Taking heat balance across the section dZ, we get

dT
dz

= L

GCpg

⎡
⎣(

πDiU

Ac

)(
Twi − T

) + ρb

I I I∑
j=I

η j r j
(−�Hj

) · · · −
(
Um (2πro)

Ac

)
(T − Tp)

⎤
⎦ (17.10)

Here, T is gas temperature in outer annular reactor channel, TP is gas temperature
in inner permeate tube, Di is inner diameter of the outer tube, Cpg is average specific
heat capacity (kj/kg/K) of gas, (−�Hj ) is heat of reactions (kJ/kmol) and U is
annular side heat transfer coefficient (kj/h/m2/K) calculated using the correlation
reported in [1], Um is overall heat transfer coefficient for transfer of heat occurring
from the annulus to the inner membrane tube and Twi is inner wall temperature of
the outer annular tube calculated by solving simultaneous steady-state equations for
radiative, conductive and convective heat transfer across the outer tube wall [1].

Pressure drop in the annular reactor section is calculated using Blake–Plumer
equation applicable for turbulent flow of fluid trough packed bed
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dP

dz
= −1.75LG2(1 − εb)

ϕs Dpε
3
bρg

(17.11)

Here, φs is sphericity of catalyst pellet, εb is bed porosity and ρg is density (kg/m3)
of gas.

Model equations for inner membrane tube:
Taking hydrogen mole balance across the section dZ in the inner membrane tube,

we get

dyH2 p

dz
=

(
2πroL

(
1 − yH2 p

)
Gp

)
JH2 (17.12)

where GP is molar flow rate (kmol/hr/m2) of permeate gas (mixture of hydrogen and
steam) per unit cross-sectional area AP of the membrane tube

Gp =
(ms

18

) 1

1 − yH2 p
(17.13)

Here, ms is mass flow rate (kg/h/m2) of steam per unit cross-sectional area AP of
the membrane tube.

Taking steady-state heat balance across section dZ in the permeate tube, we get

dTp

dz
=

(
(2πroL)Um

GpCpp

)
(T − Tp) (17.14)

Here, Cpp is average molar specific heat capacity (kj/kmol/K) of permeate gas.
Overall heat transfer coefficient Um is related to outer annular side heat transfer
coefficient U and inner tube side heat transfer coefficient h p as

1

Um
= 1

U
+ 1

h p
(17.15)

Dittus-Boelter equation is used for calculating inner tube side heat transfer coef-
ficient h p

h p = 0.023
kp
dp

(
Gpdp

μp

)0.8(
C ppμp

kp

)0.33

(17.16)

Pressure drop in the inner permeate tube is

dPp

dz
= −4 f L

dp

(
v2p
2g

)
(17.17)
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where dp = 2ro is the membrane tube diameter and

vp =
(

Gp

ApCtp

)
(17.18)

Ctp =
(

Pp

RTp

)
(17.19)

f = 0.046

(
Gpdp

μp

)−0.2

(17.20)

Here, GP is mass velocity (kg/hr/m2), kp is thermal conductivity and μp is vis-
cosity of permeate gas. f is the tube side friction factor calculated using Blasius
correlation (17.19) applicable for turbulent flow through a circular tube.

17.4 Simulation and Optimization of MSR Operations

Total volumetric catalyst holdup Vc in the reactor tube without accounting for the

volume of permeate tube is Vc = πd2
i

4 L , where di = 79.5mm. Area of palladium
membrane per tube is Am = 2πroL . In this work, we want to study the effect
of increasing palladium membrane area Am on the overall conversion of methane,
keeping the total volume of catalyst Vc in the bed constant. This is achieved by
varying the inner diameter of the outer annular tube Di as γ times di , i.e., Di =
γ di . Correspondingly, the radius ro of the inner permeate tube is varied as ro =
di
2

√
γ 2 − 1. Thus, by increasing the parameter γ , area of the palladium membrane

in the MSR is increased with total catalyst holdup volume kept constant.
Model equations derived in Sect. 17.3 are solved to simulate the performance of

MSR for various operating conditions. Simulation is carried out using MATLAB®
R2015a. Function subroutine ode15 s is used to solve 11 numbers of simultaneous
stiff ordinary differential Eqs. (17.3), (17.8), (17.9), (17.10), (17.11), (17.12), (17.14)
and (17.17) to obtain the profiles ofmole fractions, temperature andpressure along the
reactor length for various feed and operating conditions. Main factors that influence
the performance of MSR operation are feed gas temperature Ti , feed gas pressure Pi ,
furnace gas temperature Tg , steam tomethane ratio in feed S/C, hydrogen to methane
ratio in feed H/C, permeate feed temperature Tpi , permeate feed pressure Ppi and
sweep ratio Sr which is the ratio of feed rate of sweep gas (steam) to the feed rate of
methane.

An attempt ismade in thiswork to optimize the performance ofMSR for achieving
maximum methane conversion (Mc) for a fixed methane molar feed rate of FCH4 =
1000 kmol/h and fixed values of D/C = 0.091 and N/C = 0.02. Optimal values
of operating conditions are calculated subject to certain operational constraints and
bounds. Based on the creep limit on alloy steel tubes to avoid rupture, an upper bound
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on outer wall temperature is set as Two ≤ 1200K [1]. An upper bound on the total
molar gas feed rate of F ≤ 5000 kmol/h is fixed to avoid excessive pressure drop in
the annular channel. Here,

F =
(
1 +

(
S

C

)
+

(
H

C

)
+

(
D

C

)
+

(
N

C

))
FCH4 (17.21)

Following operational constraints and bounds, reported in Rajesh et al. [1] for
industrial scale catalytic steam reformer are used in this work.

725 ≤ Ti ≤ 900K

2400 ≤ Pi ≤ 3000 kPa

2.0 ≤ S/C ≤ 6.0

0.01 ≤ H/C ≤ 0.5

1375 ≤ Tg ≤ 1650K

Constraints and bounds set on other operating variables are as follows

1.0 ≤ Sr ≤ 3.0

600 ≤ Tpi ≤ 800K

200 ≤ Ppi ≤ 300 kPa

The constrained optimization problem formulated in this work is solved using
the MATLAB optimization routine fmincon. The palladium membrane area Am is
varied by changing the value of γ . Optimal values of feed and operating conditions
are calculated for different values of γ in the range of 1.20 ≤ γ ≤ 2.00.

17.5 Results and Discussions

Optimum values of feed and operating parameters and the corresponding values of
methane conversion calculated for different values of γ are listed in Table 17.1.
A maximum of 99.9% methane conversion is obtained for γ = 2. As the value
of γ is increased from 1.75 to 2.00, corresponding increase in the value of methane
conversion achieved is only 0.1% (99.8–99.9%). Such an insignificant rise inmethane
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Table 17.1 Optimum values of operating parameters and methane conversion for different values
of γ

Operating parameters γ = 1.20 γ = 1.55 γ = 1.75 γ = 2.00

Tg(K ) 1650.0 1649.7 1630.4 1606.7

Ti (K ) 879.2 900.0 900.0 900.0

Pi (kPa) 3000.0 2990.8 2988.5 2539.7

S/C 3.879 3.768 3.863 3.647

Sr 2.991 2.999 2.971 3.000

Tpi (K ) 800.0 794.1 800.0 793.1

Ppi (kPa) 200.0 200.0 200.0 200.0

Mc(%) 82.4 98.1 99.8 99.9

conversion does not justify the additional palladium cost associated with increasing
the value of γ beyond 1.75. So a value of γ > 1.75 is not economical.

A decreasing trend in the furnace gas temperature Tg and the feed gas pressure
Pi is observed on increasing the value of γ . This implies that the cost associated
with heating of furnace gas and compression of feed gas gets reduced as the area of
palladiummembrane is increased. A systematic cost analysis is essential for arriving
at an optimal value for γ corresponding to which the advantage of excess methane
conversion and reduced operating cost nullifies the additional fixed cost incurred for
palladium membrane.

17.6 Conclusions

An attempt is made in this work to develop a mathematical model to represent an
industrial scale operation of a membrane steam reformer (MSR). Simulation studies
carried out in this work to analyse the effect of increasing Pd membrane area on the
optimal performance of MSR showed that a methane conversion of up to 99.9% can
be achieved in MSR. In spite of this advantage of high methane conversion, MSR
technology has not found its place in industry and this is mainly due to the high cost
of preparation of Pd membrane. This scenario is expected to change in future when
MSR technology becomes an economically viable choice for large scale production
of hydrogen. In this context, the results presented in this work is very significant for
evaluating the techno-economic feasibility of MSR as an alternative to conventional
catalytic steam reformer for production of hydrogen.
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Chapter 18
Comparison of Household Energy
Consumption Pattern in Residential
Buildings

G. A. Sonawane and K. S. Gumaste

Abstract Energy in various forms has become the need to survive for man. In
order to attain comforting lifestyle, conventional and non-conventional resources are
utilized to fullest. In the household sector, energy is utilized for various purposes
like thermal comfort, kitchen utilities, entertainment, lighting, personal care utili-
ties, etc. The consumption pattern for each individual household is different. This
pattern varies with the income, standard of living, size of the family, and stock and
usage of functional utility appliances, etc. In this paper, energy consumption pattern
of 24 sample households (classified into three categories) is compared for various
functional utilities based on usage of appliances.

Keywords Energy · Household energy consumption · Energy conservation ·
Survey questionnaire · Classification of households

18.1 Introduction

India is a rapidly growing economywhich needs energy to meet its growth objectives
in a sustainable manner. The Indian economy faces significant challenges in terms
of meeting its energy needs in the coming decade. According to energypedia survey
(2012), India is 8.3%deficient to supply energy efficiently. Energy sector is one of the
most critical components of an infrastructure that affects India’s economic growth
and therefore is also one of the largest industries in India. India has the fifth largest
electricity generating capacity and is the sixth largest energy consumer amounting
for around 3.4% of global energy consumption. India’s energy demand has grown at
3.6%pa over the past 30 years. The consumption of the energy is directly proportional
to the progress ofmanpowerwith ever-growing population, improvement in the living
standard of the humanity, and industrialization of the developing countries.
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The amount of energy we use in our homes mainly depends on the climate where
we live and the types and number of energy-consuming devices we use. The number
and variety of ways we use energy in homes is changing rapidly. Energy use for
air conditioning has doubled. Households currently plug in more appliances and
electronics at home than ever before. While refrigerators and cooking equipment
have long been standard in homes, the ownership of appliances such as microwaves,
clothes washers, and dryers has increased over the past 10 years. It is increasingly
common for homes to usemultiple televisions and computers. Additionally, the home
electronics market is constantly innovating, and new products such as DVRs, game
systems, and rechargeable electronic devices are becoming ever more integral to our
modern lifestyle. As a result of these changes, appliances and electronics (including
refrigerators) now account for nearly one-third of all energy used in homes. Natural
and electricity are the most-consumed energy sources in homes. Electricity, which
is used for heating and cooling, also lights our homes and runs almost all of our
appliances including refrigerators, toasters, and computers.

The—Operational Energy‖ is the amount of energy required to run the building
over its design life and includes electrical appliances such as air-conditioners, hot
water systems, refrigeration and lighting, and the fuel consumption for completion
of daily household chores. The utilization of this operational energy varies from indi-
vidual to individual depending on lifestyle, income, awareness, and attitude toward
the same. Currently, lighting accounts for approximately 30% of total residential
electricity use, followed by refrigerators, fans, electric water heaters, and TVs.

Generally, an economy is divided into three basic income groups, viz. high-
yielding,moderate-yielding, and low-yielding income group.More income enhances
the stock of more no. of appliances and more utilization of private vehicles for travel-
ing on regular basis. The hike in consumption of energy leads to increase in utilization
of more fossil fuels directly or indirectly increasing the carbon emissions contribut-
ing to environment. Another approach uses micro-level data that reflect individual
and household behavior; this may be referred to as a microeconomic approach.

18.1.1 Literature Review

Guan et al. [1] measured the standby power for selected set of appliances. The author
carried out fieldmeasurement of standby and operational power for range of electrical
appliances using energymonitor 3000.Applianceswere divided into two groups. The
first group was electrical appliances which are not covered by Australia’s Minimum
Energy Performance Standards (MEPS). The second group was white goods which
are included in the MEPS but are not typically operated continuously. According to
the author, an electrical appliance can be in operational mode, active standby mode,
passive standby mode, or off mode and measurements for the study were taken
when the devices were at lowest electrical power consumption while connected to
the mains, i.e., passive standby mode. It was found that different types of electrical
appliances, or different brands of a given type of appliance, use significantly different
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amounts of operating power and standby power. For most tested appliances, standby
power usage was still well above the national goal of 1 W or less. With the exception
of home audio systems, the study also found that the electrical appliances were using
more operating energy than standby energy [1].

Saele and Grande [2] carried out a pilot study in Norway taking 40 sample house-
holds for the study. The metering system in Norway is on hourly basis and the units
charges consumed are appliedmaximum for the peak hours. The author set reminders
for the peak hours to be known by the households using El-button on the electrical
appliances. The experiment resulted in deduction of the peak hour demand for elec-
tricity reducing the rate of charges per unit consumption for the sample households.
Thus, increased demand side participation in the power market improved the market
performance, and expected demand response included in the market bids on equal
terms with respect to power production [2].

Dash [3] analyzed the impact of income on energy consumption for high-, low-
and moderate-yielding group of sample households in Bhubaneswar, Odisa. The
author considered consumption of energy in the household sector in terms of usage
of the electric appliances and the fuels used for running of vehicles and other domes-
tic purposes for all the income groups. The study was concluded defining that the
electrical energy consumption is directly proportional to income of the households,
whereas the consumption of fuel in form of both LPG and kerosene was maximum
for moderate-yielding income group. The low-income group has maximum utiliza-
tion of kerosene for lighting purpose. The author has not mentioned the methodology
and database clearly which demonstrate inadequate information to understand the
research [3].

Tewathia [4] conducted a survey of 395 households in north east, west, central,
and southern areas of Delhi on consumption of electricity with respect to factors
like income of the household, size of the house, stock and usage of appliances,
dwelling size, size of family, and time spent out by the family members, etc. The
author has also shown varying consumption of electricity for summer, winter, and
other (monsoon, spring, and autumn) seasons. The primary survey was carried out
with a questionnaire for the electricity consumption of households. An inverted
U-shaped nonlinear temperature electricity curve defines that the consumption for
electricity was maximum in summer season for all the economic classes. The above
study concludes that the consumption of electricity was maximum in summer for
all the economic classes and the high-income group contributed maximum for the
consumption [4].

Mohan and Sil [5] evaluated electricity consumption of 51 households inMumbai
MetropolitanRegion (MMR)based on a survey collected throughpersonal interviews
and emails. A household energy performance index was formulated which compared
the electricity consumption for households of equal ability. The important factors
considered for formulation of index were per capita per month consumption and
number of people living in the dwelling. The outcomes of HEPI showed that it can
be related to the area of the household and is directly proportional. The area of
the houses can then be used to limit the power consumption. The area more than
1000 sq.ft. can have HEPI of maximum 0.5. The area of the house between 500 and
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1000 sq. should be up to 0.45 and that of houses less than 500 sq.ft. should have
maximum HEPI of 0.4. Classifying the findings of HEPI and area of houses in the
three main areas of MMR, i.e., the Mumbai area, Thane, and Navi Mumbai, found
that the HEPI was almost equal in spite of great the variation in area of houses in all
the three areas [5].

Papachristos [6] explored the effect of smart meter introduction, appliance effi-
ciency, and consumer behavior on reducing electricity consumption in the Nether-
lands. The author has combined two perspectives: a socio-technical approach and
a bottom-up simulation approach. The range of scenarios explored the interplay
between efficiency, smart meter diffusion, and consumer behavior. Effect on elec-
tricity consumption suggested that further effort is required to control and reduce it.
Insights from the paper suggest that future studies should disaggregate with respect
to a number of factors [6].

Literature review reveals that numerous case studies and test caseswere carried out
in order to determine the operational energy consumption for various places in India
and in other countries as well. Seasonal variation is also represented with respect to
income of high-yielding, moderate-yielding, and low-yielding income groups. Also,
various energy-efficient methods to reduce the peak hour demand were introduced
in some of the case studies. Smart metering system and consumer behavioral study
were cost-effective analyses eventually reducing the carbon emissions.

18.1.2 Energy

Energy has become the basic need for survival of man. Energy can neither be created
nor be destroyed but can be transferred from one form to another form of energy.
Conversion of energy from conventional and non-conventional energy resources to
electrical energy is a very common practice. As per convenience, this electrical
energy is used for various appliances satisfying comfort levels of human. India’s
electricity generation from 1950 to 1985 was very low when compared to developed
nations. Since 1990, India has recorded faster growth in electricity generation. India’s
electricity generation has increased from 179 TW-h in 1985–1057 TW-h in 2012.
Power generation by coal fired plants and non-conventional renewable energy sources
(RES) hasmainly contributed to the growth in the total electricity generation,whereas
the contribution from natural gas, oil, and hydro plants has decreased in the last five
years (2012–2017). The gross utility electricity generation (excluding imports from
Bhutan) is 1236 billion kWh during the year 2016–2017 against the corresponding
actual generation of 1168 billion kWh during the year 2015–2016 with 5.81% annual
growth [7].
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18.1.3 Residential Buildings

A building or edifice is a structure with a roof and walls standing more or less
permanently in one place, such as a house or factory. Buildings come in a variety of
sizes, shapes, and functions, and have been adapted throughout history for a wide
number of factors, from building materials available, to weather conditions, to land
prices, ground conditions, specific uses, and aesthetic reasons. Types of buildings can
be classified based on their utility are as commercial, industrial, religious, residential,
educational, etc.

A building should be regarded as residential building when more than half of
the floor area is used for dwelling purposes. Other buildings should be regarded
as non-residential. Two types of residential buildings can be distinguished—houses
(ground-oriented residential buildings): comprising all types of houses (detached,
semi-detached, terraced houses, houses built in a row, etc.) each dwelling of which
has its own entrance directly from the ground surface—other residential buildings:
comprising all residential buildings other than ground-oriented residential buildings
as defined above.

18.1.4 Operational Energy

The operating energy of a building is—the amount of energy that is consumed by a
building to satisfy the demand for heating, cooling, ventilation, lighting, equipment,
and appliances‖. In simple terms, once the building is occupied, the energy utilized
by the members living in the building till the building is demolished can be termed
an operational energy of a building.

18.1.5 Economic Variation

The population in India can be broadly classified into three categories:
High-income group: income is +10 lakhs per annum; moderate-income group:

income is 2–10 lakhs per annum; and low-income group: income is less than 2 lakhs
per annum As the income of the household is more, the standard of living increases
leading to usage of more appliances to achieve comfort level. Thus, income group
plays a leading role in energy consumption.
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18.1.6 Energy-Efficient Devices

Appliances can account for up to 30% of your home energy use. As our reliance on
appliances increases and energy prices are also on the rise, choosing energy-efficient
appliances becomesmore important. The national standards for energy efficiency are
improving the environmental performance of appliances all the time, so upgrading to
a more efficient appliance can save you energy andmoney. It is not only about having
the right product—how you use appliances in your home can make a big difference.
For example, washing your clothes with cold water can save up to five times more
energy than a warm wash.

18.2 Methodology

18.2.1 Selection of Sample Households

A questionnaire survey was done for randomly chosen households based on acces-
sibility, locality, no. of appliances, frequency of usage, and duration for which the
appliances are utilized and further screening was done and 24 sample households
were chosen (eight samples of each yielding group). Sample of questionnaire is
attached in the Annexure 1.

18.2.2 Classification of Households Based on

18.2.2.1 Number of Appliances

The classification of list of appliances is given below. The appliances considered
are grouped together as per their need to be used for defined function as functional
utilities (Table 18.1).

18.2.2.2 Based on the Number of Appliances, the Households Were
Classified into Three Types

HIG: Households with +70% of appliances
MIG: Households with 30–70% of appliances
LIG: Households with less than 30% of appliances.
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Table 18.1 Classification of
appliances into functional
utilities

Kitchen appliances 1 Water purifier

2 Electric chimney

3 Mixer/grinder/juicer

4 Microwave

5 Refrigerator

6 Exhaust fan

Entertainment 7 Music system

8 DVD player

9 Mobile phones or tablets

10 Computer

11 Laptop

12 Television

Lighting 13 CFL

14 LED

15 Tube light

16 Tungsten bulb

Thermal comfort 17 Ceiling fan

18 Wall mounted fan

19 Table fan

20 Cooler

21 A/C

Personal care utilities 22 Hair straightener

23 Trimmer

24 Blow dryer

25 Iron

Others 26 Motor/pump

27 Vacuum cleaner

28 Washing machine

29 Exercising unit

30 Mini floor mill

18.2.2.3 The Income of the Households

HIG: Income is more than 10 lakh rupees per annum.
MIG: Income lies between 2 and 10 lakh rupees per annum.
LIG: Income is less than 2 lakh per annum.
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18.2.3 Data Collection

Data collection was done by questionnaire survey. Also, the photograph of light bills
of the households was collected for the month of September, October, November,
and December.

As per the information provided in the questionnaire, the number of units con-
sumed by each functional utility was calculated and the total was cross verified with
the number of units on the light bill for the respective month.

18.2.3.1 Sample Calculation

Sample calculation is attached in the Annexure 2.
The sample calculation is the detailed representation of energy consumption based

on the questionnaire survey. The total number of calculated units of energy consumed
is tallied with number of units consumed by the households as per the electricity bill
for the respective month.

The sample bill for the respective sample calculation is attached in Annexure 3

18.3 Results

As shown in the sample calculation, similar data collection was carried out for each
of the 24 sample households and the total units consumed for each functional utility
is estimated. A comparison sheet was prepared for each of the months September,
October, November, December, and January with a detailed comparison with unit
consumption for each functional utility (Fig. 18.1).

Sample comparison sheet for September is attached in Annexure 4.
The above graph explains the total energy consumption pattern in each of the eco-

nomic classes. The drop in the consumption pattern for high-income group (HIG)
with the progressing months was observed since the usage of appliances of ther-
mal comfort like fan has reduced. The reduction in the temperature on the months
of November, December, and January is noticeable. For moderate-income group
(MIG), reduction in usage is sudden due to thermal comfort appliances and kitchen
appliances. An increase in the lighting utility is observed for all the income groups
since the natural light is not adequate enough in the months of November, Decem-
ber, and January. The HIG and some of the MIG sample households are aware of the
energy-efficient lighting system. Whereas, LIG sample households use conventional
lighting appliances leading to increase in number of units consumed due to lighting
appliances (Fig. 18.2).

The average energy consumption as per the classified functional utilities is
expressed in the above graph. Kitchen utilities contribute maximum since the usage
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Fig. 18.1 Total average energy consumption

Fig. 18.2 Comparison of average energy consumption for functional utilities
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of appliances consuming power like microwave oven, electric chimney, and juicer
refrigerator is more frequent for more duration compared to MIG and LIG.

The usage of the personal care utilities is more in MIG since the sample house-
holds cannot afford frequent visits to expensive salons or laundry expenses like
HIG samples. The usage of self care or grooming appliances like Hair Straightner
(Fig. 18.3).

The above graph shows energy consumption for HIG. Kitchen appliances like
microwave oven, mixer juicer, and electric chimney are used more frequently in HIG
and thus kitchen appliances havemaximumcontribution. The contribution fromother
appliances varies with personal usage habits of sample households (Fig. 18.4).

The personal utility consumption is maximum in case of MIG since this group
cannot afford visiting expensive salons frequently to groom themselves. The enter-
tainment appliances consumption is more contributed due to usage of television by
housewives compared to HIG (Fig. 18.5).

The number of units consumed in personal utilities and others for LIG is observed
to be negligible and zero, respectively. The reason for this is low-incomegroup cannot
afford appliances falling in this category.

Fig. 18.3 Energy consumption pattern for high-income group
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Fig. 18.4 Energy consumption pattern for moderate-income group

Fig. 18.5 Energy consumption pattern for low-income group
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18.4 Conclusion

1. The energy consumption for high-income group is more than moderate-income
group and low-income group.

2. Pattern of consumption showed that thermal comfort appliances contribute more
to the consumption for MIG and LIG compared to HIG due to unawareness
regarding energy-efficient appliances. Also, the construction of HIG sample
households is done considering factors like natural lighting compared to MIG
and LIG. As the durability and energy efficiency of lighting appliances increase,
the cost of the appliances is more, which is not affordable for all MIG samples
and LIG samples.

3. Other appliances contribution varies in each of the classes based on the standard
of living, habits, number of members in the family, area of the sample household,
and frequency of usage of sample as per the need.

Acknowledgements I would like to express gratitude toward TEQIP phase 3. I would like to thank
all the sample household owners for the cooperation. I would also like to thank my friends and
family for the direct or indirect support.

Annexures

See Annexure Tables 18.2 and 18.3.

Annexure
See Annexures Fig. 18.6.

See Annexure Table 18.4.
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Fig. 18.6 Sample electricity bill
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Chapter 19
Classical PID Controller for Semi-active
Vibration Control of Seismically Excited
Structure Using Magneto-Rheological
Damper

Kavyashree, H. M. Jagadisha, Vidya S. Rao and Bhagyashree

Abstract In this paper, a Proportional Integral Derivative (PID) controller is
designed to mitigate the vibration response of the structure. The simulation is done
for three degrees of freedom system under different earthquakes usingMATLAB and
Simulink. Different earthquakes are considered to find the capability of the controller
used. The controller is designed using tuning rules of Zeigler–Nichols ultimate gain
method. The controller proposed will reduce the vibrations of the structure as com-
pared to the vibrations obtained without controller. The controller output is given
to Magneto-rheological (MR) damper which gives necessary force output, which
will be applied to the structure to damp out its vibrations.

Keywords Magneto-rheological damper · Proportional integral derivative
controller · Semi-active control

19.1 Introduction

Earthquake is one of the most severe natural hazards that cause damage to struc-
tures. Recent damaging earthquakes provide powerful reminders of how our built
environment is vulnerable to the forces of nature. Consequently, one of the prin-
cipal challenges in structural engineering concerns the development of innovative
concepts to better protect structures, along with their occupants and contents, from
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the damaging effects of environmental forces including those due to earthquakes,
cyclones, and tsunamis.

Indian subcontinent has severe earthquake threat and the past two decades have
seen devastating earthquakes striking India with frightening regularity. Most of these
buildings are not earthquake resistant and are potentially vulnerable to collapse in
the event of a high-intensity earthquake. Hence, development of controllers for seis-
mic response control and damage mitigation technology of structures needs to be
elaborated. From the last few decades, the concern about the stability of the structure
has gained importance because the safety of the dwellers depends on the stability of
the structure. The structural protective system like passive, active and semi-active
control have been adopted to mitigate the vibration of the structure which are stated
in [1]. Nowadays, the design of the structures without the control system is consid-
ered as threat to the dwellers of the structures. These structures need a sophisticated
controller design technique to resist earthquakes. From the fast literature it is evident
that clipped optimal control algorithmwas used to reduce response of the systemwith
feedback of the structural acceleration which showed the reduction in the structural
response found in [2]. By using the active mass driver system with the feedback of
the structural response, there was reduction in the structural response in [3]. All these
controller-commanded voltages have to be converted to force, which is produced by
dampers. Different models of magneto-rheological dampers were proposed in [4].
Lyanpunov controller, modulated homogeneous friction algorithm, and a decentral-
ized bang–bang controller with the MR damper was used to find the efficiency of
the controllers used in [5]. The placement of the MR damper in different position by
varying the natural frequency and damping of the structure also affects the response
of the structure in [6]. Proportional integral derivative controller and a non-chattering
robust sliding mode controller were used separately to reduce the response of the
structure excited for Marmara earthquake of Turkey in 1999 of magnitude 7.4 for a
multistoried building [7]. Clipped optimal control algorithm adapted to control MR
damper in controlling the bench mark three story structure, where the controller was
compared with passive on and off system for the performance ability is presented
in [8]. The protective system with the control algoritm is also adopted for base isola-
tion system tomitigate the vibration of the structure. H∞ optimal feedback algorithm
which utilizes a fuzzy logic approach to establish weighting functions is used with
the passive, active and semiactive dampers to compare the ability of the dampers in
reduction of response of the structure with base isolation is presented in [9]. From
the previous literature survey done, it indicates that there is a need to improve the
semi-active protective systemwith suitable control algorithm in controlling the struc-
ture excited for earthquake. Therefore this research aims at controlling a three story
benchmark structure excited for the earthquake force in single direction by using
MR damper with current driver which is controlled by PID control algorithm.
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19.2 Magneto-rheological Fluid Dampers

19.2.1 Modeling and Performance of MR Damper

The property of the magneto-rheological fluid is attractive and this reason makes it
promising material to be used in the dissipation of force when used in the magneto-
rheological damper. The damper has a behavior of stable hysteresis for a long range
of temperature from −40 to 150 °C, its has high yielding strength, it also has large
force output, low power requirment, high dynamic range and low viscosity which
makes it promising in the structural control as stated in [4, 10].

These fluids contain magnetically polarizable particles which are of micron size
which are dispersed in a medium like silicon or mineral oil. For this fluid, when
a magnetic field is passed the particles, they form a chain and this fluid changes
to semi-solid providing the plastic property. In a few seconds, the transition to the
rheological equilibrium can be produced, and an experiment was conducted to find
the capacity of MR damper in the application of the structural response reduction.
They developed accurately a prototype model of MR damper to take the advantage
of its unique feature [4].

The simple mechanical idealizations of the MR damper in Fig. 19.1 have been
shown to accurately predict the behavior of the prototype MR damper over a broad
range of inputs. The force predicted by MR damper model is given in the Eq. 19.1.

f = αz + co(ẋ − ẏ) + ko(x − y) + k1(x − xo) (19.1)

ż = −γ |ẋ − ẏ|z|z|n−1 − β(ẋ − ẏ)|z|n + A(ẋ − ẏ) (19.2)

ẏ = 1

(co + c1)
× {

αz +̇ coẋ + ko(x − y)
}

(19.3)

Fig. 19.1 Mechanical model
of MR damper [4]
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Here, k1 represents the accumulator stiffness; co represents the viscous damping
at the large velocity. ko controls the stiffness when there are large velocity, xo rep-
resents initial displacement of spring associated with the nominal damper force due
to the accumulator. c1 represents nonlinearity in the force–velocity loop and z is the
evolutionary variable. The shape of the hysteresis loop is controlled by varying the
parameters A,γ , and β to account for the dependence of the force on the voltage
applied to the current driver (a detialed mechanism of current driver is elucidated
in [11]) and the resulting magnetic current, [4] have suggested,

α = α(u) = αa + αbu (19.4)

c1 = c1(u) = c1a + c1bu (19.5)

co = co(u) = coa + cobu (19.6)

u̇ = −η(u − v) (19.7)

where output of the controller is u and the voltage commanded sent by the controller
is v. The details of parameters are given [4].

19.3 Proportional Integral Derivative Controller Design

The widely used controller in the industries is the PID controller. There are propor-
tional (P) controller, proportional derivative (PD), and proportional integral deriva-
tive (PID). In this study, the PID controller is designed. This controller works on the
calculated error in a closed-loop system. The PID is tuned according to Ziegler–Ni-
chols tuning rule. The ultimate gain method is used to tune the PID controller. Here,
Y (t)ref represents the desired value for the output of the system and y(t) represents
output of the system. Here, e(t) represents error calculated and u(t) represents the
controlled signal. MATLAB and Simulink are used in this study for the control pro-
cess and the simulation. The governing equation of the PID controller is given in
Eq. 19.8 which is presented in [12].

u(t) = Kp ×
⎧
⎨

⎩
e(t) +

⎛

⎝ 1

Ti
×

t∫

0

e(t) × d(t)

⎞

⎠ +
(
Td × de(t)

dt

)
⎫
⎬

⎭
(19.8)

where Kp represents proportionality constant, Ti represents integral time, and Td
represents derivative time. Ziegler–Nichols ultimate gain rule is used to tune the PID
controller. Figure 19.2 shows the general closed-loop feedback controller system
[12].
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Fig. 19.2 Closed-loop block diagram

19.4 Numerical Problem

The three-story benchmark building is taken from the literature [13]; the structure
is exited for El-Centro earthquake 1940. The structural system is converted to state
space as shown in the equations below,

ẋ(t) = Ax(t) + Bu(t) (19.9)

y(t) = Cx(t) + Du(t) (19.10)

The input is taken as the ground acceleration and the damper forces indicated
as m, the state vectors are taken as velocity and the displacement of the three-
story indicated as n, the output is taken as velocity of the structure indicated
by p, A is n × n system matrix, B is n × m input matrix, C is p × n output matrix,
and D is p × m feed-forward matrix.

The structural parameters are taken from the benchmark building and equated to
the structural motion equation stated by Chopra [14].

MÜ + CU̇ + KU = R Fu − MÜg (19.11)

HereM,C, andK represent themass, damping, and stiffness of the structure.U , U̇ ,
and Ü represent displacement, velocity, and acceleration of the structure.R represents
the location of the MR damper, Fu represents the force of the MR damper, and Üg

represents the ground acceleration which are obtained from previously recorded
event presented in [15]. This equation of the structural motion is converted to the
state space has shown above. The structural parameters are considered from [13]. By
using MATLAB and Simulink, the simulation is carried.
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19.5 Results and Discussion

The MR damper rigged up in the Simulink block is given the input as the constant
voltage and the displacement of sine wave with frequency of 2.5 Hz and amplitude
of 1.5 cm. The voltages given are 0, 0.75, 1.5, and 2.25 V. The graph is plotted for the
MR damper force versus time, force versus displacement, and force versus velocity.
The graph plotted is comparable with the graphs obtained in [4].

The condition of controlled and uncontrolled forces of the structure subjected to
the earthquake is modeled in theMATLAB and Simulink. The force produced by the
damper, displacements, and the acceleration of the three floors of the building excited
for the El-Centro of 1940 earthquake when the controller and damper are placed in
between ground and first floor are shown in Figs. 19.3 and 19.4, respectively.

The graphs obtained above show the force predicted by the MR damper to reduce
the vibration of the structure. The displacement versus time graph shows the response
of the structure in the absence of the controller and in the presence of the controller.
Thegraphs showuncontrolled and the reduced response of the structure in the absence
and presence of the PID controller. The acceleration versus time graphs also show the
uncontrolled and the controlled response of the structure in the absence and presence
of the PID controller.

The above-obtained values of the displacement and acceleration are compared
with the value obtained in Dyke et al. [2]. The uncontrolled values are in close
agreement with the results obtained in the Dyke et al. [2]. The PID-controlled results
give a much reduced response than uncontrolled response of the structure. This
result shows that the PID controller used to control response of the structure is
capable in controlling the structural vibration. Therefore, the structure excited for
earthquake can be controlled using the PID controller with MR damper when placed
in between ground and first floor in the considered benchmark structure Table 19.1.

When the damper is placed in between the ground and the first floor, there is a
reduction in the displacement for about 89.6% in the first floor, 90.2% in the second
floor, and 88%of reduction in the third floor. Acceleration is reduced for about 77.9%
in the first floor, 86.97% in the second floor, and 83.1% of reduction in the third floor.
The force required by the MR damper to sustain the vibration is 807.89 N. These
values of the uncontrolled parameters are similar to the Dyke et al. [2] where they
have used the clipped optimal control and here the controller is proportional integral
derivative.

Simulation is conducted in a similar manner for the Northridge and Kobe earth-
quake. The result shows a reduction in the displacement and also acceleration of all
the stories. The peak force produced for the three different earthquakes considered in
the study is mentioned in the Table 19.2, which conclude that 3000 N capacity of the
damper used can be placed in between ground and first floor for the three different
earthquakes considered.
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Fig. 19.3 a Force versus time graph produced by MR damper, b displacement versus time graph
of the first floor, c displacement versus time graph of the second, and d displacement versus time
graph of the third floor, when damper is placed in between the ground floor and first floor
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Fig. 19.4 aAcceleration versus time graph of the first floor, b acceleration versus time graph of the
second, and c acceleration versus time graph of the third floor, when damper is placed in between
the ground floor and first floor

19.6 Conclusion

19.6.1 Conclusion of the Work

Vibration of the structure due to the excitation of earthquake is mitigated by using
the PID controller. This PID controller is designed by a classical method using
Ziegler–Nichols tuning rule by the ultimate gain method. This designed controller
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Table 19.1 Peak response of the structure due to El-Centro earthquake when damper is placed in
between ground and first floor

Control strategy Story number Uncontrolled PID-controlled Peak reduction in
(%)

Displacement (cm) U1 0.60 0.0624 89.6

U2 0.93 0.091 90.2

U3 1.00 0.12 88

Acceleration (cm/s2) Ü1 724 159.97 77.9

Ü2 993.71 129.4 86.97

Ü3 1242.58 209.9 83.1

Force (N) Fu 0 807.89 –

Table 19.2 Force produced
by the MR damper when
placed in between the ground
and the first floor for the three
earthquakes considered

Earthquakes Force produced by MR damper (N)

El-Centro 807.89

Northridge 1328

Kobe 202.3

will reduce the vibrations of the structure when compared to the uncontrolled
condition. This controller has shown that it is efficient in controlling the structural
response for the three different earthquakes considered in the study. This voltage
produced is commanded to the MR damper through current driver which adequately
performs with the controller and produces the required amount of force to sustain the
vibration. The MR damper of 3000 N capacity can be used to sustain the vibration
when the damper is placed in between the ground and the first floor for the three
different earthquakes considered in the study.

For the El-Centro earthquake, when damper is placed in between ground and first
floor, the response of the structure reduces with the less amount of force produced
by the actuator. In Northridge and Kobe earthquake, the PID controller proposed
has controlled the structure with the minimum amount of force produced by the MR
damper. Therefore, the PID controller which is designed with the MR damper can
be used in the structure response control.
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Chapter 20
Study on Treatment of Domestic
Wastewater by Modified Bio-Rack
System

S. M. Sathe and G. R. Munavalli

Abstract Bio-rack system is an innovative approach to treat domestic wastewater
by addressing the problems observed in constructed wetlands. It is rack of vertical
pipes in which wetland plants are vegetated. In the present study, the modifications
to conventional bio-rack system in terms of multi-species vegetation and different
flow pattern are incorporated. Racks were made from waste (packaged drinking
water) bottles and vegetated with Canna Indica and Typha Angustata. Modified
and conventional bio-rack systems were operated in continuous mode for 12 and
24 h of hydraulic retention time (HRT) with organic loading rate of 140–300 gm
COD/m2 day. COD removal efficiency for control and modified system for 12 and
24 h HRT was observed to be 55–67% and 65–73%, respectively. Dissolved oxygen
level was also higher for modified system than conventional system for both HRTs.
The modified system was found to be more efficient than conventional system. The
study indicated that modified system showed better performance for COD, BOD
and TKN removal and in terms of oxygenation. It can be a low-cost option for the
domestic wastewater treatment in decentralized systems.

Keywords Bio-rack wetland · Decentralized treatment · Low-cost treatment ·
Multi-species vegetation

20.1 Introduction

Domestic wastewater mainly comprises of liquid waste arising from the human habi-
tats. Safe, economic, and effective treatment of sewage is one of themost challenging
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problems faced worldwide [1]. Globally, billions of people are suffering due to inap-
propriate sanitation and wastewater treatment. The situation is particularly grave in
smaller towns (or peri-urban areas) and rural communities in developing countries
[2]. The treatment of wastewater can be provided by centralized or decentralized
manner. For urban areas, centralized treatment is beneficial but for rural areas and
isolated households, decentralized treatment is suitable. In the absence of sewer lines,
decentralizedwastewater treatments are cost-effective and convenientway of treating
domestic wastewater. Septic tank followed by soak pit is the most commonly used
decentralized treatment in India. Problems with safe disposal of septic tank effluents
are common where soils are either poorly permeable, making them susceptible to
hydraulic failure or highly permeable, allowing rapid by-pass flow [3]. Constructed
wetlands have been tried earlier for decentralized treatment of domestic wastewater
as a low-cost solution. Various modifications have also been tried in constructed wet-
lands such as multi-species vegetation, multimedia arrangement, external aeration,
and hybrid arrangement [4–10 and 11]. In order to overcome clogging and larger area
requirement problems posed by constructed wetlands, bio-rack system has been tried
to treat domestic wastewater and low-concentration polluted river water [1, 12–15,
and 16].

The study was aimed to modify the conventional bio-rack system and examine its
effect on the removal efficiency of pollutants. The modifications done in the existing
system include multi-species vegetation and changing flow pattern.

20.2 Materials and Methods

20.2.1 Characteristics of Wastewater

Influent wastewater fed to the system was college hostel wastewater which showed
similar characteristics to that of domestic wastewater. The initial characteristics of
wastewater during the study period were as follows pH 7.26–7.65, EC 2.42–2.9
mS/cm, TDS 1142–1477 mg/l, BOD 162–186 mg/l, COD 238–264 mg/l, and TKN
46.24–79.45 mg/l.

20.2.2 Experimental Setup

A small-scale pilot reactor of bio-rack system was operated from October 2017 to
January 2018 in Walchand College of Engineering, Sangli (Fig. 20.1). Two-reactors
control system and modified system consist of two major components (Fig. 20.2):

1. Settling tank: Storage capacity of 180 l (160 lwastewater and 20 l sludge storage).
2. Reactor: Both reactors were circular shaped (0.6 m diameter) with 160 l capac-

ities. The detailed configurations of control and modified system are shown in
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Fig. 20.1 Photographic view of pilot scale setup

Table 20.1. The pipes in control system consist of 43 waste (packaged drinking
water) plastic bottles arranged as rack having 8 cm diameter. All pipes contained
numerous perforations for better liquid transport. Overall flow pattern in control
reactor is upflow (Fig. 20.3). The height of vertical pipes is around 600mm.While
in themodified system, the flow pattern was alternate upflow and downflow. Flow
pattern was altered by making perforations at different level on concentric circu-
lar compartments (Fig. 20.2). Both systems were planted with an equal number
of canna indica and Typha angustata.

20.2.3 Vegetation

Both Canna Indica and T. Angustata plants were locally collected. Plant roots were
cleaned by water. Experiments were performed after acclimatization of plants in
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Fig. 20.2 Modified bio-rack reactor configuration

Table 20.1 Experimental reactor configuration

Details Control system Modified system

Shape of reactor Circular Circular

Diameter of reactor 0.6 m 0.6 m

Volume of reactor 0.17 m3 0.17 m3

Initial vegetation Total-90 plants
Canna Indica: 40
T. Angustata: 50

Total-90 plants
Canna Indica: 40
T. Angustata: 50

Flow pattern Upflow Series of downflow and upflow

Details of racks Plastic bottle pipe with 8 cm
diameter and 43 no

4 circular reactors-
10 and 20 cm—PVC pipes
40 cm—Plastic bottles 8 cm
diameter, 12 no
60–20 cm length
10 cm diameter, 12 no
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Fig. 20.3 Control bio-rack reactor configuration

wastewater from gradual 25–100% concentration. Length of plant roots in both hor-
izontal and vertical direction was measured before commencement of experiment.
The average plant height of Canna Indica and T. Angustata was 30–40 cm and
40–55 cm, respectively.

20.2.4 Sampling and Analysis

Grab samples of raw wastewater were collected for initial characterization. Wastew-
ater was collected and analyzed from inlet and outlet during each cycle. Mode of
operation was continuous and multiple grab samples were collected from the outlet
of reactor for each cycle so that representative results for HRT can be obtained. Inlet
and outlet samples were analyzed for chemical oxygen demand (COD), biochemical
oxygen demand (BOD), and total kjeldahl nitrogen (TKN). Methods for analysis
were implemented as per [17].

Flow-through system was monitored and regulated by regulating valve for main-
taining the required HRT (12 and 24 h) for system. Desired flow rate was maintained
so as to have required organic loading rate (OLR), and hydraulic loading rate (HLR)
is mentioned in Table 20.2.
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Table 20.2 Experimental conditions for different HRT

Hydraulic retention
time (HRT) h

Hydraulic loading
rate (HLR) m3/m2

day

Organic loading rate
(OLR) gm COD/m2

day

Organic loading rate
(OLR) gm BOD/m2

day

12 1.135 295 200.85

24 0.567 144 98.16

Table 20.3 Root depth and spread

Vegetation Canna Indica (cm) T. Angustata (cm)

Length Spread Length Spread

Initial 8.0 8.0 8.0 7.0

Final 19.5 9.0 32.0 8.5

20.3 Results and Discussions

Experiments were carried on hydraulic loading rate and organic loading rate by
varying hydraulic retention time for control and modified systems.

20.3.1 Vegetation Growth

Growth of Canna Indica and T. Angustata was monitored based on the root depth.
Root depth before and after experiment was mentioned in Table 20.3.

Both plant species grow well in control and modified system in terms of root
depth as well as plant height. It shows that bio-rack supports plants well and the
roots can easily penetrate deep inside in the absence of media or supporting matrix.
T. Angustata roots grow deep as compared to Canna Indica in the both systems. It is
possible that due to placement of plants in bottles, the horizontal spread is obstructed.

20.3.2 Performance Evaluation for Both Systems

Figures 20.4 and 20.5 show the treatment efficiency in terms of COD and BOD.
Performance of modified system was better than control system in terms of COD
and BOD removal. Removal efficiency of COD and BOD was achieved for both
systems operated at 12 and 24 h HRT. In the bio-rack system, in the absence of
media, root growth is governing parameter for attached growth process. Modified
system outperformed control system in terms of COD and BOD removal by 5.5–9%
and 8.2–9%, respectively. For modified system, due to change in flow pattern, the
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Fig. 20.4 Average COD removal efficiencies for both systems at 12 and 24 h HRT

Fig. 20.5 Average BOD removal efficiencies for both systems at 12 and 24 h HRT

contact time of wastewater with root matrix is increased which may have resulted in
higher removal efficiency.

Figure 20.6 shows the total kheldahl nitrogen removal efficiency of both systems.
The results indicated that performance of modified system was better than control
system. Total kheldahl nitrogen removal efficiency was comparatively less for both
systems. Nitrification occurs under aerobic condition while denitrification occurs
under anoxic condition. DO level in both systems seem to have exceeded required
anoxic condition (i.e., 0.2–0.5 mg/L) [18]. Due to higher DO levels, denitrification
could have not achieved which may have affected the total nitrogen removal effi-
ciency.
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Fig. 20.6 Average TKN removal efficiencies for both systems at 12 and 24 h HRT

20.3.3 Dissolved Oxygen Concentration in Both Systems

As shown in Fig. 20.7, the dissolved oxygen concentration in the effluent is observed
to be higher inmodified system.Despite the absence of DO in influent, increase in the
dissolved oxygen level was seen for both systems. DO concentration for modified
system was 0.6–1 mg/l higher than control system showing that more roots came
in contact with wastewater during its passage. Due to higher DO, higher aerobic
conditions were maintained in modified system which also increases the removal
rate for organic matter.

Fig. 20.7 Average DO concentration in the effluent for both systems at 12 and 24 h HRT
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Fig. 20.8 Effect of HLR and OLR on COD removal efficiency

20.3.4 Effect of HLR and OLR on COD Removal Efficiency

The relationship of HLR andOLRwith COD removal efficiency is given in Fig. 20.8.
Results demonstrate that with an increase in HLR from 0.532 to 1.135 m/day,

the removal efficiency of COD in both systems decreased. Increase in HLR reduces
the contact time of wastewater with microbes and plant roots; hence, it reduces the
oxygen level which leads to lesser aerobic conditions and hence the COD removal
efficiency was also reduced. Treatment of wastewater in the system can take place
aerobically as well as anaerobically but due to higher rate in aerobic treatment, it is
preferred over anaerobic condition.

20.4 Conclusion

This study assessed the potential benefits of modified bio-rack system in treating the
domestic wastewater over conventional system. In both systems, vegetation grows
well in terms of height and root penetration which shows that bio-rack supports
vegetation. Of the two vegetation species, T. Angustata roots development is better
than Canna Indica. Modifications are done in terms of multi-species vegetation and
changing flow pattern results in higher COD, BOD, and TKN removal than control
system by 5.5–9%, 8.2–9%, and 15–17%, respectively. The significant DO increase
is achieved by bio-rack system. HLR affects the performance of bio-rack system
where increase in HLR reduces the performance efficiency. Modified system can
well be a low-cost option for domestic wastewater treatment.
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