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Abstract. Three-dimensional (3D) urban reconstruction becomes
increasingly crucial in many application areas, such as entertainment,
urban planning, digital mapping. To achieve photorealistic 3D urban
reconstruction, the detailed reconstruction of building facades is the key.
Light Detection and Ranging (LiDAR) point clouds and images are the
two most important data types for 3D urban reconstruction, which are
complementary regarding data characteristic. LiDAR scans are sparse
and noisy but contain the precise depth data, whereas images can offer
the color and high-resolution data but no depth information. In recent
years, an increasing number of studies show that the fusion of LiDAR
point clouds and images can attain better 3D reconstruction results than
a single data type. In this paper, we aim to provide a systematic review
of the research in the area of the 3D facade reconstruction based on the
fusion of LiDAR and images. The reviewed studies are classified by the
different usage of images in the reconstruction process. We hope that this
research could help future researchers have a more clear understanding
of how existing studies leverage the data in LiDAR scans and images and
promote more innovations in this area.
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1 Introduction

Three-dimensional (3D) urban reconstruction is a significant topic with com-
mercial and intellectual values [13], which has a great diversity of applications,
such as traffic planning, visualization for navigation, virtual tours, utility man-
agement, civil engineering, and crisis management [2]. Therefore, in recent years,
there is an increasing demand for the 3D reconstruction of photorealistic urban
building models [21]. As building facades are the essential part of urban build-
ings, the detailed facade reconstruction is especially crucial for photorealistic 3D
urban reconstruction.
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Light Detection and Ranging (LiDAR) point clouds and images are the two
main kinds of data used for 3D reconstruction. Many studies which aim at the
automatic generation of 3D models based on LiDAR and photographs have been
conducted in computer vision, photogrammetry, and computer graphics commu-
nities [20]. Nevertheless, images have a long history and are usually captured
by different kinds of cameras, while the LiDAR point cloud is a new 3D data
type [25]. LiDAR devices acquire the range data of target objects through the
time-of-flight of lasers [4]. In general, LiDAR devices can be classified by resolu-
tion level. High-resolution LiDAR can generate dense point clouds but are slow
and have small working volumes, while the low-resolution LiDAR is fast and
easy to use but usually generate noisy and sparse data points [9]. In the last two
decades, most of the studies for facade reconstruction are based on either of these
two data types, including image-based methods [12,22,23], and LiDAR-based
methods [5,15,18]. Typically, images have high resolution and color information
but lack 3D data, while LiDAR point clouds have the demerits like noise, spar-
sity, and the lack of color information but naturally contain precise 3D data [20].
Thus, the characteristics of LiDAR point clouds and images are complementary.
Moreover, an increasing number of researchers recently reported that the fusion
of LiDAR scans and photographs could have a better performance in many dif-
ferent kinds of applications than a single data type [25].

There have already been a few surveys related to 3D urban reconstruc-
tion [3,7,13,19,20]. However, the systematic review for the studies on the facade
reconstruction using the fusion of LiDAR data and images is still rare. Therefore,
this paper aims to fill this research gap. In all the studies that we reviewed, we
found that LiDAR point clouds are only used to reconstruct facade structures,
but images can be used for different purposes. Therefore, we classify these stud-
ies into two groups by the different application purposes of images. The first
category only uses images to texture the 3D model generated from LiDAR point
clouds, while the second category uses images not only for texturing 3D facade
models but also for assisting the reconstruction of facade structures in point
clouds. In Tables 1 and 2, we provide a quick reference to the relevant studies of
the two categories. In the rest of this paper, we will introduce the two classes of
methods respectively.

Table 1. Methods only using 2D images for texturing.

Study Reconstruction scale Features used for 2D-3D registration

[16] Individual building Sets of 2D and 3D linear features

[17] Individual building Clusters of 3D and 2D linear features

[10] Individual building 3D rectangular parallelepipeds and 2D rectangles

[11] Individual building 2D and 3D linear features

[26] City Geo-referenced information

[6] City Pre-calibration of 2D and 3D sensors
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Table 2. Using 2D images for texturing based on 2D-3D registration.

Study Reconstruction scale Approach to assisting the reconstruction of 3D
facade structures

[24] Individual building Combining 2D and 3D facade linear features in
3D space

[14] Individual building Combining 2D and 3D facade linear features in
2D space and projecting the refined 2D linear
feature back to 3D space

[9] Individual building Fusing 2D and 3D data to detect the main planes
with different depth of facades

[1] Individual building Using 2D data to reconstruct 3D window
crossbars

[8] City Fusing 2D and 3D data to determine the shape
grammar of facades

2 Using Images Only for Texturing Process

In this group of studies, usually 3D facade structures are first generated from only
the point cloud captured by LiDAR, and then the texture is mainly produced
by the registration of 2D images and 3D point clouds. Usually, this kind of
approaches utilizes high-resolution LiDAR to collect the depth data as LiDAR
is the only data source used for reconstructing facade structures. This group of
methods can be divided into two classes. The first category has no requirement
that the relative position and orientation of the camera and LiDAR should be
fixed, while the second category has such a requirement.

Both classes of methods have advantages and disadvantages. The first cate-
gory of methods has the complete flexibility for capturing 2D and 3D data, which
makes the captured data more complete in comparison with the second category
of methods when the placement of 2D and 3D sensors are constrained by geo-
graphical conditions. However, this kind of methods may require different 2D-3D
registration methods depending on different facade structure, which makes it rel-
atively difficult to be applied to large-scale urban reconstruction. Therefore, the
first kind of methods usually focuses on the reconstruction of individual build-
ings [10,11,16,17]. In contrast, since the relative position and orientation of 2D
and 3D sensors are fixed, and 2D and 3D sensors are pre-calibrated, the registra-
tion of 2D and 3D data are quite easy for the second kind of methods. Thus, the
second one is proper for large-scale urban reconstruction [6,26]. Nevertheless,
for this kind of methods, the flexibility of the data capturing process and the
completeness of data are sacrificed in some particular situations [11]. In the rest
of this section, we will introduce the two classes of methods respectively.
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2.1 Methods Using LiDAR and Cameras with Unfixed Relative
Position and Orientation

[16] first proposes a method for the photorealistic reconstruction of urban build-
ings using unfixed LiDAR and cameras. The method mainly utilizes the corre-
sponding linear features detected in both 2D and 3D data for 2D-3D registration.
3D linear features are extracted from the intersection of the planar regions seg-
mented from point clouds, and 2D linear features are extracted by edge detection
in images. Based on the registration result, 3D building models are textured by
using 2D images. The authors then proposed another slightly different registra-
tion approach based on the clusters of 3D and 2D lines instead of the sets of 3D
and 2D lines [17].

Based on the previous work [17], some updates were then made in [10]. One
of the critical updates is that the clusters of the higher-level 3D and 2D features,
i.e., the vertical or horizontal 3D rectangular parallelepipeds extracted from 3D
point clouds and the 2D rectangles acquired from 2D images, are used for 2D-
3D registration. The authors stated that the use of such higher-level features
is because of the large search space which makes the matching of 3D individ-
ual lines and 2D individual lines almost impossible, and the inexistence of the
corresponding 2D lines of some 3D lines in 2D data or the inexistence of some
corresponding 3D lines of 2D lines in 3D data. However, the authors then pro-
posed a new method for 2D-3D registration which utilizes only linear features
instead of clusters of significantly grouped linear features [11]. This approach
employs a more efficient algorithm for achieving the faster matching process of
linear features.

2.2 Methods Using LiDAR and Cameras with Fixed Relative
Position and Orientation

There are relatively few papers using rigidly mounted cameras and LiDAR for
urban reconstruction. This kind of methods often is used for large-scale urban
reconstruction. Generally, the methods use a car with rigidly mounted LiDAR
and cameras to collect a large number of 2D and 3D data of urban environment.
3D facade models usually are first reconstructed by 3D point clouds. Then, the
3D models are textured by using geo-referenced information [26] or the pre-
calibration of 2D and 3D sensors [6].

3 Using 2D Images for both Texturing Process and
Assisting the Reconstruction of 3D Facade Structures

As mentioned before, the point clouds produced by LiDAR generally have prob-
lems including sparsity, noisiness, and missing data. Therefore, some other papers
about the building facade reconstruction based on the fusion of LiDAR and
images utilize 2D images to enhance 3D point clouds. Accurate facade features,
like linear features, can be extracted from images and then used to consolidate
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the structure of 3D facade models [9,14,24]. Besides, images can provide the
detailed information of facade elements which LiDAR can hardly capture, such
as the crossbar of windows [1]. In addition, 2D images can also be used for
texturing 3D facade models.

Linear features are the most significant component in the facade structure of
many different kinds of buildings and can be relatively easily extracted from 2D
images. [24] proposes a 3D reconstruction method for the building facade whose
structure is mainly composed of straight lines. First, the pre-processing of the 3D
point cloud and 2D image are executed for filtering the noise and outliers of the
3D data points, detecting the target building, and registering 3D point clouds
and 2D images. Then, straight lines existing in facade structures are extracted
from the 2D space of photographs and projected to the 3D space of LiDAR
point clouds. Finally, these projected 3D lines are employed for consolidating
the corresponding feature lines extracted in point clouds.

In [14], a similar method which also employs the linear features extracted
from 2D images to refine the 3D facade model produced from LiDAR data is
introduced. The main difference regarding the approach to 2D-3D fusion between
the paper and [24] is the space used for matching and enhancing the linear
features of facade structures. In [24], 2D linear features are projected to the
3D space to directly enhance the 3D linear features of the point cloud, whereas
this approach projects 3D linear features to the 2D space for the matching and
consolidation process. Thus, once the projected linear features are improved in
the 2D space, they will be projected back to the 3D space for completing the 3D
model.

Fig. 1. The generated depth-layers of a building facade (differently colored) [9].

2D images can enhance not only the linear features of 3D point clouds but
also planar features. An approach to reconstructing the building facade with
large-scale repetitions is introduced in [9]. The decomposition of the planes with
different depths (depth-layers) of building facades in 2D images (Fig. 1) is the
core of this method. This is achieved by assigning the depth values obtained from
each part of facades in 3D point clouds to the corresponding part of facades in
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images. Once the depth-layers in 2D images are extracted, the self-symmetries in
facade structures can be recognized and used for model texturing and handling
the missing data in point clouds.

Furthermore, 2D images can be used to capture elements which may be
missed out by the LiDAR since images usually have higher resolutions. In [1],
terrestrial LiDAR scans and photographs are used to reconstruct the different
levels of details of building facades. Since it is hard to capture the accurately
detailed structure inside windows by using LiDAR, images are used for recon-
structing the small structures inside windows like windows frames and windows
crossbars.

Moreover, the fusion of images and LiDAR can be used for assisting the deter-
mination of a specific kind of facade style. This is another way to use images for
assisting the reconstruction of facade structures. In [8], a workflow used for the
automatic reconstruction of the 80% of buildings in the city of Graz, Austria
is introduced. As Graz has plenty of different kinds of complex building styles,
many grammar templates of building styles are pre-generated for guiding the
feature detection. First, the fusion of images and LiDAR data are used to gen-
erate the grammar representation of facades. Then, the corresponding grammar
template of a facade is found by matching its grammar representation against
all the templates. In this research, the key to reconstructing building facades
is to get the corresponding shape grammars by processing the combination of
the detected features from orthophotos, the segmented plane regions from depth
images, and the corresponding shape grammar template.

4 Conclusion

This paper presents a comprehensive systematic review of the research on the
3D facade reconstruction based on the fusion of LiDAR and images. It can be
seen from our review that the fusion 2D and 3D sensors is able to reconstruct
high-quality textured 3D building facade models. Also, most of the studies in
the early stage of this area only utilize images for texturing purpose. However,
most of the subsequent studies focus on using images for both the refinement of
facade structures in 3D point clouds and the texturing process. We believe that
this trend is reasonable and promising for the photorealistic 3D reconstruction
of building facades.

Currently, most of the studies in this areas aim to reconstruct the building
facades with regular or straightforward structures, such as the one mainly com-
posed of straight line and planes. However, if the building facade which needs to
be reconstructed contains more complicated structures, like the highly decorated
neo-classical facades in [8], such direct reconstruction based on refinement and
texturing would be quite challenging. Shape grammar is a potential solution for
this kind of situation. However, this method is not efficient and generic, espe-
cially in the case that there are a large number of various elaborate building
facades to be reconstructed. Hence, the primary challenge for this research area
is how to leverage the rich color information in 2D images and the precise depth
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information in 3D LiDAR point clouds for achieving the balance between the
quality and the efficiency of 3D facade reconstruction.

We hope that this paper can boost the future research on 3D facade recon-
struction from different communities including remote sensing, computer vision,
and computer graphics. Most of the challenges in this research area would be
resolved by the improvement of both algorithms and hardware. Finally, with the
increasing number of the applications of 3D urban reconstruction, we believe
that this area will be increasingly crucial.
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