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Abstract. Single biometric modality may not be enough to achieve
the best performance in real time applications. Multimodal biometric
system provides high degree of recognition and more population cover-
age by combining different source of biometric modalities which in turn
enhances the performance superiority and error rate shrinking properties.
This work addresses the performance comparison in terms of verification
rate of the unimodal and bimodal biometric systems holding face trait
as the primary modality and Fingerprint, Iris, Palmprint and Handvein
as secondary modality. The potential of the proposed verification system
is judged by conducting empirical analysis on both the types of fusion
strategies- pre and post classification. Overall gist of the paper summa-
rizes few issues, (a) Which secondary physiological modality would be
the optimal combination that gives the complimentary information along
with the face trait, (b) impact and adoptability of fusion strategies at
various levels of fusion to be adhered, (c) finally a brief overview that
addresses face centric bimodal systems developed at all levels of fusion
on both clean and noisy data.

Keywords: Face Recognition - Multimodal + Fusion strategies -
Log-Gabor - Robustness

1 Introduction

Achieving the three primary security constituents such as authentication, autho-
rization, and accountability is of major concern in preventing privacy breaches,
as we know usage of digital imagery from different sources is now ubiquitous.
Identity verification is a perfectly natural process practiced by humans in every-
day activities in a non-automated manner. We humans employ several identity
verification techniques, e.g., appearance and color, body language, and so on. As
getting closer to each other, we can identify based on features such as voice, gait.
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We practice identity verification techniques withoutknowing specific parameters,
but still we identify him/her accurately. However, automation of same kind of
identity verification through machine is not an easy job. Hence, Biometric tech-
nology has emerged very significantly, which is a science of identifying an indi-
vidual based on physiological and/or behavior characteristics. Biometric system
is basically pattern recognition which makes use of individual’s modality to iden-
tify him/her, face, fingerprint, iris, palmprint, hand geometry, handvein, finger
knuckle print are physiological modalities and modalities under behavioral are,
voice, gait, signature and key stroke.

However, most of the biometric systems employed in real world application
are unimodal—it means that they rely on single source of modality, as it is sim-
ple and easily adoptable. These unimodal systems struggle with number of chal-
lenges to face such as noise in the sensed data, intra-class variations, inter-class
similarities, non-universality, spoof attacks etc. These limitations of unimodal
biometric systems can be overcome by adopting the Multibiometric system. A
multibiometric system relies on multiple source of information by multi-sensor,
multi-algorithmic, multi-sample and multi-instance ways. Primary concern in
any multibiometric system is to determine the viability of fusing multiple infor-
mation to achieve desired level of accuracy. Based on the type of information
available, different type of fusion can be performed. Fusion strategies at various
levels are sensor level, feature level, score level and decision level.

It is well known that real time data is always prone to noisy conditions, hence
building the system with the classifiers that is capable of handling imprecision
to a certain degree is a prerequisite for any robust biometric model. Giving
a meaningful conclusion to any robust model in a positive aspect needs to be
diagnosed by inducing artificial noise and checking its threshold of noise tolerance
[27] Attaining unified measures performance and robustness simultaneously in a
biometric model that is essentially designed in addressing real time noisy issues is
disregarded in literature so far. Generally there are two types of noises, class noise
(Ex: labelling errors) and attribute noise (Ex: attribute instance corruption)
that hinders the noise model which in turn reduces system’s performance. Noise
affects the performance of the system and when compared to the accuracy of the
model without noise, generally there would be a difference. Building a generalized
model that takes care of real time noises and proving itself insensitive to such
noises is a challenging work.

In this paper, we have designed face centric multimodal biometric system
by fusing face biometric data with other modalities such as Fingerprint, Iris,
Palmprint and Handvein. Prominent contribution of this paper are:

1. Different combination of physiological traits employed along with the face
considering it has facecentric bimodal systems are proposed and their eval-
uation at all levels of fusion is carried out. The proposed multimodal systems
are evaluated using all conventional fusion strategies.

2. We also have proposed rotation invariant segmentation technique to extract
ROI from Palm print images. In case of Handvein images, to reduce storage
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and computational burden, we have proposed a method to extract sufficient
ROI required for discrimination.

3. Log-Gabor filter is a generalized feature extraction for most of the 2D data
modality as against 1D data modality (such as speech, online signature etc).
We have exploited Log-Gabor features in this study which helps us to know
potential benefits/limits of employing this feature set on different modalities.

4. Extensive experiments are conducted to ascertain behavior of various multi-
modal systems. Results are substantiated with appropriate analysis.

Face modality has several advantages that makes it preferable in many bio-
metric applications such as non-intrusiveness in nature, availability of strong fea-
ture extraction algorithms (subspace, active shape models) under different levels
of controlled environment (Face Recognition Grand Challenge, Face Recognition
Vendor Test, Face Recognition Technology (FERET)) data sets. On the other
hand, there are several studies in literature that showed fusion of face with other
modalities such as palmprint, fingerprint etc. However, these papers address only
a particular fusion technique but did not provide a complete knowledge consider-
ing all pre and post classification fusion schemes. Hence, it is evident that there
are plenty of reasons to carry out this type of study. We have listed below some
important reasons that instigated us to do this work:

— To the best of our knowledge, there is no single paper in the literature that
addresses face centric bimodal systems developed at all levels of fusion.

— In general, results obtained from this study helps us to determine: (a) the
optimal modality combination for face trait. (b) the robust level of fusion of
face trait with particular secondary modality against Gaussian noise and (c)
impact of fusion strategies at various levels of fusion.

— Facial feature extraction algorithms are tried at various capacities for
enhanced recognition rate: such as developing multi-algorithmic approach,
multi-sensor face recognition system, multi-level fusion algorithms, multiple
classifiers etc. This paper works on similar lines to know the optimal combi-
nation of other biometric modality with face.

— The type of fusion carried out has great impact on verification accuracy. This
itself can be motivating to evaluate the fusion at all four levels.

The organization of paper is as follows: Sect.2 presents a brief review of
literature related to multimodal approach. Section 3 presents the proposed seg-
mentation method of Palmprint and Handvein images. Section4 discusses the
tools and techniques employed in this paper. Experimental setup, results and
subsequent analysis are presented in Sect.5. Sectionsec6 presents concluding
remarks followed by future avenues based on this study.

2 Review of Literature

Over the last two decades, numerous multimodal biometric systems have been
proposed. Geng et al. [4] proposed context-aware multi-biometric fusion, which
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can dynamically adapt the fusion rules to the real-time context. As a typical
application, the context-aware fusion of gait and face for human identification
in video are investigated. Two significant context factors that may affect the
relationship between gait and face in the fusion are considered i.e. view angle
and subject-to camera distance. Fusion methods adaptable to these two factors
based on either prior knowledge or machine learning are proposed and tested.

Chhabria et al. [21] proposed multimodal gesture biometric recognition sys-
tem, authors have discussed pre classification and post classification techniques
and also explored various statistical and normalization rules. Finally they have
concluded with few inferences: score level fusion is most prevalent and easier
to conduct. Score level fusion gives good results when the samples are of good
quality for investigation, as a result weights could be assigned to individual
scores based on quality issues. Hezil et al. [6] developed biometric identification
system under the feature level fusion by fusing two modalities- ear and palm
print, which is a unique combination in literature. They have performed exten-
sive experimentation on benchmark databases such as II'T Delhi-2 ear and IIT
Delhi palmprint, local texture descriptors were adopted to extract discriminating
features. Separation of original signal from noise can be done in one of the ways:
homogeneous area pre classification which estimates the noise variance image
filtering techniques, Local variance estimation [6]. By adopting Discrete cosine
transform, image structure can be preserved by high frequency coefficients and
noise variance in the image can be computed by low frequency coefficients, such
that it helps in separation of noise from the original image. They proposed noise
variance estimation in two steps, in first step noise variance is estimated with
the linear combination of normalized moments and learned coefficients and in
the next step the look up table is generated by analyzing the Cumulative distri-
bution function values of the training images. For a new image noise variance is
computed by its CDF looking in to the look up table.

Pyatykh et al. [25] proposed noise level estimation adopting Principal com-
ponent analysis blocks and the contributions of their work are as follows: effi-
cient in performance issues, though the image is non homogeneous processing
is done and also attained the good performance when compared with the state-
of-art methods. Kearns M proposed a statistical approach for noise tolerance
where a learning algorithm is restricted from identifying individual samples of
the unknown target function [10]. Nadheen and Poornima [18] developed a mul-
timodal biometric system adopting iris and ear extracting PCA features and
fused these features at the score level using the statistical sum rule.

Youssef et al. [7] proposed a multimodal system employing on face and ear
modalities, authors extracted block-based LBP features from these two traits
and then fused them using the score level fusion. Eskandari et al. [3] proposed
multimodal biometric system by fusing the match scores of face and iris that are
obtained from several standard classifiers, authors have extracted features using
several local and global feature extraction methods. Transformation based score
level fusion and classifier based score level fusion is done in to classifying the
concatenated matching scores.
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Zhu et al. [20] proposed a multimodal biometric identification system based
on finger geometry, knuckle print and palm print features. First preprocessing
is done to get the finger and palm ROI (Region of Interest). Finger geometry
features and knuckle print features of index, middle, ring and little fingers were
extracted from the finger ROI, palmprint features represented with key points
and their local descriptors were extracted from palm ROI. A coarse-to-fine hier-
archical method was employed to match multiple features for efficient recognition
in a large database. In the decision level AN D rule fusion was adopted which
has shown improvement in perfromance.

Tao et al. [26] proposed an optimal fusion scheme at decision level by the
AND or OR rule, based on optimizing matching score thresholds. Both the theo-
retical analysis and the experimental results have been presented. In theory, the
proposed decision fusion will always bring improvements over the original clas-
sifiers that are fused, and in practice, it also improves the system performance
effectively, in away comparable or even better than the conventional matching
score fusion. Marcialis et al. [16] proposed a novel mathematical model to per-
form serial fusion, which is simple and able to predict the performance of two
serially combined matchers. The proposed model helps the designer in finding the
processing chain allowing a trade-off between performance and matching time.
Experiments carried out on well-known bench mark datasets made up of face
and fingerprint images supports the use fullness of the proposed methodology
when compare it with standard parallel fusion.

Separation of original signal from noise can be done in one of the ways: homo-
geneous area pre classification which estimates the noise variance [14,15] image
filtering techniques [1], Local variance estimation [2]. By adopting Discrete cosine
transform, image structure can be preserved by high frequency co-effiecients and
noise variance in the image can be computed by low frequency co-efficients, such
that it helps in separation of noise from the original image [17]. They proposed
noise variance estimation in two steps, in first step noise variance is estimated
with the linear combination of normalized moments and learned coefficients and
in the next step the look up table is generated by analyzing the Cumulative dis-
tribution function values of the training images. For a new image noise variance
is computed by its CDF looking in to the look up table. Pyatykh et al. pro-
posed noise level estimation adopting Principal component analysis blocks and
the contributions of their work are as follows: efficient in performance issues,
though the image is non homogeneous processing is done and also attained the
good performance when compared with the state-of-art methods [22]. Kearns
proposed a statistical approach for noise tolerance where a learning algorithm
is restricted from identifying individual samples of the unknown target function
[13].

3 Preprocessing

In this section, we propose Region of Interest (ROI) extraction from Palmprint
and Handvein images.
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Fig. 1. Region of Interest extraction of Palmprint: (a) and (b) Automatic contour
detection (c) and (d) locating key points, these Points will be used to select the ROI
(e) and (f) Final ROI is rectangular shape that forms 4 green points (Color figure
online)

3.1 Rotation Invariant ROI Extraction from Palmprint Image

The algorithm that we are proposing here extracts essential palm region which
is invariant to rotation. The main steps for obtaining the rectangular area ROI
called central part sub-image of a Palmprint are summarized as in Fig.1 and
steps are as follows:

— Anisotropic filter is applied to improve edge detection and also to find the
contours of the palmprint image

— Trace the boundary of the holes between the fingers. Calculate the center of
gravity of the holes and decide the key points ki, ks, k3 respectively.

— Line up k7 and k3 to get the Y-axis of the Palmprint coordinate system and
then make a line through ks perpendicular to the Y-axis to determine the
origin of the palmprint coordinate system.

— Once the coordinate system is decideda fixed size sub-image of the central
part of a Palmprint is extracted.

— Calculate rotation angle in using above key points and crop exact ROI.

3.2 ROI Extraction from Handvein Images

There are essentially two reasons for us to propose ROI extraction from Handvein
images:

1. The discriminative information in an Handvein image is located in central
region. There is very less or almost no useful features along the four sides.
2. To reduce the storage and computational burden.
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Fig. 2. Region of Interest extraction of Handvein

As the essential region of interest in Handvein image. To increase the verifi-

cation accuracy we have to extract the Region of Interest of handvein modality.
Given raw handvein image, the process of extracting the ROI follows.

Convert gray scale image to binary by selecting suitable threshold.

Scan the image contour from left to right (profiling).

Select Knuckle tip (K1) as control point, then locate other key points K2 and
K3 by scanning

Move some appropriate number of pixels from key points, that give reliable
ROL

Our algorithm of ROI extraction are shown in Fig. 2(a)—(d).

4

Proposed Multimodal System

The multimodal biometric system exhibits number of advantages as compared
to that of unimodal biometric system and are listed below [23]

Multimodal biometric system works with more than one modality, hence
it offers a substantial improvement in the accuracy as compared to other
approaches of multibiometric system.

Multimodal biometric solves non-universality issues by covering a large pop-
ulation of users. If user cannot possess a single valid biometric trait still they
can be enrolled into a system by using another valid biometric trait. However,
it gives certain degree of flexibility to the user.

Multimodal biometric systems are less sensitive to imposter attacks. It is very
difficult to spoof the legitimate user enrolled in multimodal biometric system.
Multimodal biometric systems are robust to the noise on the sensed data i.e.
when information acquired from the single biometric trait is corrupted by
noise we can use another trait of the same user.

These systems also help in continuous monitoring or tracking the person in
situation when a single biometric trait is not enough. For example tracking a
person using face and gait simultaneously.
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Multimodal biometric systems are gaining popularity as it provides very high
degree of performance and also high universality [12]. Since multimodal biomet-
ric system combine the information from different biometric traits, the core of
the multimodal biometric system involves in performing the fusion of these infor-
mation from different biometric trait. Fusion can be carried out at four different
levels such as sensor level, feature level, match score level and decision level [19].

4.1 Sensor Level Fusion

At sensor level fusion, raw images acquired by different sensors or multiple snap-
shots are combined. The aim of sensor level fusion is to obtain the detailed infor-
mation from both the images subjected to fusion [11]. In our experiments, we
have adopted wavelet based image fusion. In wavelet based image fusion, decom-
position is done with a high resolution image as it decomposes an image into
a set of low resolution images with wavelet coeflicients at each level. Then, it
replaces a low resolution image with an MS band at the same spatial resolu-
tion level and finally, performs a inverse wavelet transformation to convert the
decomposed image and replaced set back to the original resolution level. Further,
features extraction and matching is performed on fused image.

4.2 Feature Level Fusion

In feature level fusion each individual modality process outputs a collection of
features. The fusion process fuses these collections of features into a single feature
set or vector. Feature level fusion performs well, if the features are homogenous
(i.e. of same nature). However, if the features are heterogeneous, then it requires
normalization to convert them into a range that makes them more similar. We
used four well-known normalization methods [24].

1. Min-Max (MM) method: This method maps the raw scores (s) to the [0, 1]
range. The quantities max(s) and min(s) specify the end points of the score
range:

s; — min(s)

n= (1)

max(s) — min(s)

2. Z-score: This method transforms the scores to a distribution with mean of
0 and standard deviation of 1. The operators mean() and std() denote the
arithmetic mean and standard deviation operators, respectively:

s; — mean(s)
n=————" 2
std(s) 2)

3. Tanh: This method is among the so-called robust statistical techniques. It

maps the raw scores to the (0, 1) range:

1 o
- Q[tmh{o.m.wm@} +1

std(s) 3)
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4.3 Score Level Fusion

In this fusion, the matching scores of multiple palmprint spectral images are
fused into a single score using different rules, such as sum rule, min rule and
max rule; later scores are compared with the system acceptable threshold. The
nl" represents the normalized score for matcher m (m = 1,2,--- , M, where M
is the number of matchers) applied to user ¢ (i = 1,2,--- ,I , where I is the
number samples in the database). The fused score for user i is denoted as f;.
Popular rules used in score level fusion are [5]:

~ Sum Rule: f; = "M nMy;

m=1™ M
— Min Rule: f; = min(n;,n;,--- ,n;")Vi
- 1,2 M\
— Max Rule: f; = maz(n;,ng, - ,n" Vi

4.4 Decision Level Fusion

Fusion at decision level can be done by adopting appropriate threshold, but only
a small amount of information is available in taking decisions [5]. Hence, it is
not very accurate, here only Boolean decisions exists like, accept or reject. The
output of each matcher can be merged into one single decision using logical AND
and OR rule which finally gives single decision.

4.5 Log-Gabor Based Feature Extraction

We have adopted Log Gabor as feature extraction algorithm for all the modali-
ties which we have selected to effectively represent biometric samples. Log Gabor
transform have consistently achieved high recognition rates in all traditional
unimodal biometric system. The Log Gabor transform has a response that is
Gaussian when viewed on a logarithmic frequency scale instead of linear one.
Because of their Gaussian profile, Log Gabor filter provide an optimal joint
space-frequency localization whose shape is smooth, symmetric, infinitely differ-
entiable [9]. Hence Log Gabor transform allows one to capture more information
in high frequency areas and also possess high pass characteristics and there by
reflecting the frequency response of image more realistically. On the linear fre-
quency scale, the transfer function of the Log Gabor transform has the form
8]

B —10g(w/w0)2
G(w) = exp {2><10g(/€/w0)2} (4)

where wyq is the filter’s center frequency. To obtain constant shape ratio filters, the
term k/wo must also be held constant for varying wg. In our experimentation, we
have selected effecitve parameter such as filter has a bandwidth of approximately
2 octaves and filter bank is constructed with 8 orientations and 4 different scales.
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5 Experimental Results and Discussion

5.1 Experimental Setup

In this section, we on the experimental setup made in our study. For face samples,
we have considered AR database, we used PolyU databases for Palmprint and
High resolution fingerprint. Iris and Handvein databases of CASTA and Bospho-
rus respectively. In all the experiments, training was performed by considering
three views of each user and two views were used for subsequent testing. Since,
Handvein database consists of maximum five samples of each user. The perfor-
mance was studied under both clean and noise conditions, for unimodal as well
as different face centric multimodal approaches.

Fig. 3. Few example images of face, palmprint, fingerprint, handvein and iris modali-
ties: clean images (Top) and corrupted by noise (Bottom)

We have used real time noise in our experiments such as Gaussian noise, to
validate the robustness of both unimodal and multimodal systems. For train-
ing we have used clean three samples of individual modality and while testing
have considered the two noise corrupted samples. The clean and noise corrupted
images are shown in Fig. 3.

5.2 Results on Clean vs Noisy Unimodal Biometric Systems

The main objective of our experimentation is to provide consequences of level of
fusion under different strategies of face centric multimodal system. We have cho-
sen Face, Palmprint (Pp), Iris, Handvein (Hv) and Fingerprint (FP) modalities
and log gabor as feature extraction algorithm which is assumed in yielding good
performance to all the above modalities. In all of our experiments, performance
of levels of fusion is measured in terms of False Acceptance Rate (FAR) at values
0.01%, 0.1% and 1% and its related values of Genuine Acceptance Rate (GAR
in %) is tabulated.

Initially, we have conducted experiments on each single modality; the per-
formance is measured for each modality and results are tabulated Clean(Voise)
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Table 1. Performance analysis of unimodal system

FAR (%) GAR (%)

Face Fingerprint | Palmprint | Handvein | Iris
0.01 33.5 (24:5) | _ (27) 51.03:% 325 10 |3 (65
0.1 80.5 (74:5) | 54 5(44:5) | 59 0(20:5) | 38 0(193) | 95 5(17)
1 92.0 ©? | g5.5 (60-8) |72 5(73:5) | 55 (39 | 50.5 (49)

Table 1 indicates that clean and noisy face modality GAR is higher at 0.1% and
1% value of FAR. Compared to other modalities fingerprint, palmprint, Hand-
vein and iris. However, the at 0.01% FAR clean palmprint biometric outperform
the better than considered biometrics. The lowest performance is observed in
table for iris unimodal system on clean and corrupted by noise condition.

5.3 Results on Clean vs Noisy Multimodal Biometric Systems

In this section, we have presented empirical results on comparative analysis at
different levels of fusion under various rules in developing multimodal approach.
Different bio-modal biometric systems are proposed preserving facial feature has
common modality in fusing with other employed modalities.

Table 2. Face and palmprint fusion at various levels

Fusion Rules GAR for face and palm
0.01% FAR | 0.1% FAR | 1% FAR
Sensor level | Wavelet | 67.59-%) 82.0(81:5) | 94 5(92:5)
Feature level | Min-Max | 85.5(°%%) 92,0865 96,0940
Z-Score | 81.5(12) 89.5(0) 1950
Tanh 81.5(43:5) 190,050 1 94.0(83-%)

Score level Min 80.5("7) 89.9(88:5) | 94 0(92)
Max 47.563%) 89565 | g7 5(88)
Sum 87.5(86:5) 193,015 1 97,5(9)

Decision level | OR 475032 89.5(71) 97.5(88.5)
AND 63.009 75.0060) 1 83.0(76:5

Table 2, shows the evaluation of face and palmprint modalities being fused
and comparison is done on sensor, feature, score and decision level fusion with
their relevant fusion rules. On fusion of face with palmprint modality, the
bimodal verification system has yielded results: at sensor level fusion (94.5%,
92.5%), feature level-Min-Max rule (96%, 94%), score level-Sum rule (97.5%,
96%), decision level-Or rule (97.5%, 88.5%) of GAR at 1% FAR on clean and
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noisy database respectively. We can observe that sum rule of score level fusion
gives highest values of GAR% at different values of FAR% compared to other
fusion levels and its rules. Definitely these results proves performance is high
when compared to the earlier experimented unimodal case.

Table 3. Face and fingerprint fusion at various levels

Fusion Rules GAR for face and fingerprint
0.01% FAR | 0.1% FAR | 1% FAR
Sensor level | Wavelet | 68.0(7) 80.5(6% 93.5(89-%)

Feature level | Min-Max | 54.0°%%) | 57.5(6:5) | g9 5(68)
Z-Score | 44.5(39-5) 61.00°8) 74.0(7D
Tanh 44.509) 61.0072) | 76.5(72)

Score level | Min 53.0¢44 61.0058:3) | 70.5(69)
Max 34.0295  180.5(™) 92,009
Sum 78.5(70) 9159 1 96.592)

Decision level | OR 34.060) 80.5(8:5) | 92,0(73-5)

AND 44.0295) 56504 69,0069

Table 4. Face and Handvein fusion at various levels

Fusion Rules GAR for face and Handvein
0.01% FAR | 0.1% FAR | 1% FAR
Sensor level | Wavelet | 46.06% 81.5(72:5 |91 569
Feature level | Min-Max | 45.0(24:5) 80.5(79:5) | 92,599
Z-Score | 42.50% 78.0C0 1 94.5(7)
Tanh 42,509 78.000 194,560

Score level | Min 45.029) | 78.5(73:5) |91 5(90)
Max 30.5(10-5) 141,51 58.5(39:5)
Sum 75.50%) 88.08%) | 95.0092:%)
Decision level | OR 45(22:5) 78.5(73:5) | g0, 5(89)

AND 30.5(10-5) 141 5(22) 58.5(41)

Results on fusion of face and fingerprint is tabulated in Table 3, Sensor level
fusion (93.5%, 89.5%), feature level-Tanh rule (76.5%, 72%), score level —sum
rule (96.5%, 92%), decision level (92%, 73.5%) has obtained GAR at 1% FAR
for clean and noisy database respectively. Again here also score level fusion sum
rule is performing better than other levels of fusion. Even the sensor level fusion
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performance is healthier. The lowest performance is found on decision level AND
rule.

Table 4 infers the multimodal approach of face and Handvein. Even though,
score level fusion-Sum rule gives (95%, 92.5%) highest performance on both clean
and noisy data respectively, the feature level fusions normalization schemes Min-
Max, Z-score and Tanh perform equally well with GAR% with different values
of FAR.

Table 5. Face and Iris fusion at various levels

Fusion Rules GAR for face and Iris
0.01% FAR | 0.1% FAR | 1% FAR
Sensor level | Wavelet | 61.0(33-5) 78.5(745) | 92 5(89-5)
Feature level | Min-Max | 78.0(7% 89.0(82:5 | 96,09
Z-Score | 74.51%) 86.5(00-) 1 95,054
Tanh 78.0142) 92.0(99 | 96.067
Score level | Min 41.5(36) 57.002 | 75.5(70
Max 35.021:2) 1 89,0(645) 93 5(89-5)
Sum 71.0070 83.09 94,000
Decision level | OR 34.060) 82.0(7+%) 193,57
AND 41.5¢9 57.00% | 75569

Finally, we have fused Face with Iris, at different levels of fusion. Results from
Table 5 states that, all the normalization schemes of feature level outperform
other level of fusion and has given highest level of accuracy. In all the set of
experiments score level fusion is performing consistently.

6 Conclusions

This paper presents an overview of unimodal and multimodal biometric verifi-
cation systems and comparative study on levels of fusion. Multimodal biometric
systems will solve the drawbacks faced by unimodal systems more elegantly as
seen from our results. From the experimental results obtained we arrive at the
following inference: (a) all biometric modalities performance is always dependent
on feature extraction in our case we have used a generalized feature extraction
Log gabor which gives better performance results. (b) A new modality intro-
duced to any biometric system gives complementary information. Hence, one
can find significant improvement in accuracy. (¢) In Score level fusion, sum rule
always gives better performance compared to other levels of fusion. (d) While
improved performance is available with increasing additional modalities, judging
the right combination is very critical. (e) The proposed model gathers the results
collectively on both the clean and noisy data experimented on all levels of fusion
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under the adopted rules gives the robustness analysis, we can see from the results
obtained that the system is performing consistently on both kinds of data on
most of the evaluation sets exhibited on the tables. In general multimodal always
yields better results than any other approaches. However developing a general-
ized framework that governs the dynamic selection of Modality /Fusion/Feature
extraction algorithms implies higher cost, more processing and difficult to deploy
and maintain, our future work would be intended working on this idea.

References

10.

11.

12.

13.

14.

Yang, S., Shin, D., Park, R., Jung, J.: Block-based noise estimation using adaptive
Gaussian filtering. IEEE Trans. Consum. Electr. 51, 218-226 (2005)

Capobianco, L., Moretti, S., Chiarantini, L., Alparone, D.L., Selva, M., Butera, F.:
Quality assessment of data products from a new generation airborne imaging spec-
trometer. In: Proceedings of IEEE International Geoscience and Remote Sensing
Symposium, vol. 4, pp. 422-425 (2009)

Eskandari, M., Toygar, O., Hasan, D.: A new approach for face-iris multimodal bio-
metric recognition using score fusion. Int. J. Pattern Recogn. Artif. Intell. 27(03),
1356004 (2013)

Geng, X., Smith-Miles, K., Wang, L., Li, M., Qiang, W.: Context-aware fusion: a
case study on fusion of gait and face for human identification in video. Pattern
Recogn. 43(10), 3660-3673 (2010)

He, M., et al.: Performance evaluation of score level fusion in multimodal biometric
systems. Pattern Recogn. 43(5), 1789-1800 (2010)

Hezil, N., Boukrouche, A.: Multimodal biometric recognition using human ear and
palmprint. 6, 351-359 (2017)

Rasmy, M.E., Badawi, A.M., Youssef, 1.S., Abaza, A.A.: Multimodal biometrics
system based on face profile and ear (2014)

Jain, A.K., Chen, Y., Demirkus, M.: Pores and ridges: high-resolution fingerprint
matching using level 3 features. IEEE Trans. Pattern Anal. Mach. Intell. 29(1),
15-27 (2007)

Kahlil, A.T., Abou-Chadi, F.E.M.: Generation of iris codes using 1D log-gabor
filter. In: 2010 International Conference on Computer Engineering and Systems
(ICCES), pp. 329-336 (2010)

Kisku, D.R., Rattani, A., Gupta, P., Sing, J.K.: Biometric sensor image fusion for
identity verification: a case study with wavelet-based fusion rules graph matching.
In: 2009 IEEE Conference on Technologies for Homeland Security, pp. 433—439,
May 2009

Kisku, D.R., Rattani, A., Gupta, P., Sing, J.K.: Biometric sensor image fusion for
identity verification: a case study with wavelet-based fusion rules graph matching.
In: 2009 IEEE Conference on Technologies for Homeland Security, HST 2009, pp.
433-439, May 2009

Li, S.Z., Jain, A.K. (eds.): Handbook of Face Recognition, 2nd edn. Springer,
Heidelberg (2011)

Kearns, M.: Efficient noise-tolerant learning from statistical queries. 45(6), 983—
1006 (1998)

Luthon, F., Liévin, M., Keeve, E.: Entropic estimation of noise for medical volume
restoration. 3, 871-874 (2002)



254

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

H. D. S. Gowda et al.

Ricci, E., Salmeri, M., Mencattini, A., Salsano, A.: Noise estimation in digital
images using fuzzy processing. In: Proceedings of International Conference on
Image Processing, vol. 1, pp. 517-520 (2001)

Marcialis, G.L., Roli, F., Didaci, L.: Personal identity verification by serial fusion
of fingerprint and face matchers. Pattern Recogn. 42(11), 2807-2817 (2009)
Zriakhov, M., Kaarna, A., Ponomarenko, N., Lukin, V., Astola, J.: An automatic
approach to lossy compression of AVIRIS images. In: Proceedings of IEEE Inter-
national Geoscience and Remote Sensing Symposium, vol. 4, pp. 472-475 (2007)
Nadheen, M.F., Poornima, S.: Fusion in multimodal biometric using iris and ear.
In: 2013 IEEE Conference on Information Communication Technologies, pp. 83-87,
April 2013

Poh, N., et al.: Benchmarking quality-dependent and cost-sensitive score-level mul-
timodal biometric fusion algorithms. IEEE Trans. Inf. Forensics Secur. 4(4), 849—
866 (2009)

Zhu, L., Zhang, S.: Multimodal biometric identification system based on finger
geometry, knuckle print and palm print. Pattern Recogn. Lett. 31(12), 1641-1649
(2010)

Dharaskar, R.V., Chhabria, S.A., Thakare, V.M.: Survey of fusion techniques
for design of efficient multimodal systems. In: 2013 International Conference on
Machine Intelligence and Research Advancement, pp. 486-492 (2013)

Hesser, J., Pyatykh, S., Zheng, L.: Image noise level estimation by principal com-
ponent analysis. 22(2), 687-699 (2013)

Sim, T., Zhang, S., Janakiraman, R., Kumar, S.: Continuous verification using
multimodal biometrics. IEEE Trans. Pattern Anal. Mach. Intell. 29(4), 687700
(2007)

Snelick, R., Uludag, U., Mink, A., Indovina, M., Jain, A.: Large-scale evaluation of
multimodal biometric authentication using state-of-the-art systems. IEEE Trans.
Pattern Anal. Mach. Intell. 27(3), 450-455 (2005)

Pyatykh, S., Hesser, J., Zheng, L.: Image noise level estimation by principal com-
ponent analysis. 22, 687-699 (2013)

Verlinde, P., Chollet, G., Acheroy, M.: Multi-modal identity verification using
expert fusion. Inf. Fusion 1(1), 17-33 (2000)

Wu, X., Zhu, X.: Class noise vs. attribute noise: a quantitative study. 22, 177-210
(2004)



	Performance Analysis of Log-Gabor Based Multimodal Systems and Its Fusion Techniques
	1 Introduction
	2 Review of Literature
	3 Preprocessing
	3.1 Rotation Invariant ROI Extraction from Palmprint Image
	3.2 ROI Extraction from Handvein Images

	4 Proposed Multimodal System
	4.1 Sensor Level Fusion
	4.2 Feature Level Fusion
	4.3 Score Level Fusion
	4.4 Decision Level Fusion
	4.5 Log-Gabor Based Feature Extraction

	5 Experimental Results and Discussion
	5.1 Experimental Setup
	5.2 Results on Clean vs Noisy Unimodal Biometric Systems
	5.3 Results on Clean vs Noisy Multimodal Biometric Systems

	6 Conclusions
	References




