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Preface

Medical imaging techniques have a crucial role to play in clinical diagnostics. This 
volume covers the different imaging tools as applied in the diagnosis of brain 
tumors, oral diseases, kidney cysts, and skin cancer. This volume includes three 
chapters on spectroscopic imaging techniques based on magnetic resonance with a 
greater emphasis on EPR imaging. Chapters introduce the particular technique in 
the beginning followed by detailed description including examples and comparison 
with other imaging method such as MRI. Application of nanomaterials to enhance 
the imaging modalities has been included in a separate chapter.

I am thankful to the expert contributors for making this collection a unique addi-
tion to the existing knowledge base. My special thanks to Prof. Przemysław 
M.  Płonka and Prof. Martyna Elas, Department of Biophysics, Faculty of 
Biochemistry, Biophysics, and Biotechnology, Jagiellonian University, Krakow, 
Poland, who kindly reviewed manuscripts for this volume. I am also thankful to 
Prof. K. Nakagawa, Division of Regional Innovation, Graduate School of Health 
Sciences, Hirosaki University, Japan, for his contribution as a reviewer.

I sincerely thank Dr. Naren Aggarwal, Executive Editor, Clinical Medicine, 
Springer (India) Private Limited, for giving me the opportunity to present this book 
to the readers. I also thank Teena Bedi, Associate Editor (Clinical Medicine), and 
Saanthi Shankhararaman for their support during the publication process.

While going through the individual chapters, I learnt a lot and hope that it will be 
a good experience for the readers too.

Prayagraj, India� Ashutosh Kumar Shukla 
May 2019
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1Electron Paramagnetic Resonance 
Imaging-Solo and Orchestra

Martyna Elas, Martyna Krzykawska-Serda, Michał Gonet, 
Anna Kozińska, and Przemysław M. Płonka

Magnetism is a common property of the matter and magnetic interactions insepara-
bly bound to the interactions with the mediation of the electric fields are one of the 
principal types of physical interactions (recently unified with the weak interaction 
to electroweak interactions). The nature of magnetic interactions is a deliverable of 
the phenomenon of spin defined as early as in 1920s [1–3]. On the atomic level, 
these properties are a result of the possession of a resultant nonzero spin, which can 
be attributed both to the nucleus and to the electrons. The magnetic nuclei interact-
ing with the external magnetic fields give the base for the phenomenon of the nuclear 
magnetic resonance and the nonzero resultant electron spin—to the phenomenon of 
the electron spin (ESR, also called paramagnetic, EPR) resonance. From the physi-
cal point of view, the nature of both phenomena are similar and can be described 
with similar mathematic formulas. The only difference, resulting from the differ-
ences between the gyromagnetic ratios for proton and electron, and actually, from 
the respective differences in their mass, affects the working spectrum of radiation 
used to observe the phenomenon—for NMR it is the radio waves, and for the EPR—
microwaves. But from the point of view of chemistry and biology, the quality of 
information delivered by these techniques is totally different. While the NMR tech-
niques convey messages on the elemental composition and the types of molecules 
constituted by the NMR-active elements, in the case of EPR almost the whole infor-
mation concerns unpaired electrons (with the uncompensated spins) which here are 
either components of transient metal ions, or free radicals and similar molecules [4]. 
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The information may, therefore, concern the occurrence of free radicals due to radi-
ation or redox reactions. Exogenous EPR-active substances may also deliver infor-
mation on their magnetic microenvironment (including fine and hyperfine 
interactions with other unpaired electrons, and magnetic nuclei, and relaxation phe-
nomena, concluding on the local redox properties of the environment, e.g., oxygen-
ation), and from the anisotropy of these interactions one can conclude about local 
movements, affecting such important “microphysiological” phenomena as local 
fluidity, viscosity, molecular dynamics and transport.

In both cases, the information conveyed by the phenomenon of the magnetic/
paramagnetic resonance may additionally inform of the spatial distribution of 
NMR- or EPR-active species. This is possible if the external stable magnetic field 
becomes inhomogeneous, e.g., changing regularly along a given space variable 
(forming the so-called field gradient). Such techniques are called techniques of 
magnetic/paramagnetic resonance imaging (NMRI/EPRI). And again, while based 
on the same physics, the nature of this information is totally different for NMRI 
than for EPRI, therefore often delivering complementary, medically important 
information (e.g., on spatial distribution of tissue polarity and hydration in NMRI, 
and distribution of a spin label and its magnetic interaction with oxygen in EPRI).

This chapter concerns the uniqueness of EPRI, but also the possibilities to use it as 
a complementary method with other ways to biological and biomedical imaging. 
EPRI has become an important method in the research of the distribution of redox 
properties, oxygenation, melanization, blood flow, penetration of epidermis, and other 
medically important phenomena, for which the spatial distribution of the phenomenon 
or the process is crucial. In particular, it shall focus on three experimental approaches 
related to the primary techniques of EPR spectroscopy, namely continuous wave 
(CW) EPR, pulse EPR imaging, and the rapid scan (RS) methods. A separate dose of 
attention will be paid to the application of EPRI in multi-technique approach.

1.1	 �Methodology of EPR

1.1.1	 �Introduction to the EPR Technique

EPR is oriented on studying unpaired electrons, basically magnetically induced 
splitting of electronic spin states [5–11]. One of the characteristic features of elec-
tron is presence of the spin (S = 1/2), which leads to magnetic moment. The pres-
ence of external magnetic field significantly influences the spin orientation, which 
takes parallel or anti-parallel orientation to the applied direction of magnetic field. 
One can define arbitrary axis of the electron position based on the external magnetic 
field, which leads to projections of magnetic momentum of the unpaired electron 
equal ms = ± 1/2. Possessing unpaired electrons in the sample is important, because 
the two distinct energy levels of the spin are created and the EPR technique is 
focused on measuring the energy difference between them. What is more, how big 
is the separation of the energy levels will strongly depend on magnetic field strength. 
Next, the question occurs—how one can measure the energy difference between 
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these two levels? In the EPR technique, the sample is placed in the homogenous 
magnetic field and excited with a specific frequency of electromagnetic radiation, 
next, one can sweep the magnetic field, and when the frequency tunes to the energy 
difference between upper and lower electron stages the microwave frequency is 
absorbed. The point is that when measuring the energy of microwave in the system, 
one is able to see the absorption as a specific peak (it will be visible as a decrease of 
the microwave energy in the system). This physical phenomenon, when the system 
can absorb very specific energy and change its energy state, is called the resonance. 
The resonance will occur when the energy difference (ΔE = hν, where h is Planck 
constant and ν is the wave frequency) will be equal to the product of electron g-fac-
tor, Bohr magneton (μB), and the induction of the external magnetic field (B0) [Eq. 
1.1].

	 h g Be Bν µ= 0 	 (1.1)

The position of a selected signal in the spectrum measured from a sample placed in 
EPR cavity will inform about the energy differences between the spin states. To be 
more precise, it is a Gaussian/Lorentzian distribution of energy absorption for the 
sample, whose shape depends on the relaxation time of the exited electron and the 
localization of density of unpaired electron in the molecule [12]. According to the 
principle of uncertainty, the longer the relaxation time, the smaller the signal width 
is observed. What information can be obtained from the EPR spectrum of a sample? 
Main characterization of the signal includes: signal intensity, hyperfine splitting, 
g-factor, spin relaxation times, and signal line shape (Fig. 1.1a). It is important to 
remember that all of those characteristic signals could be influenced by several envi-
ronmental factors, e.g., temperature. Because of that, a careful designing condition 
for reliable calibration curves for the spin probes is necessary.

The signal linewidth can be a crucial parameter which carries information about 
the change in paramagnetic center environment. For example, a very popular spin 
probe for oximetry studies—lithium phthalocyanine (LiPc)—has a strong depen-
dency of signal linewidth in relation to oxygen partial pressure in surrounding area. 
In general, signal width can be measured, either using first derivative of the absor-
bance spectrum as peak-to-peak, or as full width at half maximum of the absorbance 
line and is expressed in magnetic induction units (Gs). Which method of calculation 
is better depends strictly on other signal’s properties.

Next signal feature, related to the signal intensity, is amplitude. Amplitude is 
calculated based on pick-to-pick distance in y-axis of spectrum.

The g-factor can be measured which can be understood as a molecule fingerprint. 
According to Eq.  1.1, Bohr magneton is constant and external magnetic field is 
known during the measurement, so the energy between two spin levels is deter-
mined by g-factor. Measuring of g-factor can be easy in low-viscosity solution, but 
when paramagnetic molecules have fixed orientation in the sample the deviation of 
g-factor can be observed. This effect is related to spin–orbit coupling—when the 
orbitals are oriented in the molecule in the fixed position, and the sample become 
anisotropic (sensitive to the position in the spectrometer). In axis system, the 
g-factor anisotropy can be studied and gx, gy, gz can be calculated.

1  Electron Paramagnetic Resonance Imaging-Solo and Orchestra
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Unpaired electron is sensitive to local environment. It is worthy to mention that 
a lot of atoms relevant for biology (e.g., H, C, N, O, P, S, Cl, Fe, Mn) have isotopes 
with a nonzero nuclear spin. The single electron can interact with a magnetic nucleus 
(magnetic field generated from nucleus magnetic moment is “strong enough” to 
affect the electron); this effect is observed in EPR signal as hyperfine splitting. The 
signal parameter which is responsible for this interaction is termed hyperfine cou-
pling constant (A).

When electron excitation of a paramagnetic compound is leading to generation 
of dipole with magnetic momentum, the T2 and T1 relaxation times describe the 
behavior of the spin. Relaxation times are reflected in how EPR signal changes in 
time, due to spins going back to the initial value (magnetization dipole loses the 
orientation adopted in the magnetic field). T2 relaxation time is related to transverse 
magnetization (Mxy) after microwave absorption and spin–spin interactions. On the 
other hand, T1 relaxation time is related to energy exchange between spin and exter-
nal environment and affects longitudinal component of the spin and that is why is 
called spin–lattice relaxation time. T2 relaxation time parameter is characterized by 
exponential decay character and is shorter or equal to T1. Relaxation times can be 
studied with different types of EPR techniques, but pulse EPR technique is the first 
method of choice.

1.1.2	 �When EPR Meets Biology

For EPR only paramagnetic compounds are visible. Therefore, for studying biologi-
cal objects, the presence of paramagnetic compounds (e.g., radical-containing 
unpaired electrons) is necessary to register the EPR signal. The EPR signal may 
come from endogenous or exogenous paramagnetics. Naturally occurring in living 
systems endogenous paramagnetics are some metal ions, melanins, paramagnetic 
gases (oxygen, nitric oxide, nitric dioxide), and free radicals. Usually the com-
pounds with at least one unpaired electron and present at very low concentration and 
with very short lifetime, require more stable spin traps to allow EPR measurement. 
That is why study of physiological process driven by paramagnetic compounds such 
as nitric oxide, superoxide, or hydroxyl radicals is difficult. On the other hand, one 
of the most relevant molecules for the living organisms—oxygen—in the stable 
form is  in the triplet state with paramagnetic and diradical properties [13, 14]. 
Unfortunately, according to very broad signal from triplet oxygen, direct measure-
ment of this compound especially in biological samples is hardly possible. This is 
due to extremely short relaxation time of molecular oxygen in dissolved state. One 
of the substances naturally occurring in biological samples is melanin, the dark pig-
ment responsible for example for hair and skin color. Melanin gives very strong 
EPR signal due to presence of more than one paramagnetic center [15]. Next group 
of paramagnetic compounds naturally present in living organisms are some metal 
ions. Metalloenzymes can be successfully studied by EPR, for example the oxygen 
evolving complex in photosystem II (PSII), the FeMo cofactor of nitrogenase 
(enzyme involved in N2 reduction to NH3). Interestingly, extremely important metal 
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ions for enzymes like Mg or Zn can be substituted with paramagnetic analogues 
(Zn+2 with Co+2 and Mg2+ with Mn2+) allowing for EPR measurements. The last 
group of naturally occurring paramagnetic compounds are free radicals such as 
reactive oxygen and nitrogen species, which are extremally important in physiologi-
cal processes involved in oxidative stress and redox signaling [16]. From definition 
free radicals are molecules with one or more unpaired electrons, so they are also 
paramagnetic compounds (but not each paramagnetic compound is a free radical). 
EPR provides unique possibilities to study free radicals interaction in long time 
scales (for compounds like ascorbyl radical or tocopheroxyl radical) and very short 
living forms like hydroxyl radical or superoxide radical anion [17–19].

Fortunately, the wide variety of spin probes and spin traps provide the possibility 
to measure oxygenation, some free radical concentration, redox state, acidosis, cell 
viability, viscosity, tissue perfusion, and molecular motion in biological systems 
[20, 21]. Generally, in experiments which involve synthetic spin probes, the changes 
of EPR signals of the spin probe are observed in dependence of selected environ-
mental factors. For example: to measure oxygen concentration in the tissue, the 
EPR signal depends on oxygen concentration in probe (e.g., LiPc) localization; 
measurement of tissue redox state can be related to spin probe decay rate, which is 
associated to the intracellular glutathione concentration. It should be highlighted 
that these procedures require proper calibration curves in controlled conditions to 
measure physical values (units), not only the changes in the system. In summary, 
spin probe is a compound which provides paramagnetic properties to the investi-
gated biological process; on the other hand, usually diamagnetic spin traps are mak-
ing possible the EPR measurement of unpaired electrons from compounds already 
present in the system (chemical interaction between trap and spin is required). It 
should be mentioned that the special type of spin probes are spin labels, usually 
from nitroxyl family, and they are useful for, e.g., membrane fluidity 
measurements.

It is very important to select a proper spin probe to the specific research problem, 
according to the known spin probe biodistribution and biokinetics, toxicity, signal 
intensity, time of measurements, and total observation time. For example, to study 
tissue oxygenation for several weeks in specific, well-defined place, the OxyChip 
(encapsulated lithium octa-n-butoxynaphthalocyanine: LiNc-BuO implants) is the 
properly chosen probe [22]. In contrast, the water-soluble trityl radicals could be 
used to image oxygenation in high volume tissues with high resolution, due to a 
very good biopharmacokinetics profile [23]. The main disadvantage of the first 
choice is the single point measurement; on the other hand, the pO2 selectivity is very 
high and this leads to very high signal-to-noise ratios (no real need for sophisticated 
EPR equipment—CW spectroscopy can be done at S and L bands). The water-
soluble spin probes such as nitroxides or trityl radicals are sensitive not only to pO2, 
which can be used as an advantage because, e.g., tissue pH can be measured in the 
same set of measurements. Unfortunately, such procedure will require very good 
calibration curves to calculate selected parameters and this can introduce additional 
errors [24–28]. Water-soluble spin probes have limited toxicity which can be almost 
irrelevant for, e.g., mice organism homeostasis during experiment, but the total dose 
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of the spine probe injected over imaging time needs to be always considered during 
data analysis. Unfortunately, water-soluble spin probes are expensive, one way to 
deal with this problem is purification of compounds obtained from, e.g., urine sam-
ple after imaging [29].

For the measurement of partial pressure of oxygen (pO2) in the tissue the spin 
probe is required, despite the fact that oxygen molecule has two unpaired electrons 
in triplet state. The observed changes in spin probe signal, i.e., changes in the relax-
ation time, are caused by interaction of molecular oxygen and the probe. It needs to 
be highlighted that such interaction does not change the oxygen concentration in the 
tissue, in contrast to more invasive oximetry techniques (e.g., polarimetry). This is 
why very often EPR oximetry is treated like a direct method of oxygen measure-
ment in the tissue, despite the fact that spin probes are involved. Generally, two EPR 
approaches are used in EPR oximetry: (1) methods related to T2 relaxation time 
(spin–spin) or (2) T1 relaxation time (spin–lattice). In the first case, the oxygen con-
centration can be calculated for example based on changes in signal linewidth or 
superhyperfine structure. Second types of approaches are related to, e.g., saturation 
recovery in pulse technique or continuous saturation with microwave power.

Generally, the glutathione (GSH) concentration and presence of thiol (-SH) func-
tional groups is a crucial factor for determination of redox balance and pH values in 
biological systems. It should be highlighted that pH and redox states are crucial 
parameters for tissue inflammation, ischemia, tumor microenvironment, drug phar-
macokinetics and effectiveness. Consequently, there is an urgent need for develop-
ment of non-invasive, direct measurements of GSH in the tissue. EPR is a very 
promising tool to accomplish these goals. To study redox balance in the tissue the 
thiol-sensitive spin probes are used, such as paramagnetic disulfides sensitive to 
thiol-disulfide exchange [20].

The pH levels can be measured by EPR technique only when the molar concen-
tration of hydrogen ions which are surrounded of the spin probe is influenced by the 
change in spectrum (change of g-factor and hyperfine splitting constant). Commonly, 
the stable nitroxides radicals are used as spin probes (based on imidazoline and 
imidazolidine scaffolds). Nowadays, for in vivo pH measurement NMR is the most 
common approach, but due to low resolution and dependency of metabolism in the 
tissue the novel approaches, like EPRI, are highly needed. The types and mecha-
nism of action of spin probes used for pH and redox balance EPR measurements 
were described elsewhere by [20, 30].

As described above, for  resonance  at  the energy of electronic stage  to occur, 
a  corresponding magnetic field strength and microwave frequency  is required. 
Furthermore, the resonator for specific microwave wavelength needs to be used, i.e., 
the 9.5 GHz microwave has around 3 cm wavelength and resonator cavity needs to 
be similar in size. In this context, it is obvious why the experimental setup is so 
important and why different types of measurements require different EPR condi-
tions. Various ranges of microwave frequency have been assigned letters. The most 
important of them for biological studies are: L-band for frequency range 1–2 GHz, 
S for 2–4 GHz, X for 8–12 GHz, and Q for 30–50 GHz (the letters are random and 
are legacy of WW2). The X and Q spectrometers are quite popular due to relatively 
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low cost of magnets (weak magnetic field is needed), but used microwave energy is 
not able to penetrate deeply into the tissues. Q-band, with high-power microwave 
amplifiers and the application of shaped pulse in PW EPR techniques, is often used 
to study objects at a small scale with high sensitivity. This last feature can be 
extremely useful when some critical in concentration paramagnetic substances need 
to be detected, i.e., metals or/and neuromelanin in brain tissue [31]. The L-band and 
lower frequencies are successfully used for animal imaging studies, especially due 
to better microwaves penetration into the tissue [32]. Low frequency of microwaves 
guarantees cavity of the resonator big enough to image mice, rabbits, pigs, and parts 
of much bigger organisms like humans with good resolution [32]. It should be men-
tioned that magnetic field homogeneity becomes a big issue for big objects imaging. 
To sum up, it should be clarified that the higher the microwave frequency is used, 
the higher the resonator sensitivity and noise will be. At the same time, microwave 
penetration will decrease, and this is why imagers very often operate at 250–
750 MHz frequency [33–35].

1.1.3	 �EPR Imaging

The aim of imaging procedures is oriented towards acquiring spatial information of 
paramagnetic species distribution. The challenge is the process of transition from 
Spectral EPR to EPR Imaging (EPRI) [36, 37]. To obtain 2D or 3D images, the 
series of spectra needs to be collected. Each of them needs to have a precise address 
of its location described with coordinates XYZ. This leads to set of pixels (for 2D 
image) or voxels (for 3D image)—the smallest elements of the image, and each of 
these elements contains spectral information. It is noticeable that a better quality 
image will contain more pixels/voxels than the poorer one. This will define image 
resolution, but a large number of elements do not necessarily determine better 
image. How many elements will be forming the sample representation in EPRI and 
providing good image quality? It will depend on such parameters as image acquisi-
tion technique, spectral shape of the sample that can be related to blurring, noise, 
data processing artifacts, and microwave frequency [8]. It is worth mentioning that 
image deconvolution (image processing technique) can increase EPRI resolution 
without collecting additional spectra from sample. Additional problem for imaging 
of biological samples is the microwave penetration—the size of the sample is lim-
ited by absorption of microwave energy by water, described below (Sect. 1.5). It 
should be highlighted that to study in vivo systems, the submillimeter image resolu-
tion is the needed minimum.

How the information about EPR spectrum XYZ orientation in sample can be 
acquired? How can one collect a set of separate spectra from the sample instead of 
one average signal? This is possible due to the additional magnetic field oriented in 
X, Y, and Z positions. These additional coils are able to create magnetic field gradi-
ent. As a result, the position of the signal in the spectrum, when the field gradient 
overlaps with the external magnetic field, which is swept between particular values, 
will depend not only on the position of the resonance, but also on the spatial 
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position of the paramagnetic probe in the sensitive volume of the resonant cavity 
(Fig. 1.1b). The collection of all signals position in the axis of the magnetic field 
gradient is called the projections. The crucial problem in 2D/3D image generation 
is related to number and position of projections [38, 39]. If too few projections are 
acquired, the image will not be represented properly. Additionally, not enough pro-
jections will create the image very sensitive to errors related to the misidentification 
of a signal frequency. It should be clear now why highly defined magnetic field is so 
important in EPRI—each magnetic field distortion will affect the signal projection 
and will perturbate the image (for that reason each metal object too close to the 
magnet can introduce imaging artifact). On the other hand, too high number of pro-
jections will extend imaging time and the biologically significant information can 
be lost (e.g., during oximetry study the short-time increase of tissue oxygenation 
will be undetectable during long-time scans). To solve the problem with accurate 
projection number, a few different solutions are proposed, e.g., sampling the spatial 
polar, spatial azimuthal and spectral projection angles, limitations of field of view, 
obtaining less projections in low gradient field and more in high gradient projec-
tions (due to much better signal-to-noise ratio in low gradient projections), and 
number of scans for each projection also can vary.

The single spectrum parameter measurement, e.g., amplitude measured in two or 
three spatial dimensions, delivers only the more or less precise information on the 
position of the paramagnetic species in the cavity. Such an imaging is often not 
enough to obtain biologically relevant information. To get a meaningful image of, 
e.g., oxygen distribution in the tissue, it is necessary to include a spectral dimension 
along with two or three spatial dimensions. Such a technique is termed spectral-
spatial EPRI (described further  below). Spectral-spatial EPRI is useful to study, 
e.g., diffusion of the spin probes in the system because it can provide the informa-
tion about spin concentration. In the Cartesian coordinate system, it can be pre-
sented as one spatial axis (intrinsic frequency coordinate, which carries information 
about EPR spectrum related to, e.g., spin concentration) while on the other axis the 
relation about the spectrum position is carried. The situation can become more 
sophisticated when the time axis is introduced into spectral-spatial measurement—
each spatial pixel (for 2D) or voxel (for 3D) will then contain information not only 
about the whole spectrum shape, but also about its evolution over time. Such an 
imaging can allow one to calculate, e.g., probe diffusion coefficient into the tissue. 
The spectral-spatial data are collected for all projections, and then the image can be 
reconstructed with one of the tomographic methods.

1.1.4	 �EPRI versus MRI

There is a lot of similarities between magnetic resonance imaging (MRI) and EPRI, 
but the most important difference (which determines other alterations) is the pres-
ence of electrons in the center of the EPR method, instead of protons (especially 
water protons for MRI). This leads to around 1000 times lower magnetic field and 
different range of applied frequency radiation (GHz for EPR vs MHz for MRI). For 
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example, when the applied frequency is 250 MHz the MRI magnetic field is 5.9 T 
and EPR is 9 mT. During the pulse imaging the radiofrequency width for MRI is in 
the range of μs to ms, when for EPR it will be 10–100 ns. When we consider the 
endogenous source of signal, water protons will be the ones for MRI, while for EPR 
we can investigate HbNO (nitrosylhemoglobin) or melanin. The MRI image based 
on water protons will provide detailed anatomical information about the tissue, 
whereas EPRI without additional spin probes will be far behind. This is why to 
provide useful EPRI imaging exogenous spin probes need to be added, e.g., nitrox-
ides or trityls. It is worthy to mention that MRI also provides the option of contrast 
imaging (with exogenous compound) like gadolinium-based molecules. Interesting 
fact is that spin probe concentration needed for a high quality image for EPR is 
more than 1000 times smaller than for MRI (<1 mM concentration for EPR, >60 M 
for MRI). Based on the whole range of available signal source for MRI, the signal 
can be classified as a stable one, while the EPR signals can be categorized as non-
stable ones in the range of minutes (the exception is melanin and solid state spin 
probe like LiPc which can provide week-long signal stability). The linewidth of the 
signal for MRI is in the range of Hz to kHz, while for EPR it is 100 kHz to MHz 
[40–42]. Imaging requires additional gradients of magnetic field, and the wider the 
EPR signal is, the more powerful gradients are needed [43].

1.1.5	 �Problems and Limitations

One of the main problems of EPRI technique is the fact that water molecules absorb 
microwaves. The higher the energy of microwaves, the greatest the water absorp-
tion. This leads to limited application of microwave frequency applied to biological 
systems, the L (0.8–1.2 GHz) and S (3.4–3.8 GHz) microwave frequency bands are 
the most useful for this purpose. In detail, the 250 MHz wave frequency will pene-
trate easily the mouse, rat, or rabbit (>10 cm), although 1–2 GHz will provide the 
information only about a part of the mouse body. Additional issue related with 
microwave absorption by water is sample heating, due to non-resonant effects [44]. 
This can not only affect the size of the imaged object but also affect the biological 
sample with thermal effects (and, consequently, e.g., blood perfusion in the tissue).

One of the most relevant problems during spectroscopy and imaging techniques 
is signal-to-noise ratio (STN). Gradient dependence of noise can be observed during 
imaging, which is associated with the problem of obtaining high quality image with 
high gradients for short time and low scan number (the highest the gradients, the 
highest number of scans are needed).

One more problem during EPR imaging is related to the resonator type. Volume 
resonators are extremely useful for 2D and 3D imaging and they provide a good 
sensitivity. On the other hand, the tuning is difficult especially for big tissue volume 
due to high water concentration and non-resonant microwave absorption. Nowadays, 
the volume resonators can be successfully used for whole body mice imaging in 
pulse wave and rapid scan techniques (described further below). The popular alterna-
tive to the volume resonator is the surface coil. The main advantage of it is easy way 
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to place it on the whole body (the internal organ measurement is possible but invasive 
that way), the sensitivity strongly depends on signal source distance from the coil 
(~1/r2)—the best STN ratio will be coming from object placed very close (generally 
<2 mm) or inside the coil. Such a sensitivity dependence provides limited informa-
tion about 2D/3D imaged area. Many new resonators from specific applications are 
being developed such as surface resonators [45] or implantable resonators [46].

1.2	 �EPRI Modalities

Nowadays for biological application three EPRI modalities are in use: Pulse Wave 
EPR (PW), Continuous Wave (CW) EPRI and its enhancement called Rapid Scan 
(RS) EPRI (Fig.  1.2). The main problems to achieve during imaging are good 
signal-to-noise ratio and creation of the image with good resolution in short time 
scale. It can be crucial for biological experiments to obtain such an image quickly 
because many of important processes (e.g., change of redox balance in the tissue) 
are fast. Furthermore, the possibility of imaging live system without anesthesia or/
and analgesia allows one to observe biological activity with minimal intervention. 
Generally, CW imaging needs time and image requires large number of projection. 
Due to possibility of more projection acquisition over time in contrast to classical 
CW imaging, RS-EPRI is a great achievement and promising tool for EPR research 
in vivo.

On the other hand, the PW EPRI modalities provide very good image quality 
with decent resolution. Unfortunately, to obtain such an image of object in scale of 
cm3 in PW mode the power of hundreds to thousands of watts needs to be delivered 
by radiofrequency amplifier [47]. It should be also mentioned that for PW EPR the 
spin probes with longer relaxation times are preferred—so selection of non-optimal 
spin probe for PW modality can decline the advantage of this technique [48].

Like all in vivo imaging techniques, EPR imaging also sets up hardware and 
software development [37]. Many aspects not unessential in spectroscopy supposed 
to be immensely complex in imaging applications. For preclinical application, pos-
sibility of imaging small animals is the crucial part. It requires equipment such as 
magnets, resonators, and electronics capable to generate homogenous magnetic 
field in larger regions with good sensitiveness for electron spin probe distributed in 
animals. In recent years, immense effort was put to reduce EPR imaging time plau-
sible for animal anesthesia. Continuous wave (CW) and time-domain (pulse) EPR 
spectrometers were transformed into imagers significantly different from each 
other, both having strengths and weaknesses [49]. Development of rapid scan (RS) 

Fig. 1.2  Different EPR 
modalities—CW, pulse, 
and RS all provide 
information on the amount 
of energy absorbed by the 
sample
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technique is a unique achievement [50]. Rapid scan EPRI allows to improve signal-
to-noise ratio and significantly shorten imaging time and therefore has a great 
potential to become a leading EPR imaging method especially suited for nitroxide 
imaging [51, 52]. A great description with many details of EPRI hardware was pro-
vided by Eatons and Ohno [36]. Below we will describe hardware challenges, as 
well as IT approaches in EPR imaging playing a crucial role for EPRI to become a 
popular technique for biomedical applications, explain how images are recon-
structed from the acquired data and present the perspective for future of EPRI tech-
nology in biomedical applications.

1.2.1	 �Continuous Wave EPRI

After placing sample or animal in the center of static magnetic field and when reso-
nance condition is satisfied in conventional continuous wave EPR, the main mag-
netic field is slowly swept through resonance. Slowly changing magnetic field is 
modulated at frequency range from 10 to 100 kHz. At particular modulation fre-
quency phase-sensitive detection acquires signal in the same phase as field modula-
tion. If amplitude of the field modulation is small in relation to the linewidth of EPR 
spectrum [53] (the rule of thumb: it is less than 1/3 of EPR signal linewidth), the 
detected EPR signal is linear with the slope of absorption spectrum. Conventional 
CW-EPR detection is very effective in noise elimination, but by increasing modula-
tion amplitude (larger then 1/3 of EPR linewidth) EPR signal becomes distorted and 
is not useful in applications where linewidth has an important role.

CW-EPRI system should contain a few essentials parts: (a) radiation source at 
frequency at and below 1GHz, (b) microwave bridge with circulator to isolate trans-
mission from detector arm, (c) magnets generating homogenous magnetic field with 
possibility to sweep, (d) resonator or coil for cumulating energy according to the 
position of the imaged object, (e) modulation unit, (f) three pairs of orthogonal gra-
dient coils required for imaging, and (g) computer for controlling the imager and 
data acquisition [54].

During imaging, the object (e.g., an animal) is positioned in the center of the reso-
nator (the maximum of homogenous magnetic field). Resonator is tuned and matched 
to the radiation source until there is the minimum reflection of microwave power 
from the cavity. To assess quality of tuning and matching, a ratio between stored and 
dissipated energy per cycle of radiation is measured. This ratio is called Q (quality)-
value or Q-factor of resonator cavities. For CW-EPRI the higher Q-value the better. 
For low frequency EPRI, the loop-gap resonator [55], re-entrant cavity resonator 
[56], and parallel-coil resonators [57] are usually used. Animal motions during EPRI 
experiment such as heart beating, peristalsis, urination, or breathing are major causes 
of resonator detuning. Therefore, well-designed automatic frequency control (AFC) 
and/or automatic coupling/matching controls (AMC/ACC) are necessary during the 
in vivo imaging to correct magnetic field shifts and to keep matching and tuning 
conditions during animal anesthesia. Great review and practicum describing EPRI 
resonators for in vivo imaging is provided by Rinard and co-workers [58].
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For imaging, the necessary magnetic field homogeneity is determined by spin 
probe used to imaging. In brief, magnetic field inhomogeneity should be much less 
than the linewidth of the spin probe. It is due to the spatial resolution. Spatial resolu-
tion is defined as a distance D [cm] between two spatially resolved points. In prac-
tice, resolution is determined by linewidth and gradient magnitude G  [Gs/cm]. 
Therefore, homogeneity should be much better than G x D. For example, for nitrox-
ides concentration of ~200 ppm is more than enough, but for a narrower spin probe 
such us trityls better homogeneity over the imaging volume would be required [59].

The magnetic field is modulated sinusoidally at frequency up to 100 kHz. This 
brings about an improvement of the amplitude of signal reflected from resonator at 
this particular frequency as the amplitude is proportional to the slope of the absorp-
tion signal. Additionally, all signals with phases and frequencies differing from the 
applied modulation frequency are removed. Advantage of CW-EPRI is no limitation 
regarding the used spin probe. Paramagnetic probes with narrow as well as large 
linewidth are possible to image. However, because magnetic fields have to be swept 
for each projection, the imaging times are usually long (from minutes to hours 
depending on the image dimensionality).

Finally, the extra three sets of coils are required to convert static magnetic field 
into gradient magnetic field. Maximum gradient magnitude is determined by line 
shape of spin probe and size of imaged object, and it directly affects the obtained 
spatial resolution. Methodology of encoding gradient steps can be different and 
allows for shortening of imaging time and improving quality of reconstructed 
images [60].

1.2.2	 �Rapid Scan EPRI

Large amplitude modulation relative to EPR linewidth in combination with direct 
detection of EPR signal gave the beginning for the new type of EPR modality called 
rapid scan EPR [50]. In RS-EPR, magnetic field is swept through resonance in a 
time that is short relative to electron spin relaxation times. By proper deconvolution, 
EPR absorption spectra are obtained from rapid scan signal [61]. RS-EPR absorp-
tion spectrum is nothing other than integrated conventional CW-EPR spectrum. In 
comparison to CW, rapid scan is characterized by significant signal-to-noise (STN) 
improvement firmly decreases time required for imaging or using the same acquisi-
tion time as in CW, and greatly improves image quality [52]. Moreover, in rapid 
scan experiment higher power is required to saturate signal so more power can be 
used without saturation effect. To achieve similar STN for an image of phantom 
CW-EPRI acquisition is about 10 times longer than RS-EPRI [48].

1.2.3	 �Pulse EPRI

Pulse EPRI also called time-domain mode EPRI is analogous to magnetic reso-
nance imaging (MRI). In both cases, spins (of magnetic nuclei in MRI and of 
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unpaired electrons in EPRI) are placed in the magnetic field and perturbed by a 
pulse of radiation at the resonance frequency. Technical progress of MRI apparatus 
has reached much farther than it did for pulsed EPRI [62, 63]. This fact is due to the 
extremely reduced relaxation times of the paramagnetic spin probes. As already 
mentioned above, EPR linewidths are much wider than a typical NMR linewidth. 
Moreover, larger linewidths are also responsible for a substantial worsening of spa-
tial resolution and the inability to use some of the acquisition or reconstruction 
techniques currently used in MRI [40]. For NMR pulse width is typically in the 
range of microseconds and NMR spectra are spread over a very narrow range of 
frequencies (10–100  kHz). The impulse response of the nuclei (free induction 
decay, FID) is in the range of milliseconds to seconds and can be recovered after a 
typical spectrometer recovery time (dead time) of several microseconds. For pulse 
EPR, the time resolution in the experiment requires nanosecond scale. Because EPR 
spectra are spread over a broader range (several MHz), the excitation pulse width 
has to be less than 100 ns, requiring the ability to deposit narrow intense pulse to 
disturb the spin system. Time-domain responses (which are comparable to the spec-
trometer recovery time) have to be acquired with a fast digitizer at rates dictated by 
the frequency bandwidth of the resulting spectrum [64]. Recent studies have dem-
onstrated applications of field-programmable gate array (FPGA) technology in 
pulse equipment design. It provides a low-cost and high-performance solution to the 
synchronization and control of logic pulses required for time-domain EPR experi-
ments [65]. Currently several groups developed CW as well as pulsed EPR imagers 
for academic purposes and a few companies such as Bruker, Novilet, and O2M 
provide commercial devices.

While there is not much differences between CW and time-domain EPRI in case 
of magnet and gradient coils requirements, resonators for pulse EPRI should have 
slightly different features from those used in CW-EPRI.  Well-known resonators 
characterized by relatively large Q-factor such as solenoidal, saddle surface coil or 
birdcage were not found to be suitable for pulsed EPRI because of diminutive spin–
spin relaxation of paramagnetic spin probes. On the other hand, higher Q-value 
determines better sensitivity. Therefore, as a compromise for short recovery times 
and the need to cover a reasonable bandwidth of excitation (10–20 MHz) and main-
tain the sensitivity, resonators with relatively low Q-value are dedicated for time-
domain EPR imaging of small animals [64]. In recent studies, the group from 
Chicago developed resonator where Q-value is changing and controlled during 
experiment and achieved 30% better signal-to-noise ratio compared to traditional 
resonators [24].

An important factor in pulse in vivo experiment is pulse power (pulse height) 
which is related to the resonator volume and the filling factor (η) [Eq. 1.2]:

	

η =
∫
∫
sample

cavity

B dV

B dV

1
2

1
2

	
(1.2)

i.e., the ratio of B1 squared integrated over the sample volume to B1 squared 
integrated over the resonator volume [66].
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The right combination of power and pulse width allows to conduct in vivo exper-
iment with appropriate standards regarding specific absorption rate (SAR) which 
protects animals/samples against delivery of too much energy into the imaged 
object.

1.2.4	 �Other Approaches

1.2.4.1	 �Overmodulation and Multiharmonic Analysis
In conventional CW-EPRI, the first derivative of the absorption spectrum is acquired 
by phase-sensitive detection at the modulation frequency usually at 100  kHz. To 
avoid spectrum distortion, modulation amplitude is kept much below of the paramag-
netic probe linewidth. Combining information from multiple harmonics of the field 
modulation frequency has been shown to give the first-derivative spectrum with min-
imal distortion to modulation amplitudes that are several times the linewidths [67]. 
Main advantage of using higher amplitude modulation and multiharmonics analysis 
is significant improvement of S/N without increasing scan time and possibility to 
apply this method to imaging without distortion on reconstructed image [68].

1.2.4.2	 �Rotating Gradients
Traditional CW-EPR imaging is done by setting proper gradient magnetic field and 
performing a CW-EPR scan. Distribution of unpaired spin probe is done by collect-
ing multiple, separate projections at different angles through the sample. Each pro-
jection takes typically a few seconds to acquire and full data collections for 2D to 
4D images, can range from several minutes to hours. For higher dimensionalities 
(3D or 4D), this approach is beyond in vivo experiments. An alternative for constant 
gradients which significantly minimize imaging time is combination of rapid scan 
EPR and rotating gradients. Instead of many independent projections, a continu-
ously rotating magnetic field gradient is applied. The first, straightforward applica-
tion of rotating gradient by using fast scanning of magnetic field was performed by 
Koscielniak et  al. [69]. Special hardware for control magnet current allowed to 
obtain 50 Gs field sweep in 4 s without any distortion on spectral EPR and demon-
strate 2D and 3D imaging in, respectively, 2 and 9 min. The minimum time to mea-
sure single projections was determined to about 50  ms. However, presence of 
rotating gradient significantly decreased STN, and in vivo imaging required signal 
accumulation and extended imaging time to minutes. Other reports demonstrate that 
by decreasing the setup time of gradients and sweeping time, the acquisition of a 
single projection may take from 4.1 to 7.4 ms for 2D and up to 4 s for 3D image 
acquisition [70–72]. Recent methods involving rapid scan EPR allow for extra 
shortening of imaging time. The approaches based on the rapid scan strategy employ 
the fast triangular or sinusoidal modulation of the main magnetic field at frequency 
of 1–10  kHz to observe resonances [73]. Some new approaches which combine 
high-frequency sinusoidal modulation with simultaneously applied magnetic field 
gradient whose orientation is changed at low frequency are capable to decrease 
acquisition time for 2D imaging even to 10 ms [74].
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1.2.5	 �Software

1.2.5.1	 �Image Reconstruction
A set of spectra treated with magnetic field gradient (the so-called projection) is 
obtained as the result of EPR imaging. Mathematical process leading to the trans-
formation of projections into the image is called image reconstruction [38, 75, 76]. 
Most common and well-established method is the filtered back projection tech-
nique. It is based on inverse Radon transform and it is mostly used in X-ray CT 
(computer tomography) [77]. In EPRI experiment, there are two types of imaging: 
spatial-spatial and spatial-spectral. Spatial-spatial EPR imaging contains informa-
tion on spin probe distribution where projections are a convolution between the 
spatial spin distribution along the gradient direction and the undistorted shape of the 
resonance line and have to be deconvolved before image reconstruction (see 
Deconvolution section), while in spatial-spectral EPR imaging, apart from spatial 
distribution of spin probe, other spectral characteristics such as line shape, line-
width, hyperfine split, etc. could be obtained (Fig. 1.3). In time-domain EPR, pro-
jections are collected as FIDs in the presence of stationary gradients as free induction 
decay responses. These are subjected to a fast Fourier transform (FFT) which pro-
vides the projections that are, generally, identical to those obtained in CW-EPRI. By 
appropriate changes in magnitude and orientation of stationary gradient, it is pos-
sible to obtain two- or three-dimensional projections of the imaged object. So in the 
EPR sense, a two-dimensional image is the complete set of projections on a selected 
plane. Main disadvantage of EPRI and image reconstruction is that there is no easy 
way to “slice-selection” as it is in MRI [71], therefore, information from the whole 
volume of spins in the object inside the resonator will contribute to the image data 
and reconstructed 2D image will reflect projection of the image on the selected 

Fig. 1.3  Data processing in EPR spatial-spatial and spatial-spectral imaging
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plane. To obtain 2D cross-section slice, it is necessary to perform 3D imaging and 
re-slice volume image to obtain an interested slice.

1.2.5.2	 �Spatial-Spatial Images
When planning spatial-spatial EPRI imaging, beside spectroscopic parameters, 
before acquisition two extra parameters are: gradient magnitude (commensurate 
with linewidth of the paramagnetic probe and the required resolution) and number 
of projections (in theory infinite number of projections will provide reconstructed 
image identical with imaged object). For 2D imaging, a vector gradient of appropri-
ate magnitude is applied radially at N equal intervals in steps of ϑ = 180o/N and N 
projections are collected—this is mathematically equivalent to rotation of projec-
tion direction in Radon transformation. For 3D imaging, all the three orthogonal 
gradients x, y and z are used. Number of projections is a product of amount of azi-
muthal and polar angles. Pathway of the gradient vector is more complex and could 
be defined on different ways to cover a surface of hemisphere.

To reconstruct the image using back projection boils down to the performance of 
inverse Radon transform on acquired projections. After back projection, the obtained 
image is not similar to the original but rather is a blurred version of it. To eliminate 
the blurring, filtering is implemented by multiplying the Fourier transform of the 
individual projections with an appropriate filter and then the product is inverse 
Fourier-transformed. After filtering, projections are back-projected to produce the 
image. This image reconstruction algorithm is very common and is referred to as the 
Filtered Back Projection (FBP) algorithm. 2D images are reconstructed in one step 
using FBP, while 3D images involve a two-stage reconstruction scheme [83]. Using 
suitable 3D visualization software the resulting images can be surface-rendered, or 
a cross section can be displayed.

1.2.5.3	 �Spatial-Spectral Imaging
Spatial-spectral imaging is more complex and allows to obtain not only signal 
amplitude but also a signal shape which may be more sensitive to spin probe envi-
ronment, and spectral features such as line shape or linewidth can be mapped. From 
the biological point of view, changes in EPR line shapes provide more functional 
information, e.g., on oxygen partial pressure or redox state. Therefore, in a 2D 
spatial-spectral image a pseudo vector object is introduced [Eq. 1.3].

	
tan α( ) = ×

spatialwindow

spectralwindow
gradientmagnitude

	
(1.3)

Changes of the gradient amplitude in spatial-spectral image are mathematically 
equivalent to the rotation of the projection direction in spatial-spatial image. In 
practice, gradient is gradually incremented without changing its direction. Once the 
suitable widths for the spectral and spatial windows are selected, the gradient mag-
nitude required can be calculated. Combination of 3D spatial and spectral acquisi-
tion gives a 4D spatial-spectral image in which EPR line shape is measured in every 
spatial location. In practice, EPR spectrum in every point of the sample is imaged. 
Contrary to spatial-spatial methodology, gradient magnitude is varied during imag-
ing to fill not only the surface but volume of the sphere or hemisphere. 2D 
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spatial-spectral imaging experiment will take equal time duration corresponding to 
3D spatial-spatial imaging, and a 4D (3D spatial and 1D spectral) image will be 
much more time consuming. Also there are several ways in which the projections 
data can be gathered, such as uniform distribution of solid angles over the surface of 
a sphere, etc. [49]. EPR images are usually reconstructed using FBP method, 
because of its speed and simplicity. But, when number of projections is limited or 
when projections are noisy FBP algorithm fails. Moreover, it also suffers due to star 
artifact. Iterative algorithms such as additive algebraic reconstruction technique 
(AART) or multiplicative algebraic reconstruction technique (MART) represent 
another class of tomographic reconstruction methods. These methods provide arti-
fact-free imaging with minimal number of projections but its application is much 
more complex and time consuming [84]. Beside FBP and iterative algorithms, total 
variation methods (TV) are developing and used in image reconstruction [75, 85].

1.2.5.4	 �Deconvolution
In EPR imaging, spatial resolution is obtained by superimposing a magnetic field 
gradient to the main field. Because of this each projection represents the convolu-
tion between the spatial spin distribution along the gradient direction and the undis-
torted shape of the resonance line [86, 87]. In EPRI where linewidths are much 
wider than in NMR particularly in biomedical applications where nitroxides are 
used (linewidth up to 1.6 Gs and hyperfine triplet), simplification in the form of 
direct reconstruction from obtained projections cannot be adopted. To obtain pro-
jections which contained only spatial distribution of paramagnetic probe deconvolu-
tion procedure must be involved before reconstruction. Deconvolution is usually 
performed in the Fourier space with low-pass filtering. The choice of filter cutoff 
frequency is crucial and must be a compromise between two opposite needs: sup-
pression the high-frequency noise and maintaining the high-frequency signal com-
ponents [88]. Moreover, for higher imaging dimensionalities the number of 
projections to be deconvoluted may be very large so there is the need for an auto-
matic selection of filter bandwidth criteria [89]. In RS-EPRI transitions through 
resonance occur in a time that is short relative to electron spin relaxation times, 
which causes oscillation in the recorded signal. Because of this nonlinearity con-
ventional deconvolution such as in slow linear scan cannot be used. Deconvolution 
for sinusoidal rapid scan is much more complex and requires more sophisticated 
methods [61, 73].

1.2.5.5	 �Post-Processing Software
The EPRI experiment provides set of projections which require reconstruction pro-
cedure to generate images. Beside home-build image reconstruction programs, 
there are a few toolboxes and software available online to deal with EPRI data. Dr. 
Boris Epel from University of Chicago has created SpecMan4EPR (www.spec-
man4epr.com)—high performance software capable to control virtually any EPR 
spectrometer or imager, and provides online support for SpecMan4EPR users. 
Additionally, he has also developed Matlab EPR-IT toolbox collection for EPRI 
image reconstruction and co-registration EPRI data with other imaging modalities 
(http://epr-it.specman4epr.com/) and together with Dr. Alexey Silakov from 
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Pennsylvania State University they have created Kazan Viewer—graphical user 
interface (GUI) for visualization and post-processing of EPR and NMR data (https://
sites.google.com/site/silakovalexey/kazan-viewer). Another, powerful matlab tool-
box dedicated for simulating and fitting a wide range of EPR spectra is EasySpin 
(https://www.easyspin.org/) maintained by Dr. Stefan Stoll. All abovementioned 
software are constantly developing and authors provide great documentation with 
application examples so that even a user without advanced programming skills can 
easily take advantage of post-processing software.

1.3	 �What Can Be Seen with EPRI?

1.3.1	 �First Attempts: Establishing the Methodology

First EPR images were obtained by Hoch and Day using diamonds. Their goal was 
to visualize the nitrogen impurities present in the crystal structure. As the EPR line 
was narrow (0.3  Gs), a very nice resolution could be achieved in these X-band 
2-dimensional spatial images [90]. First EPR image of the biological object was a 
cross section of a celery slice saturated with a nitroxide and 2D image was taken at 
L-band [91, 92]. A number of laboratories continued to develop the technology 
towards the animal imaging, despite some skepticism in the field of the feasibility 
of EPR imaging of live animals. A lot of work was necessary first to understand the 
characteristics of nitroxyl spin probes and spin traps and their pharmacokinetics 
in vivo. This was performed using EPR spectroscopy in cells [93–100] and using 
organs, such as isolated beating heart [101, 102] or liver and lung [103] ex vivo. In 
1986, Subczynski et al. reported the first in vivo EPR oximetry measurement which 
was conducted in mice using an L-band EPR spectrometer [104].

In the late 1980s, first phantom 1D CW images were shown [105]. First in vivo 
images in the living animals followed soon after, such as 2D nitroxide distribution 
in the skin [106], or 2D nitroxide in the lung [107], or 1D image of whole body rat 
[108, 109]. Nitroxides were also used for 2D imaging of a mouse brain [110, 111], 
as well as the whole body of a mouse [112]. Images of higher dimensions were first 
performed using isolated organs—3DSS image of an isolated heart [113] and 4D 
spectral-spatial image of isolated heart [114]. The same group carried out tumor 2D 
redox imaging and oximetry spectroscopy in a living animal [115].

Introducing spin probes other than nitroxide has been a breakthrough. Trityl fam-
ily of stable free radicals advanced the field dramatically, providing spin probe that 
is non-toxic, soluble, highly sensitive to oxygen and of very short relaxation times 
[116–118]. Trityl spin probes together with imaging hardware and software devel-
opments enabled EPRI to achieve the excellent experimental results we appreciate 
today. Both CW and pulse EPR approaches were developed in parallel, with rapid 
scan joining in later. Spin probes other than trityls, like nitroxides specifically tar-
geted for the brain [119–121] and different cellular compartments [122] were intro-
duced. The design of nitroxides for pH, thiol, and phosphate [123, 124] opens up 
new possibilities as well. Spectroscopic oximetric measurements (not imaging) 
have been developed towards the clinical applications [125–127].
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1.3.2	 �Going Faster and Seeing More

Recent years have seen significant advances in the development of EPRI hardware, 
spin probes, and experimental approaches enabling acquisition of EPRI data in 
oximetry, redox state, and other parameters with an excellent spatial and time reso-
lution. Below are presented the recent results in biomedical EPRI.

1.3.2.1	 �Oximetry and Oxygen-Guided Radiotherapy of Murine 
Tumors

EPRI imaging was employed for oxygen-guided radiotherapy in murine tumors [78, 
128]. Hypoxic subvolumes of tumors were given an extra radiation boost, resulting 
in higher survival of the animals. This was the first demonstration that dose-painting 
postulated for many years is indeed feasible.

A strong correlation between HIF-1α, VEGF, and CA9 and EPRI-identified 
hypoxic fractions (pO2<10 torr) was found in spatially co-registered biopsies from 
murine tumors [78]. EPRI oxygen maps were based on the inversion recovery elec-
tron spin echo (IRESE) determination of T1 of the trityl oximetric probe.

The different methods for obtaining spin–lattice relaxation times in EPRI were 
compared and it was shown that the best accuracy and precision for small animal 
size objects is the inversion recovery sequence combined with the filtered back pro-
jection reconstruction. In contrast, for large animals, in which large radio frequency 
energy deposition might be critical, free induction decay and three pulse stimulated 
echo sequences might find better practical usage [14, 129].

The upper limit of the imaged tumor size was ca. 4 cm. Both CW and electron 
spin echo EPR oxygen images of a VX-2 tumor located on the leg of a New Zealand 
white rabbit were acquired [130].

EPR pO2 imaging indicated that areas of transient hypoxia exist at the periphery 
of tumors [131–133]. Images can trace sub-minute variations of oxygen in the 
tumor. Difference in pO2 variations is clear in different parts of the tumor, allowing 
differentiation of the chronically hypoxic core of the tumor from the tumor periph-
ery with higher vascular access (Figs. 1.4 and 1.5) [79].

A new field for oximetry imaging is tissue engineering in regenerative medi-
cine. Successful implantation of stem cells alone, as well as stem cell-grafted scaf-
folds to repair damaged tissue, e.g., in the heart, or in arthritis-damaged cartilage 
depends on oxygenation level. First steps in utilizing EPRI O2 mapping have been 
taken for assessing scaffold porosity and local oxygen dynamics in engineered tis-
sues [26, 134].

Nitroxides may be used as oximetric probes, for example isolated and beating 
heart was 2D spatial-spectral imaged using N15 DCP at L-band [135]. However, 
their lower pO2 sensitivity and relatively short half-life make imaging more chal-
lenging. A very important discovery was confirmation of existence of cycling 
hypoxia in tumors, its extent and time dependence in living animals in non-perturbed 
tumors [133, 136, 137]. Using nitroxides localizing either extracellularly or intra-
cellularly, it was shown that in tumors in vivo the extracellular pO2 is similar to that 
of normal muscle, whereas intracellular pO2 was much lower [136, 138, 139].
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Fig. 1.4  (a) Three-dimensional oxygen map of fibrosarcoma tumor and bearing leg. Tumor out-
line, from a registered MRI image is shown in red. Reprinted with permission from Epel et al. [78]. 
(b) (a) pO2 maps at two time points and (b) variation over time at voxels of different tissue types 
(indicated by the colored arrows). Difference in pO2 variations is clear in different parts of the 
tumor, allowing differentiation of the chronically hypoxic core of the tumor from the tumor periph-
ery with higher vascular access. Reprinted with permission from [79]
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One of the highest achievements of the recent years has been introducing the 
EPR oximetry into the clinic [140]. It is not imaging as yet, but first EPR spectro-
scopic pO2 measurements were carried out in volunteers [141], in human skin [142]. 
After these first attempts, longitudinal pO2 measurements were carried out in dia-
betic patients [126, 127], and also in cancer patients [143]. New oximetric spin 
probe preparations in lipid nanocapsules for better tissue distribution [144] or films 
for transcutaneous measurements [145] were developed, with clinical applications 
in mind.
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Fig. 1.5  Fusion of pO2 image derived from EPRI and other flow-related image data from MRI. (a) 
MRI T2-weighted anatomical image showing the selected ROI of the SCC tumor. (b) MRI angio-
gram with an outline of the tumor region derived from MRI T2-weighted anatomical image. (c) 
MRI coronal blood volume image. (d) Axial and coronal pO2 maps by EPRI. (e) MRI axial blood 
volume image. (f) MRI ADC image (axial). (g) MRI blood flow image obtained using arterial spin 
labeling technique. Reprinted with permission from [80]
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1.3.2.2	 �Tumor Microenvironment
A comprehensive approach to image various features of the tumor environment is 
being developed by the Khramtsov group [124, 146, 147]. Based on the develop-
ment of nitroxide, di-nitroxides, and trityl-based spin probes, they propose to mea-
sure oxygen, pH, thiol level, redox state as well as phosphates and glucose, either 
using several spin probes consecutively, or using a single, multifunctional spin 
probe. A possibility to acquire even a few of the above parameters noninvasively in 
the same animal and then possibly following these parameters longitudinally would 
provide a wealth of information on the tissue microenvironment, e.g., during tumor 
growth and response to treatment. The most suited technology for these measure-
ments seems to be rapid scan, enabling fast acquisition of nitroxide spectra [51, 52].

pH is an important tissue microenvironment parameter, especially for tumors 
(Fig. 1.6). Designing spin probes based on di-nitroxides [135, 148], as well as trityls 
[149, 150] might allow using both pulse and rapid scan. Tissue pH may also be 
measured using Overhauser-enhanced MRI (OMRI) [151–153] or CW [154].

Thiol levels play an important role in tissue redox state, or its response to oxida-
tive stress [155, 156]. EPR spectra of 1H, 14N- and 2H, 15N-disulfide di-nitroxides 
and the corresponding monoradicals resulting from cleavage by glutathione have 
been characterized at 250 MHz, 1.04 GHz, and 9 GHz and phantom was imaged by 
rapid scan EPR at 250 MHz [149, 150].

Rapid scan EPR was applied to obtain in vivo images of thiol redox status, i.e., 
the intracellular thiol concentration in vivo. This technology enabled remarkably 
fast (30  s) 3D images, thus resolving the kinetic processes occurring on the 
100-second time scale. Using PxSSPx spin probe thiol content in mouse tumors was 
imaged on the physiologically relevant time scales [24–27].

Multifunctional spin probes include extracellular spectroscopic measurement of 
pH and redox state [157–159], intracellular thiol and redox state [160, 161] or extra-
cellular pO2, pH and phosphate ions [123, 146, 162]. Rapid development of EPR 
technology provides hope that spatial mapping of these parameters in vivo will be 
possible in the nearest future.

1.3.2.3	 �Tumor Metabolic State
Combining pO2 maps with other tissue microenvironment parameters such as blood 
flow, blood volume, tissue diffusion/perfusion, and lactate level provides a powerful 
tool for studying cancer metabolism. This approach was developed by combining 
pulsed EPRI and co-registered MRI and NMR spectroscopy (MRS) [80, 163] and 
was used to show the mechanism of action of pyruvate-enhanced hypoxia-activated 
antitumor drugs [164, 165], or mechanism of rapamycin-induced vascular renor-
malization and resultant transient increase in tumor oxygenation in squamous cell 
carcinoma (SCC) tumors [166, 167]. Characterization of tumor metabolic state is 
important for predicting radio-, chemo-, and immunotherapy sensitivity and results 
[168]. Studies on tumor metabolic state using pulsed EPRI were summarized by 
Kishimoto et al. [169].

Multimodality imaging providing complementary data from various advanced 
imaging techniques seems to be the common trend, making EPR one of the 
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Fig. 1.6  Visualization of pHe in mouse legs bearing the human-derived pancreatic ductal adeno-
carcinoma xenografts MIA PaCa-2,SU.86.86, and Hs766t. (a) Representative T2-weighted MR 
anatomical images of tumor-bearing mouse legs in the sagittal plane, (b) corresponding slices of 
EPR signal intensity, and (c) maps of pHe. The matrix size of the EPR images was 48 × 48 × 48 
with a field-of-view of 25.0 mm × 25.0 mm × 25.0 mm. MR images were scaled and cropped to 
match the corresponding EPR images. The white scale bar on the images corresponds to 5 mm in 
all cases. Reprinted with permission from [81]

orchestra players. For example, positron emission tomography (PET), EPRI, and 
13C-hyperpolarizated MRS were used to characterize the metabolic phenotype of 
tumors in  vivo [170]. Combining EPRI with 13C-hyperpolarized MRS might be 
especially useful in studying the possibilities to manipulate the tumor metabolic 
state [171] and may detect an early response to radiotherapy [172].
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1.3.2.4	 �Tissue Redox State
The redox state of tissue plays a role in both normal and pathological conditions and 
is an important feature of the tissue microenvironment. EPR allows measurement of 
several parameters connected to redox processes, such as reducing capability of the 
tissue or level of free radicals and thiols [100]. There are extensive reviews describ-
ing the mechanisms of reducing capability [147] as well as numerable applications 
of redox state spectroscopic measurements and imaging in animal models [173–
175] (Fig. 1.7).

A few recent examples include intracellular and extracellular redox state detected 
by OMRI [176, 177], as well as estimating redox state in the whole body of the 
mouse [178] or in SCC tumors and comparison of EPR spectroscopy, EPRI and MRI 
[179]. EPRI oxygen mapping was correlated with redox mapping of tumors using 
nitroxides and co-registered MRI, showing that redox status and pO2 change in paral-
lel with tumor growth [180]. Classical tumor tissue redox state was imaged by EPRI 
and correlated with a single-point pO2 measurement [181]. 3D tumor redox images 
were acquired using CW single-point technique [182]. Alternatively, imaging thiol 
status in living animals provides information on the most important component of 
the reducing capability and thiol level imaging has been demonstrated [27, 149].

Many redox state studies have been focused on the brain and neuropathologies. 
Application of blood–brain barrier permeable nitroxides is crucial for obtaining 
good images, both using EPRI and MRI [136, 139, 183–186].

1.3.2.5	 �Melanin
Melanin belongs to the most important and characteristic paramagnetic constituents 
of the living organism, revealing strong and unusually stable paramagnetism [187]. 
Free radicals are short-living and transient species, so that it is difficult to register 
their EPR signal, let alone to perform an EPRI experiment basing solely on their 
presence, which results in the necessity of spin trapping or using spin probes. The 
persistence of EPR melanin signal covers the time scale counted in millions of years 
[188]. No wonder that melanin enjoys the leading position in paramagnetomics 
[18]. Its EPR signal was registered as one of the first EPR signals detected in 
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Fig. 1.7  Redox map of MCP in DEM-treated and control mouse heads. The redox maps from 
control (a) and DEM-treated (b) mouse heads were co-registered to the anatomical images of the 
same mice obtained with MRI before MCP injection. Reprinted with permission from [82]
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biological materials, as early as in 1954 [189]. To make matters even more intrigu-
ing, melanin is the most characteristic feature of a notorious skin tumor—mela-
noma. The temptation to use melanin as a spin probe and a contrast agent in EPR 
imaging appeared quite early [190]. Initially, the melanoma tumors used for one of 
the first in vivo EPRI measurements were amelanotic, and the contrast agent was an 
exogenous spin label—CTPO [191].

The work on application of melanin to EPRI progressed slowly. Melanin turned 
out to reveal too wide EPR spectrum to obtain a satisfactory resolution, and the 
actual concentration of this anyway strong paramagnetic compound, as compared to 
the obtainable concentrations of spin labels, was often too low. Another obstacle 
was heterogenous pigmentation of melanoma tumors. The first successful attempt 
to measure the spatial melanin distribution dates back to 1990 [192], the experiment 
was performed under rapid scan regime using a pin-hole TE102 cavity at X-band, 
so the desiccated fragments of a pigmented tumor of murine B16 melanoma were 
imaged, however, of a poor resolution.

The most substantial series of experiments showing the applicability of EPRI to 
melanoma research using endogenous melanin comes from the Bernard Gallez 
group, who started the systematic study over 10  years ago. They showed in the 
proof-of-concept study that it is possible to use L-band EPRI to map pigmentation 
of in situ growing B16 melanoma under in vivo conditions, which was accompanied 
with an X-band in vitro study of human melanoma and its metastases to the lungs 
(in paraffin blocks) [193]. This was soon supplemented with the analysis of pig-
mented metastases distribution in lungs (ex vivo, X-band) where the actual presence 
of pigmented metastases was confirmed by bioluminescence imaging of luciferase 
expressed in the inoculated cells of transgenic B16 melanoma [194]. EPR turned 
out in this study as a valuable method complementary to other traditional methods 
of melanoma diagnosis. This study was soon followed by a more systematic analy-
sis of the progression of human melanoma using EPRI-related parameters of its 
growth and metastasizing, again, in the ex vivo system using an X-band instrumen-
tation [195]. In a paper from 2013, EPR imaging was used to identify the melanotic 
or amelanotic character of tumors of human melanoma in several paraffin blocks 
[196]. The usefulness of EPRI was additionally confirmed with the experiment in 
which the degree of pigmentation of melanoma (measured with EPR) was attempted 
to be correlated with NMR relaxation times T1, T2, and T2∗. The studies revealed 
that melanin itself does not affect the NMR relaxation times, so that EPRI but not 
MRI can be used to detect melanoma tumors and metastases based on tumor pig-
mentation [197]. The possibility to employ melanin as a contrast agent for MRI in 
melanoma is rather due to the ability of the pigment to adsorb strongly paramag-
netic agents like metal ions [40].

These investigations have now been progressing in two directions—(1) towards 
elaborating new melanin-based contrast agents to explore the unique physico-
chemical properties of melanin. Melanin nanoparticles (<10  nm) can be used in 
multifunctional nanoplatforms exploring their multifunctional modalities in molec-
ular imaging in such techniques, besides EPRI, as photoacoustic imaging, PET or 
MRI [198]; (2) towards improving selectivity and sensitivity of EPRI of natural 
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pigmented materials from, e.g., malignant melanoma and nevus pigmentosus. While 
some new reports in this field are based on ex vivo CW X-band EPRI performed on 
paraffin blocks [199], there are attempts to use more advanced techniques, e.g., 
DNP-MRI (dynamic nuclear polarization-MRI; [200]) being an implementation of 
OMRI [201]. An interesting suggestion seems to explore S-band EPR spectroscopy 
for in vivo melanoma EPRI, as the method sensitive enough to detect signals of 
melanin [202] and other paramagnetic substances in native tissues [4] or even in the 
in vivo growing melanoma [203].

1.3.2.6	 �Other Biological Applications of EPRI
An interesting approach to spin trapping is the immune-spin trapping combined 
with MRI detection of the antibodies against DMPO. The immune DMPO adducts 
were detected in vivo in several disease models, including multi-tissue assessment 
in diabetic mice with further assessment of cardiomyopathy, amyotrophic lateral 
sclerosis (ALS)-like mice, glioma-bearing mice, and mice with septic encephalopa-
thy [204].

Various biological objects have been imaged with high resolution. Mouse knee 
joint was imaged in vivo using trityl probe and CW at L-band with spatial resolution 
under 200 μm [205]. EPR imaging at X-band was applied to image free radicals 
naturally occurring in pepper [206] and apple seeds [207]. Spatial resolution of less 
than 2 mm was achieved. EPRI at submillimeter scale is being developed [208]. For 
example, pO2 maps of live cancer cell spheroids were acquired with 20 μm spatial 
resolution EPR microscopy of spheroids [209]. Higher level of ROS was shown in 
artheriosclerotic plaques ex vivo using CW X-band 2D imaging [210].

1.3.3	 �OMRI

Many orchestral approaches have been developed to include EPRI and some other 
imaging modality, e.g., MRI [211], ultrasound [212], and PET [213]. The main 
advantage of Overhauser methods (similarly to EPRI/MRI hybrid methods) over 
EPR-alone imaging is a spatially registered proton MR image providing anatomy. 
Moreover, the spatial resolution is independent on the linewidth of the free radical. 
Both trityl and nitroxide derivatives can be used to induce Overhauser effect. OMRI 
in living animals has been used to study redox state [201, 214, 215], pH [151–153], 
and/or tissue oxygen concentration [216]. Multiparametric imaging, e.g., tumor pO2 
and redox state, is also possible [217]. Tissue redox state imaging might be useful 
to study different pathologies, i.e., gastric ulcers [177] or neurodegenerative dis-
eases [218]. An additional mechanism of leakage of spin polarization due to an 
interaction of a spin system with oxygen was shown recently. This approach may 
improve the accuracy of OMRI oximetry. The authors demonstrated 2D and 3D 
concentration and oxygen maps of phantoms and tumors [219]. An interesting 
application of DNP-MRI was imaging of melanin in a B16 melanoma tumor grow-
ing in a mouse leg [200]. First attempts towards imaging of enzymatic activity in 
living animals were undertaken [220].
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1.3.4	 �Spin Probe Development

Rapid progress in development of spin probes enables broadening the range of 
applications of EPR studies in the biomedical field. All three major classes of spin 
probes: nitroxides, trityl family derivatives, and solid state spin probes were being 
developed and some of the new functionalities are discussed below.

Recently, several groups intensified the efforts towards synthesis of new trityl 
derivatives, soluble and sensitive oximetric probes. For imaging, trityl derivatives 
family is particularly attractive due to very short relaxation times, resulting in increased 
spatial resolution. Beside the most commonly used OX063 [63], the deuterated form, 
OX071 provides better resolution for oximetric imaging [14, 116]. There were several 
attempts to improve synthesis and develop non-toxic derivatives [221–226].

To improve in vivo retention in the circulation, adding dendrimers was proposed 
[227], or dendrimers and PEG dendritic PEGylated trityl radicals [228]. To make 
trityls enter the cells different approaches were used, e.g., adding acetoxymethyl 
esters [229] or polyarginine [230]. Beside oximetry, adding other functionalities, for 
example for concurrent pO2 and pH measurement phosphonated trityl probe was 
proposed [123]. Trityl probe with higher sensitivity towards superoxide [231] and 
nitro-conjugated trityl radical for superoxide detection was developed [232]. Trityl 
bisulfide conjugates are used for thiol measurement [233]. Improved administration 
was suggested by applying trityl probes in perfluorocarbon emulsions [234, 235], 
lipophilic gel implants [236], or in lipid nanocapsules [144].

EPR spectroscopic oximetry using solid state spin probes, like LiPc, LiBu, 
and charcoals is characterized by high sensitivity and long-term stability of the 
implanted probes, allowing longitudinal measurements of pO2 from the same 
spot over time. Recent developments in this field are remarkable, introducing 
implantable Oxychip [125, 237] and percutaneous Oxyspot [145], with applica-
tions in the clinic. Also charcoals are being developed into films and capsules for 
clinical use [238].

Nitroxide family of spin probes and spin traps provides a very wide range of 
functionalities. Their application to imaging was limited, due to short stability 
in vivo and long relaxation times. Introducing rapid scan, however, opens up the 
possibility of fast imaging of many physiologically relevant parameters, as nitrox-
ides are easily modified and have been used since 1960s in EPR spectroscopic stud-
ies [239]. In the near future, it may be perhaps feasible to image free radical spin 
trapping [51]. Nitroxides may be developed to be sensitive to different parameters 
of their milieu and also to localize in different cellular compartments. Beside classic 
redox capabilities measurements, pH, and thiol, there are inorganic phosphate sensi-
tive probes [158] or multiple functionalities probes, such as nitroxide-trityl dual 
probes for simultaneous redox and pO2 measurements [240, 241].

Nitroxide probes may be used in the “orchestral” applications, where EPRI is 
used together with other imaging modalities, for example in MRI as contrast agents 
[173, 178, 242], or in OMRI [151].
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1.4	 �Final Conclusions

EPR spectroscopy enjoys stable and dynamic development since the beginning of 
its history. The same may be said about its favorite child—EPR imaging. Being 
originally an exotic implementation invented as a method created for the inventor’s 
sake, it has gained on an experimental and clinical applicability, mainly because of 
the importance of paramagnetic species in living systems [18]. The recent progress 
in EPRI is mainly supported by the powerful development of information technolo-
gies, which enable deconvolution of more projections in shorter time, reaching not 
only a better resolution of the image, but also possibility to perform dynamic real 
time registration of qualitative and quantitative changes in the distribution of para-
magnetic centers in the sample. It more and more boldly penetrates to the territory 
of clinical application, being not only an important basic tool of research, but a 
mode of diagnosis. The clinical applications, initially limited to the distribution of a 
paramagnetic contrast agent in a solid tumor growing on the mouse tail, have 
“metastasized” to other organs present in various places of the body, on its surface 
or inside, down to such deeply hidden organs, as the brain or the heart, and provid-
ing such crucial information as tissue oxygenation and its dynamics, vasculariza-
tion, predominance of donors or acceptors of electrons and other physiological 
parameters.

EPRI acting solo becomes consequently a sensitive tool for diagnosis and prog-
nosis as such physiologic parameters may determine vulnerability of a tissue to 
therapeutic agents. But its value as a member of orchestra is comparable—it not 
only supports the sensitivity and applicability of other methods (e.g., NMR in DNP-
MRI or OMRI), but delivers complementary information on its own specific char-
acter, e.g., on heterogenous melanization of a solid tumor, which is a factor 
influencing radiosensitivity of melanoma, but not measureable with standard NMR 
relaxometry techniques, while MRI, on the other hand, delivering structural infor-
mation is important for  tumor radiosensitivity. Nevertheless, invention of new, in 
particular multimodal spin probes and spin labels of better EPRI-related parameters 
will probably dominate the future of this technology. The applicability of the stan-
dard CW techniques is still high, while the RS and pulse technologies themselves 
become standard. Moreover, there are numerous paramagnetic (e.g., nitric oxide 
and its metabolites [203]) and even diamagnetic (e.g., phosphate anion [158]) spe-
cies in the organism awaiting their spin traps and modes of measurement with the 
help of EPRI solo, and orchestra, the clinical importance of whose is underesti-
mated or even not known yet.
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2.1	 �Introduction

Brain tumors are one of the most health problems in the world, and tumor grading 
is critical for the determination of appropriate treatment approaches [1]. Indeed, 
patients with some types of brain tumors (e.g., glioblastoma) have poor prognosis, 
and the time to progression and median survival can be mediated for selected sub-
populations of patients by applying aggressive therapy [2, 3]. In fact, decide on the 
treatment which has highest suitable effects on a patient, and leading that therapy 
to the region of active tumor is very crucial for achievement of the appropriate 
results. Some critical considerations for analyzing prognosis are tumors type, 
grade, and volume [4, 5]. Considering the brilliant soft tissue contrast obtained by 
magnetic resonance imaging (MRI), the sensitivity and specificity with which this 
modality defines tumor type and grade is restricted. This is partially attributable to 
the presence of gadolinium (Gd)-enhanced necrosis which might be incorrect for 
tumor and partially to the inconvenience in differentiating between tumor, edema, 
and non-specific treatment consequences in the section of hypointensity on 
T2-weighted images [6, 7]. Overcoming these important challenges needs the 
development of new imaging modalities which highlight functional or metabolic 
characteristics of tumors. Though some researches about positron emission tomog-
raphy and single photon emission tomography for such evaluation have been 
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stated, there would be an important saving in cost and patient suffering, if above-
mentioned challenging information could be described by using magnetic reso-
nance methodologies [8–10]. For instance, two methods of imaging investigated 
for this application are perfusion-weighted and diffusion-weighted MRI.  These 
make applying echo planar pulse sequences to study the architecture of tissues and 
microvasculature in the lesion and surrounding brain parenchyma. They offer 
information of physiological characteristics of tumors linked to cellularity, struc-
tural integrity, and angiogenesis; however, they are applied irregularly for clinical 
management of patients [11, 12].

In this chapter, MRS technique in diagnosis, follow-up and characterization of 
brain tumors, and grading of primary brain tumors has been discussed with latest 
developments; the efficiency of MRS in evaluation of treatment response of brain 
tumors is highlighted.

2.2	 �Important Brain Metabolites Detected by MRS

Magnetic resonance spectroscopy (MRS) technique can be applied for detecting 
metabolites, including N-acetyl aspartate (NAA), choline (Cho)-containing com-
pounds, creatine (Cr)/phosphocreatine, and lactate (Lac) (Fig. 2.1) [13]. Presently, 
many studies in this field applied echo times of 144 or 270 ms, that offer spectra 
dominated by five various metabolite peaks: Cho; Cr; NAA; Lac; and lipid. The Cho 
peaks consist of different Cho-containing compounds, and demonstrate membrane 
synthesis and turnover. Cr is important in cellular energetics, and NAA is a neuronal 
marker. Lac indicates anaerobic metabolism, and LP can be detected in regions of 
cellular breakdown produced by necrosis [13]. Brandão and Castillo comprehen-
sively reviewed the clinical applications of MRS in adult brain tumors [14]. 
Important MRS applications and crucial concerns in initial analysis of brain tumors 
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Fig. 2.1  Important metabolites detected by MRS
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are highlighted in Fig. 2.2 [1–12]. MRS can supply exclusive information for the 
researchers about the neurobiological substrates of brain functions in health and 
disease [15, 16]. Indeed, two categories of spatial localization techniques are existed 
for MRS; single-voxel (SV) techniques, frequently applied approaches include 
PRESS and STEAM, that record spectra from single region of the brain at a time, or 
multi-voxel techniques (magnetic resonance spectroscopic imaging (MRSI)), also 
recognized as chemical shift imaging (CSI) that concurrently record spectra from 
multiple regions and thus can be applied for mapping the spatial metabolite distribu-
tion inside the brain [17–19]. MRSI is typically performed in 2- or 3-dimensions, 
but does not regularly have full brain coverage. It should be noticed that important 
concern for brain tumors is their metabolic inhomogeneity [19]. For instance, the 
MRSI spectrum from the necrotic core of a high-grade brain tumor is entirely dis-
similar from a spectrum of the actively growing rim, although peri-tumoral edema 

Various patterns of metabolites detected in abnormalities and tumors

MRS in initial evaluation of brain tumors

Differentiating between tumor progression and radiation necrosis

Differentiating among brain tumors, staging, and identifying a suitable
biopsy site

Providing prognostic data in neonatal hypoxia/ischemia

Diagnosis of leukodystrophies and mitochondrial disorders

Astrocytomas show a relative reduction in NAA and Cr, while Cho increases relative to
other metabolites in the progression from normal white matter to Grade III astrocytoma

In glioblastoma multiforme, some areas of the tumor demonstrate Cho reduction

Abnormalities in the levels of alanine, lactate, and mobile lipids in evaluating the grade
of glioma

The spectra of metastases are similar to those of astrocytomas and lymphomas,
with low NAA, low Cr, and high Cho levels

Fig. 2.2  Some important examples of clinical applications of MRS; important issues in initial 
evaluation of brain tumors are highlighted
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is different from tumor invasion into surrounding brain tissue; thus, high-resolution 
MRSI is often preferred for analyzing brain tumor metabolism [20]. It was shown 
that proton MRSI may have a promising role in differentiating pediatric brain 
lesions, and crucial diagnostic value, especially for inoperable or inaccessible 
lesions [20]. Studying all potential metabolite ratios combinations, the best dis-
criminant function for differentiating between non-brain tumors and neoplastic 
lesions was found to include only the ratio of Cho/Cr. The best discriminant func-
tion for differentiating between high- and low-grade tumors involved the ratios of 
NAA/Cr and Cho norm. Cr levels in low-grade tumors were considerably lower than 
or comparable to control regions and ranged from 53 to 165% of the control values 
in high-grade tumors [20].

It was established that approximately all kinds of brain tumors show reduced 
NAA signals, frequently show accelerated Cho levels, and make an accelerated 
Cho/NAA ratios. The reduction of NAA is widely elucidated as the dysfunction, 
loss, or displacement of normal neuronal tissue, because NAA is identified to be 
mainly of neuronal and axonal origin [21]. Indeed, the Cho signal contains 
involvements from various Cho-containing compounds, which are contributed in 
membrane synthesis and degradation; it is increased in brain tumors by reason of 
accelerated membrane turnover. In vitro study showed that the increased Cho sig-
nal in brain tumors is because of accelerated phosphor choline levels. Additionally, 
it was suggested that MRSI can be applied for mapping Cho levels, and therefore 
been offered as a defining technique for tumor boundaries in the process of treat-
ment [19].

Other usual metabolic alterations in human brain tumors consist of increased 
signals in the Lac and lipid region of the spectrum, and accelerated myo-inositol 
(mI) levels in short echo time (TE) spectra. The acceleration in Lac is almost cer-
tainly the consequence of anaerobic glycolysis. Furthermore, it can be due to inad-
equate blood flow that makes the ischemia or because of the necrosis. The detection 
of increased lipid levels is supposed to be related with necrosis and membrane 
breakdown. Accelerated levels of mI can be due to the elevated numbers of glial 
cells containing high levels of mI, and especially have been reported to be high in 
grade II gliomas. Additionally, patients with gliomatosis cerebri may show acceler-
ated inositol levels, even in the absence of elevated Cho [19, 22]. MRS efficacy in 
diagnosis and assessment of treatment response of brain tumors has been widely 
reported, but this technique has not been typically established as a routine clinical 
tool. Robust and automated techniques are required to collect the information, eval-
uate the spectra, and show the consequences, comprehensively. Standardization 
across sites and various vendors of acquisition and evaluation technique is very 
critical. Additionally, carefully created, multicenter trials complying with criteria of 
evidence-based medicine have not been completed until now, and consequently, 
MRS is only comparatively infrequently applied for evaluating tumor by research-
ers in the field [19].

H-MRS can be applied in tumor histology and grading and may better describe 
tumor extension and the appropriate site for biopsy compared with conventional 
MRI. Combination of H-MRS with other developed imaging techniques, including 
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diffusion-weighted imaging, perfusion-weighted imaging, and permeability maps 
enhances the diagnostic accuracy for intra-axial brain tumors. Short echo time 
allows for detecting higher amounts of metabolites compared with long echo time, 
which is crucial for differential analysis of brain masses and grading tumors. 
Additionally, higher Cho levels and lower mI/Cr ratio are detected in more malig-
nant tumors compared with lower-grade tumors. Lac is precisely related with brain 
tumor grading. Though, Lac is found in basically all pediatric brain tumors regard-
less of histologic grade. Gliomas are often invasive and show enhanced Cho levels 
in surrounding tissues, and thus, this can be applied for differentiating these lesions 
from metastases. It appears that lymphoma should be stated, when LP and Lac are 
found in a solid lesion. A prominent lipid peak is detected in lymphomatosis cere-
bri, while a considerable acceleration in mI is characteristic of gliomatosis cerebri. 
High acceleration in the Cho peak and the existence of LP and Lac are normally 
detected in pilocytic astrocytoma, a grade I tumor. Characteristically, higher levels 
of Cho happen in grade III gliomas; while, in glioblastoma multiforme, the Cho 
levels may be much lower because of the necrosis. If the Cho/NAA ratio is acceler-
ated outside the area of enhancement, tumor infiltration can be detected. An 
enhancement in Cho-containing compounds after radiation therapy may be 
observed in radiation necrosis misclassified as tumors. H-MRS in exclusive cases 
enhances the accuracy and level of confidence in differentiating neoplastic from 
non-neoplastic masses [14].

2.3	 �Applications of MRS Metabolite Analysis in Brain 
Tumors

MRS offers significant and valuable clinical data permitting more precise diagnosis 
including differentiating the brain tumors from abscesses, defining the tumoral 
characteristic of the investigated lesion and better evaluation of brain tumors, and 
determining an extended local evaluation of morphological abnormalities detected 
in conventional MRI [23]. It can be applied for the therapeutic follow-up of evaluat-
ing the most active area in lesion, guiding and optimizing the biopsy, and differen-
tiating the recurrent tumor. Additionally, MRS is suitable in radiosurgery as a 
criterion for representing the acceleration or reduction of the irradiation during 
tumor radiotherapy [13, 24]. In earlier differentiation between tumor and radione-
crosis, MRS offers significant consequences. Accordingly, the lesion persistence or 
evolvement is recognized by an enhanced Cho, while a radionecrosis is stated by 
spectra where all metabolisms disappeared except free lipids (LP) [25].

The diagnostic variations between MRS and the conventional MRI analogue 
image, i.e., the accuracy and sensitivity of MRS, MRI, and CT relative to histologi-
cal section, were reported. Consequently, brain tumors signify an incidence of 54% 
in Sudan during 2014–2017 with an increasing factor of 7.2/year. MRS demon-
strated outstanding diagnostic achievement relative to standard (histology) with 
accuracy, sensitivity, and specificity as 93%, 90%, and 85%, respectively, and the 
diagnosis of analogue MRI by radiologists revealed 91%, 83%, and 76% for 
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accuracy, sensitivity, and specificity, correspondingly, while CT revealed 80%, 
75%, and 15% for accuracy, sensitivity, and specificity, correspondingly. MRS 
typically surpasses MRI compared with the standard (histology) and the T-test 
showed a substantial point of 0.5, depending on the level of Cho, NAA, Cr/phos-
phocreatine, and Lac [26]. In another study, MRS was applied for differential anal-
ysis of brain tumors and inflammatory brain lesions. The examinations of 81 
individuals by brain MRS evaluation have been performed. The patients with ages 
between 10 and 80 years old were separated into two groups. Group A consisted of 
42 individuals with diagnoses of cerebral toxoplasmosis and Group B was formed 
of 39 individuals with diagnosis of glial neoplasms. On analyzing the ROC curve, 
the discriminatory boundary for the Cho/Cr ratio between inflammatory lesions 
and tumors was 1.97, and for the NAA/Cr ratio it was 1.12. MRS can be applied in 
the distinction of inflammatory brain lesions and high-degree tumors when the 
Cho/Cr ratio is higher than 1.97 and the NAA/Cr ratio is less than 1.12 [27]. 
Additionally, in two patients with heterogeneous intracranial tumors, in vivo 1H 
MRS and in vitro biochemical evaluations have been performed. Histology estab-
lished the tumor heterogeneity. Cho was raised in the cellular portion of both 
tumors, but reduced in the necrotic or cystic portions. Cr was diffusely reduced 
while Lac was accelerated in all regions of both tumors. Furthermore, the accelera-
tion in the choline peak on 1H MRS appeared to be due to upsurges in water-solu-
ble Cho compounds [28].

2.4	 �Combining MRS and MRI-Based Diagnosis of Brain 
Tumors

Indeed, for metastatic lesions, the volume of Gd acceleration on T1-weighted spin 
echo or gradient echo images is reported to encompass the entire active tumor. In 
many cases, there are also central regions of hypointensity within the enhancing 
lesion which correspond to necrosis. The region of hypointensity on the T1-weighted 
image and corresponding hyperintensity on T2-weighted images that characteristi-
cally surrounds the enhancing volume is reported to correspond to edema or generic 
treatment consequences rather than to infiltrative tumor. Diagnosis of small lesions 
and enhanced visualization of larger enhancing lesions is possible using double or 
triple doses of Gd [29]. The number and size of metastatic lesions within the brain 
affects the decision as to whether the most appropriate treatment is surgery, radio-
surgery, or whole brain radiation therapy. Other important issues are the status of the 
primary lesion and metastases in other organs. Definition of grade is based upon 
histological analysis of tissue samples obtained by biopsy or during surgical resec-
tion. Because it is typical for there to be regions of different tumor grade within the 
same lesion, directing the surgeon to the region that is possibly to be of highest 
grade is crucial to achieve typical experiments for histological evaluation. While 
tumor cells are recognized to be outside the MRI-defined lesion as well, the enhanc-
ing lesion is extensively applied as the target for surgery resection or for planning 
radiation therapy [7].
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Generally, it is challenging to make a correct diagnosis of ring-like enhanced 
lesions on Gd-enhanced MR brain images. For differentiating these lesions using 
proton 1H MRS, the correlation between the 1H-MR spectra and histopathological 
results was evaluated, retrospectively. Additionally, proton MR spectra obtained 
from the lesions in 45 patients, including metastasis (n = 19), glioblastoma (n = 10), 
radiation necrosis (n = 7), brain abscess (n = 5), and cerebral infarction (n = 4) 
were evaluated. Consequently, the misdiagnosis rate was lowest at the threshold 
level of 2.48 for the (Cho-containing compounds)/ (Cho/Cr) detected from the 
whole lesions, which consist of the enhanced rim and the non-enhanced inner 
region. The positive predictive values of a Cho/Cr greater than 2.48 for detecting 
metastasis or glioblastoma was 88.9% and 60.0%, respectively, and the positive 
predictive value of a Cho/Cr less than 2.48 for detecting radiation necrosis or cere-
bral infarction was 71.4% and 100%, respectively. For additional differentiation 
between metastasis and glioblastoma, information about the existence and absence 
of an NAA peak and lipid- or Lac-dominant peak was helpful. In 73.7% of metas-
tasis cases, a lipid-dominant peak was reported in the whole lesion without an 
NAA peak in the inner region, while the same pattern was detected in only 10% of 
the glioblastoma cases. The correlation with the histopathological consequences 
showed that a high Cho signal is suggestive of neoplasm. Lipid signal in the non-
enhanced central region was correlated to necrosis. Lac signals were often found in 
glioblastoma, abscess, and sometimes metastasis, presumably reflecting the anaer-
obic glycolysis by the living cells in the ring-like enhanced rim. It was suggested 
that single-voxel proton MRS can be applied as a valuable technique for providing 
suitable data of differentiating ring-like enhanced lesions which cannot be detected 
properly by only applying improved magnetic resonance images [25].

The combination of MRS and perfusion-weighted imaging might develop assess-
ment and evaluation of brain lesions [30]. The efficiency of perfusion and MRS in 
analysis and characterization of brain tumors was reported. Distribution of tumor ter-
ritory in the brain site has significant relation with age. Astrocytomas were reported in 
58 (45.3%) cases; gliomatosis cerebri, glioblastoma multiforme (GBM), and oligo-
dendroglioma were in 44 (34.4%) cases; and the lymphoma and meningioma were 
detected in 2 (1.6%) and 8 (6.3%) cases, respectively, where the metastases constitute 
3 (2.3%). Significant results have been reported between the perfusion findings and 
the MRS values regarding Cho/NAA and Cho/Cr. Astrocytomas demonstrated a rela-
tive decrease in NAA and Cr, and Cho comparing with the lymphoma. The spectra of 
metastases are similar to those of meningioma, gliomatosis cerebri, and ependymal 
tumors, with low NAA, low Cr, and high Cho levels. The difference was reported 
meaningful in the NAA values at various brain lesions with no significant reduction or 
increasing in Cho and Cr. Cho/Cr had major impact in differentiation of lymphoma 
from other lesions at p value = 0.004, where the other factors including Cho/NAA, 
NAA/Cr, Lac, and lipid showed no major relations. By combining both MRS and 
perfusion-MRI, the diagnosis of lesions was improved with value of 0.94 ± 0.89 for 
NAA and 1.83 ± 1.22 for Cho/NAA. Perfusion-MRI and MRS are beneficial for pro-
viding the differential diagnosis between brain metastases and brain tumors. Both 
have significant role in differentiation and diagnosis of brain tumors [30].
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2.5	 �Gliomas and MRS

Gliomas are the most common shape of central nervous system neoplasm which 
come from glial cells, and are regular in all primary brain tumors [1]. The efficacy 
of 1H MRS in preoperative quantitative assessment of intracranial gliomas was 
evaluated [1, 31–33]. MRS has been suggested as an alternative modality for grad-
ing of brain tumors [34]. For a dependable MRS technique, spectroscopic localiza-
tion approaches and data acquisition should be appropriately controlled [35]. 
Another critical parameter which can largely influence the spectrum is the TE. At 
short TE, it is possible to detect more metabolites. However, there are several dis-
advantages, including the distortion of the spectra baseline under the effects of 
eddy current, water contamination, and the overlapped LP and Lac peaks, resulting 
in higher shimming demands. On the contrary, intermediate TE MRS may be 
selected to distinguish the metabolites of longer relaxation times with little or no 
contamination of residual water, LP, or fat tissue and thus without baseline distor-
tions. Limited investigations are focused on the influences of both short and inter-
mediate TE MRS for tumor grading [36–38]. In order to evaluate the efficacy of 
MRS in grading of primary brain tumors, MRS was performed in 22 patients with 
primary brain tumors. Metabolite ratios of Cho/NAA, Cho/Cr, Cho + Cr/NAA, LP 
and Lac/Cr were evaluated and analyzed at short and intermediate echo times. 
Additionally, ratio of mI/Cr was analyzed at short echo time. On the basis of histo-
pathology, tumors were subdivided into low grades and high grade. Receiver oper-
ating characteristic evaluation of metabolite ratios was achieved to find cutoff 
values between high- and low-grade tumors. The resulting sensitivity, specificity, 
and accuracy were assessed. Consequently, at intermediate echo time, Cho/NAA, 
Cho + Cr/NAA, and Cho/Cr were considerably higher in high-grade tumors than in 
low-grade tumor. At short echo time, Cho/Cr and Lac/Cr ratios were meaningfully 
higher in high-grade tumors than in low-grade tumor. The diagnostic accuracy of 
metabolite ratios at intermediate echo time was 86% while at short echo time the 
diagnostic accuracy was 75%. The combination of both echo times showed a diag-
nostic accuracy of 88%. Cho/NAA, Cho + Cr/NAA, and Cho/Cr are dependable in 
evaluating the grade of tumors. Lac/Cr is significantly associated with high-grade 
tumors. The combination of both short and intermediate echo times offers better 
accuracy, in grading of brain neoplasm, compared to that when applying each echo 
time alone [39].

Two-dimensional 1-H MRSI was applied for determining an outstanding classi-
fication of patients via a multivariate pattern recognition assessment of peaks cor-
responding to Cho, Cr, NAA, Lac, lipid, and alanine [40]. From looking at the 
metabolite levels in each class, it was well-defined that meningiomas were exclu-
sively differentiated as they were the only lesions which had alanine. Grade 2 glio-
mas tended to have low Lac and lipid, some NAA, and some Cr. Grade 3 gliomas 
tended to have low Lac and lipid, less NAA and Cr, with higher Cho. Grade 4 glio-
mas tended toward high Lac and lipid, with very low NAA. Another possible impor-
tant clinical role for 1-H MRSI is the capability of making an early assessment of 
whether a lesion has responded to treatment. If this were achievable, it can permit 
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tailoring therapy to each individual patient and moderating an unsuccessful treat-
ment approach before the lesion shows a large increase in volume. It can also be 
possible to avoid giving unnecessary treatment in the case which acceleration in 
enhancing volume is attributable to generation of treatment-induced necrosis as 
opposed to recurrent or residual tumor. For 1-H MRSI to be involved in the clinical 
managing of the patient in this manner, it is crucial to map out both the temporal and 
spatial distribution of metabolite alterations in response to the therapy of interest. 
This involves the application of three-dimensional 1-H MRSI, and is most simply 
obtained for the case of focal treatments such as surgery or radiation [41]. 
Registration of the MR images and 1-H MRSI findings are critical for correlating 
data from such sequential analyses [42].

2.6	 �Single-Voxel and Multi-voxel MRS

Single-voxel proton MRS was applied for analyzing the metabolic signatures of 
brain tumors [32, 43, 44]. There is robust indication for a decrease in NAA and 
acceleration in Cho-containing compounds in tumor compared with normal brain 
parenchyma [28, 45]. Additionally, typically for some metastatic lesions and for 
high-grade gliomas, there are resonances corresponding to Lac or LP [44, 46]. Early 
investigations regarding the potential for single-voxel MRS in tumor grading offered 
different consequences with a large variability in information quality between insti-
tutions [47]. With the presentation of automated packages for performing single-
voxel proton MRI on clinical scanners, the quality and reproducibility of the 
information were developed. Multivariate statistical evaluation procedures were 
applied for detecting patterns which explain exact tumor types and grades [48, 49]. 
Additionally, researches have showed the acquisition of spectra with both short and 
long echo times, and consequently levels of mI, glutamine, and glutamate can be 
involved in the assessment and provide the potential for better discrimination 
between various types of lesions [40, 50]. While single-voxel proton MRS is a rela-
tively fast approach for obtaining information and indications about the metabolism 
in a 4–8-cm3 region within the lesion, it does not address spatial heterogeneity and 
is not able to contribute in defining the spatial extent of the lesion. These factors are 
mainly crucial for planning focal treatments such as radiation and surgical resection 
and for following reaction to treatment. For representing these subjects, it is vital to 
consider multi-voxel proton MRSI (1-H) [32].

One of the best analytical approaches for generalizing single-voxel MRS is to 
select a larger volume of interest and then apply phase encoding to gain localization 
to a one-, two-, or three-dimensional array of voxels [51]. Multi-voxel MRS offers 
high spatial coverage and may be more valuable than single-voxel approaches for 
gaining a metabolic map of a large size of tumors [32]. PRESS and stimulated echo 
acquisition mode (STEAM) are the two most usual techniques applied for volume 
selection, with PRESS being preferred when the TE allows due to its intrinsically 
higher signal to noise ratio [52, 53]. Two-dimensional or three-dimensional array of 
spectra demonstrated some benefits, such as observation of heterogeneity within the 
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lesion and examination of surrounding tissue that may appear normal on MRI. This 
offers a reference for comparing metabolite levels in the tumor and permits to dis-
tinguish regions of abnormal metabolism outside the morphological lesion [51, 52]. 
For treatment planning and long-term follow-up, it is crucial to analyze tumor pro-
gression, and it is very critical to obtain three-dimensional coverage of a large vol-
ume of interest [54]. The normal brain has NAA which is about twice the intensity 
of Cho and Cr. Because of the nominal voxel size for a volume head coil at 1.5 T is 
1 cm3, individual voxels may consist of a mixture of tumor, necrosis, and normal 
brain tissue [51].

While it is possible to gain three-dimensional 1-H MRSI information with 
chemical shift selective water suppression and conventional volume selection 
radiofrequency pulses, there are numerous conditions where the water and lipid 
suppression are insufficient and compromise the quality of the data achieved. This 
is particularly true for patients who have had surgical resection and can be a severe 
problem for patients treated by brachytherapy using permanent radioactive seeds. 
For improving the quality of water suppression, it is possible to implement alter-
native radiofrequency pulses which are capable of offering improved spatial and 
frequency selection [55]. Another important technique for gaining full coverage 
of the lesion and for sharpening the edges of the selected volume has been the 
implementation of very spatially selective saturation bands. These have a very 
sharp transition band and can be applied parallel to the edges of the selective vol-
ume to make it more cubic in shape or at an oblique orientation to conform the 
volume to the anatomy [56].

Other approaches for gaining volumetric coverage of the lesion are to apply mul-
tislice and multiple TE approaches for offering spatial localization in a time effec-
tive fashion [57]. In this case, lipid suppression has characteristically been offered 
by spatial and frequency selective pulses, inversion recovery, and spatial saturation 
pulses. These methods have the advantage of gaining complete in-plane coverage 
but may be restricted close to the sinuses or surgery cavities due to susceptibility 
artifacts. For multislice acquisitions, it is essential to have a slice gap to avoid cross-
talk, and two acquisitions are needed to offer complete coverage of the lesion. 
Another approach for gaining volumetric coverage of the brain with a rational 
acquisition time is to apply echo planar spectroscopic imaging with either oscillat-
ing gradients in one spatial dimension or spiral sampling within a given plane [58]. 
This has been shown to offer good data quality for normal volunteers and patients 
with neurodegenerative diseases but may be restricted for patients with brain tumors 
once they have undergone surgical resection. Additional researches are focused on 
the application of a hybrid PRESS-echo planar spectroscopic imaging technique 
with spatially selective saturation bands which allow greater k-space coverage but 
completely remove signals from regions that are likely to cause susceptibility 
artifacts.

The reconstruction of 1-H MRSI information and assessment of the resulting 
arrays of spectra combines Fourier transforms and apodization (an optimal filtering 
technique) with automated techniques of spectral processing to offer information 
that can be elucidated by visual inspection or quantified to produce maps of the 
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spatial distribution of various metabolites. The first step is applying an apodization 
function to the k-space-free induction decays and making a Fourier transform to 
produce k-space spectra [59]. The next step is to reconstruct the spatial dependence 
of the information. For spiral or irregular k-space sampling, the technique is to first 
re-grid the k-space data onto a rectangular array. For conventional phase encoding, 
this step is not essential. To center the information at the most suitable spatial loca-
tion, it is achievable to phase-weight the k-space array with the proper voxel shift. 
This is followed by applying any needed spatial apodization and then performing 
the spatial Fourier transformations. The resulting array of spectra will characteristi-
cally have spatially dependent frequency and phase errors that need to be adjusted, 
in addition to the baseline variations because of residual water [60].

Various techniques for assessing frequency, phase, and baseline corrections for 
spectral information were reported. Characteristics of the 1-H MRSI information 
which guide the choice of methodology are the larger number of spectra that are 
essential to be considered, and the need for whatever technique is chosen to be 
robust to differences in signal to noise and peak configurations corresponding to 
various tissue types. One approach is to acquire a separate dataset with no water 
suppression. This is time consuming, but the high signal to noise of the water reso-
nance permits for an accurate assessment of frequency and phase factors. Provided 
that the data acquisition window is timed correctly, there should be no necessity for 
frequency-dependent phase correction, and the phase of the water in each voxel may 
be the same as for the other metabolites [61]. A substitute for obtaining a separate 
water reference dataset is to deliberately limit the water suppression to leave behind 
a relatively large water peak in the spectrum. The accuracy of this technique depends 
upon the quality of the volume selection and out of voxel suppression due to incom-
plete suppression of water outside the excited volume may cause spurious peaks 
with various frequency and phase to be folded into the selected volume. Another 
method is applying prior information of possible peak locations, obtaining esti-
mates of corrections from metabolite peaks in voxels that have sufficient signal to 
noise, and then applying spatial interpolation to fill in corrections for voxels with 
low signal to noise [59, 61].

More quantitative assessment of the information needs the valuation of peak 
locations, heights, and areas. Earlier data of relative peak locations are beneficial for 
accomplishing this evaluation, and offer the basis for a robust technique which rec-
ognizes statistically major peaks, analyzes peak heights, and calculates peak areas 
by integration inside a defined range of frequencies for each metabolite. Additionally, 
more sophisticated fitting algorithms can be applied to spectra which have adequate 
signals to noise for the optimization routines to be reliable. The yield of the assess-
ment is a number of spatial maps of metabolite parameters applied to distinguish 
regions of abnormal and normal metabolisms. Further corrections for spatial varia-
tions in intensity produced by the information acquisition processes may also be 
needed if comparing relative intensities of metabolites such as Cho, Cr, NAA, Lac, 
and lipid [59]. It was reported that the relative acceleration in Cho and decrease in 
NAA are crucial for identifying the spatial extent of the metabolic abnormality cor-
responding to active tumor [62].

2  Magnetic Resonance Spectroscopic Analysis in Brain Tumors



54

One of the critical issues in 1-H MRSI for evaluating brain tumors is whether the 
spatial extent of the metabolic lesion is diverse from the Gd-enhancing region and 
hyperintensity on T2-weighted images [63]. If there is no distinction between these 
lesions, there might be no extra value for the 1-H MRSI information over and above 
conventional MR images. For metastases, the focus is on distinguishing between 
regions of tumor and enhancing necrosis. In practice, it is hard to get definitive evi-
dence, because it is infrequent for such lesions to be biopsied. Assessment of a 
lesion corresponding to active tumor is characteristically based on whether it conse-
quently gets larger on Gd-enhanced MRI. Another complication was described that 
the lesion gets larger, it generates central necrosis and, with a voxel size of 1–2 cm3, 
it is complicated for obtaining spectra free from partial volume of tumor and necro-
sis. In a study of eighteen patients with brain metastases treated with gamma knife 
radiosurgery, it was described that all but two of the lesions had reduced NAA, in 
addition to a peak corresponding to Lac or lipid. Of the lesions followed after treat-
ment, all lesions which demonstrated reductions in the volume of the enhancing 
lesion also exhibited decrease in Lac, lipid, and Cho peaks. There were also three 
lesions which demonstrated decreased metabolism but had stable or slightly increas-
ing volume. Lesions that demonstrated accelerated enhancement on long-term fol-
low-up also had a corresponding enhancement in Cho and Lac or lipid peaks [63]. 
The situation is more complex for patients with gliomas as there is the need to sepa-
rate tumor from necrosis and to distinguish non-enhancing tumor from edema and 
treatment consequences. For evaluating the viability of applying 1-H MRSI in this 
way, the alterations in anatomical and metabolic lesions in patients with recently 
detected gliomas scanned before surgical resection should be concerned [64].

2.7	 �Conclusion

In conclusion, MRS is a diagnostic technique which provides a noninvasive vision 
into the biochemical profiles of the brain tumors, and it can provide extra diagnostic 
information for improvement of managing and treating patients with brain tumors. 
But it has low sensitivity and can only detect selected nuclei. This technique is a 
challenging method and can be used when spectral data will provide clinical data 
which is not gained by other imaging approaches. The technique is very sensitive to 
inhomogeneities in the magnetic field, requires careful manual regulation to ensure 
field uniformity, and is also very sensitive to motion. Due to the smaller voxel size 
and restrictions in the length of time of image acquisition, MRSI information is 
noisier than single-voxel MRS. In order to overcome the aforementioned limitations 
of MRS, clinical researchers have moved their investigations to higher field strengths 
to gain signal-to-noise ratio and to detect additional metabolites more reliably. 
Furthermore, they focused on faster MRSI sequences to overcome low spatial reso-
lution and lengthy data acquisitions, and applied motion corrected MRS acquisi-
tions. 1-H MRSI as a suitable technique for anatomical imaging in analysis of tumor 
types and grading, and in evaluation of the treatment outcomes. Though, the prog-
nostic value of this method is yet under investigations, but it can offer useful 
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information regarding the selection of the appropriate treatment strategies for 
patients and for recognizing the mechanistic aspects of treatments (successful or 
unsuccessful therapies). This is especially crucial for evaluating treatments based 
upon the biological characteristics of tumors, where it is very important to distin-
guish whether the insufficiency of response was due to the agent being unable to 
approach the tumor or to the lesion being insensitive to that particular method. 
Potentials for refining the sensitivity and specificity of the 1-H MRSI data contain 
the application of shorter echo times and radiofrequency coils with better-qualified 
signal to noise and of magnets with advanced field strength.
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3.1	 �Introduction

Diagnosis is an art of chronological organization and critical evaluation of informa-
tion obtained from patient’s history, physical examination, and the results of radio-
graphic and laboratory examinations so as to identify and understand the disease 
type and its etiology [1]. The diagnosis in the context of oral diseases essentially 
consists of analysis of case history and evaluation of diagnostic records comple-
mented by the results of various investigations so as to confirm the presence of 
disease, identification of its type, and the cause of its initiation [2]. It should also 
provide an understanding of the disease process. A proper assessment and diagnosis 
is essential for a rational and successful treatment of any disease [3].

Diagnostic imaging also referred as medical imaging which encompasses the use of 
electromagnetic radiation and related techniques to obtain images of internal structures 
of the body for facilitating accurate diagnosis [4]. It assists prevention, early detection, 
diagnosis, and management of various conditions and diseases. With the advent of 
newer technologies, modern imaging techniques are much faster with enhanced accu-
racy. Its use has become inherent to almost all medical and dental specialties with 
increasing number of patients using it, thereby being termed as one of the fastest grow-
ing areas of medicine which has transformed current healthcare system [5].

Diagnostic oral imaging plays an integral role in the diagnosis and assessment of 
oral diseases and should be performed whenever there is any clinical evidence of a 
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disease or its suspicion based on patients signs and symptoms. They provide signifi-
cant information about the status of the oral tissues in health and disease in addition to 
a permanent record throughout the course of a condition and during its follow-up [6].

With the discovery of X-rays by Wilhelm Conrad Roentgen, in the year 1895, its 
earliest application in dentistry was made as the first dental radiograph in 1896 by 
Friedrich Otto Walkhoff [7]. Current advancement in the field of oral imaging has broad-
ened its domain from simple radiographs to advanced imaging techniques. Some of the 
techniques include tomography (both computed tomography (CT) and cone beam com-
puted tomography (CBCT)), ultrasonography (USG), and magnetic resonance imaging 
(MRI) [8, 9]. These recent advanced techniques have provided a considerable benefit in 
determining of extent of invasion, diagnosis, and prognosis of various oral diseases.

3.2	 �Diagnostic Imaging Techniques

Broadly, diagnostic imaging techniques used for maxillofacial region can be catego-
rized under several types as: (1) Intraoral and Extraoral; (2) Analogue and Digital; 
(3) Ionizing and Nonionizing (4) Two-dimensional (2-D) and Three-dimensional 
(3-D) (5) Conventional and Digital

	1.	 Intraoral
	(a)	 Periapical
	(b)	 Bitewing
	(c)	 Occlusal

•	 True
•	 Topographic

	2.	 Extraoral
	(a)	 Panoramic
	(b)	 Lateral Oblique (Ramus, Body)
	(c)	 True Lateral (Cephalometric)
	(d)	 Postero-Anterior (PA)
	(e)	 Occipito-Mental (Water’s view)
	(f)	 Submento vertex (SMV)

3.3	 �Conventional Film Imaging

3.3.1	 �Intraoral Radiographic Technique

3.3.1.1	 �Periapical Radiography
Commonly known as Intra Oral Peri Apical (IOPA) radiography uses two projection 
techniques [10]:

	(a)	 Bisecting angle technique
	(b)	 Paralleling technique
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Bisecting angle technique: This technique uses the principle of geometric 
theorem, namely, Cieszynski’s Rule Of Isometry [11]. According to this rule, 
“two triangles are equal if they have one common side and two equal angles.” 
Dental radiographs apply this theorem for the following purposes: (1) to posi-
tion the film/sensor as approximately as possible to the palatal/lingual aspect 
of teeth. In this position, the film’s plane and the teeth’s long axis make an 
angle with its top junction where both the film and the teeth get in touch with 
each other. When an imaginary plane intersects this angle, it forms two congru-
ent angles with common side. A line mimicking the imaginary central X-ray 
completes the third side of the two triangles when it is directed through the 
apices of teeth at an angle at right angles to the intersecting plane. As a conse-
quence both the triangles are precise triangles, consistent with parallel equal 
sides (Fig. 3.1).

Paralleling technique: The paralleling technique was first introduced by Edmund 
C Keller in 1896 and then later in 1920, used by Franklin W. McCormack in practi-
cal dental radiography. F.Gordon Fitzgerald, “the father of modern dental radiogra-
phy” revived the interest in paralleling technique with the introduction of long cone 
paralleling technique in 1947. It is also known as right angle or else long cone 
technique. The basic principle is as follows: X-ray film can be placed parallely with 
the teeth’s longest axis. In this orientation of the film, there is minimal geometric 
distortion. Distortion can further be reduced if the X-ray source is located at some 
distance from the teeth. In addition, due to a greater object distance from the source 
reduces the apparent focal spot. Resultant images are less magnified and with supe-
rior definition (Fig. 3.2).

IOPA reveals comprehensive information regarding the teeth as well as the sur-
rounding periodontium. It is mainly used to assess the root and morphology of the 
root canal. It further checks the status of supporting alveolar bone health in dis-
eases, dental caries, periapical infections, etc. IOPA is an integral part of evalua-
tion of pre and post endodontic treatment to know the extent of dental caries, 
periapical pathologies, determination of working length, and obturation of root 
canal (Fig. 3.3).

Imaginary bisector
Central axis of toothFig. 3.1  Bisecting angle 

technique
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Central axis of toothFig. 3.2  Paralleling 
technique

a b

c d

Fig. 3.3  (a) IOPA radiograph of Mandibular anterior teeth. (b) IOPA radiograph of Maxillary 
anterior teeth. (c) IOPA radiograph of Mandibular posterior teeth. (d) IOPA radiograph of 
Maxillary posterior teeth

A. Satpathy et al.



63

Ideal requirements for IOPA radiographs:
	1.	 It should represent the area of requirement.
	2.	 The edges of the incisal and the surfaces of the occlusal upper and the lower teeth 

should not be more than 1–2 mm from the border of the film.
	3.	 The apices of the teeth should be seen clearly with at least 2–3 mm of bone sur-

rounding it.
	4.	 The interproximal spaces between the teeth should be seen clearly without 

overlap.
	5.	 The radiograph should have reasonable density and contrast.

Criteria for adequate angulation:
	1.	 Tips of molar teeth cusps with minimal occlusal surfaces seen.
	2.	 Enamel caps and pulp chambers seen distinctly.
	3.	 Interproximal spaces must be open.
	4.	 No overlap of proximal contact points unless teeth are out of line anatomically.

3.3.1.2	 �Bitewing Radiography [12, 13]
These are also known as interproximal radiographs. These include both the upper 
and lower teeth crowns and alveolar crest on the same radiographic image (Fig. 3.4). 
It gets its name from the tab (“wing”) that the patient has to bite in order to grip the 
film/sensor in place. Bitewing radiographs are important for identifying interproxi-
mal caries at the primary stages of development. They also reveal secondary caries 
underneath restorations that may escape recognition in periapical radiographs. They 
provide a good perspective of alveolar bone through comparison with adjacent 
teeth. Because the angle of projection is directly through interproximal spaces, bite-
wing radiographs are also useful for detecting calculus deposits in interproximal 

Fig. 3.4  Bitewing 
radiograph

3  Diagnostic Imaging Techniques in Oral Diseases



64

areas. There are two types of bitewing projections—the horizontal bitewings and 
the vertical bitewings.

Horizontal Bitewing
For routine bitewing radiograph image, the long axis of the film/sensor is kept 

horizontal (side-to-side).
Vertical Bitewing
In patients with advanced periodontal involvement, the bone loss may be so 

extensive that it does not show up on the normal bitewing. For these patients, some-
times it is preferred to have the bitewing film/sensor positioned with the long axis 
placed vertically (up-and-down). This is called a vertical bitewing.

Ideal requirements of diagnostically useful bitewing radiographs:
	1.	 Interproximal contact point from distal of cupid to mesial of third molar should 

be seen without overlap.
	2.	 Intercrestal bone from distal of cuspid to mesial of third molar should be clearly 

seen.
	3.	 Occlusal plane should be placed horizontal on the film and should be placed 

halfway on radiograph.
	4.	 Radiograph should be of reasonable density and contrast.

3.3.1.3	 �Occlusal Radiography
It is used to image large areas of maxillary and mandibular jaws, the palate and floor 
of the mouth. It is also used as a supplementary radiograph along with other projec-
tions for localization (Fig. 3.5).

It is indicated for:
	1.	 Salivary stones in submandibular gland duct.
	2.	 Extent of lesions (cysts, tumors, malignancies).
	3.	 Anatomical confines of maxillary sinus.

Fig. 3.5  Occlusal 
radiograph
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	4.	 Fractures of maxilla and mandible (nature, extent, location, and displacement).
	5.	 Foreign objects in maxilla or mandible.
	6.	 Cleft palate.
	7.	 Residual or retained roots of extracted teeth.
	8.	 Supernumerary, unerupted, or impacted teeth.

3.3.1.4	 �Types of Occlusal Projections
	1.	 Maxillary:

•	 Cross sectional
The central ray projects with a vertical angle of +65° and a horizontal angle 
of 0°. The central ray is directed at the nose bridge just below the nasion. It is 
indicated for imaging hard palate, zygomatic process of maxilla, nasal sep-
tum, second molar to second molar teeth and nasolacrimal canals.

•	 Topographic (anterior)
Projection of the central ray through the tip of the nose with a vertical angula-
tion of +45° and horizontal angulation of 0°. From maxillary right canine to 
maxillary left canine to canine, frontal flooring of the nasal fossa and anterior 
maxilla.

•	 Topographic (lateral)
Projection of the central ray to a point 2 cm below the lateral canthus of the 
eye with a vertical angulation of +60° and horizontal angulation of 0°. It is 
applied for the imaging of lateral incisor to contralateral third molar teeth, one 
fourth of the alveolar ridge of the maxilla with special reference to inferolat-
eral aspect of antrum and maxillary tubercle. In this projection, the maxilla’s 
zygomatic process and roots of molar superimpose with each other.

	2.	 Mandibular:
•	 Cross sectional

Projection of principal ray is at the central through the floor of the mouth, 
approximately 3 cm below the chin, at 90° to the receptor. It is indicated for 
imaging the mandible’s buccal cortical plate, lingual cortical plate of the man-
dible, teeth from mandibular second molar to second molar.

•	 Topographic (anterior)
The central ray is projected through the point of chin through a vertical angle 
of 10°, giving −45° angle to the receptor. It is indicated for imaging frontal 
part of the mandible, inferior cortical border of the mandible, and dentition 
from canine to canine.

•	 Topographic (lateral)
Projection of the central ray is at right angles to the center of radiographic 
plate, beneath the chin, approximately 3 cm posterior to chin, and 3 cm lateral 
to midline. It is indicated for imaging the buccal cortical plate of half of man-
dible, lingual cortical plate of half of mandible, lateral incisors to contralateral 
third molar.
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3.3.2	 �Extraoral Radiographic Technique

Although intraoral techniques provided excellent imaging opportunities of the teeth, 
there was a need for unhindered view of the upper and lower jaws. The extraoral 
technique used most commonly in dentistry is the panoramic radiography. In 1933, 
Hisatugu Numata from Japan first exposed a panoramic radiograph; however, the 
film was placed lingually to tooth [14]. Yrjo Paatero of Finland is considered to be 
the “father of Panoramic Radiography” [15]. The commercial equipment for pano-
remic radiography was developed by Palomea under the supervision of Timo nie-
minen in 1960 and called it as “Orthopantomograp” [14], with its abbreviation OPG 
almost became synonym for panoramic radiographs. Demonstration of various ana-
tomic structures with various extraoral radiographic projections is summarized in 
Table 3.1. Various types of extraoral projections are classified as follows:

	(a)	 Panoramic
	(b)	 Cephalometric
	(c)	 Posteroanterior skull projection
	(d)	 Water’s view
	(e)	 Submento vertex view or jug handle view

3.3.2.1	 �Panoramic Radiography
This technique allows us to produce a single tomograph of the maxillofacial struc-
tures including upper and lower arches along with their associated structures. This 
technique is a curvilinear modified version of conventional tomography. It follows 
the principle of the mutual movement of radiation source and an image receptor 
nearby a reference central point or plane, which is named as the image layer, and 

Table 3.1  Demonstration of various anatomic structures with various extraoral radiographic pro-
jections (✓ indicates the relative usefulness of the image)

Extraoral Projections
Area of interest Panoramic Lateral Cephalometric PA Water’s
Mandibular body ✓✓ ✓
Ramus ✓✓ ✓
Coronoid process ✓ ✓ ✓✓
Condylar neck ✓ ✓
Posterior maxilla ✓✓
Orbit ✓ ✓ ✓✓
Zygoma ✓ ✓✓
Nasal bone ✓ ✓ ✓
Nasal cavity ✓ ✓ ✓
Maxillary sinus ✓ ✓ ✓✓
Frontal sinus ✓ ✓ ✓ ✓ ✓
Sphenoid sinus ✓✓
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it serves as the location for the object of interest. Due to the movement of recip-
rocating parts relative to the center of rotation, objects that are in front of the 
image layer or those behind it are not clearly captured (Fig. 3.6).

The advantages of panoramic images include [16]:
	1.	 Wide-ranging analysis of maxillofacial osseous structures and teeth
	2.	 Little radiation dosage to the patient
	3.	 Convenience
	4.	 Useful even in patients with restricted or no oral opening

Panoramic radiographs are very helpful in diagnostic problems requiring wider 
coverage of jaws. It is helpful in detecting extensive trauma, extensive diseases, 
suspected large lesions, and developmental anomalies [17].

The main disadvantage of panoramic radiography is its inability to demonstrate 
fine detail as in comparison to IOPA radiographs. Therefore, panoramic radiogra-
phy has its limitations in identification of small carious lesions, integrity of mar-
ginal periodontium or periapical disease. Often there is an overlap of premolars. 
Also, unequal magnification and geometric distortion of images is a major limita-
tion of panoramic radiography.

3.3.2.2	 �Cephalometric Radiography
Lateral cephalometric projections are frequently used in dentistry to assess the rela-
tionship among the skeletal and dental arrangements (Fig. 3.7). All cephalometric 
radiographs are made with a cephalostat which is meant to maintain constant rela-
tionship among the cranium, X-ray film, and the X-ray beam [18]. Lateral 

Fig. 3.6  Panoramic radiograph
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Fig. 3.7  Lateral 
cephalograph

cephalometric radiographs are of great value for comparison and monitoring of 
variations in progression and development of skeletal and dental arrangements 
prior, through, and post treatment [19].

3.3.2.3	 �Posteroanterior Skull Projection (PA Skull Projection)
PA skull projection is useful in detecting the oral diseases or trauma involving orbit, 
nasal cavity, and frontal sinus (Fig. 3.8). For making of this PA view, the receptor of 
the image is placed analogous to the coronal plane and at 90 degree angle to the 
mid-sagittal plane and cantho-meatal line in front of the patient [20]. The principal 
ray (central ray) is at right angles to the receptor of the image, intended from poste-
rior to anterior, and parallely to patient’s mid-sagittal plane, keeping the bridge of 
the nose at the center [21].

3.3.2.4	 �Occipito-mental View or Water’s View
Occipito-mental view is most favorable to know the maxillary sinus diseases 
(Fig. 3.9). Change in radio-opacities in maxillary sinus determines extent and sever-
ity of maxillary sinus pathology [22]. It is moreover useful to know the extent and 
severity of pathology and trauma involving orbit, coronoid process, and zygoma. 
For Water’s projection, image receptor is kept perpendicular to the mid-sagittal 
plane and in front of patient [23]. Cantho-meatal line makes 37 degree angulation 
with image receptor.

3.3.2.5	 �Submento Vertex View or Jug Handle View
Submento vertex view is also known as the base projection (Fig. 3.10) as the X-ray 
beam makes an entry on the head below the chin (in proximity to the mental tuber-
cle) and comes out at the vertex of the skull. In this projection, X-ray beam is 
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Fig. 3.8  PA Skeletal 
projection

Fig. 3.9  Occipito-mental 
projection (Water’s view)
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directed at right angles to the cantho-meatal line. When applied in combination with 
other projections, it makes it possible to directly visualize the base of the skull. 
Since in this view, the zygomatic arches appear like that of the handles of a jug, it is 
also known commonly as jug handle view [24].

3.3.3	 �Subtraction Radiography

Subtraction radiography requires comparison of standardized radiographs. A stan-
dardized radiographic image is procured prior to an occurrence of a structural alter-
ation, like bone defect such as bone loss and is subsequently deducted from regular 
radiograph made later. The unchanged structures will get subtracted out and look as 
if as neutral gray, whereas bone damage appears dark gray and areas of bone gain 
appear light gray [25]. Deduction image once stored may be the contrast enhanced 
electronically to show the final image which is advantageous for disease detection. 
Often selective colors may be added, to different grey shaded areas for easy detec-
tion purpose [26].

A great improvement in this technique has been achieved with the amalgamation 
of the video, digital subtraction radiography and software technology. The light 
intensity transmitted through the radiograph is measured by a video camera and 
converted into gray level values. This digitized image is then demonstrated on the 
monitor as a positive image [27]. The ensuing radiographs appear on the screen as 
a negative image and are calibrated with the baseline image. Thus the discrepancy 
between the density of baseline image and consequent radiographs is revealed either 
darker (density loss) or brighter (density gain) [28].

Fig. 3.10  Submento 
vertex view (jug handle 
View)
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Advantages of subtraction radiography [29]
•	 A high degree of correlation between changes in alveolar bone determined by 

subtraction radiography and attachment level changes in periodontal patients 
after therapy.

•	 Increased ability to detect small bony lesions in comparison to conventional 
radiographs from which the subtraction images are produced. Five percent of 
change in mineral density can be identified.

•	 Subtraction radiography has remarkable diagnostic potential in clinical practice 
due to the development of software for digitizing and image processing.

3.4	 �Digital Imaging

The introduction of digital imaging has brought about a revolution in the field of 
oral imaging. This has been possible due to innovation in the field of image acquire-
ment technology and the improvement of advanced software for image management 
and analysis. Digital imaging has completely eliminated the messy chemical pro-
cessing of precedent years. Notably, it has put an end to hazards from lead foil [30, 
31]. Images can be now being electronically captured, stored, and transferred with-
out any loss of detail in the image. In addition, there is a severe decline towards 
exposure of radiation, thus the absorbed dose is lowered. However, current digital 
image processors also have a number of limitations in comparison to the conven-
tional film based technology. The cost of setup of a digital image acquisition system 
is comparatively more.

The word “digital” in the field of digital imaging concerns the format of the 
acquired image and its clarity. Digital images are expressed in numeric values and 
can be distinguished in two different ways: (1) Spatial distribution of various ele-
ments in the picture (pixels). (2) Different shading of gray of each pixel. Instead of 
silver halide grains, a large number of light sensitive elements are used to record the 
image data from X-ray shadow. Direct digital images are acquired using a chip like 
charge couple device (CCD) or complementary metal–oxide–semiconductor 
(CMOS). The CMOS sensors use an active pixel technology which diminishes the 
needed system power by a factor of 100 and eliminates the need for charge transfer 
[32, 33].

The phosphor plate system has a polyester base which is coated with a com-
pound made up of europium-activated barium fluorohalide. The compound is in 
crystalline emulsion form [31]. A latent image is created by the incident X-ray pho-
tons [34]. Subsequently, a scanner reads the latent image information with a laser 
beam which is near-red wavelengths and produces a digital image as an output.

Fundamental difference between conventional and digital radiography is the fact 
in conventional radiographic image, the silver halide grains are randomly dispersed 
in emulsion, whereas electronic elements of a digital sensor are arranged in regular 
grid of rows and columns. The quantitative characteristics of the light sensitive ele-
ment of the electronic sensor result in gray shades having a discrete value.
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3.4.1	 �Charge Couple Device

The CCD was the first to be introduced in the field of dentistry in 1987. CCD 
employs a thin silicon wafer for the recording of image. Silicon crystals are pro-
duced as a picture element (pixel) matrix [33]. These systems use an intraoral sensor 
connected directly by cable to the computer.

Radiovisiography [35, 36] (RVG) is a widely used system in dentistry that uti-
lizes CCD. RVG system possesses various components which includes a microcom-
puter, a sensor and a monitor. The sensor which receives the incident X-ray photons 
has a perceptive area which measures 275 × 182 mm. A digital panoramic image is 
displayed in Fig. 3.11.

Advantages
•	 Low radiation
•	 Instant image
•	 Image manipulation facilities

Disadvantages
•	 Small receptor size of most systems making it useful for single tooth imaging 

(useful in endodontics)
•	 Bulky sensor with cable
•	 Storage problem because of need for special archiving equipment

Fig. 3.11  Digital panoramic radiograph
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3.4.2	 �Advanced Diagnostic Imaging

3.4.2.1	 �Computed Tomography (CT)
An innovative imaging technique was introduced by Godfrey Hounsfield in 1972, 
which he referred as computerized axial transverse scanning [37]. He claimed this 
technique is at least hundred times more sensitive than the conventional radio-
graphic system. A CT image is actually a reconstructed digital image by a computer 
which accumulates and mathematically manipulates the transmission data obtained 
from multiple projections [38].

CT does provide good 3-D views; however, it is unable to show the fine structural 
details of sample thicker than 1–2 mm. Thus the slices of image are taken from vari-
ous orientations. Later, the generated images of various orientations are recon-
structed using a process known as multi-planar reformatting (MPR). The 3-D 
reconstruction allows clinicians to visualize the bony architecture, nerves, joints, 
sinuses, and other deeper anatomical structures completely and accurately in com-
parison to traditional flat radiographs.

CT generates axial images which are perpendicular to the elongated axis of 
patient by revolving an X-ray source. The source produces a fan-shaped beam of 
360° around the patient which is captured by sensors and processed by computers. 
CT imaging is unique as it produces images of soft tissues, bone, and blood vessels 
all together in their anatomical orientation (Fig. 3.12) [39].

Computed tomography is highly favorable in determining extent and involve-
ment of trauma of maxillofacial region and for assessing the extent of several types 
of infections, osteomyelitis, cysts, benign and malignant tumors. CT has a very high 

Fig. 3.12  Computed Tomography (CT) image
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ability to demonstrate any bony change. Because of this, CT is ideal modality in 
diagnosis of any bony pathology. CT has also been used in craniofacial and maxil-
lofacial reconstructive surgery and in diagnosis and treatment of congenital and 
acquired craniofacial deformities. Also, there is minimal image distortion in the 
anterior and the posterior regions of the jaw. The 3-D construction of a CT scan is 
demonstrated in Fig. 3.13.

CBCT employs an X-ray beam which is cone shaped and it is centered on a 
detector (2-D). The machine rotates around the object and completes one rotation 
and takes one radiograph. Thus with several rotation it completes multiple 2-D 
images. These 2-D images are used to reconstruct 3-D images by using an algorithm 
[40]. One of the major advantages of CBCT is considerable reduction (3%–20%) in 
effective radiation dose exposure. The radiation dose also depends upon the make 
and design of CBCT and the area needed to be scanned [41].

A CBCT technology is efficient as it significantly enhances the utilization of 
X-ray and consumes very lesser amount of electrical energy as compared to fan-
beam technology. Furthermore, the X-ray tubes used of CBCT are cheaper than 
conventional CT.  The generated images have homogenous pixels size around 
0.125 mm. CBCT also provides a more accurate spatial resolution of maxillofacial 
structures which helps in better understanding and localization.

CBCT has found multiple and wide application in dentistry. Enhanced resolution 
of CBCT helps to detect several maxillofacial pathologies such as infections, trau-
matic injuries, cysts, tumors and the developmental anomalies [42]. Another very 
important area where it has been extensively used is the detection of TMJ pathology 
and treatment planning for dental implants [43].

The quality and accuracy of CBCT is compromised due to scattered radiation. 
Often the beam creates hardening artifacts which are caused due to increased dense 
structures like enamel and radio-opaque materials [44]. Due to scattering of radia-
tion, the contrast is reduced and decreases the quality of soft tissues images [45]. 

Fig. 3.13  3-D 
reconstruction from CT 
scan
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Thus, CBCT is primarily employed for imaging of hard tissues. In CBCT images, 
the Hounsfield Units get distorted. Thus these images are unsuitable for estimation 
of bone density [46]. Because of distortion of Hounsfield Units, the scan times for 
CBCT are usually lengthy and the patient stays completely still during the process 
of imaging (Fig. 3.14).

Fig. 3.14  Cone Beam Computed Tomography (CBCT) image with 3-D reconstruction
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3.4.2.2	 �Magnetic Resonance Imaging (MRI)
Peter Mansfield devised mathematical algorithm for the MRI signals for image 
reconstruction [47]. MRI was introduced for medical use around 1980. In 2003, 
the Nobel Prize in Physiology or Medicine was awarded to Lauterbur and 
Mansfield.

It is noninvasive in nature. It detects the deeper anatomical structures and dif-
ferentiates between soft and hard tissues of the body.

MRI uses a nonionizing radio-frequency electromagnetic radiation in the pro-
pinquity of regulated magnetic fields. MRI is used to obtain high resolution cross-
sectional images of the body [48]. To make a MRI image, patient is housed in a 
large magnet. On application of the magnetic field, the nuclei present within the 
atoms of the body, particularly hydrogen atom get aligned with the magnetic field. 
A radio-frequency (RF) pulse is then directed into the patient’s body, which leads 
to absorption of energy (resonance) by some hydrogen nuclei. On stoppage of RF 
pulse, there is a release of stored energy and this is detected as a signal by the 
scanner. Signals obtained are utilized to construct the magnetic resonance image. 
Thus, a MRI image is basically an atlas of the localization of hydrogen atom 
within the body.

MRI is relatively safer as it is noninvasive and uses nonionizing radiation. It 
generates high-quality soft tissue images with good resolution in any imaging plane. 
However, MRI equipment is highly expensive and requires long scan times. Presence 
of metals in the imaging field should be avoided, considering the fact that, metals in 
the imaging field are a source of distortion of the image and  they may move in the 
strong magnetic field leading to serious injury to the patient [49].

One of the primary applications of MRI in dentistry is investigation of patholo-
gies in salivary glands, temporomandibular joints, and staging of tumors. Because 
of its ability to provide excellent soft tissue contrast, it proves to be ideal to detect 
the internal derangement of temporomandibular joints (TMJ) [50, 51]. Further, it 
is helpful in detection of joint effusions, inflammation of synovial membrane 
(synovitis), bone marrow erosions, and edema. MRI can detect tumors and odon-
togenic cysts better than CT scan. Soft tissue diseases in tongue, salivary gland, 
cheek, neoplasia, and defect in lymph nodes can be detected by this method 
(Fig. 3.15).

MRI can precisely identify between solid and cystic lesions. It is also a reliable 
modality in imaging sialodochitis and sialectasia [52, 53]. Accurate tooth surface 
digitization and precision has been reported with MRI while imaging dental restora-
tions, root resorption, and alveolar bone loss in cases undergoing orthodontic treat-
ment [54, 55]. Inflammation and wound healing of periodontal tissues can be 
detected from MRI images [56–58].

Besides its advantages MRI is unsafe for patients with pacemaker implantation, 
ferrous foreign bodies in the eye, artificial valves within the heart, cerebral aneu-
rysm clips, and implantable defibrillator. The presence of a strong magnetic field 
may cause the movement of metals which attracted towards the magnetic field since 
the imaging technique uses a strong magnet [59].
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3.4.2.3	 �Ultrasonography
Ultrasonography (USG) as an imaging modality uses noninvasive and nonionizing 
radiation. It is cheaper, safer, and a painless imaging method in comparison to 
X-rays. USG can be utilized for investigation of hard and soft tissues. Baum et al. 
[60] in 1963 was the first to provide USG images for diagnostic relevance in the 
field of dentistry. He used a transducer of 15 MHz to image the internal structures 
of the teeth. However, the resultant radio-frequency signal was not favorable and 
thus produced poor quality images.

USG worked on the principle of echoes of sound waves. It utilizes a frequency 
beyond the range of human hearing (1–20 kHz). Thus it is applied to the interface 
of human tissues having dissimilar auditory properties. Due to its safety, it proves 
to be an essential diagnostic modality for patients with metallic prostheses where 
MRI does not give good result, cardiac pacemaker, and claustrophobia [61]. 
Further, advantage of USG is that it is safe if used repeatedly as it is nonionizing. 
Maxillofacial fractures involving the anterior wall of the frontal sinus, zygomatic 
arch and orbital margin and be identified using USG [62]. A lesion in the parotid 
gland (both solid and cystic) can be identified using USG (Fig. 3.16). It is com-
monly used to identify sialoliths in parotid, submandibular, and sublingual sali-
vary glands [63, 64]. Determination of pathological nature of periapical lesions 
(granuloma vs cysts) is also assessed using USG.  USG has been a boon in 

Fig. 3.15  MRI image of 
maxillofacial region
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specialized investigations like diagnosis of cervical lymph nodes metastasis, 
guided fine-needle aspiration, and measurement of thickness in carcinoma of the 
tongue (Fig. 3.17) [65, 66].

Ability of USG to measure soft tissue thickness is of great help to clinicians in 
surgical and implant related orthodontics. Also, it is helpful in placement of dental 
implants in a flapless procedure which requires precise measurement of soft tissue 
thickness. Sometimes, when the thick connective tissue is grown over the implants, 
then such implants are difficult to image. USG can precisely locate such submerged 
implants either for surgery or prosthodontic rehabilitation [67].

3.4.2.4	 �Nuclear Medicine Imaging
Nuclear medicine technique is based on essential use of radiopharmaceuticals, com-
prising of administration of a minute dose of a chemical labeled with a very minute 
amount of a radioactive isotope (radionuclide) [68]. These chemicals are 

Fig. 3.16  Doppler 
ultrasound. Transverse 
view of buccal mucosa

Fig. 3.17  Ultrasound: 
Thyroid gland
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specifically selected based on their capacity to exhibit a normal or altered function 
of an organ, tissue, or organ system for which they are specifically chosen.

A radiographer performs the nuclear medicine scans. This branch of nuclear 
medicine is also referred to as endoradiology. It is in contrast to that of X-ray pro-
cedure as the radiation emitted from within the body is captured rather than being 
directed from outside. Capturing of the emitted radiation by radionuclide as it 
moves through the body is done through external detectors and is then processed 
used to generate an image (Figs. 3.18 and 3.19) [68]. Diagnosis of the condition is 
based on the gathered information on the way the body is known to respond to 
radionuclides in health and diseased state.

The fundamental difference between radionuclide scans and other imaging 
modalities is that these imaging techniques reveal physiology of the tissues or organ 
system being investigated, while conventional radiological imaging systems such as 
CT and MRI only show the anatomy or structure [69].

Discovered in 1937 by Carlo Perrier and Emilio Segrè, Technetium-99 metasta-
ble (99m Tc) is the widely used radionuclide in scintigraphy (radionuclide imaging). 
Further, in 1971, Subramanian and McAfee labeled technetium to methylene 
diphosphonate (MDP), which is currently the most common method for the imag-
ing of bone in nuclear medicine [70, 71]. Thyroid was one of the first organs to be 
investigated by radionuclide studies. Earlier, Iodine-131 was used (I-131) to diag-
nose and then treat thyroid disease.

3.4.2.5	 �Nuclear Imaging Methods [72]
	(a)	 Static
	(b)	 Whole body
	(c)	 Dynamic

Fig. 3.18  Nuclear 
medicine scan: Thyroid
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	(d)	 Single photon emission computed tomography (SPECT)
	(e)	 Positron emission tomography (PET)

•	 Static: It is a “snapshot” of the circulation of radionuclide within the body. It 
is commonly used for scanning thyroid, lungs, and spot bone.

•	 Whole-Body Imaging: A moving detector system is used to capture the radia-
tion and produce an image of a large body section. The gamma camera col-
lects the signal when it passes over the body. It is used for whole-body bone 
scans, tumor, or abscess imaging.

•	 Dynamic Imaging: It demonstrates the circulation of a particular radionuclide 
during a precise period. Also termed as “Flow” study of specific structure. It 
is commonly used to calculate the blood flow to tissues. It is used for time-
lapse images of parotid gland studies [73].

Fig. 3.19  Radionuclide 
scan: Whole-body scan
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•	 Single photon emission computed tomography (SPECT): It produces an image 
similar to CT and MRI in that a software program creates thin slices through 
a specific organ or tissue. It is used for brain, cardiac perfusion, hepato-biliary, 
and osseous studies.

•	 Positron emission tomography (PET): Positron of specific radionuclides is 
used to produce practical images of the body [74]. PET is unique in that 
its images are of perfusion and/or metabolic activities at the level of cell 
in comparison to conventional imaging by radiography, MRI, or even 
SPECT [75].

3.4.2.6	 �Patient Preparation and Safety
Preparation for nuclear imaging procedures is minimal. Most scans do not require 
any special prep. However, for a few procedures the patient will require to be nil per 
os (NPO) which means nothing through the mouth. Patients are usually in their own 
apparel. They are asked to remove all ornaments and metal objects as metal can 
mimic pathologic conditions [76].

After receiving the radiopharmaceutical patients are required to report back for 
re-scanning in a few hours. The waiting period between radionuclide dose adminis-
tration and scanning differs with each study. Some radionuclides require the patients 
to remain in isolation after administration, or may require special disposal of urine 
products.

�Among several advantages, there are some disadvantages of nuclear medicine 
imaging [77]
	1.	 Accumulation of radiotracers in the lesion results in its high contrast against the 

surrounding tissues. However, spatial resolution is poor compared to radiogra-
phy or MRI.

	2.	 The scans are expensive since its cost depends on the cost of radiopharmaceuti-
cals used and the capacity of the scanner.

	3.	 Patients and people in vicinity are exposed to ionizing radiation administered to 
the bodies.

	4.	 The radiation exposures in nuclear medicine scans differ from radiography. 
Radiography involves radiation from source located outside the patient’s body 
resulting in a limited radiation exposure to the body. However, a radionuclide 
is administered into the patient’s body and it causes whole body exposure in a 
non-uniform manner. This is determined by the bio-distribution and clearance 
kinetics of that radionuclide.

	5.	 Additional special precautions are required for patient and staff safety.

The scope of utilization of nuclear medicine imaging in dentistry is vast but 
poorly understood. Use of the diagnostic isotopes may be to study the maxillofacial 
and neck tumors and salivary gland diseases. Even before the morphological 
changes are seen in the tissues, the abnormalities can be precisely detected by 
nuclear medicine scans [68].
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3.4.3	 �Photoacoustic Imaging

Photoacoustic imaging is also referred to optoacoustic imaging, first discovered by 
Alexander Graham Bell. He observed that absorption of electromagnetic wave, like 
radio-frequency (RF) or optical waves causes local heating and resulted in thermo-
elastic expansion. The thermoelastic expansion produces ultrasonic waves (at the 
level of megahertz) in materials and generates transient acoustic signals through a 
medium [78].

Biological tissues differ by their absorption coefficient, therefore measurement 
of acoustic signals with ultrasonic transducers and the distribution of optical energy 
deposition in tissues can be rebuilt to ultimately obtain images of the biological tis-
sues [79, 80].

Unlike ionizing radiation, which is used in radiography, computed tomogra-
phy (CT) and radionuclide scans, only low energy photon and ultrasound waves 
are used in photoacoustic  imaging. Photoacoustic imaging thereby makes this 
modality a safe imaging approach which is essentially useful for cases requiring 
frequent examination or preventive examination [80]. It is categorized into two 
types [80]:

	1.	 Photoacoustic tomography (PAT) or optoacoustic tomography or thermoacoustic 
tomography

	2.	 Photoacoustic microscopy (PAM) [81]

PAT can be used to identify dental caries at early stages [82]. While the B-mode 
contrast is associated with optical absorption, it provides sharp images of the tooth 
morphology. S-mode detects the microstructural and mechanical characteristics of 
the hard dental tissues. By looking at the tissue structure premature tooth lesions 
can be detected easily [83]. Also, with photoacoustic waves hemoglobin in dental 
pulp can be identified which may be helpful in identifying inflammatory status of 
the pulp and tooth vitality [84].

3.5	 �Oral Imaging for Dental Conditions

3.5.1	 �Dental caries

The decay of tooth is otherwise called as dental caries/cavity.
Symptoms: Tooth sensitivity, pain and difficulty while eating. Inflamed tissues 

around the tooth, tooth loss, and infection or abscess formation.
Cause: Due to the dissolution of hard tissue by acid forming bacteria. When 

bacteria break down carbohydrate on the surface of the teeth, they produce harmful 
acid. The source of energy for these bacteria is sugar, hence consumption of food 
rich in carbohydrate may lead to caries [85, 86].

Imaging techniques used to diagnose caries: Bitewing projection is preferred 
as it reduces the overlapping of contact point on image.

A. Satpathy et al.

https://en.wikipedia.org/wiki/Periodontal_disease
https://en.wikipedia.org/wiki/Periodontal_disease
https://en.wikipedia.org/wiki/Tooth_loss
https://en.wikipedia.org/wiki/Dental_abscess


83

Interpretation: A carious lesion appears radiolucent because hypomineralized 
areas do not absorb as many X-ray photons.

3.5.1.1	 �Radiographic Techniques for Caries Detection
Bitewing: Aids in detecting proximal caries in the distal ends of premolar and 
molar, caries at cement-enamel junction (CEJ).

Intra Oral Peri Apical (IOPA): Gross carious lesion, changes in apical and 
interradicular bone.

Panoramic view: Multiple carious teeth, Rampant caries.
At proximal surfaces: Shape of lesion is triangular with a broader base at surface 

of the tooth spreading along enamel rods, commonly found in the region between 
contact point and marginal gingiva.

False Interpretation: Failure to recognize caries of proximal surface because of 
false-positive outcome, cervical burnout, enamel hypoplasia, and tooth wear. When 
demineralization is not radiographically visible.

3.5.2	 �Periodontal Diseases

“Peri” means around, and “odontal” means to teeth. An inflammatory host response 
of the periodontal tissues results in either localized or generalized alterations in sup-
porting structures of the teeth manifesting as alveolar bone loss and ultimately loss 
of teeth [87, 88].

Signs and Symptoms: Include bleeding and swollen gums. Teeth become frag-
ile and loose as structures supporting the teeth are destroyed.

Cause: Local deposits, dental plaque, and calculus.
Normal Anatomy: The crest of the alveolar bone 2 mm of the cement-enamel 

junction (CEJ). The periodontal ligament space is not uniform along the root length. 
It is narrower in the midroot, whereas wider at the apex and alveolar crest, and thus 
gives a typical hour-glass shape to teeth [89].

Progressive periodontal disease leads to alveolar bone loss producing horizontal 
and vertical bone defects appearing as radiolucency [90, 91]. Furcation involvement 
in the mandibular molar teeth appears as radiolucent areas on the radiograph while 
that on maxillary molars is obscured by palatal roots. Various radiographs used to 
detect the periodontal disease are summarized in Table 3.2.

Periodontal Abscess: It is a localized purulent infection associated with a peri-
odontal pocket and commonly occurs due to the occlusion of periodontal pocket, 
hampering the drainage of exudate [92]. It is associated with localized swelling, 
pain, and discomfort [93].

Interpretation: Radiographs may show a normal appearance, or some radiolu-
cency, ranging from a widening of the periodontal space to a remarkable radio-
graphic bone loss.

Aggressive Periodontitis: This refers to a type of periodontal disease occurring 
in patients younger than 30 years, which is typically aggressive in nature as mani-
fested by rapid destruction of periodontium [94–96].
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Interpretation: The radiographic appearance of the bone loss typically consists 
of arch shaped vertical defects with molar and incisors involvement and bilateral 
mirroring of bone loss patterns. The generalized form involves multiple teeth or the 
entire dentition with a rapid loss of alveolar bone which could be either vertical or 
horizontal pattern.

3.5.3	 �Cysts

A pathogenic cavity with epithelial lining that gets filled with fluid and soft materi-
als and it grows due to movement of fluid inside the cavity due to osmosis.

List of imaging techniques used to detect cysts:
•	 Bitewing X-rays
•	 Periapical X-rays
•	 Computed tomography (CT)
•	 Cone beam CT
•	 MRI imaging

Dentigerous Cysts: It forms in the region of the crown of an unerupted tooth.
Interpretation: The epicenter is present just above the crown of the tooth. Some 

are eccentric, i.e., they are present beside the crown instead of above the crown [97]. 
Well-defined, curved or circular corticated outline. Appears entirely radiolucent 
apart from the crown of the tooth involved [98].

Keratocystic Odontogenic Tumor (KOT): Based on the tumor-like character-
istics of the involved lining epithelium, it could be a unicystic or a multicystic odon-
togenic tumor [99, 100].

Interpretation: KOT is usually located on posterior mandible. Cortical borders 
are present unless they have become secondarily infected. Smooth circular or oval 
in shape with scalloped outline. The internal structure is radiolucent and the curved 
internal gives the lesion a multilocular appearance.

Table 3.2  Diagnostic radiography in periodontal disease

PERIODONTAL DISEASE Radiographs required for establishing diagnosis
Gingival disease NO
Chronic periodontitis NO
Aggressive periodontitis (localized and 
generalized)

YES (mirroring arch shaped radiolucency 
around first molars)

Periodontitis resulting manifestation of 
periodontal diseases

NO

Periodontal disease due to necrotizing factors NO
Periodontium abscesses YES (radiolucency along the root)
Endodontic lesions of periodontitis YES (Periapical and/or periradicular 

radiolucency)
Developmental or acquired defect and 
conditions

YES (associated radiolucency or radio-opacity)
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Lateral Periodontal Cysts: Lateral periodontal cysts are noninflammatory cysts 
found on the lateral tooth surface of a vital tooth arising from epithelial rests in 
periodontium. Usually unicystic, but several small cysts may appear to form a clus-
ter. Such a condition is named as botryoid odontogenic cysts [101].

Interpretation: It extends between lateral incisor and second premolar with a 
well-defined cortical boundary. It is either round or oval in shape. The botryoid 
variety may have a multilocular appearance.

Nasopalatine Duct Cysts: Cysts formed in the nasopalatine canal [102].
Interpretation: Found in the nasopalatine foramen or canal. This cyst may not 

always be positioned symmetrically. It has a well-defined cortical boundary, is cir-
cular, oval, or heart shaped. Nasopalatine duct cysts are totally radiolucent.

Cysts like lesions: Simple Bone Cysts (SBC) [103]: It is a cavity inside the bone 
with connective tissue lining.

Interpretation: Almost all the simple bone cysts are found in the mandible, rarely 
in the maxilla. Margin of SBCs may vary from a distinct, delicate cortex to a poorly 
defined margin which is difficult to distinguish from the neighboring bone.

3.5.4	 �Salivary Gland Diseases

Salivary gland diseases are clinically categorized as [104]: Inflammatory disorders, 
noninflammatory disorders, and masses occupying space. Inflammatory disorders 
could be severe or persistent and may be due to secondary effect of any infection or 
trauma. Noninflammatory disorders are associated with abnormal metabolic activ-
ity, abnormal endocrine gland, malnutrition and often with neurologic disorders 
[105]. Masses which possess space are either cystic or neoplastic (benign or 
malignant).

Signs and Symptoms: Parotid and submandibular gland swelling, pain, and 
altered salivary flow.

Imaging technology used to detect salivary gland diseases:

•	 Intraoral radiography
•	 Extraoral radiography
•	 Conventional sialography
•	 Computed tomography
•	 Magnetic resonance imaging
•	 Scintigraphy (Nuclear medicine, PET)
•	 Ultrasonography

Sialolithiasis: Formation of a calcified obstruction within the salivary duct [106].
Interpretation: On radiographs, sialoliths may appear either radiopaque or radio-

lucent. They may vary in their shape presenting a homogeneous radiopaque internal 
structure.

Bacterial Sialadenitis: Bacterial infection of the terminal acini or salivary gland 
parenchyma [107].
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Interpretation: On CT, abscess cavities seen as walled-off areas within the 
enlarged gland. Areas of diffuse inflammation appear as light image while areas of 
suppuration appear as darker image.

Sialodochitis: Inflammation in the ducts and ductal systems of the salivary 
glands [108].

Interpretation: Sausage-string appearance of the main salivary duct or branches 
with alternate strictures and dilations.

Sialadenosis: It is a non-neoplastic, noninflammatory enlargement of primarily 
the parotid salivary glands [109].

Interpretation: Sialography may reveal either a normal appearance or gland 
enlargement with splayed ducts although CT and MRI provide only a nonspecific 
anatomic depiction of the glands.

Warthin’s tumor: A benign tumor associated with proliferating salivary ducts 
which get trapped in lymph nodes during embryonic development of salivary glands 
[110, 111].

Interpretation: CT and MRI appearance is nonspecific. On CT, it could appear 
either as soft tissue or as a cystic lesion. On MRI, appears heterogeneous and some-
times with hemorrhagic foci. It appears as an intensely hot lesion on 99  m Tc 
pertechnetate scans.

Mucoepidermoid carcinoma: A kind of malignant tumor with a mixture of 
epidermoid and mucous cells originating from salivary gland’s ductal epithe-
lium [112].

Interpretation: On contrast-enhanced CT or MRI, it appears as a lobulated or an 
irregularly and sharply circumscribed cystic area.

3.5.5	 �Systemic Diseases of the Jaws

The constant remodeling of bone due to disorders in endocrine system that results 
as change in the form and structure of bone and teeth leading to the diseases of jaws 
is called systemic diseases (Table 3.3).

Hyperparathyroidism: A secretion of parathyroid hormone (PTH) that induces 
bone remodeling that leads to osteoclastic resorption of the bone, which drives cal-
cium from the skeleton.

Interpretation: Demineralization of the skeleton gives radiolucent appearance. 
Peripheral or central tumors of bone appear radiolucent. Loss of lamina dura gives 
the roots a tapered appearance because of loss of image contrast. Change in the 
normal trabecular pattern gives a ground-glass appearance to randomly oriented 
trabeculae [113].

Hypoparathyroidism: Low secretion of PTH can lead to a defect in the response 
of the tissue target cells to normal levels of PTH [115].

Interpretation: The basal ganglia get calcified. The appearance of flocculent and 
paired calcification (posteroanterior view) inside the cerebral hemispheres.

Hyperpituitarism: Hyperactivation of the anterior lobe of the pituitary gland 
leading to enhanced production of growth hormone [137].
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Interpretation: The jaws get enlarge, mostly the mandible. There is increased 
spacing of the teeth due to elongation of dental arches. Outbreak of the posterior 
teeth occurs as an attempt to reimburse the mandibular growth.

Cushing’s Syndrome: Excess secretion of glucocorticoids by the adrenal glands 
[123].

Interpretation: Diffuse thinning accompanied by a mottled appearance.
Osteoporosis: Generalized decrease in bone mass with normal histologic 

appearance [138].
Interpretation: The lamina dura gets thinner than normal. The number of tra-

beculae gets reduced at some regions of the mandible. Density of teeth gets reduced. 
Cortical boundaries become thin.

Rickets: It results from an insufficiency of serum and extracellular levels of 
calcium and phosphate, which in turn results from vitamin D inadequacy, required 
for absorption of calcium in the intestine [139].

Table 3.3  Various systemic diseases and its effect on teeth and associated structures

Systemic disease Hypocalcification Hypoplasia

Loss 
of 
lamina 
dura

Loss 
of 
teeth

Large 
pulp 
chamber Eruption

Hyperparathyroidism 
[113, 114]

× × ✓ × × ✓

Hypoparathyroidism 
[115, 116]

× ✓ × × × ✓

Hyperpituitarism 
[117]

× × × × × ✓

Hypopituitarism 
[118, 119]

× × × × × ✓

Hypothyroidism 
[120, 121]

× × × × × ✓

Hyperthyroidism 
[121, 122]

× × × × × ✓

Cushing’s syndrome 
[123]

× × × × × ✓

Osteoporosis [124, 
125]

× × × × × ×

Rickets [126, 127] ✓ ✓ ✓ × × ✓
Osteomalacia [127, 
128]

× × × × × ×

Hypophosphatasia 
[129, 130]

✓ ✓ ✓ ✓ ✓ ×

Renal 
osteodystrophy [131, 
132]

✓ ✓ ✓ ✓ × ×

Hypophosphatemia 
[133, 134]

✓ ✓ ✓ ✓ ✓ ×

Osteopetrosis [135, 
136]

× × × × × ✓
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Interpretation: Jaw cortical structures appear thinner and appear intensely radio-
lucent, making the teeth appear to be without any support.

Hypophosphatasia: It is an inherited disorder that occurs due to reduced or low 
production or a not-proper functioning of alkaline phosphatase [140].

Interpretation: Mandible and maxilla appear radiolucent. Due to poor calcifica-
tion of alveolar bone, the cortical bone and the lamina dura become thin. Primary 
and permanent teeth’s enamel becomes thin and the pulp chambers become large.

Renal Osteodystrophy: Bone changes result from chronic renal failure [141].
Interpretation: Granular is the pattern of appearance of trabecular bone. Internal 

trabeculae number may decrease or increase. Thinner or less apparent cortical 
boundaries.

Osteopetrosis: Results from deficiency of osteoclasts. Primary skeleton gets 
abnormally formed and there is increase in the bone mass [135, 142].

Interpretation: There is an increased radiodensity of the jaws which result in a 
radiographic image that fails to reveal any internal structure. Even the roots may not 
be apparent.

Thalassemia: A hereditary disorder that results in defective synthesis of the 
hemoglobin. Erythrocytes are thinner, have diminished hemoglobin content and 
have a decreased life span [143].

Interpretation: Hyperplasia of the bone marrow restricts paranasal sinus pneu-
matization especially with maxillary sinus causing an expansion of the maxilla that 
leads to malocclusion. The jaws appear radiolucent with thinning of the cortical 
borders.

3.5.6	 �Missing Teeth, Edentulous Arches, and Maxillofacial 
Implants

Panoramic radiographs often are the first method used to screen patients with mul-
tiple missing teeth, partial or complete edentulous arches before complete denture 
therapy rehabilitation is planned [144]. Panoramic radiographs provide a view of 
the entire maxillo-mandibular region with minimal patient inconvenience; thereby 
it helps to detect the pathologic changes in otherwise healthy jaws that were missed 
out during routine clinical examination [145].

The surgical component that gets intact to jaw bone and acts as anchor to bones 
to support dental prosthesis such as crown, bridge, denture, and facial prosthesis is 
called as dental implant [146]. Dental implant being a metallic object appears radio-
opaque in all radiographs. Although a panoramic radiograph may be helpful in 
screening and provisional diagnosis, a CBCT is preferred for diagnosis and plan-
ning for rehabilitation with maxillofacial implants [147].

3.5.7	 �Maxillofacial Trauma

Injury to jaws, teeth and/or periodontium and nearby soft tissues due to dental or 
facial fractures is termed as trauma [148].
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Interpretation: Fractures irrespective of their three-dimensional nature are 
referred to as “lines” in images. Fractures are seen as cleavage of plane which is 
extended deep into the tissue. Therefore, it is important to align the beam of X-ray 
in the direction of fracture or else it may not be visible on the radiograph.

Luxation: Dislocation/displacement of the tooth from its alveolar socket [149].
Interpretation: Luxation/subluxation/intrusion may appear as elevation of the 

tooth from its socket often apparent on a radiograph demonstrated by varying broad-
ening of the periodontal ligament space.

Avulsion: The complete dislodgement/displacement of a tooth from its alveolar 
socket [150].

Interpretation: The displaced tooth may be lodged into the adjacent soft tissue 
with a projection of its image on the radiograph superimposing the alveolar process 
which may give a false impression of it being in the bone.

3.5.7.1	 Fractures of teeth
Dental Crown Fracture: Fractures of the crown of deciduous or permanent teeth.

Interpretation: Fracture location, extent, and its relationship to the plane of pulp 
chamber may require more than one projection. In addition, the stage of develop-
ment of root of the involved tooth can also be assessed.

Dental Root Fracture: Fractures of root portion of the tooth secondary to trau-
matic injuries to permanent teeth or deciduous teeth [151].

Interpretation: Root fractures can best be visualized on the radiographs with 
appropriate orientation of the angulation of the incident X-ray beam and the degree 
of distraction/displacement of root fragments. When aligned with the fracture plane, 
incident beam produces sharp radiolucent lines. When the incident beam meets the 
fracture plane in an oblique manner, it may appear as poorly defined single line or 
two converging lines.

Vertical Root Fracture: Fracture planes that run length-wise of a tooth (crown-
apex) involved either partially or complete [152].

Interpretation: Fracture appears as a radiolucent line on the radiograph when the 
incident X-ray beam aligns with the fracture plane. It is most often missed due to 
overlap of dental and osseous structures. Therefore, CBCT is beneficial in diagnosis 
of vertical root fracture, identifying its location, extent, and the configuration of 
associated osseous lesion.

Acknowledgements  SP is thankful to the MHRD or the financial support she received for the 
study. We wish to thank Dr. Diplina Barman, Dr. Vishakh Kumar Jha, Dr. Punit Bhargav, Dr. Tusar 
Kanti Nayak, Dr. Shayari Niyogi, and Dr. Pinali Das for contributing some of the images.

References

	 1.	Walker HK. The origins of the history and physical examination. 1990.
	 2.	Kornman KS. Diagnostic and prognostic tests for oral diseases: practical applications. J Dent 

Educ. 2005;69(5):498–508.
	 3.	Gopalakrishnan S, Udayshankar P, Rama R. Standard treatment guidelines in primary health-

care practice. J Family Med Prim Care. 2014;3(4):424.

3  Diagnostic Imaging Techniques in Oral Diseases



90

	 4.	Smith-Bindman R, Miglioretti DL, Larson EB. Rising use of diagnostic medical imaging in 
a large integrated health system. Health Aff (Millwood). 2008;27(6):1491–502.

	 5.	Looking back on the millennium in medicine. N Engl J Med, 2000. 342(1): p. 42–9.
	 6.	Benson BW, et  al. Advances in diagnostic imaging for pathologic conditions of the jaws. 

Head Neck Pathol. 2014;8(4):383–91.
	 7.	Rezai RF. Otto Walkhoff--renaissance man of dentistry. Bull Hist Dent. 1986;34(2):115–21.
	 8.	Shah N, Bansal N, Logani A. Recent advances in imaging technologies in dentistry. World J 

Radiol. 2014;6(10):794–807.
	 9.	Suomalainen A, Pakbaznejad Esmaeili E, Robinson S. Dentomaxillofacial imaging with pan-

oramic views and cone beam CT. Insights Imaging. 2015;6(1):1–16.
	 10.	Forsberg J. A comparison of the paralleling and bisecting-angle radiographic techniques in 

endodontics. Int Endod J. 1987;20(4):177–82.
	 11.	Maciejewska I, Chomik E.  Antoni Cieszynski: a pioneering dentist. J Hist Dent. 

2012;60(1):18–22.
	 12.	Callaghan D, Crocker C. The role of bitewing radiographs--a review of current guidelines. J 

Ir Dent Assoc. 2007;53(2):92–5.
	 13.	Pitts NB. The use of bitewing radiographs in the management of dental caries: scientific and 

practical considerations. Dentomaxillofac Radiol. 1996;25(1):5–16.
	 14.	Hallikainen D. History of panoramic radiography. Acta Radiol. 1996;37(3 Pt 2):441–5.
	 15.	Paatero YV. Pantomography of spherical layers. Acta Radiol. 1957;48(3):181–7.
	 16.	Kaffe I, Fishel D, Gorsky M. Panoramic radiography in dentistry. Refuat Hapeh Vehashinayim. 

1977;26(2):25–30.. 19-22
	 17.	Reddy MS, et  al. A comparison of the diagnostic advantages of panoramic radiography 

and computed tomography scanning for placement of root form dental implants. Clin Oral 
Implants Res. 1994;5(4):229–38.

	 18.	Forsyth DB, Shaw WC, Richmond S. Digital imaging of cephalometric radiography, part 1: 
advantages and limitations of digital imaging. Angle Orthod. 1996;66(1):37–42.

	 19.	Gilbert DB, et al. Analysis of condylar position changes: a test of validity of posteroanterior 
cephalometric and 20-degree lateral cephalometric techniques enhanced by digital subtrac-
tion. Int J Adult Orthodon Orthognath Surg. 1994;9(4):311–21.

	 20.	Shokri A, et al. Effect of changing the head position on accuracy of transverse measurements 
of the maxillofacial region made on cone beam computed tomography and conventional 
posterior-anterior cephalograms. Dentomaxillofac Radiol. 2017;46(5):20160180.

	 21.	Lenza MA, et al. Radiographic evaluation of orthodontic treatment by means of four different 
cephalometric superimposition methods. Dental Press J Orthod. 2015;20(3):29–36.

	 22.	Konen E, et al. The value of the occipitomental (Waters') view in diagnosis of sinusitis: a 
comparative study with computed tomography. Clin Radiol. 2000;55(11):856–60.

	 23.	Williams JW Jr, et al. Diagnosing sinusitis by X-ray: is a single waters view adequate? J Gen 
Intern Med. 1992;7(5):481–5.

	 24.	Maglione M, Costantinides F. Localization of basicranium midline by submentovertex pro-
jection for the evaluation of condylar asymmetry. Int J Dent. 2012;2012:285693.

	 25.	Reddy MS, Jeffcoat MK. Digital subtraction radiography. Dent Clin N Am. 1993;37(4):553–65.
	 26.	Ort MG, Gregg EC, Kaufman B.  Subtraction radiography: techniques and limitations. 

Radiology. 1977;124(1):65–72.
	 27.	Mehra A, et al. Digital subtraction radiography—a technique revisited. J Indian Acad Oral 

Med Radiol. 2007;19(4):517–22.
	 28.	Gröndahl H-G, Gröndahl K, Webber RL. A digital subtraction technique for dental radiogra-

phy. Oral Surg Oral Med Oral Pathol Oral Radiol. 1983;55(1):96–102.
	 29.	Hausmann E, et al. Usefulness of subtraction radiography in the evaluation of periodontal 

therapy. J Periodontol. 1985;56(11 Suppl):4–7.
	 30.	van der Stelt PF. Filmless imaging: the uses of digital radiography in dental practice. J Am 

Dent Assoc. 2005;136(10):1379–87.
	 31.	Jayachandran S. Digital imaging in dentistry: a review. Contemp Clin Dent. 2017;8(2):193–4.

A. Satpathy et al.



91

	 32.	Anas A, Asaad J, Tarboush K. A comparison of intra-oral digital imaging modalities: charged 
couple device versus storage phosphor plate. Int J Health Sci (Qassim). 2010;4(2):156–67.

	 33.	Takeshita WM, et al. Comparison of the diagnostic accuracy of direct digital radiography 
system, filtered images, and subtraction radiography. Contemp Clin Dent. 2013;4(3):338–42.

	 34.	Caliskan A, Sumer AP. Definition, classification and retrospective analysis of photostimu-
lable phosphor image artefacts and errors in intraoral dental radiography. Dentomaxillofac 
Radiol. 2017;46(3):20160188.

	 35.	 Ilic DV, Stojanovic LS. Application of radiovisiography (digital radiology) in dental clinical 
practice. Vojnosanit Pregl. 2012;69(1):81–4.

	 36.	Brennan J. An introduction to digital radiography in dentistry. J Orthod. 2002;29(1):66–9.
	 37.	Bhattacharyya KB. Godfrey Newbold Hounsfield (1919-2004): the man who revolutionized 

neuroimaging. Ann Indian Acad Neurol. 2016;19(4):448–50.
	 38.	Surapaneni H, et al. Role of computed tomography imaging in dental implantology: an over-

view. J Oral Maxillofac Radiol. 2013;1(2):43–7.
	 39.	Worthington P, Rubenstein J, Hatcher DC. The role of cone-beam computed tomography in 

the planning and placement of implants. J Am Dent Assoc. 2010;141(Suppl 3):19S–24S.
	 40.	Aboudara C, et  al. Comparison of airway space with conventional lateral headfilms and 

3-dimensional reconstruction from cone-beam computed tomography. Am J Orthod Dentofac 
Orthop. 2009;135(4):468–79.

	 41.	Venkatesh E, Elluru SV. Cone beam computed tomography: basics and applications in den-
tistry. J Istanb Univ Fac Dent. 2017;51(3 Suppl 1):S102–21.

	 42.	Ghoneima A, Kula K. Accuracy and reliability of cone-beam computed tomography for air-
way volume analysis. Eur J Orthod. 2013;35(2):256–61.

	 43.	Gupta J, Ali SP. Cone beam computed tomography in oral implants. Natl J Maxillofac Surg. 
2013;4(1):2–6.

	 44.	Nagarajappa AK, Dwivedi N, Tiwari R. Artifacts: the downturn of CBCT image. J Int Soc 
Prev Community Dent. 2015;5(6):440–5.

	 45.	Patcas R, et al. Accuracy of linear intraoral measurements using cone beam CT and multide-
tector CT: a tale of two CTs. Dentomaxillofac Radiol. 2012;41(8):637–44.

	 46.	Patrick S, et  al. Comparison of gray values of cone-beam computed tomography with 
hounsfield units of multislice computed tomography: an in vitro study. Indian J Dent Res. 
2017;28(1):66–70.

	 47.	Niraj LK, et al. MRI in dentistry- a future towards radiation free imaging - systematic review. 
J Clin Diagn Res. 2016;10(10):ZE14–9.

	 48.	Schoppe, C., et al., Comparison of computed tomography and high-field (3.0 T) magnetic 
resonance imaging of age-related variances in selected equine maxillary cheek teeth and 
adjacent tissues. BMC Veterin Res 2017. 13(1): 280.

	 49.	Sustercic D, Sersa I. Human tooth pulp anatomy visualization by 3D magnetic resonance 
microscopy. Radiol Oncol. 2012;46(1):1–7.

	 50.	Bag AK, et  al. Imaging of the temporomandibular joint: an update. World J Radiol. 
2014;6(8):567–82.

	 51.	Larheim TA. Role of magnetic resonance imaging in the clinical diagnosis of the temporo-
mandibular joint. Cells Tissues Organs. 2005;180(1):6–21.

	 52.	Singh A, et al. Role of MRI in evaluation of malignant lesions of tongue and Oral cavity. Pol 
J Radiol. 2017;82:92–9.

	 53.	Law CP, et  al. Imaging the oral cavity: key concepts for the radiologist. Br J Radiol. 
2011;84(1006):944–57.

	 54.	Agarwal SS, et al. A radiographic study of external apical root resorption in patients treated 
with single-phase fixed orthodontic therapy. Med J Armed Forces India. 2016;72(Suppl 
1):S8–S16.

	 55.	Ariji Y, et  al. Imaging features contributing to the diagnosis of ameloblastomas and ker-
atocystic odontogenic tumours: logistic regression analysis. Dentomaxillofac Radiol. 
2011;40(3):133–40.

3  Diagnostic Imaging Techniques in Oral Diseases



92

	 56.	Gaudino C, et  al. MR-imaging of teeth and periodontal apparatus: an experimental study 
comparing high-resolution MRI with MDCT and CBCT. Eur Radiol. 2011;21(12):2575–83.

	 57.	 Idiyatullin D, et  al. Dental magnetic resonance imaging: making the invisible visible. J 
Endod. 2011;37(6):745–52.

	 58.	Newbould RD, et al. T2 relaxation mapping MRI of healthy and inflamed gingival tissue. 
Dentomaxillofac Radiol. 2017;46(2):20160295.

	 59.	Nordbeck P, Ertl G, Ritter O. Magnetic resonance imaging safety in pacemaker and implantable 
cardioverter defibrillator patients: how far have we come? Eur Heart J. 2015;36(24):1505–11.

	 60.	Baum G, et  al. Observation of internal structures of teeth by ultrasonography. Science. 
1963;139(3554):495.

	 61.	Rockett MS, et al. Use of ultrasonography versus magnetic resonance imaging for tendon 
abnormalities around the ankle. Foot Ankle Int. 1998;19(9):604–12.

	 62.	Hayashi T. Application of ultrasonography in dentistry. Jpn Dent Sci Rev. 2012;48(1):5–13.
	 63.	Bialek EJ, Jakubowski W. Mistakes in ultrasound examination of salivary glands. J Ultrason. 

2016;16(65):191–203.
	 64.	Orlandi MA, Pistorio V, Guerra PA. Ultrasound in sialadenitis. J Ultrasound. 2013;16(1):3–9.
	 65.	Kim DW. Ultrasound-guided fine-needle aspiration for retrojugular lymph nodes in the neck. 

World J Surg Oncol. 2013;11:121.
	 66.	Aribas BK, et al. Fine-needle aspiration biopsy of cervical lymph nodes: factors in predicting 

malignant diagnosis. Neoplasma. 2011;58(1):51–7.
	 67.	Culjat MO, et al. Ultrasound detection of submerged dental implants through soft tissue in a 

porcine model. J Prosthet Dent. 2008;99(3):218–24.
	 68.	Baur DA, Heston TF, Helman JI. Nuclear medicine in oral and maxillofacial diagnosis: a 

review for the practicing dental professional. J Contemp Dent Pract. 2004;5(1):94–104.
	 69.	Gupta SK, et al. Radionuclide bone scan SPECT-CT: lowering the dose of CT significantly 

reduces radiation dose without impacting CT image quality. Am J Nucl Med Mol Imaging. 
2017;7(2):63–73.

	 70.	Gupta V. Bone scintigraphy in the evaluation of cancer. Kathmandu Univ Med J (KUMJ). 
2005;3(3):243–8.

	 71.	Shintawati R, et al. Evaluation of bone scan index change over time on automated calculation 
in bone scintigraphy. Ann Nucl Med. 2015;29(10):911–20.

	 72.	Noordzij W, Glaudemans AWJM.  Nuclear medicine imaging techniques. In: Glaudemans 
AWJM, editor. Nuclear medicine and radiologic imaging in sports injuries. Berlin: Springer; 
2015. p. 25–48.

	 73.	Loutfi I, Nair MK, Ebrahim AK. Salivary gland scintigraphy: the use of semiquantitative 
analysis for uptake and clearance. J Nucl Med Technol. 2003;31(2):81–5.

	 74.	Purohit BS, et  al. FDG-PET/CT pitfalls in oncological head and neck imaging. Insights 
Imaging. 2014;5(5):585–602.

	 75.	Basu S, Houseni M, Alavi A. Significance of incidental fluorodeoxyglucose uptake in the 
parotid glands and its impact on patient management. Nucl Med Commun. 2008;29(4):367–73.

	 76.	Cho SG, Kim J, Song HC. Radiation safety in nuclear medicine procedures. Nucl Med Mol 
Imaging. 2017;51(1):11–6.

	 77.	Agency IAE. A guide to clinical PET in oncology: improving clinical Management of Cancer 
Patients, IAEA TECDOC series. Vienna: International Atomic Energy Agency; 2008.

	 78.	Bell AG. Upon the production and reproduction of sound by light. Journal of the Society of 
Telegraph Engineers. 1880;9(34):404–26.

	 79.	Xi L, et al. Photoacoustic imaging based on MEMS mirror scanning. Biomed Opt Express. 
2010;1(5):1278–83.

	 80.	Zhang Y, Hong H, Cai W. Photoacoustic imaging. Cold Spring Harb Protoc. 2011;2011:9.
	 81.	Yao J, Wang LV. Photoacoustic microscopy. Laser Photon Rev. 2013;7:5.
	 82.	Cheng R, et al. Noninvasive assessment of early dental lesion using a dual-contrast photo-

acoustic tomography. Sci Rep. 2016;6:21798.
	 83.	Liu W, et  al. Quad-mode functional and molecular photoacoustic microscopy. Sci Rep. 

2018;8(1):11123.

A. Satpathy et al.



93

	 84.	Yamada A, Kakino S, Matsuura Y. Detection of Photoacoustic signals from blood in dental 
pulp. Optic Photon. 2016;06:229–36.

	 85.	Keenan JR, Keenan AV.  Accuracy of dental radiographs for caries detection. Evid Based 
Dent. 2016;17(2):43.

	 86.	Analoui M, Stookey GK. Direct digital radiography for caries detection and analysis. Monogr 
Oral Sci. 2000;17:1–19.

	 87.	Corbet EF, Ho DK, Lai SM. Radiographs in periodontal disease diagnosis and management. 
Aust Dent J. 2009;54(Suppl 1):S27–43.

	 88.	Pattnaik N, et al. Interdisciplinary Management of Gingivitis Artefacta Major: a case series. 
Case Rep Dent. 2015;2015:678504.

	 89.	Mortazavi H, Baharvand M. Review of common conditions associated with periodontal liga-
ment widening. Imaging Sci Dent. 2016;46(4):229–37.

	 90.	Satpathy A, et al. Serum interleukin-1β in subjects with abdominal obesity and periodontitis. 
Obes Res Clin Pract. 2015;9(5):513–21.

	 91.	Baishya B, et al. Oral hygiene status, oral hygiene practices and periodontal health of brick 
kiln workers of Odisha. J Indian Soc Periodontol. 2019;23(2):163–7.

	 92.	Pattnaik S, et al. Clinical and antimicrobial efficacy of a controlled-release device contain-
ing chlorhexidine in the treatment of chronic periodontitis. Eur J Clin Microbiol Infect Dis. 
2015;34(10):2103–10.

	 93.	Mohanty G, Mohanty R, Satpathy A. Simultaneous occurrence of pyogenic granuloma at 
multiple sites associated with bone loss: report of a rare case. J Indian Soc Periodontol. 
2018;22(2):174–7.

	 94.	Cho CM, You HK, Jeong SN. The clinical assessment of aggressive periodontitis patients. J 
Periodontal Implant Sci. 2011;41(3):143–8.

	 95.	Heikkinen AM, et  al. Periodontal initial radiological findings of genetically predisposed 
Finnish adolescents. J Clin Diagn Res. 2017;11(7):ZC25–8.

	 96.	Satpathy A, et al. Effect of alcohol consumption status and alcohol concentration on oral pain 
induced by alcohol-containing mouthwash. J Oral Sci. 2013;55(2):99–105.

	 97.	Shamim R, et  al. Kidney bean shaped peripheral Giant cell granuloma of gingiva: a case 
report. Adv Sci Lett. 2016;22(2):311–3.

	 98.	Sridevi K, et al. Dentigerous cysts of maxillofacial region- clinical, radiographic and bio-
chemical analysis. Kathmandu Univ Med J (KUMJ). 2015;13(49):8–11.

	 99.	Zhu L, Yang J, Zheng JW. Radiological and clinical features of peripheral keratocystic odon-
togenic tumor. Int J Clin Exp Med. 2014;7(1):300–6.

	100.	Grasmuck EA, Nelson BL.  Keratocystic odontogenic tumor. Head Neck Pathol. 
2010;4(1):94–6.

	101.	de Carvalho LF, et al. Lateral periodontal cyst: a case report and literature review. J Oral 
Maxillofac Res. 2011;1(4):e5.

	102.	Nelson BL, Linfesty RL. Nasopalatine duct cyst. Head Neck Pathol. 2010;4(2):121–2.
	103.	Suei Y, et  al. Radiographic findings and prognosis of simple bone cysts of the jaws. 

Dentomaxillofac Radiol. 2010;39(2):65–71.
	104.	Seifert G, Donath K. Classification of the pathohistology of diseases of the salivary glands - 

review of 2,600 cases in the salivary gland register. Beitr Pathol. 1976;159(1):1–32.
	105.	Mahapatra A, et al. Role of salivary pH and flow rate in tooth Wear: a Clinico-physicochemical 

study. Adv Sci Lett. 2016;22(2):494–6.
	106.	Rzymska-Grala I, et  al. Salivary gland calculi  - contemporary methods of imaging. Pol J 

Radiol. 2010;75(3):25–37.
	107.	Abdel Razek AAK. And S. Mukherji, imaging of sialadenitis. Neuroradiol J. 2017;30(3):205–15.
	108.	Flores RBJ, et al. Sialodochitis fibrinosa (kussmaul disease) report of 3 cases and literature 

review. Medicine (Baltimore). 2016;95(42):e5132.
	109.	Gadodia A, et al. Bilateral parotid swelling: a radiological review. Dentomaxillofac Radiol. 

2011;40(7):403–14.
	110.	Lommer D. Evidence of reversibility of 3 beta-hydroxysteroiddehydrogenase-5-4-isomerase 

reactions in rat adrenal glands. Acta Endocrinol Suppl (Copenh). 1971;152:96.

3  Diagnostic Imaging Techniques in Oral Diseases



94

	111.	Tartaglione T, et al. Differential diagnosis of parotid gland tumours: which magnetic reso-
nance findings should be taken in account? Acta Otorhinolaryngol Ital. 2015;35(5):314–20.

	112.	Kashiwagi N, et al. MRI findings of mucoepidermoid carcinoma of the parotid gland: cor-
relation with pathological features. Br J Radiol. 2012;85(1014):709–13.

	113.	Kakade SP, et  al. Oral manifestations of secondary hyperparathyroidism: a case report. 
Contemp Clin Dent. 2015;6(4):552–8.

	114.	Khalekar Y, et  al. Hyperparathyroidism in dentistry: issues and challenges!! Indian J 
Endocrinol Metab. 2016;20(4):581–2.

	115.	John DR, Suthar PP.  Radiological features of long-standing Hypoparathyroidism. Pol J 
Radiol. 2016;81:42–5.

	116.	Srirangarajan S, et  al. Dental manifestation of primary idiopathic hypoparathyroidism. J 
Indian Soc Periodontol. 2014;18(4):524–6.

	117.	Atreja G, et al. Oral manifestations in growth hormone disorders. Indian J Endocrinol Metab. 
2012;16(3):381–3.

	118.	Sarnat H, et al. Comparison of dental findings in patients with isolated growth hormone defi-
ciency treated with human growth hormone (hGH) and in untreated patients with Laron-type 
dwarfism. Oral Surg Oral Med Oral Pathol. 1988;66(5):581–6.

	119.	Kosowicz J, Rzymski K.  Abnormalities of tooth development in pituitary dwarfism. Oral 
Surg Oral Med Oral Pathol. 1977;44(6):853–63.

	120.	Gupta R, et  al. Oral manifestations of hypothyroidism: a case report. J Clin Diagn Res. 
2014;8(5):ZD20–2.

	121.	Chandna S, Bathla M. Oral manifestations of thyroid disorders and its management. Indian J 
Endocrinol Metab. 2011;15(Suppl 2):S113–6.

	122.	Poumpros E, Loberg E, Engstrom C. Thyroid function and root resorption. Angle Orthod. 
1994;64(5):389–93.. discussion 394

	123.	Sahdev A, et  al. Imaging in Cushing's syndrome. Arq Bras Endocrinol Metabol. 
2007;51(8):1319–28.

	124.	Dervis E. Oral implications of osteoporosis. Oral Surg Oral Med Oral Pathol Oral Radiol 
Endod. 2005;100(3):349–56.

	125.	Cakur B, et al. Dental panoramic radiography in the diagnosis of osteoporosis. J Int Med Res. 
2008;36(4):792–9.

	126.	Ngangom A, Jain M, Verma S. Need of early dental intervention in vitamin D deficiency 
rickets. Indian J Dent Sci. 2018;10(4):229–32.

	127.	Souza AP, et al. Dental manifestations of patient with vitamin D-resistant rickets. J Appl Oral 
Sci. 2013;21(6):601–6.

	128.	Chang CY, et  al. Imaging findings of metabolic bone disease. Radiographics. 
2016;36(6):1871–87.

	129.	Bloch-Zupan A, Vaysse F. Hypophosphatasia: oral cavity and dental disorders. Arch Pediatr. 
2017;24(5S2):5S80–4.

	130.	Schmidt T, et al. Clinical, radiographic and biochemical characteristics of adult hypophos-
phatasia. Osteoporos Int. 2017;28(9):2653–62.

	131.	Chang JI, Som PM, Lawson W.  Unique imaging findings in the facial bones of renal 
Osteodystrophy. Am J Neuroradiol. 2007;28(4):608.

	132.	Ganibegovic M.  Dental radiographic changes in chronic renal disease. Med Arh. 
2000;54(2):115–8.

	133.	Rabbani A, et al. Dental problems in hypophosphatemic rickets, a cross sectional study. Iran 
J Pediatr. 2012;22(4):531–4.

	134.	Souza MA, et al. Dental abnormalities and oral health in patients with Hypophosphatemic 
rickets. Clinics (Sao Paulo). 2010;65(10):1023–6.

	135.	Sharma SS, et al. Osteopetrosis of the mandible masquerading as tubercular osteomyelitis. 
BMJ Case Rep. 2013;2013

	136.	Celakil T, et al. Oral rehabilitation of an Osteopetrosis patient with osteomyelitis. Case Rep 
Dent. 2016;2016:6930567.

A. Satpathy et al.



95

	137.	Root AW, Martinez CR.  Magnetic resonance imaging in patients with hypopituitarism. 
Trends Endocrinol Metab. 1992;3(8):283–7.

	138.	White SC.  Oral radiographic predictors of osteoporosis. Dentomaxillofac Radiol. 
2002;31(2):84–92.

	139.	Jayachandran S, Kumar MS. A paradoxical presentation of rickets and secondary osteomy-
elitis of the jaw in type II autosomal dominant osteopetrosis: rare case reports. Indian J Dent 
Res. 2016;27(6):667–71.

	140.	Millan JL, Plotkin H.  Hypophosphatasia  - pathophysiology and treatment. Actual osteol. 
2012;8(3):164–82.

	141.	Parthiban J, Aarthi Nisha V, Asokan GS, Prakash CA, Varadharaja MM. Oral manifestations 
in a renal osteodystrophy patient - a case report with review of literature. J Clin Diagn Res. 
2014;8(8):ZD28–30.

	142.	Tohidi E, Bagherpour A. Clinicoradiological findings of benign osteopetrosis: report of two 
new cases. J Dent Res Dent Clin Dent Prospects. 2012;6(4):152–7.

	143.	Helmi N, et  al. Thalassemia review: features, dental considerations and management. 
Electron Physician. 2017;9(3):4003–8.

	144.	Porwal A, Satpathy A. Graphic imaging tools for precise identification of shift of neutral zone 
in edentulous mandibular arch. Adv Sci Lett. 2016;22(2):378–80.

	145.	Masood F, et  al. Findings from panoramic radiographs of the edentulous population and 
review of the literature. Quintessence Int. 2007;38(6):e298–305.

	146.	Gupta S, et al. Oral implant imaging: a review. Malays J Med Sci. 2015;22(3):7–17.
	147.	Shelley AM, et al. The impact of CBCT imaging when placing dental implants in the anterior 

edentulous mandible: a before-after study. Dentomaxillofac Radiol. 2015;44(4):20140316.
	148.	Naeem A, Gemal H, Reed D. Imaging in traumatic mandibular fractures. Quant Imaging Med 

Surg. 2017;7(4):469–79.
	149.	Gupta M. Intrusive luxation in primary teeth - review of literature and report of a case. Saudi 

Dent J. 2011;23(4):167–76.
	150.	Tezel H, Atalayin C, Kayrak G.  Replantation after traumatic avulsion. Eur J Dent. 

2013;7(2):229–32.
	151.	Wang P, et al. Detection of dental root fractures by using cone-beam computed tomography. 

Dentomaxillofac Radiol. 2011;40(5):290–8.
	152.	Khasnis SA, et  al. Vertical root fractures and their management. J Conserv Dent. 

2014;17(2):103–10.

3  Diagnostic Imaging Techniques in Oral Diseases



97© Springer Nature Singapore Pte Ltd. 2019
A. K. Shukla (ed.), Medical Imaging Methods, 
https://doi.org/10.1007/978-981-13-9121-7_4

P. T. Akkasaligar · S. Biradar (*) 
Department of Computer Science and Engineering, BLDEA’s V. P. Dr. P.G. Halakatti College 
of Engineering and Technology, Vijayapur, Karnataka, India

4Automatic Kidney Cysts Segmentation 
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4.1	 �Introduction

Kidney encloses nephrons and is a bean-shaped structure. Any abnormality such as 
cyst in such a tiny organ leads to a problem. Kidney failure is found in many people 
suffering from the common diseases such as hypertension, diabetes mellitus, and 
glomerulonephritis. It is observed in a survey that there is proportionally a big num-
ber of deaths happening almost every year because of kidney abnormal functioning 
only. Improper functioning of kidney can lead to a lifetime risk as well. If kidney 
cysts are not diagnosed and treated in time, they could seriously damage kidney or 
cause death also.

Kidney organ can have more than one cysts developed in it. This leads to an 
abnormal condition called polycystic kidney disease (PCKD). For any type of kid-
ney cyst treatment, information about exact position and size of a cyst is a key issue. 
These details are very important information to decide about the type of treatment 
including surgery. Such type of kidney cysts can be picturized using various kinds 
of medical imaging techniques. Among the various imaging modalities, ultrasonog-
raphy (USG) is most common and primarily used diagnostic tool by medical experts 
such as doctors or radiologists. Among all the available medical imaging modalities, 
ultrasound imaging has many advantages like less time for acquisition, compara-
tively low cost and makes use of harmless, non-ionizing radiation. Pathology of the 
soft tissue organs like heart, kidney, liver, etc. can be used for clinical diagnosis [1, 
2] effectively. Analysis of USG images by human experts is tedious task, non-
reproducible, time-consuming and highly depends on the knowledge/experience of 
the medical expert. If such a task of analysis can be automated with computer sys-
tems, then it identifies the cysts and delineates its features from the image. Thus, the 
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system assists the medical experts in making their analysis job more simple and 
easy. However, accurate and exact extraction of required region of interest from 
USG images is a difficult task due to the presence of speckle noise in USG images. 
Proposed method focuses on effective and automatic extraction of cysts in medical 
USG images of kidney.

Main goals of our proposed method are as follows:

•	 Accurate and automatic segmentation: By generating automatic initial contour, 
segmentation can be fully automated. We have proposed level set method for 
accurate segmentation of kidney cysts.

•	 Efficient segmentation method: Elapsed time is reduced along with accurate 
segmentation of cysts in kidney USG images.

This chapter is organized into five major sections. Second section is a discussion 
on related literature survey of the work. In third section, methodology is explained 
in detail. Fourth section shows the results of experiments. Lastly, section five con-
cludes the chapter followed by acknowledgment.

4.2	 �Related Work

While looking to develop an algorithm, we came across lots of object detection 
methods. We focused on automatic segmentation method in our research and also 
carried out a survey about pre-existing methods. We briefly summarize the state of 
art on segmentation algorithms available in the literature. Despeckling of medical 
ultrasound kidney images is necessary to remove noise while distinguishing the dif-
ferent tissue boundaries present nearer to each other. In [3], author has used genetic 
algorithms for segmentation of images of USG type. In [4], USG kidney images of 
different orientations are considered. Rotation of the kidney region part is performed 
followed by texture feature analysis. Texture model constructed is used for estimat-
ing the inner and outer area of segmentation curve. In [5], authors have proposed an 
evaluation method for principal curvature of multi-scale differential. Different cat-
egories of kidneys are determined using the measure of feature values and the extent 
of separation among these features. In [6], authors have used co-variance matrix 
based active shape model. Genetic algorithm is used to optimize the pose and varia-
tions in shape for the kidney shape model.

Discussion on spline of a higher order interpolation is done in [7]. Various meth-
ods for speckle removal, namely, Gaussian filter, median filter, and Wiener filter, are 
used before classification. Run length texture features and gray level co-occurrence 
matrix features are used. For classification of non-cystic and kidneys with cysts in 
USG medical images, the k-nearest neighbor classifier is used in [8]. Reviews of dif-
ferent segmentation techniques for USG images are discussed in [9]. Authors have 
explained generally highlighting the various techniques developed for B-mode USG 
medical images. Authors have carried out a survey of the methods that have been 
already investigated and validated the appropriateness of these different methods in 
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different clinical domains [9]. In [10], authors have highlighted segmentation of 
organs/tissues in B-mode ultrasound images. Challenges in segmentation of kidney 
in ultrasound images such as variable shape and size of the organ are discussed. 
Segmentation methods for both 2D and 3D ultrasound kidney images are explained. 
Summary of some more existing methods is highlighted in Table 4.1.

Most of these segmentation methods [11–14] are not fully automated. They need 
initial contour or seed point to be specified by the user. Thus, literature review moti-
vated us to propose an algorithm for automatic generation of initial contour.

The key contributions of the proposed work are as follows:

Automation of segmentation
Automatic initial contour detection of kidney cysts and automation of the seg-
mentation algorithm without user intervention or without user input.
Reducing computational time and increasing accuracy
Design of the efficient segmentation algorithm using reduced elapsed time to get 
more accurate segmented images of kidney cysts.
Performance of segmentation algorithms
Performance evaluation of the developed method using the parameters such as 
Dice coefficient, Jaccard coefficient, specificity, sensitivity, and accuracy.
Analysis of segmented kidney cyst images
Computation of number of cysts and their size are essential parameters to assist 
the medical experts for preparation of proper treatment plan.

4.3	 �Methodology

Automation of segmenting the kidney cysts in USG digital image is proposed. 
Figure 4.1 shows the methodology of the proposed algorithm. Image database con-
sidered for the study contains medical ultrasound images of kidney in various views, 
namely, transverse view and longitudinal views.

Table 4.1  Summary of existing methods

Authors and Year Method Remarks
Huang et al., 
2013 [11]

Ellipse shape is used as a global shape 
and the Fisher-Trippets are applied to 
find the gray level nature of images.

A fixed elliptical shape is assumed 
for segmentation of kidney.

Spiegel et al., 
2009 [12]

Active contour is used for 
computerized tomography images.

Every kidney image need to be 
pre-registered. Does not work for 
new images.

Hafizah and 
Supriyanto, 
2012 [13]

Texture analysis based classification is 
carried out.

Does not work for all views of 
kidney images where the kidney 
may not lie in the central part of 
image.

Jeyakumar and 
Hasmi, 2013 
[14]

Different segmentation methods like 
region-based, edge-based, watershed 
method and cluster-based are 
discussed.

No completely automated 
segmentation methods are found 
for ultrasound kidney images.
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4.3.1	 �Preprocessing and Speckle Noise Removal

Ultrasound images usually contain an inherent signal noise termed as speckle noise. 
It is introduced by the interaction of the reflected waves from various independent 
scatterers within a resolution in an ultrasound system. In USG digital images of 
kidney, the constituent structural components along with noise are very tiny to be 
caught and detected by larger wavelength of ultrasound signals [15]. Speckle noise 
can have adverse effect in detecting the lesion. It leads to decreased image quality 

Preprocessing and
speckle noise removal

Kidney Ultrasound
Image

Ultrasound
machine

Dataset

Initial contour detection

Segmentation using
ACM/ level set method

Detection of cysts

Fig. 4.1  Proposed methodology of segmentation of cysts in kidney digital ultrasound images
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of USG images to a greater extent in contrast to other modalities of medical images. 
Speckle contains relatively higher gray level intensities [16]. Speckle noise reduces 
image contrast and image resolution affecting the analytical property of USG digital 
images. Thus despeckling is one of the major steps required prior to the 
segmentation.

Contourlet transforms are more useful in smoothening of the ultrasound image 
contours [16]. The contourlet transform is performed in two steps. Laplacian pyra-
mid (LP) decomposition is used in first step to capture the discontinuous points. In 
step two, the directional filters bank is used for connecting the points of discontinui-
ties to frame undeviating arrangement of points. Inverse contourlet transform is 
used to generate despeckled image. Various steps involved in the despeckling of 
ultrasound image are explained in Algorithm 4.1.

Algorithm 4.1 Speckle Noise Removal of Medical Ultrasound Image of Kidney

Input: Digital ultrasound kidney image
Output: Despeckled image
Start

		  1.	 Read a digital USG image of kidney.
		  2.	 Perform log transformation of the image.
		  3.	 Perform contourlet-based transform for n1 levels of LP decomposition and n2 

directional decomposition for individual levels.
		  4.	 Carry out thresholding.
		  5.	 Apply the inverse transform of contourlet to obtain the despeckled image.

Stop.

The values of n1 and n2 indicate number of levels for LP decomposition and 
directional decompositions for individual levels, respectively. These values depend 
on the image size.

In order to create more clear and distinct despeckled image, contrast enhancement 
is performed using histogram equalization [17]. The contrast-enhanced image (X) is 
brighter having more clear edges with the improved image quality.

4.3.2	 �Proposed Initial Contour Detection Algorithm

The aim of initial contour detection is to devise a computationally efficient method 
for automatic segmentation. Despeckled and enhanced image is converted into 
binary image. An empirically determined threshold value is used for binarization of 
a gray converted image. Threshold value for binarization is determined using Otsu’s 
method. The value is selected such that the intraclass difference in black and white 
pixels is minimal. The morphological operators are more useful for binary image 
analysis such as edge detection, noise removal, and image segmentation. A series of 
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operations are applied on binary image to determine the region of interest (ROI) of 
individual cyst in an image. The various morphological operations, namely, erosion, 
dilation, opening, and closing, specified in Eqs. (4.1)–(4.4) are used to find indi-
vidual ROI in the image.

Erosion operator deletes or erodes the boundaries of regions containing fore-
ground pixels. Consider S, a space of Euclidean. Let I be a binary image. Erosion of 
an image I with structuring element S is expressed in Eq. (4.1). The details smaller 
than S are filtered out from I [18].

	
I S | z I� ε� �� �z S S 	 (4.1)

Sz indicates the translation operation on S by z. Dilation is used to increase the 
boundaries containing regions of foreground pixels. Thus it leads to enlarging the areas 
of foreground pixels along with filling holes within those regions [18]. Binary image I 
is dilated by structuring element S, which is expressed mathematically as in Eq. (4.2).

	 I S U I
b S b

� � � 	 (4.2)

Ib represents the translation of I by b. Opening and closing are making use of 
erosion and dilation operators and are expressed mathematically as specified in Eqs. 
(4.3) and (4.4). The overall effect of opening is to retain the foreground regions that 
are having similar shape as that of structuring element or the regions containing the 
complete structuring element. Closing works similar to dilation. It enlarges the fore-
ground region boundaries in an image and shrinks or removes the holes having 
background color in such regions.

	
I S I S S � � �� 	 (4.3)

	
I S I S S � � �� 	 (4.4)

Further, connected components are obtained from the morphologically operated 
image. These components are selected as initial contour for level set segmentation 
method. The level set method requires initial contour to be specified by the user 
manually. Explicit specification of initial contour is automated in the proposed 
method and is automatically determined by using morphological operations. The 
process of detection of initial contour is explained in Algorithm 4.2.

Algorithm 4.2 Detection of Initial Contour

Input: Contrast-enhanced image (X)
Output: Initial contour generated (A)
Start

		  1.	 Read contrast-enhanced image X.
		  2.	 Convert X to a binary image I.
		  3.	 Eliminate the structures which are thinner compared to their neighboring pixels 

and are connected with the image boundary using erosion specified in Eq. (4.1).
		  4.	 Find out the contour matrix of image obtained.
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		  5.	 Open morphological operation is carried out with structuring element (SE) of 
disk shape having the size of R1 to eliminate the weaker edges using Eq. (4.3).

		  6.	 Create another SE of disk shaped having a size of R2 pixels.
		  7.	 Apply erosion using structuring element created in step 6 on the image 

obtained from step 5 to eliminate spurious regions created due to noise.
		  8.	 Find the number of connected components from the image obtained from 

previous step and determine the bounding box region property to generate 
initial contour of individual regions in the image (A).

Stop.

The final output image obtained at the end of Algorithm 4.2 does not contain the 
regions which are having lesser area than the constants R1 and R2. Values of these 
constants are empirically identified as R1 = 20 pixels and R2 = 10 pixels. For this 
study, the ROI is automatically generated and further segmentation will be con-
ducted using that ROI.

4.3.3	 �Segmentation of Cysts Using Active Contour Model (ACM)

Active contour models are also called as snakes. ACM helps in designing a frame-
work for an object contour detection effectively for images [19] and is also suitable 
for noisy images such as ultrasound image. A snake is a deformable spline. 
Deformation model of snake is controlled by external and internal forces [20]. An 
external force helps in dragging the deformable spline towards object boundaries and 
internal force prevents the deformation. Snakes use a common method for expansion 
of a deformation by using an energy minimizing function. We have made use of a 
region-based ACM as it has some significant characteristics compared to edge-based 
ACM. Region-based method uses statistical information about the contour to control 
the deformation of the curve. We have used Chan-Vase (C-V) model [20]. The C-V 
model has a global virtue. It can segment any number of regions present in an image 
simultaneously. For an image P in domain Ω, the C-V model is expressed by the 
energy minimizing function as specified in Eq. (4.5).

	

E interior P u A du

exterior P u A du

cv � � � � � � �
� � � � � � �

�

�
1 1

2 2

A

N ,u� 	
(4.5)

The constants A1 and A2 are the average intensities in interior and exterior of the 
contours. It is assumed as in Eq. (4.6), Eq. (4.7), and Eq. (4.8) respectively.

	
A u� � � �� �u� :� 0 	 (4.6)

	
Interior A u� � � � � �� �u� :� 0 	 (4.7)

	
Exterior A u� � � � � �� �u� :� 0 	 (4.8)
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The constants A1 and A2 are expressed as in Eq. (4.9) and Eq. (4.10). Working of 
active contour model is illustrated in Algorithm 4.3.
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Algorithm 4.3 Active Contour Model for Segmentation of Cysts in Medical 
USG Images of Kidney

Input: USG kidney image with initial contour defined (A)
Output: Cysts segmented image (O)
Start

		  1.	 Read the image (A).
		  2.	 Set the function ∅(u) to zero and assign to initial contour A which is to be 

deformed further using Eq. (4.6).
		  3.	 Calculate interior and exterior of energy functions of initial contours of A 

using Eqs.(4.7–4.10).
		  4.	 Compute energy minimizing function using interior and exterior energy func-

tion values using Eq. (4.5).
		  5.	 If no change found in deformation of the zero crossing points or exceeded the 

number of iterations, then stop.

Otherwise, go to Step 3.
Stop.

Observations made on active contour model depicted in Algorithm 4.3 can be 
listed as follows:
•	 Proper and accurate segmentation of single cyst in kidney USG medical images.
•	 Unable to segment the cysts as separate regions rather it segments the group of 

all cysts as a single component.

4.3.4	 �Segmentation of Cysts Using Level Set Method

The level set method has several advantages over other segmentation methods such 
as parameterized ACM. Level set can better represent the complex topological con-
tours. Also, it can efficiently manage contour merging and splitting unlike ACM as 
discussed in [21]. It does not require the points on a contour rather calculation is 
based on Cartesian grid.
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Level set evolution works on choosing a surface rather than a front. The front is 
defined by every pixel where the surface height is zero. Apart from widely used 
applications, traditional level set method suffers from a drawback. The irregularities 
of the level set function (LSF) during its deformation lead to erroneous results. As a 
solution to this problem, reinitialization [22, 23] was proposed. Reinitialization 
helps in maintaining LSF regularity. In the proposed method, LSF used indicates a 
distance function with sign to abort and/or continue the evolution of contour with 
reinitialization. We have used an evolution of level set based on distance regulariza-
tion [22]. A region-based level set method for segmentation of cysts in ultrasound 
image specified is represented using Algorithm 4.4. In this work, the regularity of 
the LSF level controls the evolution by means of a forward and backward diffusion 
obtained from distance regularization. Initially the image smoothening is performed 
using Gaussian kernel function with standard deviation of σ. Let us consider input 
image A, an edge indicator function f can be expressed as in Eq. (4.11). This per-
forms image smoothening.

	
f

G Aa

���
�� �

1

1
2 	

(4.11)

Gσ is a Gaussian kernel function with standard deviation of σ. An energy function 
E(∅) used for a LSF is as in Eq. (4.12).

	
E Eext�� � � �� � � �� ��Rp 	 (4.12)

E(∅) is energy function and Rp(∅) is level set regularization term and is defined 
as in Eq. (4.14). Eext (∅) is external energy which depends on the data under con-
sideration. External energy is defined as in Eq. (4.13). μ is a constant and its value 
is always greater than zero.

	
Eext �� � � �� � � �� �� �L A 	 (4.13)

	
R Pp �� � � � ��� �|| || du� 	 (4.14)

Value of λ is greater than 0. α is energy coefficients for functions L(∅) and A(∅). 
They can be defined as in Eqs. (4.15) and (4.16).

	
L g del du�� �� � �� �����

�

� 	
(4.15)

	
A g H du�� �� � ��� ���

�

� 	
(4.16)

where del is Dirac delta function and H indicates Heaviside function. L(∅) cal-
culates the energy of the line integral of g along the initial zero level contour. A(∅) 
determines weighted area of the region. It increases the speed of contour deforma-
tion in the level set. Also, it is essential if the zero level contour is specified away 
from the actual contour [24].
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Algorithm 4.4 Level Set Segmentation of Cysts in Medical USG Images of 
Kidney

Input: USG kidney image with initial contour defined (A)
Output: Segmented cystic kidney image (O)
Start

		  1.	 Perform smoothening on image (A) using Gaussian kernel using Eq. (4.11).
		  2.	 Obtain partial differentiation of edge indicator function of the image obtained 

in previous step.
		  3.	 Compute distance regularization using Eq. (4.14).
		  4.	 Compute Dirac delta function and Heaviside function.
		  5.	 Compute energy function using Eq. (4.12) and the parameters obtained in 

step 3 and step 4.
		  6.	 If no change in deformation of the zero crossing points or reached predefined 

maximum number of iterations, then stop and return output image 
O. Otherwise, go to Step 2.

4.3.5	 �Analysis of Segmented Images

It is equally essential to carry out the analysis of the segmented results. In this rea-
soning step, the number of cysts and area of cysts are calculated by applying the 
binarization method. The segmented image is converted into binary form, repre-
sented with pixel values either 0 or 1. The number of connected components in the 
binary image gives us a count of number of cysts. By measuring the number of 
black pixels covering the cyst portion, area of cyst can be obtained, applying Eq. 
(4.17) as specified in [23].

	 Area NX� � 0 264. 	 (4.17)

N represents the area of connected component representing the cystic region in 
pixels. Area obtained is multiplied by the square root of N with the constant 0.264, 
because, “1mm is equal to 0.264 pixels.”

4.3.6	 �Performance Evaluation Parameters

Analysis of quantitative performance of the implemented algorithm is carried out by 
using Dice coefficient and Jaccard coefficient [23, 25]. These are used to measure 
the accuracy of segmentation algorithms. Dice is expressed as in Eq. (4.18) and 
Jaccard coefficient is expressed with Eq. (4.19).
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where R1 is the reference region obtained from ground truth and R2 is a region 
segmented by proposed method. The value of Dice coefficient ranges between 0 and 
1. For complete and exact overlap of two regions, the Dice value is 1; if there is no 
overlap between the two regions, then its value will be 0.

The Jaccard coefficient (JC) is another metric used to find the region-based simi-
larity between two images considered for the study. JC is defined by taking the ratio 
of size of intersection of images and the size of union of the sample images. The 
value of JC lies between 0 and 1. For exact match of the images, JC value is 1 and 
results into 0 for no match between the images.

Efficiency of segmentation algorithms applied on medical images is also calcu-
lated by means of finding specificity, sensitivity, and accuracy [25]. These parame-
ters are calculated by finding true positives, true negatives, false positives, and false 
negatives. True positive is obtained by finding the intersection between segmented 
region and region in the ground truth. False positive is the unmatched segmented 
region not overlapping with the region in the ground truth. False negative is the 
missed part of the ground truth. True negative is obtained by finding part of image 
beyond the union output image and ground truth.

4.4	 �Results and Discussions

Implementation and results obtained for the proposed algorithms are discussed in 
this section.

4.4.1	 �Experimental Setup

The experimentation is carried out on a system of Intel core i5 processor with 10 GB 
RAM and 2.50 GHz processor. MATLAB R2016b software is used for implementa-
tion of algorithms. Medical USG digital kidney images of varying sizes and varying 
orientations are used to carry out the experimentation. The image database is cate-
gorized as D1 and D2. D1 contains dataset of USG kidney images prepared in con-
sultation with the medical experts, namely, radiologist and nephrologists of 
BLDEDU’s Shri. B.  M. Patil Medical College Hospital and Research Centre, 
Vijayapur for the present study. Some of the images (D1) are captured from Philips 
HD11XE ultrasonography machine with curvilinear transducer of 5–7  MHz fre-
quency. Some of the images (D2) are obtained from publicly available websites 
[https://openi.nlm.nih.gov, https://www.sonoworld.com, and https://www.ultra-
soundimages.com]. The experimentation and testing are performed on entire 
dataset.
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4.4.2	 �Preprocessing and Speckle Noise Removal

For despeckling, contourlet transform with two filter banks is used. In Laplacian 
pyramidal decomposition, biorthogonal filters are taken. For the stage of directional 
decomposition, Phoong-Kim-Vaidyanathan-Ansari (PKVA) filters are used. Hard 
thresholding is performed further. We have used two levels of LP decomposition 
with six directional band pass sub-bands and hard thresholding further, to get better 
results as specified in Hiremath et al. [16]. Despeckled image is contrast enhanced 
using histogram equalization. The contrast-enhanced image is brighter having more 
clear edges with improved image quality.

4.4.3	 �Initial Contour Detection

Kidney organ can have more than one cysts developed in it. This leads to an abnor-
mal condition called polycystic kidney disease (PCKD). We have carried out seg-
mentation of multiple cysts in kidney USG digital images. Figure 4.2 is used to 
demonstrate the robustness of the proposed approach of automatic initial contour 
detection. After despeckling, image is converted to binary form. We have applied 
morphological operators as specified in Algorithm 4.2 to get initial contour. 
Despeckled and contrast-enhanced image of the sample image using histogram 
equalization is depicted in Fig. 4.2a. Binarized image of contrast-enhanced image is 

a b c

d e f

Fig. 4.2  Various stages of finding initial contour: (a) Contrast-enhanced image (b) Image after 
eliminating lighter components near border in gray form (c) Binary converted image (d) 
Morphologically opened image (e) Filled image (f) Morphologically segmented regions
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shown in Fig. 4.2b. Elimination of lighter components near the border is carried out 
resulting into Fig. 4.2c. Morphological open operation and process of filling holes 
are carried out sequentially as revealed in Fig.  4.2d, e, respectively. Figure  4.2f 
demonstrates clear distinctions of various regions represented in color form. These 
regions can be used to determine the initial contour for segmentation of polycystic 
regions.

Figure 4.3 shows the generation of initial contour for polycystic kidney ultra-
sound image using the proposed Algorithm 4.2. Figure 4.3a–d shows the images of 
polycystic kidney USG image, despeckled image, contrast-enhanced image, and 
morphologically operated image to obtain the initial contour for segmentation algo-
rithms. Thus, the stage of initial contour detection obtains the approximate bound-
ary for required ROI successfully.

a b

c d

Fig. 4.3  (a) Original polycystic USG image (b) Despeckled image (c) Contrast-enhanced image 
(d) Morphologically operated image
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4.4.4	 �Segmentation of Cyst in Single-Cystic Kidney USG Images

Kidney cyst is a fluid-filled sac, inhibiting the functionality of kidney organ. We 
have proposed two algorithms for segmentation of cysts in kidney USG images. 
Initial contour required for segmentation is identified by using Algorithm 4.2. 
Despeckled image of Fig.  4.4a is shown in Fig.  4.4b. This is further contrast 
enhanced using histogram equalization as depicted in Fig. 4.4c. Further, the image 
is converted to binary form. We have applied morphological operators as specified 
in Algorithm 4.2 to get initial contour as depicted in Fig. 4.4d.

The boundaries of a single component obtained in Fig. 4.4d are used as initial 
contour by ACM and level set segmentation methods. Thus, explicit specification 
of manual input for generation of initial contour needed by segmentation algo-
rithms is completely eliminated. Figure  4.5 shows various stages involved in 
ACM segmentation model. Initial contour (Fig. 4.5a) is calculated on the basis of 
image in Fig.  4.4d. Intermediate deformation is shown in Fig.  4.5b and final 

a b

c d

Fig. 4.4  (a) Original single-cystic USG image (b) Despeckled image (c) Contrast-enhanced 
image (d) Morphologically operated image
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segmented region is as in Fig. 4.5c. Accuracy of segmentation is confirmed by 
taking a ground truth by medical expert as shown in Fig. 4.5d. A good agreement 
is found between experimentally segmented image and manual segmentation by 
nephrologist.

We have also performed level set segmentation method on images after morpho-
logical operations as in Fig. 4.6. Initial contour in Fig. 4.6a is calculated on the basis 
of image in Fig. 4.4d. Figure 4.6(a, c) show the LSF at initial level and after com-
plete evolution, respectively. For this example, complete evolution is completed in 
305 iterations. Figure 4.6(b, d) show the behavior of LSF using a graph at initial 
level and after complete evolution, respectively. Thus the algorithm perfectly seg-
ments cysts in the image automatically. Further, the size of the segmented cyst is 
calculated by applying the formula specified in Eq. (4.17). The size for the cyst for 
the image shown in Fig. 4.6c is 27.6 mm2. ACM segmentation algorithm can per-
fectly segment the single cysts in kidney ultrasound images.

a b

c d

Fig. 4.5  ACM segmentation stages: (a) Initial contour (b) Intermediate deformation (c) Final 
segmented region boundary (d) Ground truth
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4.4.5	 �Segmentation of Multiple Cysts in Kidney USG Images

Active contour model (ACM) also called as snake model is also suitable for noisy 
images such as ultrasound image. We have implemented region-based C-V (Chan–
Vese) model for segmentation of polycystic kidney ultrasound images. Figure 4.7 
shows various stages involved in segmentation of kidney USG images of polycystic 
kidney using ACM. Figure 4.7a shows original image, Fig. 4.7b segmentation by 
ACM, Fig. 4.7c shows ground truth by medical experts. Figure 4.7b shows that the 
ACM method is unable to segment individual cysts separately in case of polycystic 
kidney images. It is also not possible to analyze the individual cyst size.

We have also performed level set segmentation method on polycystic kidney 
medical USG images using automatically generated initial contour, as depicted in 
Fig.  4.8. Figure  4.8a shows initial contour calculated for the sample image 

a b

c d

Fig. 4.6  Level set segmentation stages for single-cystic kidney image: (a) Initial contour (b) 
Behavior of LSF at initial stage (c) Final segmented region boundary of cyst (d) Behavior of LSF 
at final stage
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a b c

Fig. 4.7  ACM segmentation for polycystic kidney image: (a) Original image (b) Segmentation by 
ACM (c) Manual segmentation by expert
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Fig. 4.8  Level set segmentation stages for polycystic kidney image: (a) Initial contour (b) 
Behavior of LSF at initial stage (c) Final segmented region boundary (d) Behavior of LSF at final 
stage
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calculated using proposed Algorithm 4.2. Final segmented region is as in Fig. 4.8c. 
Figure 4.8(a, c) show the LSF at initial level and after complete evolution, respec-
tively. After 322 iterations, the zero level contour converges to a desired object 
boundary as shown in column 2 of Fig. 4.8. Figure 4.8(b, d) show the behavior of 
LSF using a graph at initial level and after complete evolution, respectively. Level 
set clearly segments individual cysts as in Fig. 4.8c. Thus, level set segmentation 
method works perfectly on polycystic kidney ultrasound images. The segmented 
image is converted into binary form. From the binary image, we calculated the total 
number of pixels in each cyst and applied Eq. (4.17) to find the area of individual 
cysts. For the sample image shown in Fig. 4.8c, the area of four cysts is determined 
as 26.8 mm2, 7.56 mm2, 26.95 mm2, and 10.24 mm2. Thus, automatic segmentation 
and analysis has a greater impact in the field of medicine. It relaxes the medical 
experts from manual marking and evaluation of the size of cystic region in kidney 
ultrasound images.

4.4.6	 �Performance of Segmentation Methods

Performance of the implemented algorithm is analyzed by using Dice coefficient, 
Jaccard coefficient, and statistical parameters such as sensitivity, specificity, and 
accuracy. Figure 4.9a, b depict the values of these parameters for single-cystic and 
polycystic images, respectively. Average, minimum, and maximum values are cal-
culated by taking into account of all the images in D1 (clinical) and D2 (web) data-
set. Obtained values demonstrate the accuracy of the segmentation method. Level 
set method results into more accurate segmentation. Segmentation using ACM 
method is also carried out and comparison of level set method with ACM is shown 
in the plots of Fig. 4.9. It contains the results obtained for both D1 and D2 datasets 
separately. Results obtained demonstrate the efficiency of level set method over 
ACM method. From Fig. 4.9, it is clear that level set segmentation is found to be 
better segmentation algorithm for cystic kidney USG images.

Figure 4.10 shows the average elapsed time in seconds for the complete segmen-
tation of the cysts in renal medical ultrasound images. It demonstrates the average 
elapsed time for single and polycystic images considering individual datasets (D1 
and D2) separately. Plots obtained for both ACM and level set segmentation meth-
ods are shown in Fig. 4.10. Average elapsed time varies from 6.3 to 9.5 s on a stand-
alone machine of i5 processor. Developed automatic segmentation method improves 
the accuracy of segmentation of kidney cysts in ultrasound images with reduced 
elapsed time.

Comparison of the proposed method is made with the method proposed in [13]. 
They have generated an initial contour by the assumption that kidney organ always 
lies in the center of USG image. A larger central part of the kidney ultrasound image 
of the same size is used as initial contour always. A larger initial contour increases 
the number of iterations in segmentation algorithms. This problem is resolved in our 
proposed method using morphological operations for automatic initial contour gen-
eration. Promising and more accurate results of segmentation in our proposed 
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method are compared with the method specified in [26]. Gradient vector snakes 
method specified by the authors segments a single region for the entire group of 
cysts in polycystic kidney ultrasound images. Hence, information like number of 
cysts and their individual sizes cannot be revealed. Also, performance and statistical 
parameters used for verification of segmentation results are proposed.
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4.5	 �Conclusion

In this chapter, segmentation algorithms, namely, active contour model and level set 
method, are proposed for segmenting the cysts in digital ultrasound images of kid-
ney. Initially, denoising of USG images is performed effectively using contourlet 
transform and contrast enhancement using histogram equalization. Both of these 
segmentation algorithms require initial contour as input. In the proposed work, we 
have generated initial contour automatically using morphological operators. Thus, 
cysts segmentation algorithm using ACM and level set are automated. The perfor-
mance of the segmentation is measured using Dice coefficient, Jaccard coefficient, 
sensitivity, specificity and accuracy. Maximum of 0.977 for Dice coefficient and 
0.956 for Jaccard coefficient is obtained. Average values of sensitivity, specificity, 
and accuracy obtained are up to 0.995, 0.847, and 0.972, respectively. Elapsed time 
for segmentation varies from 6.3 to 9.5 s. Thus automatic identification of initial 
contour shows improvement in speed and accuracy of further segmentation process 
using level set segmentation method. This model also shows the analysis of the 
cystic kidney disease by determining the number of cysts and their sizes. The pro-
posed method can be effectively utilized for medical applications.
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AgNPs	 Silver nanoparticles
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ESIONs	 Extremely small iron oxide nanoparticles
FDA	 Food and drug administration
FITC	 Fluorescein isothiocyanate
FRET	 Fluorescence resonance energy transfer
GBNs	 Gadolinium based-nanoparticles
GSH	 Glutathione
IgG	 Immunoglobulin G
IGT	 Image guided therapy
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MRgFUS	 Magnetic resonance-guided focused ultrasound
MRI	 Magnetic resonance imaging
MRS	 Magnetic relaxation switch
MSOT	 Multispectral optoacoustic tomography
NIH	 NIH-3T3- Mouse embryonic fibroblast cell line
OCT	 Optical coherence tomography
PAA	 Polyacrylic acid
PAI	 Photoacoustic imaging
PEG	 Polyethylene glycol
PLGA	 Poly(lactic-co-glycolic acid)
PSMA	 Prostate-specific membrane antigen
QDs	 Quantum dots
SCC	 Squamous cell carcinoma
SERS	 Surface-enhanced Raman spectroscopy
SiNPs	 Silica nanoparticles
SKOV3	 Human breast cancer cell line
SLN	 Sentinel lymph node
SPIONs	 Superparamagnetic iron oxide nanoparticles
SP-PCL	 Spiropyran-terminated poly(ε-caprolactone)
Ti(SP)4	 Tetra spiropyran titanate
TiO2	 Titanium oxide
UCL	 Upconversion luminescence
UCNPs	 Upconversion nanoparticles
ZnO	 Zinc oxide

5.1	 �Background of Bio-imaging

Bio-imaging aids in diagnosis of diseases using less invasive methods and specific 
image guided treatments [1]. The fields of biology and medicine require bio-imaging 
to visualize the anatomical structures and their function for diagnosis of the disease 
and treatment. Medical imaging is an interdisciplinary field that employs the basis 
of physics, statistics, mathematics, computer science, radiology, biology, nuclear 
medicine, etc. [2]. Several technological advancements occurred over the last sev-
eral decades and emerged with new applications [2]. Significant development has 
been shown in the field of bio-imaging over the last 50 years. The discovery of 
X-ray in 1895 by Wilhelm Conrad Roentgen has revolutionized the area of bio-
imaging which further strengthened by contrast agents used to visualize bones and 
blood vessels [3]. Further, nuclear biomedical imaging method has emerged as 
potent technique with the use of gamma cameras. By 1906–1912, the application of 
pharmaceutical contrast agents advanced the field of medical radiography for imag-
ing blood vessels and organs in the body. From 1971 to present, many other imaging 
techniques are implemented in medical imaging in order to improve the image qual-
ity and explore various advancements. Different bio-imaging techniques that are 
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being used are X-ray-based imaging, magnetic resonance imaging (MRI), 
fluorescence-based imaging, computed tomography (CT), Raman based imaging, 
luminescence upconversion imaging, etc.[4].The following section describes the 
applications of various bio-imaging methods.

5.1.1	 �Types of Bio-imaging

The techniques of various bio-imaging methods used for the diagnosis of the 
different diseases are described below:
•	 Computed tomography (CT): From the introduction in 1970s, CT has modern-

ized the disease diagnosis [5]. CT has many applications than other imaging 
methods because of its lesser time to perform and mostly available to doctors for 
conforming the diseases [6].

•	 X-ray microscopy: This is an important tool for cellular imaging. X-rays gener-
ally obviate the need of sectioning of the specimens as they can penetrate easily 
into the thick biological samples [7].

•	 Magnetic resonance imaging (MRI): MRI employs a magnetic field and radio 
waves for imaging organs and tissues of the body. This imaging technique has 
changed the field of diagnosis by avoiding the exposure to harmful ionizing radi-
ation [8].

Other techniques are demonstrated in the latter sections of this review article.

5.2	 �Nanotechnology and Its Role in Bio-imaging

Nanotechnology plays crucial role in bio-imaging. The following sections will dis-
cuss the various roles of nanoparticles in bio-imaging use in different techniques.

5.2.1	 �Metal-Based Nanoparticles for Bio-imaging

Over the past decades, the field of nanotechnology has been grown in a wide range 
for various fields. Multifunctional metal-based nanoparticles are introduced by vari-
ous scientists all over the world to treat various diseases such as cancer, diabetes, 
cardiovascular diseases, etc. [9–11]. The diagnosis and the therapy as well as moni-
toring the therapeutic efficacy of various diseases became fruitful after the usage of 
various imaging techniques. The high surface to volume ratio, size, and solubility of 
nanoparticles help in moderating the pharmacodynamics and pharmacokinetics pro-
files of various agents (therapeutic, imaging) in enhancing their therapeutic efficacy 
[12]. Researchers are still probing new nanomaterials for better efficacy in thera-
peutic as well as diagnostic purpose. Figure  5.1 shows the usage of inorganic 
nanoparticles for therapy and imaging of tumor [12]. It has been observed that due 
to the tunable size, easy fabrication, generation of ROS (reactive oxygen species), 
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energy transfer, X-ray absorption, and properties, inorganic nanoparticles are favor-
able choice for image guided therapy (IGT) as well as in bio-imaging.

5.2.1.1	 �Fluorescence-Based Imaging
Since long time, the fluorescence-based nanoparticles have been using for imaging 
of various cells, tissues, organs, etc. for the biomedical applications which advanced 
the current labeling technology. Dyes such as indocyanine green and fluorescein are 
conventionally used. Fluorescence detection method generally depends on either 
emission from externally administered markers (fluorescent) or the autofluores-
cence of the tissues coming from different concentrations of the fluorophores 
(endogenous) or fluorescent materials induced [13, 14]. For example, Lai et al. pre-
pared FRET (fluorescence resonance energy transfer) based monitoring system 
(real) which consisted four components, a) mesoporous silica nanoparticles for drug 
carrier which was further labeled with coumarin (donor); b) FITC (acceptor) 
attached beta cyclodextrin in order to trap the drugs inside the nanoparticles; c) to 
release the drug molecule in a redox-responsive manner through disulfide linkage; 
d) coumarin and FITC as FRET donor-acceptor pair for observing the drug release 
[15]. The authors observed that under non-reducing conditions the disulfide bond 
was intact that assisted the FRET between coumarin (donor) and FITC (acceptor). 
The close proximity of both the donor and acceptor helped the process. The group 
showed that in presence of glutathione (GSH), no FRET was observed between 
donor and acceptor because of the breakage of disulfide bond. This process helped 
in the drug release from the nanoparticles. The group mentioned that the donor-
acceptor pair could operate the drug release process by changing the FRET signal 
in real time. On the other hand, Nakamura et al. prepared fluorescent organosilica 
nanoparticles coated with PEG by one-step process for bio-imaging [16]. The group 
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Fig. 5.1  Inorganic nanoparticles for tumor imaging and therapy. Reprinted with permission from 
[12]. Copyright © 2016 American Chemical Society
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evaluated the stealth function of the nanoparticles by observing the kinetics, pat-
terns, and uptake of these nanoparticles using flow cytometry analysis and single 
cells time-lapse microscopic imaging. Additionally, they observed that stealth func-
tion was not observed in case of PEG-insensitive macrophages, whereas it mostly 
observed in PEG-sensitive macrophages. Finally, the interaction of the nanoparti-
cles with the immune cells helped in understanding the accelerated blood clearance 
(ABC) phenomenon. Not only the silica-based nanoparticles, but also the carbon 
dots are used as fluorescent-based imaging probes. For example, Bhunia et  al. 
chemically synthesized the carbon dot nanoparticles (size within 1–10 nm) for cell 
imaging that exerted tunable emission in the visible region (blue to red) in a size 
dependent manner [17]. They further modified these nanoparticles by surface func-
tionalization for cell imaging probes. Altogether, the authors concluded that these 
non-toxic carbon dot nanoparticles could be used as an alternative to toxic nanopar-
ticles (cadmium based) useful for biomedical applications. In another example, Li 
et al. used the next generation optical imaging method for noninvasive imaging of 
tumor metastasis and vessel by near infrared emission (beyond 1500  nm) that 
showed high sensitivity and resolution (spatial) [18]. The group prepared poly-
acrylic acid (PAA)-modified NaLnF4:40Gd/20Yb/2Er nanorods (Ln = Y, Yb, Lu, 
PAA-Ln-NRs) having downshifted NIR-IIb emission. To validate its applicability, 
the PAA-Lu-NRs were used in cancer therapy for small tumor detection in Lewis 
lung carcinoma (LLC) tumor-bearing mouse model. The schematic representation 
of the small tumor diagnosis in vivo model was carried out using PAA-Lu-NRs as 
shown in Fig. 5.2a. The PAA-Lu-NRs were intravenously injected inside the tumor-
bearing mouse and images were captured at various time points (1–60 h) as shown 
in Fig. 5.2b. At 1 h time point, the signals were mainly observed in spleen and liver. 
After 24 h the signals were found in the tumor site and significantly increased upto 
48 h, indicating the feasible application of the PAA-Lu-NRs as shown in Fig. 5.2b. 
The bright NIR-IIb emission was observed in the spleen, liver, lung, and tumor site 
of the mouse which corroborated the distribution trend in living mouse as shown in 
Fig. 5.2c-d. Finally, the group concluded that the low toxicity, high quantum yield, 
size uniformity, and narrow band emission capability made the nanoparticles useful 
candidate for multimodal imaging.

5.2.1.2	 �Photoacoustic Imaging
Among different optical imaging techniques, the photoacoustic imaging has got 
immense attention. It is generally based on the thermoelastic expansion of the tissue 
after illuminating with the pulsed laser light, resulting in absorption of energy as 
well as generation of heat. Actually, PAI (photoacoustic imaging) binds both the 
properties of ultrasound imaging (the high penetration depth, sensitivity) along with 
the pulsed laser light illumination (multispectral possibilities) [19, 20]. PAI is used 
in various areas in biomedical applications such as vascularization, for detection 
and monitoring of tumors, lymph nodes (sentinel), etc. [21–23]. Recently, several 
nanoparticles are employed such as gold [24], polymeric nanoparticles [25], carbon 
nanotubes [26], etc. for PAI [19]. For example, Wu et al. applied green synthetic 
approach for the synthesis of carbon nanoparticles from honey for photoacoustic 
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imaging (real time). Researchers used the solvent-free condition for surface modifi-
cation of those carbon nanoparticles with organic macromolecules [27]. Figure 5.3 
shows the PA (photoacoustic) imaging of SLN (sentinel lymph node) in nude mice 
at 650 nm laser. At different time point, images were captured: (1) before OCN 
(luminescent carbon nanoparticles) injection, (2) after 2 min, (3) 210 min of postin-
jection. Blood vessels, SLN, and lymph vessel were clearly visible after 2 min of 
injection. The PA control images before OCN injection referred as maximum inten-
sity projections (MAP). The enhancement of PA was observed 51 times in case of 
SLN after 2 min of injection. The group revealed that after 210 min postinjection, 
the contrast of the PA images decreased owing to rapid clearance of the particles 
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Fig. 5.2  (a) Schematic illustration of in vivo small tumor diagnosis by using PAA-Lu-NRs. (b) 
NIR-IIb bio-imaging of LLC tumor-bearing mouse after intravenously injecting PAA-Lu-NRs at 
different time periods. (c) Digital photograph of tumor-bearing mouse and in vivo NIR-IIb fluores-
cent imaging of the tumor-bearing mouse (the green circle indicated the tumor site). (d) Digital 
photographs of the isolated organs/tumor and the corresponding ex-vivo NIR-IIb imaging, respec-
tively. Reprinted with permission from [18]. Copyright © 2019 American Chemical Society
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Fig. 5.3  Noninvasive real-time in vivo PA imaging of SLN in nude mouse: For all PA images, the 
laser was tuned to 650 nm wavelength. (a) Control PA image acquired before OCN injection. Red 
parts represent optical absorption from blood vessels (BV); (b) PA image acquired immediately 
(2 min) after the OCN injection; blood vessel (BV), lymph vessel (LV), and sentinel lymph node 
are marked with arrows, and the SLN is visible in (b–e); however, the contrast is much weaker 
after 210 min postinjection in (f). (g) 3D depiction of the SLN and BVs immediately after OCN 
particles injection, (h) Photograph of the nude mouse before taking the PA images. The scanning 
region is marked with a black dotted square. (i) Photograph of the mouse with the skin removed 
after PA imaging, accumulation of dark-colored OCN particles is visible in lymph node; (j) excised 
and isolated lymph node from mouse injected with OCN after 0.5 h and (k) injected with saline; 
(l) PA signal enhancement in the SLN after the injection of OCN nanoparticle as a function of 
postinjection time. For (a–d): FOV = 12 mm × 10 mm, step size along the X direction = 40 μm, 
step size along the Y direction = 100 μm, raster scanning for a 3D image = ~1 min, B-scan frame 
rate = ~1.5 Hz, total scan time = ~210 min. No signal averaging was used. Reprinted with permis-
sion from [27]. Copyright © 2019 Elsevier B.V
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from lymph node. The nude mice were photographed before and after PA images. 
No dark color was found in case of saline-treated nude mice, whereas OCN-treated 
nude mice demonstrated dark color accumulation of the nanoparticles. The group 
revealed that there was a huge increment in the PA signal after injection which went 
away in a time dependent manner. On another example, Kricher et  al. designed 
nanoparticles consisting of gold core useful for PAI, outer layer for SERS (surface-
enhanced Raman spectroscopy) along with a gadolinium-based layer for MRI [28]. 
Researchers employed this kind of MPR (magnetic resonance-photoacoustic-
Raman) nanoparticles to identify the tumors using MRI.  Additionally, the deep-
seated tumor was localized using PAI and the fine margin re-sectioning was carried 
out using SERS. Finally, the authors shed lights on the future applicability of this 
PAI as noninvasive techniques by making it more clinically effective tools for imag-
ing. Apart from that, advanced PAI setups were enabled for the differentiation of the 
background signals from the probe-specific signals. In this context, multispectral 
optoacoustic tomography (MSOT) is used for the quantitative assessment of the 
exogenous (porphyrin, methylene blue, etc.) and endogenous (hemoglobin, mela-
nin, etc.) contrasting agents [29] [30]. Meanwhile, in order to visualize the gastro-
intestinal cancer, PEGylated gold nanoparticles were successfully employed in 
MOST as signal amplifiers. Similarly, to specifically target the integrin αvβ3 (over-
expressed in tumor neovasculature), RGD peptide conjugated gold nanoparticles 
were prepared for PAI useful for sensitive angiography [31].

5.2.1.3	 �Raman Based Imaging
Raman based imaging is a powerful, noninvasive, label-free imaging technique used 
for the study in different chemical processes in biology [32].The in-elastic scatter-
ing of the light (photon) from a particular object gives rise to Raman effect. It can 
be performed in robust conditions and useful in providing the molecular details, 
fingerprints of tissues, cells, etc. For example, Lu et  al. developed gold nano-
popcorn functionalized with RNA aptamers and incubated in cancerous as well as 
non-cancerous cells for imaging [33]. The authors showed that the central AuNP 
(gold nanoparticle denoted as “popcorn”) acted as electron reservoir, whereas the 
surrounding AuNPs focused the Raman field at the apexes. The group demonstrated 
that in the cancer cells, the aggregated nanoparticles formed “hot spots” and pro-
moted surface-enhanced Raman scattering (SERS) imaging. Additionally, they 
observed that Raman signal enhancement property differentiated the cancer cells 
and normal cells. Finally, the authors concluded that this system could be used for 
early diagnosis of cancer cells using Raman spectroscopy. Generally, Raman spec-
troscopy does not depend on the endogenous fluorophores and local environment. 
Over the years, variants of Raman spectroscopy are explored to increase the sensi-
tivity and to address the problems of continuous Raman scattering. This new type of 
imaging technique [Coherent anti-Stokes Raman scattering (CARS)] can improve 
vibrational signals and has high speed video rate imaging capacity. Monger et al. 
used this noninvasive technique in order to locate the metal oxide nanoparticles 
[cerium dioxide (CeO2), zinc oxide (ZnO-NP), and titanium oxide (TiO2-NP)] in 
gills of Oncorhynchus mykiss (rainbow trout) [34]. The authors observed the 
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structures of the lamella in the gills after H and E staining using CARS techniques. 
In addition, the group explained that the carbon- and hydrogen-rich structures 
depicted the high strain uptake areas as observed by the CARS images. Also, they 
detected the various sizes nanoparticles in the agarose gel and found aggregated 
nanoparticles applying the Forward CARS.  Small size nanoparticles were not 
observed because of the reduction of the Forward CARS signal. Researchers showed 
that small aggregated nanoparticles of TiO2 generally located in the periphery of the 
lamella for short time exposure, whereas under long exposure period the large 
aggregated particles were found inside the secondary lamella [35]. In another exam-
ple, the uptake of PLGA [poly (lactic-co glycolic acid)] nanoparticles loaded with 
C6-ceramide-d11 drug for targeting the epidermal growth factor receptor in SKOV3 
cell was observed [36]. The uptake of the growth factor targeted nanoparticles in the 
SKOV3 cells was observed after 2  h as shown in Fig.  5.4a. The non-targeted 
nanoparticles did not enter the cells upto 6 h. The authors mentioned that the cell 
body, nucleus (blue), endocytic vesicle (yellow), membrane organelles (green), and 
the red colored nanoparticles were visible by applying the vertex component analy-
sis. The group demonstrated that overlaid of these components showed the nanopar-
ticles distribution in the cell. In another study, inside the PLGA nanoparticles 
beta-carotene was encapsulated and the nanoparticles were incubated in NIH-3T3 

1 h 2 h 3 h 6 h
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b

Fig. 5.4  The uptake of polymeric nanocarriers. (a) The uptake of epidermal growth factor recep-
tor targeted nanoparticles to SKOV-3 cells over time shows that particles enter after 2 h. Images are 
overlays of the cell body and nucleus (blue), membranous organelles (green), early endocytic 
vesicles (yellow), and nanoparticles (red). White arrows show regions of nanoparticle aggregation. 
Reproduced with permission from [82], published by Springer Nature (2013). (b) The uptake of 
β-carotene-loaded poly lactic-co-glycolic acid (PLGA) nanoparticles into murine NIH-3T3 cells 
showing the cell body (cyan) and nanoparticles (red). Scale bar = 10 μm. Reproduced with permis-
sion from [83], Copyright John Wiley. Reprinted with permission from [36]. Copyright © 1996–
2019 MDPI (Basel, Switzerland)
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cells (mouse fibroblast) [36]. The presence of the double bonds (conjugated) and the 
extended vibrational structure indicated the possibility of resonance Raman spec-
troscopy at a discrete wavenumber. Researchers observed that there were discrete 
strong bands which are unique to the beta-carotene. The uptake of the nanoparticles 
at different time points were shown in Fig. 5.4b, in which the cell body was observed 
in cyan and the nanoparticles were in red.

5.2.1.4	 �MRI-Assisted Imaging
MRI imaging is based on nuclear magnetic resonance principle in which the hydro-
gen nuclei absorb radiofrequency pulses of the resonant and get excited in presence 
of strong magnetic field [37]. The excited nuclei then returned back to the ground 
state after emission of the absorbed radiofrequency. The different relaxation charac-
teristics of the hydrogen atom in presence of magnetic fields give contrast to the 
MRI.  It has been observed that paramagnetic materials increase the longitudinal 
relaxation (T1 relaxation) resulting to brighter signals, whereas ferromagnetic as 
well as superparamagnetic materials give rise to transverse relaxation (T2 relax-
ation) producing hypointense signal. Based on the concept, the gadolinium (Gd3+)-
based and superparamagnetic iron oxide materials are used as contrasting agents 
[38]. Earlier, T2 contrast imaging agent Feridex and Resovist (first generation) and 
Combidex (second generation) were used to detect liver lesions, but they became 
obsolete from the market owing to more usefulness of T1 contrast images [39]. 
There are various side effects of gadolinium-based agents like nephrogenic sys-
temic fibrosis, whereas the iron oxide nanoparticles are typically degraded in liver 
and spleen and entered into the iron metabolism when injected intravenously [40, 
41]. According to reports, the iron oxide nanoparticles are useful in MRI of gastro-
intestinal tract when administered orally. Additionally, the controlled size, tunable 
magnetic property, crystalline nanoparticles can be obtained by synthesizing the 
nanoparticles based on their thermal decomposition. This alteration in the synthesis 
process results as an alternative to T1 contrast agents such as Gd (III) based along 
with the T2 contrast agents which are highly sensitive. For example, ESIONs 
(extremely small iron oxide nanoparticles) with size around 3 nm exerted high T1 
contrast effect [42]. In another example, good T2 contrast effects were observed 
from the 30 nm sized iron oxide nanoparticles owing to the facile cellular uptake of 
the nanoparticles [43]. Also, it has been observed that 22 nm iron oxide nanoparti-
cles gave rise to stronger contrast effects attributed from the balanced magnetization 
as well as diffusion rate predicted by the outer-sphere relaxation theory [44]. 
Furthermore, the surface modification of the nanoparticles, attachment of targeting 
ligands (aptamer, folic acids, etc.), and functional molecules (fluorescent dyes) 
potentiate the nanoparticles-based MRI contrast agents. Meanwhile, in order to 
overcome the intrinsic drawbacks of MRI itself such as artifact signals, hypointen-
sity, or hyperintensity owing to the endogenous factors like fat, bleeding, metal 
deposition, etc., the dual mode contrasting agents (T1–T2) came into action [45]. 
This system contained superparamagnetic nanoparticles along with paramagnetic 
metal ions to provide better contrast. Apart from that, clustering of the nanoparticles 
also creates problem by changing the T2 relaxation rate known as magnetic 
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relaxation switch (MRS). Ling et al. reported an iron oxide nanoparticle which can 
activate the MR signals in acidic environment because of the presence of the pH 
responsive polymer surrounding it [46]. The authors observed that appearance of 
strong T2 contrast effects retards the T1 contrasting effects in aggregated form. 
Additionally, disassemble of the nanoparticles augmented T1 weighed MRI signal 
in acidic condition. Other than the iron-based nanoparticles, lanthanide-based 
nanoparticles hold superior position as MRI contrast agents. For example, NaGdF4 
nanoparticles are used for T1 weighed MRI.  Holmium-based, dysprosium-based 
nanoparticles also got much attention due to their large magnetic moment along 
with short relaxation time beneficial for high field MRI [47, 48].

5.2.1.5	 �CT Imaging
CT (computed tomography) imaging is a kind of whole-body imaging system which 
has been widely used because of its high resolution as well as rapid acquisition 
power [49]. It is based on the principle of the X-ray interaction with the contrasting 
agents or body. The intensity of the X-ray generally measures from different angles 
using computer, which captures the crosssectional images (tomographic) produced 
due to the rotation of the detector and the X-ray tube. It is used to visualize organs 
like brain, lung, gastrointestinal tract, abdominal portion as well as cardiovascular 
system, etc. As the X-ray depletion property increases with increasing the atomic 
number, high Z value is preferable option as CT contrast agents. In the clinical situ-
ations, iodine-based and barium-based contrasting agents are in use till date [50, 
51]. Since high dose is required for CT scan, toxicity of the materials is major con-
cern. Barium sulfate suspension which has been used for long time for gastrointes-
tinal imaging showed renal and cardiovascular toxicity when administered in 
intra-vascular route. On the other hand, iodine-based molecules such as iodixanol 
and iopamidol were FDA approved for intravenous CT contrast agents. The induc-
tion of allergic reactions, lower blood circulation time as well as renal toxicity is 
major drawbacks [50, 52]. Last but not least, the gold-based CT contrasting agents 
are a great alternative than that of iodinated agents because of its easy synthesis 
along its biocompatible nature. For example, Reuveni et  al. injected the gold 
nanoparticles conjugated with anti-epidermal growth factor receptor into the nude 
mice which were implanted with human squamous cell carcinoma (SCC) head and 
neck cancer [53]. Figure 5.5 shows the volume-rendered images of mouse under 
X-ray computed tomography before injection with gold nanoparticles, postinjection 
after 6 h with IgG-coated gold nanoparticles and the anti-epidermal growth factor 
receptor targeted gold nanoparticles. The group observed that CT number of the 
tumor targeted by the anti-epidermal growth factor receptor conjugated gold 
nanoparticles was much higher than that of only gold nanoparticles injection, which 
clearly showed that the attachment of the nanoparticles with the SCC head and neck 
tumor resulted in high contrast effects. Finally, the authors shed lights on the future 
applicability of this imaging technique for the detection of smallest tumors possible. 
According to reports, almost 50 gm gold is required for each whole-body scanning 
which makes it difficult to use in terms of cost. So, lanthanide metal such as 
Ytterbium (Yb) can be a good alternative. But, the large-scale production of 
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lanthanide is a problem in order to utilize it as CT contrast agents. Even though the 
radiation dose is high in case of CT, the vast availability and fast scanning speed 
make it the most useful imaging tools [54–56]. Meanwhile the usage of the contrast-
ing agents arises conspicuity of the images, necessary action can be taken on the 
administered dosage to reduce the radiation exposure resulting in safer imaging. 
Also, the toxicity evaluation of the nanoparticles is urgently needed, for successful 
translocation of the nanoparticles into clinical trials.

5.2.1.6	 �Multiphoton Microscopy Imaging
Now-a-days, the multiphoton imaging system has got paramount importance 
because of their several advantages over whole-body imaging techniques like MRI 
and CT scan [57, 58]. The multiphoton imaging system is a kind of anti-strokes 
emission that creates shorter emission wavelength compared to wavelength of exci-
tation [59]. It is well known that it reduces the photobleaching of fluorophores as 
well as decreases the damages of sample after photoinduction. Additionally, in com-
bination with infrared, this multiphoton fluorescence imaging system can minimize 
the background autofluorescence and improve penetration depth [60]. But, most of 
the multiphoton imaging dyes consist of small molecule; they are in general less 
photostable which prohibit them for prolonged imaging and frequent excitation. 

a b c

Fig. 5.5  In vivo X-ray computed tomography (CT) volume-rendered images of (a) mouse before 
injection of gold nanoparticles (GNPs), (b) mouse 6 hours postinjection of nonspecific immuno-
globulin G GNPs as a passive targeting experiment, and (c) mouse 6 hours postinjection of anti-
epidermal growth factor receptor (EGFR)-coated GNPs that specifically targeted the squamous 
cell carcinoma head and neck tumor. The anti-EGFR-targeted GNPs show clear contrast enhance-
ment of the tumor (c, yellow arrow), which was undetectable without the GNPs contrast agents (a, 
yellow arrow). CT numbers represent the average Hounsfield units (HU) of the whole tumor area. 
All scans were performed using a clinical CT at 80 kVp, 500 mAs, collimation 0.625 × 64 mm, and 
0.521 pitch size (64 detector CT scanner, LightSpeed VCT; GE Healthcare, Little Chalfont, UK). 
Reprinted with permission from [53]. Copyright © 2019, Dove Press Ltd.
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Hence, metal nanoparticles-based multiphoton imaging probes are in good demand 
owing to their ease surface modification, fictionalization and reduced photobleach-
ing capability. Among various nanoparticles, quantum dots (QDs) are well studied 
in this area because of their tunable emission and broad multiphoton cross sections 
[61]. In this context, quantum dots containing cadmium such as CdSe/CdS/ZnS 
nanoparticles (two-photon imaging system) were studied which showed potential 
toxicity. To address this toxicity issue, manganese doped ZnS nanoparticles (ZnS: 
Mn) (three-photon imaging probes) have been used owing to their larger absorption 
cross sections [62]. Despite their low toxicity value, they can penetrate deep as well 
as enable more light to escape from the tissue. Simultaneously, this system decreases 
the background fluorescence, the out of focus excitation and automatically escalates 
the spatial resolutions. Other than the ZnS:Mn quantum dots, there are other QDs 
which are well known for their non-toxic nature such as CuInS2/ZnS, etc. [63]. 
Meanwhile, the light scattering from biological tissue creates additional problem 
during fluorescence imaging by using three-photon system that uses NIR laser. To 
overcome the pitfalls, and to decrease the light scattering, it has been taken into 
account that the three-photon system can be excited at second NIR-II range (1000–
1700 nm) to get better efficacy [64]. It has been observed that in the ZnS:Mn sys-
tem, the excitation of the manganese dopant at 1050–1310 nm light source is more 
beneficial than excitation of the ZnS host at 600 nm laser because of the vast two-
photon cross sections of manganese ions which improves penetration depth. Apart 
from that, there are several issues that need to take care to get a high-resolution 
image in quick acquisition time using multiphoton imaging system.

5.2.1.7	 �Super Resolution Methods in Optical Microscopy
Super resolution methods for optical imaging have got immense attention after the 
breakthrough invention of “Super resolved fluorescence microscopy” by Eric 
Betzig, Stefan W. Hell, and William E. Moerner, those who got the noble prize in 
2014 in chemistry [65, 66]. Since then, it has become a very captivating field in 
the science. In 2014, Zhu et al. prepared biodegradable SP-PCL [spiropyran-ter-
minated poly(ε-caprolactone)] nanoparticles using Tetra spiropyran titanate 
[Ti(SP)4] as precursor [67]. The authors explained that upon UV irradiation the 
SP-PCL exhibited photochromism owing to the transformation of SPs into mero-
cyanines (MCs). The group observed that upon excitation at 420 nm, the SP-PCL 
and MC-PCL exerted emission at green (530 nm) and red region (650 nm), respec-
tively. The group found out that owing to interconversion of both the forms (SP- 
and MC-), SP-PCL nanoparticles showcased both the green and red fluorescence. 
The authors declared that this biodegradable SP-PCL nanoparticle acted as poten-
tial candidate as fluorophores (photoswitchable) in super resolution microscopy 
(localization based) in order to visualize sub-cellular nanostructures which is 
higher than normal fluorescence microscopy. On the other hand, Lin et al. observed 
that in order to detect the surface-enhanced fluorescence (SEF) on metal nano-
structures, photoactivation localization microscopy (PALM) have been studied 
well [68].
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5.2.1.8	 �Luminescence Upconversion Imaging
Recently, the upconversion imaging probes have got huge attention in the field of 
imaging owing to the longer luminescence lifetime and newly developed lumines-
cent probes. Upconversion generally follows a kind of anti-stokes mechanism, 
where the photon absorption process occurs through intermediate electronic states 
(real) [69]. Compared to multiphoton absorption, this imaging system provides 
much higher emission frequency [70]. It has been observed that for the lanthanide 
doped upconversion nanoparticles (UCNPs), it is possible to tune the emission 
color by simply changing the composition of the elements due to dependency on 
the energy levels of each elements other than its quantum confinement [71, 72]. 
Other advantages observed in case of lanthanides that the lifetime (luminescence) 
can also be adjustable several folds (microseconds) useful for multiplex imaging 
by using different types as well as the changing dopant percentages [70]. These 
UCNPs are also useful for time-gated fluorescence imaging due to segregation of 
light scattering from the nanoparticles emission which give rise to better contrast 
[73]. According to reports, the lanthanide doped UCNPs exceeded the popularity 
of organic-based materials owing to the triplet-triplet annihilated upconversion 
along with enhanced photon collection efficacy arising from functionalization 
with antenna materials (NIR dyes, QDs, etc.). Besides, they have extreme photo-
stability and chemical stability [74, 75]. Apart from that, there are several limita-
tions associated with these luminescence upconversion nanoparticles. First of all, 
owing to the ladder like energy levels, multiple emission peaks appear in case of 
lanthanide doped NPs. Thallium generates peaks at NIR, UV, blue region; erbium 
gives both red and green emission [76]. Secondly, the heating effect of the laser 
(980 nm NIR) is used in case of UCNPs, which can increase the temperature of 
the water molecules rendering problems to the imaging techniques. It can cause 
the damage to the tissue during in vivo imaging. To overcome this problem, Xie 
et al. introduced the Nd3+(ions) in the system that used laser (800 nm) with moder-
ate heating [77]. The used laser can be absorbed minimally by water which ulti-
mately solved the heating issue. The group mentioned that Nd3+ ions acted as 
sensitized dopant in this system. They illustrated the idea of the core–shell strat-
egy that precisely described the control over the ions (acted as dopant) in forming 
the core and shell layers of nanoparticles in Fig. 5.6a. The authors demonstrated 
that the less amount of Nd3+ doping as a core led to less concentration quenching, 
whereas high amount of doping in the shell layer carried out for effective harvest-
ing of light (~800 nm). Researchers observed that the absorption intensity was 
much higher in case of Nd3+ doping (shell layer) compared to control (no Nd3+ 
doping in the shell layer) at 794 nm as shown in Fig. 5.6a. They also found that 
there was significant difference in the absorption intensity of the Nd3+ doped (shell 
layer) and the Yb3+ doped (core) at 794 nm and 976 nm, respectively. The Nd3+ 
doped (shell layer) demonstrated remarkable increase in intensity compared to 
Yb3+ doped (core) nanoparticles. The absorption spectra of the system were nor-
malized at 976 nm as shown in Fig. 5.6b. Meanwhile, there are various applica-
tions of these UCNPs observed in in vivo system. Park et al. used Tm3 + −doped 
UCNPs for optical imaging and trafficking of nanoparticles in lymphatic system 
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of mice [78]. Researchers mentioned that this high advanced NIR-NIR upconver-
sion luminescence (UCL) provided the luminescence profiles in SLN (sentinel 
lymph node) tissues, organs, etc. even in feaces of mice for over one month study-
ing time. Additionally, the group observed the clearance of the injected NPs 
through hepatobiliary site evincing from the flowing of the NPs rapidly via lymph 
node to the main blood stream. Finally, the authors shaded lights on the future 
applicability of the UCNPs in immunology along with biopsy analysis in 
SLN.  Another study laid by Jayakumar and co-workers, where they used this 
UCNPs (silica-coated nanocrystals) in order to study the gene expression in 
zebrafish model proved to be a game changer in this field [79]. The silica-coated 
Ytterbium, Yttrium, and Thulium (lanthanide elements) exerted UV light when 
activated by the NIR light resulting in the photoactivation in deep tissue. The 
authors described that the knockdown of the notochord creator and mesoderm 
modulating gene (−ntl) was light guided. In the adult zebrafish model, the 

a b

Fig. 5.6  (a) Schematic design (top) and simplified energy level diagram (bottom) of a core–shell 
nanoparticle for photon upconversion under 800 nm excitation. Nd3+ ions doped in the core and 
shell layers serve as sensitizers to absorb the excitation energy and subsequently transfer it to Yb3+ 
ions. After energy migration from the Yb3+ ions to activator ions, activator emission is achieved via 
the Nd3  +  −sensitization process. (b) Near-IR absorption spectra of NaYF4:Yb/Nd(30/1%) 
nanoparticles coated with an inert NaYF4 shell or an active NaYF4:Nd(20%) shell. The absorption 
spectra were normalized at 976  nm for comparison. Reprinted with permission from [77]. 
Copyright © 2013 American Chemical Society
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knockdown was guided through GFP transplanted tumor cells using NIR light. 
Additionally, the embryos as well as the adult zebrafish were imaged which gave 
future direction of potential use of this system in development of biologics.

5.2.2	 �Image Guided Disease Therapy Using Nanoparticles

The major challenges of cancer including early detection, limitations of chemo-
therapeutic agents, and continuous monitoring of metastatic cancer cells require a 
strategy in order to visualize as well as fight against them. Therefore, nanotechnology-
based approaches are emerging as vital platforms for disease diagnosis and therapy. 
Image guided disease therapy means simultaneous imaging and therapy of the dis-
ease which is a combined approach to understand the localization of therapeutic 
molecules in real time. This strategy also enables in estimating the therapeutic effect 
of the nanoconjugates in the body by imaging the tumor volume [80]. Nanotechnology 
offers conjugation of imaging molecules (fluorescent agents, MRI contrast agents, 
etc.) and therapeutic molecules together in order to visualize the tumor and also for 
treatment [81].Various research groups have practicing in the development of such 
kind approaches using different types of nanomaterials. Among all, iron nanoparti-
cles are widely employed for the image guided therapy. For example, Yu et al. devel-
oped nanotheranostic approach for prostate cancer therapy [82]. The authors 
designed thermally cross-linked superparamagnetic iron oxide nanoparticles (TCL-
SPIONs) conjugated with aptamer which is specific ligand for prostate-specific 
membrane antigen (PSMA) and loaded with doxorubicin as anticancer agent. The 
Apt-hybr-TCL-SPION nanoconjugate exhibited the tumor-specific uptake in 
LNCaP xenograft mouse model. The study explained dual role of iron oxide 
nanoparticles for imaging and therapy of prostate cancer. Similarly, Tomitaka et al. 
synthesized magnetic core/gold shell (MNP@Au) magneto-plasmonic nanoparti-
cles for MRI imaging of brain diseases [83]. The as-synthesized nanoparticles dis-
played superparamagnetic properties and MRI contrast applications. Further, 
magneto-plasmonic nanoparticles could be able to cross the BBB (blood–brain bar-
rier) as confirmed by transmigration study in vitro. Considering these observations, 
the authors claimed that magneto-plasmonic nanoparticles help in treatment of neu-
rological disease. On the other hand, Satpathy et al. developed amphiphilic polymer 
iron oxide nanoparticles conjugated with HER2 affibody labeled with NIR dye as 
targeted agent and cisplatin as chemotherapeutic agent [84]. The study demon-
strated that iron oxide nanoparticles significantly suppressed the primary and meta-
static ovarian tumor growth observed in xenograft mice model. Duc et al. developed 
Gadolinium based-nanoparticles (GBNs) for image guided radiation therapy for 
brain tumors [85]. The group stated that the GBNs were able to induce MRI contrast 
and radiosensitizing effect. The GBNs were activated by X-ray microbeams to kill 
the brain cancer cells resulted in increased lifespan of rats bearing the brain tumors.

Gold nanoparticles (AuNPs) are also widely employed for the image guided 
therapy. Due to their unique photonic properties, AuNPs are employed as optical 
contrast agents [86]. Optical coherence tomography (OCT) and photoacoustic (PA) 
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imaging are the two important imaging modalities which employs the light scatter-
ing or absorption properties of AuNPs [87]. For example, Etame et al. demonstrated 
the magnetic resonance-guided focused ultrasound (MRgFUS) using AuNPs to 
deliver therapeutic agents for central nervous system (CNS) [88]. The authors found 
that AuNPs were able to deliver the therapeutic agents into CNS in presence of 
focused ultrasound. Similarly, Gao et al. nicely described the image guided therapy 
using AuNPs with graphene oxide (GO) [86].The AuNPs were seeded on to GO to 
form GO/Au complex which was conjugated with Cy5.5 labeled-matrix metallo-
proteinase-14 (MMP-14) substrate (CP) [CPGA: final conjugate]. The CPGA 
exhibited the high fluorescent and PA signals in the mice bearing the SCC7 tumor 
and able to inhibit the tumor growth upon irradiation using laser.

5.2.3	 �Biosynthesized Nanoparticles for Bio-imaging

In recent times, biosynthesized nanoparticles are also employed for bio-imaging 
applications. For instance, our group for the first time demonstrated the bio-imag-
ing applications of biosynthesized nanoparticles silver:b-AgNPs prepared by Olax 
scandens leaf extract [89]. We observed that the Olax scandens plant contains dif-
ferent phytochemicals attached to the nanoparticles during the synthesis (in situ) 
which could be used for fluorescence-based bio-imaging. The b-AgNPs displayed 
the red color fluorescence upon administration in A549 cells [89, 90]. UT or con-
trol cells did not show any fluorescence (Fig. 5.7a). The only leaf extract showed 
less fluorescence due to lesser uptake by the cells as shown in Fig. 5.7b. Similarly, 
the b-AgNPs exhibited the red color fluorescence in B16F10 cells, whereas the 
chemically synthesized silver nanoparticles (c-AgNPs) did not show any fluores-
cence inside the cells as shown in Fig.  5.7c-d, respectively. The phase contrast 
images of various treatment groups and control cells are shown in Fig. 5.7a’-d’. 
Interestingly, the normal cells did not show the fluorescence color. However, this 
cancer cell specific property of these biosynthesized silver nanoparticles is yet to 
understand. The bio-imaging properties of biosynthesized nanoparticles show the 
future directions to develop the plant-based fluorescence molecules towards bio-
medical applications.

5.3	 �Clinical Status of Nanoparticles-Based Bio-imaging

Presently, various nanoparticle-based imaging agents are approved for clinical uses 
which by FDA or some in clinical trials. For example, definity is an FDA approved 
perflutren lipid microspheres used as ultrasound contrast agents [91].These micro-
spheres are the lipid microspheres filled with gas which reflect the sound waves to 
provide the better contrast picture. Generally, these microspheres are administered 
through intravenous injection for the diagnosis of heart diseases. Similarly, Optison 
(GE Healthcare) is also another contrast agent approved by FDA which is a human 
serum albumin stabilized perflutren microspheres [91]. Further, ferumoxytol is 
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another FDA-approved imaging agent for off-label as MRI angiography agent as 
well as for iron deficiency anemia [92]. AuNPs-based formulations are also approved 
by FDA for diagnosis applications. For instance, Verigene® is a gold nanoparticle-
based formulation approved by FDA for diagnosis of Gram positive bacterial infec-
tions in blood stream [93]. This technology employs advanced automation for rapid 
detection of nucleic acids and proteins at the molecular level.

5.4	 �Challenges and Future Perspectives

Whether the nanoparticles for bio-imaging or therapy, the challenges are remaining 
same for clinical translation. Currently, nanoparticles are mostly used for healthcare 
applications because of their unique physicochemical properties. Especially, many 
researchers focused on development of various metal nanoparticle (AuNPs, AgNPs, 
SiNPs, iron NPs, etc.) based formulations for disease diagnosis and therapy. 
However, according to the experts, the toxicity concern of nanoparticles is not 

Fig. 5.7  Fluorescence and 
the corresponding phase 
images of untreated B16 
cells and cells treated with 
Olax, b-AgNPs, and 
c-AgNPs, observed by an 
Olympus Fluorescence 
Microscope. Fluorescence 
images of B16 cells treated 
with (a) untreated or 
control, (b) Olax (100 μg/ 
ml) leaf extract, (c) 
b-AgNPs (at 30 μM), and 
(d) c-AgNPs (at 30 μM). 
Images of a’, b’, c’, and d’ 
correspond to phase 
images. All the treated B16 
cells were extensively 
washed with DPBS (6 
times) before taking the 
fluorescence images. It is 
to be noted that there is no 
significant cell killing 
observed at 
30 μM. Reprinted with 
permission from [89]. 
Copyright ©2019 
Ivyspring International 
Publisher
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completely addressed [94]. Further, investigation of nanoparticle interaction with 
the biomolecules (proteins, nucleic acids, lipids, and sugars) is very important to 
understand the toxicity profiles. Also, pharmacokinetics and pharmacodynamics are 
the crucial factors for evaluation of nanoparticle toxicity [95]. On the other hand, 
sometimes the in vitro toxicity responses of nanoparticles cannot be correlated with 
the in vivo systems without proper investigation. Therefore, toxicological investiga-
tion needs to be performed very carefully before translating them into human use. 
Additionally, bioavailability and clearance of nanoparticles is a major concern 
which should be undertaken for conducting the toxicity evaluation. Therefore, the 
functionalized nanoparticles should first pass through above stated criteria in order 
to keep them for the clinical use.

5.5	 �Conclusion

Several nanoparticles are emerged as probes for in vivo bio-imaging. Nanoparticles 
as imaging contrast agents are shown to be alternative for conventional small mol-
ecules for better imaging. Additionally, their less toxic effects and long circulation 
time enable them as the suitable candidates for bio-imaging. Moreover, multiphoton 
or upconversion based imaging methods make use of NIR light to acquire the 
images from deeper tissues. Despite of advantages, nanoparticle-based bio-imaging 
cannot completely replace the conventional imaging dyes or contrast agents due to 
some other issues like bio-degradability, immunogenicity, bio-availabilities, and 
clearance. Therefore, further research on nanotechnology is required for improving 
the effectiveness of the imaging techniques to diagnose the disease with more 
accuracy.
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