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Abstract Segmentation is considered as one of the challenging and important pro-
cesses in the field of digital image processing, and there are numerous applications
likemedical image analysis and satellite data processing where the digital image pro-
cessing can beneficial. Various algorithms have been developed by many researchers
to analyze differentmedical images likeMRI andX-rays. Nuclear image analysis and
interpretation also a promising research topic in medical image analysis. For exam-
ple, positron emission tomography (PET) image can be used to accurately localize
disease to help doctors in providing the right treatment and saving valuable time. In
recent years, there is a significant advancement in the biomedical imaging domain
with the increasing accessibility of computational power as well as automated sys-
tems; medical image analysis has become one of the most interesting research areas.
Microscopic image analysis is also valuable in the domain ofmedical imaging aswell
as medicine. For example, different cell determination, identification, and counting
are an important and almost unavoidable step that assists to diagnose some precise
diseases. Many computer vision and digital image analysis instances require a basic
segmentation phase to find different objects or separate the test image into distinct
segments, which can be treated homogeneous depending upon a given property, such
as color and texture. Region growing and fuzzy C-Means are two efficient and pop-
ular segmentation techniques. In this chapter, we have proposed a hybrid scheme
for image segmentation using fuzzy C-Means clustering, region growing method,
and thresholding. The fuzzy C-Means (FCM) clustering is used as a preprocessing
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step. It helps to process the image more accurately in further stages. To eliminate the
noise sensitivity property of fuzzy C-Means (FCM), we have used the PFCM, i.e.,
penalized FCM clustering algorithm. In this work, to find the appropriate region, we
have used the region growing segmentation technique coupled with the threshold-
ing. In the proposed work, a similarity feature depending on pixel intensity is used.
The threshold value can be calculated using different techniques, such as iterative
approach, Otsu’s technique, local thresholding, and manual selection, to determine
the optimal threshold. The results are obtained and derived by applying the proposed
method on different images obtained from publicly available benchmark datasets of
human brain MRI images. Experimental results indicated that the PFCM supported
hybrid model is far more superior in segmenting medical images than traditional
image segmentation methods.

Keywords Medical images · MRI · PFCM · Hybrid region growing · Otsu’s
method · Local thresholding

1 Introduction

The image segmentation technique is focused on separating an image which is inde-
pendent of domain. The prime goal of such an algorithm is to segment the image into
some regions which are visually different and homogeneous in nature. The individ-
ual regions must be meaningful which is to be measured based on some attributes
like texture or color. Segmentation helps in easy image analysis. Segmentation pro-
cess segregates an image into different regions. The extent of the segregation level
depends on the problem under consideration. Image segmentation is very useful in
different domains and applied as a tool in various sectors like industry, health care,
and various other domains. Segmentation is conceptually very simple and easy to
implement. By observing an image, anyone can determine the different regions con-
tained in an image. Any human being can easily determine whether an object is a
building, or an animal, a person, a tree, or any background scene? Human vision is
efficient enough to detect the area of interest. If we want to achieve the same thing
by a computer algorithm, then it will be something tricky. It is little difficult to say
or define a region. To perform the segmentation using a computer algorithm, one
must specify some feature or properties that are used to distinguish one region from
another. Another challenge is to find the number of regions in a given digital image.
Many image segmentation algorithms depend on the discontinuity and similarity or
homogeneity of the pixels to their local surroundings. There are two broad categories
of segmentation methods. One is edge based. It is dependent on the discontinuity
attribute. Another one is known as region-based method which is based on similarity
or homogeneity. Thresholding-based image segmentation methods divide an image
into separate segments depending upon a threshold value which can be computed
locally or globally [1].
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Clustering process divides an image in such a way that object with some similar
characteristics falls in the same category. Similarity measure can be determined
depending upon the problem. There are various clustering methods found in the
literature. Clustering approaches can be broadly classified into two classes such as
the hard clustering approach and the fuzzy clustering approach. Both of them have
their own efficiency and drawbacks. The hard clustering technique compels each
point to fall under one specific class resulting in a very crisp segmentation; i.e.,
every point falls under exactly one region. This method has a severe drawback and
not applicable for some images with bad contrast, noise, poor resolution, etc. This
method fails on those images and detects false segments.

Now fuzzy set theory [2] comes into picture. It basically works on the concept of
partial membership. Fuzzy set-based clustering methods are frequently used as a part
of soft segmentation technique and successfully applied on various segmentation
processes on different datasets [3–10]. In this work, a penalized fuzzy C-Means
clustering scheme is used to preprocess the image. After that, an integrated region
growing and thresholding approach has been proposed that takes the preprocessed
image as input and detects segments from this.

Seeded region growing (SRG) is a well-known segmentation technique proposed
by Adams and Bischof [11]. It is hybrid in nature. This scheme begins by taking
n initial seed points A1, A2, …, An, and, at each iteration, it increases the size of
the region by incorporating a pixel x that satisfies the homogeneity criteria into its
surrounding.TheSRGscheme is robust, speedy, andnot dependent on any controlling
parameters [12]. Seed points are grown to construct a region, and at last, similar or
small regions are merged to form an exact region for which we are interested about.
In [12], seed points are generated by employing a tree method. The first scheme
divides the image into some fixed rectangular regions first and then considers their
centers as seeds. Next approach detects the edges of the subject and then finds the
basic seed points along with their centroid. At last, the third method is an extension
of the second method. In this scheme, a smoothing filter is employed to manage
the noise. Tremeau and Borel [13] proposed a new scheme with both growing and
merging technique, and this can be applied to the color image also. This algorithm
first applies the region growing algorithm. It considers the color similarity and spatial
proximity as the homogeneity measure. After that, the resulting regions are merged.
In this step, only color similarity has taken into consideration.

Thresholding is an important and widely used method that basically works on
the distribution of the gray level. In this method, the first goal is to identify and
extract an object of interest from its background. To perform this job, the proce-
dure depends on the arrangement of gray-level values or texture in different objects
in the subject image. Two major factors on which most of the thresholding algo-
rithms depend are: (i) frequency distribution of the one-dimensional (1D) gray levels
(ii) the bi-dimensional (2D) co-occurrence matrix of the image under test. Various
one-dimensional thresholding methods have been studied [14–22]. Parametric or
nonparametric approaches can be taken to compute the threshold value [14, 17, 23].
In parametric approaches, the details of the gray levels in different regions are the
key point for computing the threshold value. For example, in Wang and Haralick’s
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scheme [18], the pixel intensities of an image are segregated in two categories, e.g.,
edge pixels and non-edge pixels. Edge pixels are then divided into darker or brighter
classes depending on their local surroundings and following this step histogram of
these two classes are obtained. Then the threshold is computed from these two his-
tograms, and the highest peaks of the histograms are considered as the threshold.
On the other hand, moment preserving thresholding is an example of the parametric
method. In this process, at first, segment the image into separate regions. Segmenta-
tion is performed depending on the criteria of equal moment which is to be satisfied
by the actual and segmented image [16].

2 Penalized Fuzzy C-Means-Based Preprocessing

The fuzzy C-Means clustering approach forces every pixel to fall in some class by
using fuzzy membership functions. Let X = (x1, x2, …, xN ) represents an image
where a count of pixels is denoted by N. Assume this image is to be segmented in c
clusters. Here xi represents the multispectral data. This algorithm optimizes the cost
function by iterative process. The cost function is given in Eq. (1).

J =
N∑

j=1

c∑

i=1

umi j
∥∥x j − vi

∥∥2
(1)

where uij denotes the associativity of a pixel xj in the ith cluster and ith cluster center
is given by vi, ||.|| denotes a norm metric, and m is a constant. The fuzziness of the
resulting segments is controlled by the parameter m. Here m = 2 is considered for
this work.

In the FCM scheme, the distance of every pixel and the corresponding cluster
center is the key factor for determining the probability. The membership functions
along with the cluster centers are modified using the following equations:

ui j = 1
∑c

k=1

( ‖x j−vi‖
‖x j−vk‖

)2/(m−1)
(2)

And,

vi =
∑N

j=1 u
m
i j x j

∑N
j=1 u

m
i j

(3)

FCM process starts with some initial points for each cluster centers. The conver-
gence of the process can be checked by either observing the change in the cluster
centers or by the change occurred in the membership function. The original FCM
algorithm can be applied to any images, but some major issues are associated with
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it. For example, the image should be noise-free. It does not work well on noisy
images. Moreover, any information about spatial context is not taken into consid-
eration. Hence, this algorithm is not useful for noisy images and sensitive to some
image artifacts.

One simplest and natural solution to the above-mentioned problem is that image
can be smoothened before application of the FCM algorithm. For that purpose, we
have to employ some filters. But conventional filters may lose some important image
information. It can lose some vital information like edges. The balance between
smoothing and clustering cannot be handled appropriately. To overcome this issue,
many different techniques have been developed [4–9]. Tolias et al. [4] developed
a method which was based on fuzzy rule and named the rule-based neighborhood
enhancement system. This algorithm performs some post-processing on the obtained
results to add spatial continuity in general FCM algorithm. In another method of
the same authors [5], multi-resolution information was attached. Because of this
operation, the spatial constraint is imposed on the image. Noordam et al. [6] sug-
gested a new FCM method which is geometrically guided (GG-FCM). The main
concept behind this algorithm was a semi-supervised FCM technique. In their pro-
posed method, the membership values of neighboring play a major role to determine
the condition of each pixel. Then the pixel is either included to or eliminated from
the obtained cluster.

In the proposed work, a FCM algorithm with some modification to the conven-
tional FCM clustering algorithm is applied for preprocessing. This process is called
penalized FCM (PFCM) [24] algorithm. The penalty term is based on Neighborhood
Expectation-Maximization (NEM) concept [25]. The penalty parameter considers
the spatial dependence of the objects. The fitness parameter of the PFCM process is
given in Eq. (4);

JPFCM =
N∑

j=1

c∑

i=1

umi j
∥∥x j − vi

∥∥2 + γ

N∑

j=1

N∑

k=1

c∑

i=1

umi j (1 − uik)
mw jk (4)

where wkj is defined as Eq. (5). The parameter γ (≥0) is the controlling parameter
to handle the consequence of the penalty term efficiently.

w jk =
{
1 if x j and xk are neighbours and j �= k
0 otherwise

(5)

ui j = 1
∑c

l=1

(
d2(x j ,vi)+γ

∑n
k=1 (1−uik )

qw jk

d2(x j ,vl)+γ
∑n

k=1 (1−ulk )
qw jk

) 1
q−1

(6)

vi =
∑n

k=1 (uik)q xk∑n
k=1 (uik)q

(7)
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In this work, images of interest first preprocessed using the above-mentioned
penalized fuzzy C-Means algorithm. The resultant image will be given as an input
to the hybrid region growing algorithm.

3 Thresholding

Themain objective of thresholdingmethod in digital image processing is to segregate
image pixels into two or more values. Here, each pixel value is checked for the
similarity with the pre-specified or predetermined threshold value T. If the value of
the threshold is no correctly decided, then there can be following three scenarios may
occur [1]

• The separated regions may not match with the actual one. It can be smaller or
larger than the actual one.

• There can be some discontinuity in the detected image; i.e., they may not be
connected.

• The resultant image may be over segmented, or it can be under segmented.

The value of the threshold can be calculated by various techniques. For example,
we can determine the threshold valuemanually orwe can use some of thewell-known
methods like iterative approach, Otsu’s Method or local thresholding techniques.

4 Region Growing Process

The prime goal of the segmentation algorithms is to segregate an image into different
regions. Thresholding achieves this goal by detecting edges. Edges are basically
depended on the discontinuities in gray levels or in the color attributes. In contrast,
region growing approach detects the regions directlywithout depending on the edges.

The initial step of the region growing process is to choose a set of seeds. Selection
of seeds is dependent on the need of the user. In this approach, the initial seed can
be chosen interactively. So a particular area of interest can be chosen separately. The
initial region begins at the selected seed or the collection of seeds. The regions are
increased by incorporating the surrounding seed points. Neighboring points can be
incorporated dependingonhomogeneity criteria. There are various criteria depending
on which regions can be grown like pixel intensity. Due to this fact, the information
of the image is considered to be important. For example, the histogram of the image
is very important where the intensity threshold value is considered to be the criteria
because a suitable threshold can be useful for segmentation process [1].

The seed point can be chosen by many ways. For example, one can choose a
seed point by taking a random position. In this proposed scheme, the seed point has
been chosen interactively. The seed point can be chosen in such a way so that one
can get a specific segment of interest. It will be very effective in different kind of
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images; for example, medical image where a doctor may wish to separately analyze a
portion of the image under test. In this work, we have combined the fuzzy C-Means,
region growing method, and thresholding method. We have computed the threshold
by using various techniques and used those values to determine the region [26].

5 Proposed System

5.1 Preprocessing

In this work, the subject image is first passed through the penalized fuzzy C-Means
algorithm. For all the images under test, the value of the parameter γ is considered as
400 (unless otherwise stated). To select the value of this parameter, the experimental
results are considered as the basis. Experiments proved that 400 is the most suitable
value of this parameter that gives the most efficient and appropriate results. But if
the image is noisy, then we may need to increase the value of this parameter. In this
work, the spatial effect on a particular pixel is determined by the eight neighbors,
and for that reasons, a 3 × 3 window of pixels is taken under consideration.

Algorithm: Penalized fuzzy C-Means algorithm [24]

Step 1: Set the cluster parameters

Step 2: Calculate the degree of the membership using Eq. (6)

Step 3: Determine the centroid of the clusters using Eq. (7)

Step 4: Go to step 2 and repeat the total procedure while it not converges

Now, after convergence of the process, defuzzification should be performed. This
process is required for conversion on the fuzzy partition into crisp form.

5.2 Stack-Based Seeded Region Growing

At the very beginning, manual intervention is necessary for an initial selection of the
seed. So it begins with a semiautomatic process. So the user needs to specify some
feature of interest. After that, it is the responsibility of the region growing process to
locate other points those are related with the same properties and incorporate them
to form a larger region. This method proved to be very useful in several biomedical
applications like detecting high-quality blood vessels in MRA and CTA data. To
generate precise models for examining the vascular structures from X-rays or other
radiological image sources, a pipeline of processing stages has been developed.
These models are very useful to study the different branching patterns and various
measurements.
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Fig. 1 Four neighbors of the
center pixel considered to
grow the region

In this proposed work, two-dimensional SRG is implemented with the help of
stacks. The stack is a very simple and elegant data structure. Moreover, data access
is very simple, and therefore, surrounding pixel traversal around the seed location
is simple. In this work, four neighbors are considered during the region growing
process and the corresponding pseudocode is as follows (Fig. 1):

Algorithm: Seeded region growing (stack-based implementation)

Initialize the stack with default value

for every seed points considered

Push the location of the seed into the stack

While (some elements present in the stack)

pop location (of a pixel)

select the location of the pixel as a Region

Select the pixel as an already visited node

if homogeneity criteria/region growing attribute is similar for the immediate left neighbor of the
pixel

if the pixel at the left neighbor is not visited

push the pixel (of the left neighbor) into the stack

if homogeneity property/region growing attribute matches for the pixel at location’s right
neighbor pixel

if the pixel at the right neighbor is not visited

push the pixel (of the right neighbor) into the stack

if homogeneity property/region growing attribute matches for the pixel at location’s top
neighbor pixel

if the pixel at the top neighbor is not visited

push the pixel (of the top neighbor) into the stack

if homogeneity property/region growing attribute matches for the pixel at location’s bottom
neighbor pixel

if the pixel at the bottom neighbor is not visited

push the pixel (of the bottom neighbor) into the stack

end
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To include a neighbor inside the region, we have checked whether new region
mean including that point is less than or equal to a predetermined threshold value.
The threshold value is very difficult to choose. Various approaches have been studied
to compute the threshold value and perform segmentation.

Here, the homogeneity criterion is based on the region mean. The new pixel
becomes the part of the new region if the newly obtained region mean of the region is
satisfying a particular threshold value. This threshold value can be selected in various
ways like manual selection, Otsu’s method, iterative method, and local thresholding.

The initial seed selection and the base condition on which the region growing
process terminates are the two key factors that influence the performance of the
region growing algorithm. Therefore, these things should be carefully chosen to
achieve an efficient result and obtain the desired region. Generally, region growing
process is based on some key factors like homogeneity of the region, contrast of the
desired object from its background, strength of the region edges, size, texture, shape,
and color. The proposed method has used a method based on region mean. The value
of the homogeneity attribute is computed as given below:

Set the value of the region_mean with the seed value (i.e., pixel value of the seed
point)

new_region_mean = (old_region_mean ∗ no_of_points

+ pixel value of new entry)/(no_of_points + 1) (8)

5.3 Thresholding

There are two basic categories are possible to generate from the image thresholding
process:

1. Those pixels, towhich, some attribute computed falls below a threshold and those
at which the attribute computed from the image equals or exceeds a threshold.

2. Thresholding binarizes the image and can perform cell counts in digitized histo-
logical images.

As we have previously mentioned that, the threshold can be selected in various
ways. In this proposed work, we have used local thresholding on experimental basis
as it provides a better result. We have also tested our system by providing some
manual inputs as threshold. After experiment, we found that threshold value 0.2 is
working well for most of the images. The structuring element disk is used to test the
integrated thresholding method. Other structuring elements are also tested, but the
threshold value was not satisfactory for most of the images.
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5.3.1 Manual Method

This is a simple approach in which the selection of the threshold value is arbitrary,
i.e., any random can be given to test the system. Here the problem is, it completely
dependent on the human and better result can be achieved after some attempts.

5.3.2 Iterative Method

In this case, the threshold value is calculated from the following algorithm:

Algorithm: Iterative thresholding method

1 Initial estimate of T

2 Segmentation using T

3 G1, pixels having higher intensity than T

4 G2, pixels having lower (or equal to) intensity
than T

5 Computation of the average intensities m1 and
m2 of G1 and G2

6 New threshold value: Tnew = (m1 + m2)/2

7 If |T − Tnew| > �T, back to step 2, otherwise
stop

This is a simple approach in which the selection of the threshold value is arbitrary,
i.e., any random can be given to test the system. Here the problem is, it completely
dependent on the human and better result can be achieved after some attempts.

5.3.3 Otsu’s Method

In this method, the threshold that optimizes the weights in class variance is the key
factor.

The main assumptions of this method are:

(1) Images and the histogram of the images are considered to be bimodal.
(2) Spatial coherence should not be used. Moreover, no other information about the

object structure can be used.
(3) Mainly statistics are stationary in nature, but addictiveness can be achieved

locally.
(4) Illumination should be uniform throughout the image. It is important to recog-

nize the differences that arise from the bimodal brightness behavior.

Detailed description of this method can be found in [15].
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5.3.4 Local Thresholding

Normally T = T [i, j, feat(i, j), f (i, j)].
If T is a function which is only based on f (i, j), then this type of threshold is

considered as the global threshold.
If T is a function of both f (x, y) and local features feat(x, y), then this type of

threshold is considered as the local threshold.
We have created a morphological structuring element. Different structuring ele-

ments are available like:

Arbitrary It is one of the flat-structuring elements. Here NHOOD is a parameter is
used to determine the neighborhood. NHOOD is nothing but a matrix. It is a two-
dimensional array consisting of only binary values. The location of the 1’s is used to
identify the neighborhood. This information is useful for morphological operations.
The origin of NHOOD is the center element of the matrix which can be expressed
as: floor((size(NHOOD) + 1)/2) (Fig. 2).

Diamond It is also a flat-structuring element. It has diamond shape. HereR is a scalar
parameter that denotes the Euclidean distance between different points enclosed
within the diamond shape and origin of the SE. R cannot be negative, and it should
be an integer scalar (Fig. 3).

Disk: This structuring element is also flat in nature. It has a disk-like shape. Here
R is a scalar parameter that is used to specify the radius. R must be nonnegative
integer because it used to specify the distance. N is a scalar parameter. It can take a
value among 0, 4, 6 and 8 (N > 0). This structuring element can be approximately
represented as a sequence of N lines which are periodic in nature. No approximation
is required when N = 0. The members of the structuring element contain all pixels
with centers within the distance R from the center. If no value is specified for the
parameter N, then the default value is considered as 4 (Fig. 4).

Fig. 2 Arbitrary structuring
element

Fig. 3 Diamond structuring
element



52 S. Chakraborty et al.

Fig. 4 Disk structuring
element

Fig. 5 Line structuring
element

Fig. 6 Octagon structuring
element

Line: This structuring element is also flat in nature. It possesses symmetric behav-
ior measured from the origin. DEG is a scalar parameter that is used to represent the
angle formed by the lines. The angle is computed in a counterclockwise where the
baseline is the horizontal axis. LEN is also a scalar parameter. The separation length
of the members of the SEs from the origin is given in Fig. 5.

Octagon: This structuring element is also flat in nature. It is octagonal in shape.
Here R is a parameter which is used to specify the Euclidian distance between sides
and the origin. Horizontal and vertical axes are used as the baseline of this computa-
tion. R must be an integer greater than or equal to 0. Moreover, R must be divisible
by 3 (Fig. 6).

Pair: This structuring element is also flat in nature. It consists of two elements.
One of them is placed at the center. OFFSET is a parameter that is used to represent
the position of the second vector. OFFSET must consist of two elements, and it
should be a vector of integers (Fig. 7).
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Fig. 7 Pair structuring element

Fig. 8 Periodic line structuring element

Fig. 9 Rectangle structuring
element

Fig. 10 Square structuring
element

Periodic line: This structuring element is also flat in nature. It is built with of 2
* P + 1 elements. V is a vector consists of two members. V is built with integral
values offsets that represent. One of the SE members is located at the center. The
other members are placed at 1 * V, −1 * V, 2 * V, −2 * V, 3 * V, −3 * V, …, P * V,
−P * V (Fig. 8).

Rectangle: This structuring element is also flat in nature. It is rectangular in shape.
Here MN is a vector that is used to specify the size. MN must be a vector consists
of two elements. It must consist of integers greater than or equal to 0. The initial
element ofMN row count in the structuring element surrounding; the second element
is the column count (Fig. 9).

Square: It is a square-shaped structuring element. Its width is denoted byW pixels.
HereW must be an integer greater than or equal to 0 of type scalar (Fig. 10).
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After creating a structuring element, top-hat filtering has been applied on the
grayscale or binary input image. This operation is a morphological operation. Mor-
phological opening of the image is performed and computed by the top-hat filtering
and then subtracts the obtained result from the actual image. To perform the oper-
ation, a structuring element is needed. It should be a single-structuring element in
nature. It cannot be an array that contains multiple structuring elements. After that,
threshold value is computed (Fig. 11).

6 Results and Discussions

At the very beginning, the segmentation process is semiautomatic because of the seed
selection. Then the image is preprocessed by PFCM algorithm followed by region
growing and thresholding integrated method.

The MedPix Medical (radiological) image database [27] is used for the experi-
mental results. MedPix is an online database of medical images and clinical topics,
integrating images, and textual information including over 19,000 case scenarios
and nearly 54,000 images. Different types of regions have been considered to the
efficiency of the proposed approach.

The precision–recall is well-known and efficient way tomeasure the performance.
Due to the simplicity of the implementation and efficiency, precision, recall, and F-
Score are frequently used parameters. Here the main target is to define the optimal
boundary. The precision can be demonstrated as the probability of correct detection
of boundary pixel (for a detected boundary pixel) [28]. The probability that an exact
boundary pixel is found is known as recall rate [29]. The harmonic mean of the
precision and the recall values is represented as the F-Score [29]. Precision is given
by Eq. (9), recall is given by Eq. (10), and F-score is given by Eq. (11).

Precision = detected true boundary pixels

detected all boundary pixels
(9)

Recall = detected true boundary pixels

all true boundary pixels
(10)

F-Score = 2 × Precision × Recall

Precision + Recall
(11)

The results in Table 1 aswell as Figs. 12, 13, 14, 15 and 16, illustrate a comparative
study of different metrics for the proposed method.

The proposed approach has better recall value than the values obtained using the
direct application of the algorithm without preprocessing. The same phenomena are
observed in the case of the F-score and precision results.

• In respect of the precision, the developed method is better and obtained higher
values than that obtained using the direct application of the algorithm without
preprocessing.
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Fig. 11 Schematic diagram of the proposed approach
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Table 1 Comparative analysis of the proposed work

S. No. Proposed Without PFCM

Precision Recall F-score Precision Recall F-score

1 0.6489 0.62149 0.634899 0.663521 0.62145 0.641797

2 0.57145 0.86549 0.688385 0.56247 0.87456 0.684626

3 0.59126 0.888654 0.710076 0.65984 0.83214 0.736041

4 0.64254 0.88475 0.744439 0.63247 0.86231 0.72972

5 0.799658 0.89598 0.845083 0.79854 0.83745 0.817532

6 0.8945 0.8123 0.851421 0.7894 0.76589 0.777467

7 0.68745 0.78452 0.732784 0.64587 0.69875 0.67127

8 0.8456 0.9014 0.872609 0.8315 0.85697 0.844043

9 0.86548 0.76485 0.812059 0.8462 0.76842 0.805437

10 0.8456 0.963 0.90049 0.7984 0.912 0.851428

11 0.900145 0.874512 0.887143 0.8965 0.8759 0.88608

12 0.78946 0.886197 0.835036 0.86571 0.87413 0.8699

Average 0.75684 0.84526 0.79287 0.7492 0.815 0.77628

Fig. 12 Comparison
between precision values
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Fig. 13 Comparison
between recall values
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Fig. 14 Comparison
between F-score values

0

0.5

1

1 2 3 4 5 6 7 8 9 10 11 12

F-
Sc

or
e

Image Samples

Comparison between F-Score

F-Score
(Without PFCM)

F-Score
(Proposed)



Penalized Fuzzy C-Means Enabled Hybrid Region … 57

Fig. 15 Comparison among
F-score, recall, and precision
without preprocessing
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Fig. 16 Comparison among
F-score, recall, and precision
in the proposed approach
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• The computed average values of the performance metrics establish the same and
demonstrate that even the proposed method has superior average recall, precision,
and F-Score values.

• It can be observed from the medical images under consideration that the proposed
approach performs well in case of different images in terms of shape, parts of the
body, etc.

Experimental results have been shown in Figs. 17 and 18. Both figures contain 12
test images where in Fig. 17 column a indicates the original image, column b indi-
cates contour detected image, and column c indicates the image after segmentation
where as in Fig. 18 column a indicates the preprocessed image, column b indicates
contour detected image after preprocessing, and column c indicates the image after
segmentation after preprocessing.

7 Conclusion

The proposed approach is employed to the biomedical images to exploit its capability
to segment the images. It is a hybrid approach that uses the advantages of PFCM,
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Fig. 17 a Original image, b contour detected image, c segmented image
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Fig. 17 (continued)
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Fig. 17 (continued)
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Fig. 18 a Preprocessed image, b contour detected image after preprocessing, c segmented image
after preprocessing



62 S. Chakraborty et al.

5

6

7

8 

(a) (b) (c)

Fig. 18 (continued)
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thresholding, and region growing methods to construct a better technique compared
to the individual methods for image segmentation.

Moreover, this method provides a method by which medical practitioners can
interact with the system manually. It can help users to choose a seed point according
to their interest. The efficiency can be measured with three parameters (e.g., recall,
precision, and F-score).

In the further work, semiautomatic methods can be implemented for different
modalities like PET, fine and small blood vessels in magnetic resonance angiogram
(MRA) or retinal images, and computed tomography angiography (CTA) volume
data.
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