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Foreword

Microorganisms are found ubiquitous in nature, and studying the microbiota of
plant, soil, ocean, and human body using omics approaches represents the
metagenomes by sequencing techniques. The exponential advancement of the
next-generation sequencing-based techniques, i.e., the microbial diversity analysis,
has reached a milestone in genomics. From microbial evolution to microbial diver-
sity, host-pathogen interactions to disease-causing genetic variation, and microbes
producing industrially important enzymes to plant growth-promoting microbes,
genomics has provided deep insights into the microbial world.

The present book,Microbial Genomics in Sustainable Agroecosystems Volume I,
primarily gives insights from the microbial taxonomy to pathogen detection along
with their applications and updated information. Genomic techniques enable com-
parative analysis of multiple genomes and metagenomes of complex agroecosystem
environment. This book packs comprehensive information on the present omics
technologies employed to reveal the microbial communities present in the different
agroecosystems for sustenance.

I am happy to note that the editors have framed a conceptual book and edited it
with updated information and precise language. I am sure this book will unfold
existing doubts and bottlenecks on microbial genomics. The book draft has 14 well-
written chapters starting from bacterial pan-genomics, functional genomics, to
CRISPR-Cas9 for pathogen detection.

Although the main emphasis of this book is microbial genomics insights in
different agroecosystems, it contains vast information with easy and understanding
language. I am confident that this book has tremendous potential to attract a wide
group of researchers, students, academicians, and faculty work.

Professor and Head, Department of
Biological Sciences,
Dean, Postgraduate Studies
Sam Higginbottom University
of Agriculture, Technology and Sciences
Allahabad, Uttar Pradesh, India

Dr. Pramod W. Ramteke
FNAAS, FAMSc, FNABS, FLS, FBRS
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Preface

Over the past several decades, high-throughput sequencing technologies have been
used for the detection of different microbial species which are fundamentally
important in understanding human infections, development of diagnostics and
vaccines, biodefense studies, antimicrobial target identification, and drug designing.
The rapid advancement of next-generation sequencing platforms has reduced the
time and cost and provides the capability to produce several hundreds of prokaryotic
genomes each year.

The current book, Microbial Genomics in Sustainable Agroecosystems, is a com-
prehensive textbook that highlights the role ofmicrobial genomic techniques in various
disciplines of science. Complementary chapters focus on the microbial genomic
approaches to understand the agroecosystems, bioremediation of soil and water from
organic pollutants, characterization of microbial communities, carbon management,
and energy production. This highlights the latest developments of microbial genomic
approaches in the understanding and analysis of different microbial genomes.

The overall objective of this book is to cover the importance of microbial
genomics in agriculture, environment, and food technology. The book not only
deciphers the importance of microbial genomics but also makes the reader and
researchers in the present scenario of microbial genomics and metagenomics familiar
with the existing techniques and tools. Chapter 1 discusses the role of functional
genomics and systems biology in the bioremediation process of organic and inor-
ganic wastes generated from various sources including agriculture. Chapter
2 describes the application and use of pan-genome in different areas. The
pan-genome helps researchers to differentiate pathogenic isolates in a large popula-
tion and understand their pathology. The pan-genome can also be applied as a
reference to find genes or sequences that are significantly linked to the particular
phenotypes such as invasiveness or antibiotic resistance, thus crucial for facilitating
bacterial disease control, vaccine development, and drug design. Chapter 3 describes
factors allowing the successful establishment of the phyllosphere microbial popula-
tion and the method used for their role in plant fitness and health. Pathobiome study
and the potential use of phyllosphere monitoring are important in sustainable
agriculture practices (e.g. biocontrol agents, plant growth stimulators, and
biofertilizers). Chapter 4 discusses the role of functional genomics to study the
effect of stress on plants. Various approaches and tools of systems biology, required
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for alteration in biological networks including gene regulatory, protein-protein, and
metabolic network, are also discussed in detail. Chapter 5 elaborates the available
genome in public databases and the role of next- and third-generation sequencing
technology in the growth of genome and metagenome sequencing and its associated
projects and their technology and functional characterization through bioinformatic
analysis. Chapter 6 details the computational methods incorporated with sequencing
techniques in the viral genome. This chapter mainly focuses on how the computa-
tional method incorporated with sequencing technique is made easy for microbial
detection and characterization. Therefore, Chap. 7 discusses the importance of
whole-genome sequencing techniques with great potential in the food safety and
surveillance against foodborne pathogens and antimicrobial resistance. Chapter 8
comprises the understanding of taxonomic and functional microbiome profiles
caused by the occurrence of microbial pathogens in the food production system.
This can lead to valuable information to understand the negative effect of pathogens
on crops. Chapter 9 describes the potential of microbes for energy production so that
this may lead to limited usage of fossil fuels in the near future. The brief section of
the role microbial world, ecosystem, and their relationship with the climatic change
is also discussed in this chapter. Therefore, Chap. 10 summarizes the different
methods to get the microbial diversity that may eventually enhance plant growth
in sustainable agriculture. This chapter also highlights the molecular techniques for
the identification and genotyping of microorganism, and these techniques developed
for sequencing are a breakthrough for microbial systematics. Therefore, Chap. 12 is
divided into two sections: the first section explains the molecular mechanism of the
naturally occurring CRISPR-Cas9 systems, and the next section elaborates the
applicative part of CRISPR-Cas9-based tools/systems in a range of microorganisms
and parasites. Chapter 13 discusses the brown algae and its characteristics as
bio-sorbent for the removal of heavy metals from industrial effluent. Chapter 14
discusses the use of microbial genomics approach in renewable energy production
and global carbon management. The chapter addressed the global energy crises and
suggests various omics technologies develop a better understanding to harness
different renewable and carbon-neutral energy sources like lignocellulosic biomass,
microalgae, and cyanobacteria to overcome this problem.

This book provides comprehensive knowledge about the use of microbial geno-
mics approach in solving the various research questions related to agroecosystems.
At the same time, it explains to the biologist some of the basics behind the next-
generation sequencing techniques that are necessary for research in this field. The
book will be mainly useful for the students, research scholars, academicians, and
scientists who are studying and working in the field of genomics.

Prayagraj, Uttar Pradesh, India Vijay Tripathi
Itanagar, Arunachal Pradesh, India Pradeep Kumar
Prayagraj, Uttar Pradesh, India Pooja Tripathi
Raebareli, Uttar Pradesh, India Amit Kishore
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Functional Genomics and System Biology
Approach in Bioremediation of Soil
and Water from Organic and Inorganic
Pollutants

1

Suman Yadav, Yashpal Bhardwaj, Neha, and Abhishek Singh

Abstract
In the modern world, where environmental pollution is a great concern, a cost-
effective and environmental-friendly way is the necessity of the time. In the
recent past, bioremediation emerges as a promising tool to deal with this problem.
Several types of microbes and their bioremediation strategies are reported till
date. The system biology and functional genomic approaches in bioremediation
of wastes are the need of the hour. However, biological activities are complex and
need a better understanding of interactions and networks at molecular, cellular,
community, and ecosystem level, which can be achieved by system biology
approach. The knowledge of these interactions is helpful in understanding the
strategies adopted by the microbes at a polluted site. Several molecular and
bioinformatic tools such as genomics, transcriptomics, proteomics,
metabolomics, etc. are used to gather the knowledge of cellular interaction at
different levels on a polluted site. Similarly, functional genomics also use the
knowledge of genomics and transcriptomics to describe the gene functions and
interactions in bioremediation process and helpful in phylogenetic identification
of microbes involved in bioremediation. In this chapter, we discuss the role of
functional genomics and system biology in bioremediation process of organic and
inorganic wastes generated from various sources including agriculture.

Authors Suman Yadav and Abhishek Singh have equally contributed to this chapter.
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1.1 Introduction

Any unwanted substance coming into the environment through various processes is
referred to as a “contaminant.” Deleterious effects or damages on the environment,
caused by the contaminants, lead to “pollution” (Megharaj et al. 2011). Relative to
the pre-industrialization era, abundant use of chemical substances such as petroleum
oil, hydrocarbons [e.g., aliphatic, aromatic, and polycyclic aromatic hydrocarbons
(PAHs); BTEX (benzene, toluene, ethylbenzene, and xylenes); chlorinated
hydrocarbons like polychlorinated biphenyls (PCBs), trichloroethylene (TCE), and
perchloroethylene; nitroaromatic compounds; and organophosphate compounds],
solvents, pesticides, and heavy metals is the main cause of environmental pollution
in the current age of industrialization. Due to their mobile and water-soluble nature,
many organic and inorganic chemicals such as pesticides, fertilizers, and heavy
metals are present in drainage and runoffs from the contaminated sites. Regular
cycling via volatilization and condensation of many organic chemicals such as
volatile organic carbons (VOCs) are consequently found in rain, fog and snow
(Dubus et al. 2000). When these pollutants migrated from contaminated site to
non-contaminated place as vapors and leachate through the soil or as dust, further
contributes to the pollution of natural ecosystems (Lopez-Errasquin and Vazquez
2003). Soil and water resources are polluted severely with various organic and
inorganic pollutants which leads to deterioration of soil and water quality. The
pollutants are mainly polycyclic aromatic hydrocarbons (PAHs), polychlorinated
biphenyls (PCBs), explosives, metals, metalloids, and radionuclides reported in soils
(Zhu and Shaw 2000; Kumar et al. 2012; Testiati et al. 2013; Vane et al. 2014).
These pollutants from soil are reaching into underground and surface water by
leaching and runoff, respectively, thus polluting water bodies. The presence of
these pollutants in soil and water causes hazardous effect due to their toxic nature
which consequently hampers the human health and environment.

Nowadays, pesticides are more commonly used in agricultural ecosystem and
public health program worldwide. In several cases, the environmental effects of
these chemical substances overshadow the profits that human beings are getting.
This necessitates the remediation of these chemicals after their deliberated use.
Bioremediation process is an effective and economical way to curb out such
environmental problems by enhancing the natural degradation processes.

Bioremediation uses plants and/or microorganisms, such as bacteria, protozoa,
and fungi to degrade contaminants into a less toxic or nontoxic compounds
(Pierzynski et al. 1994; US-EPA 1996). In the modern era, various tools and
techniques such as genomics, transcriptomics, proteomics, metabolomics,
phenomics, and lipidomics are used to examine the system biology in different
environments. It is used to unravel, optimize, propose, and scrutinize the function
and survival tactics for bioremediation in the desired ecosystem (de Lorenzo 2008;
Chakraborty et al. 2012). The functional genomic approach is useful in identification
of novel microbes and their strategies adopted for bioremediation and to uncover the
biological function of a gene and their products in a cell. The present-day
innovations in metagenomics and whole genome sequencing create a whole new
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possibility for identification and function of novel genes and their regulatory
elements involved in biodegradation of various types of contaminants from various
types of cultivable and non-cultivable microbes from their respective environments
(Golyshin et al. 2003; Zhao and Poh 2008).

This chapter highlights the system biology approaches with emphasis on func-
tional genomics to effective bioremediation.

1.2 Organic and Inorganic Pollutants in Soil and Water

Soil is the “the biogeochemical engine of Earth’s life support system” (Robinson
et al. 2012). It provides us food, fodder, fiber and fuel. In addition to these, many
agricultural and forestry goods, soils deliver ecosystem services that we cannot get in
markets. These life-giving functions include recycling of carbon and essential
nutrients of all living materials, filtering and storage of water, and regulation of the
atmosphere and biological control of pests (Robinson et al. 2012). Soil organic
matter is composed of the biological and chemical degradation of dead plant and
animal remains in soil. After several alterations and cross-linkages, the products that
are formed show no resemblance to the plants and animals and are called as natural
organic matter or humus, which is defined as the total organic compounds, exclusive
of undecayed plant and animal tissues, their “partial decomposition” products and
the soil biomass (Stevenson 1994). In recent years the input of the heavy metal has
been increased in the nature due to anthropogenic activities (Shi et al. 2007) like
traffic, industry, waste disposal, and agricultural practices (Weber and Karczewska
2004). It is reported that the presence of hydrocarbons and metals in the soils
adversely affects the seed germination, plant growth (Smith et al. 2006; Ahmad
and Khan 2012), soil microbial population and activities (Guo et al. 2012;
Alrumman et al. 2015), and the ability of plants and microorganisms to absorb
water and nutrients from the soil (Nie et al. 2009). Pesticides have also been reported
as toxic to humans (Anderson and Meade 2014). Likewise, they adversely affect
other forms of life including arthropods (Desneux et al. 2007), plants (Siddiqui and
Ahmed 2006), soil microbes (Ahemad and Khan 2012), etc. In soils the heavy metal
content depends on the geological parent material, soil-forming processes, and
anthropogenic activities. The agricultural practices, like use of superphosphate
fertilizers, instigate the soil contamination by cadmium, while calcium nitrate can
contain significant amounts of nickel. Certain fungicides containing copper and zinc
increase the presence of these elements in the upper soil horizons (Lopez-Mosquera
et al. 2005). In rural areas population is relatively small; thus most fertilizers,
pesticides, and eroded soil are released as pollutants and reach the water bodies
through runoff after rain and flood (Letchinger 2000), leading to eutrophication in
freshwater bodies.

Phosphate plays a major role in eutrophication and promotes cyanobacterial
growth when present in higher concentration, which ultimately decreases the
dissolved oxygen concentration in water (Werner 2002). These cyanobacterial
blooms release some harmful toxins that get accumulated in the food chain (Schmidt
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et al. 2013). Nitrogen-rich fertilizer causes dissolved oxygen deficiency in rivers,
lakes, and coastal zones which has hazardous effects on oceanic fauna. These
fertilizers have high water solubility and increased runoff and leaching rate which
results in groundwater pollution (Rosen and Horgan 2009; NOFA 2004; Singh et al.
2006). Sandy soil favors leaching (EFP 2015), thus promoting pollutant flow from
the soil. Selenium (Se) is a heavy metal that is naturally found in soil, but irrigation
practices favor its accumulation in the soil which ultimately reaches to water
reservoirs and is very toxic for animals and humans (Ganje 1966).

1.3 Mechanism of Bioremediation

It is a process mediated by the microorganism to degrade the contaminants or
pollutants into less toxic compounds. The bioremediation process includes
(1) microorganisms or plants, (2) a potentially biodegradable contaminant, and
(3) a bioreactor in which the process can take place. The microbes in the bioreactor
use carbon of the contaminants as a source of energy and, in doing so, degrade
it. Bioremediation can be applied both ex situ and in situ. With ex situ bioremedia-
tion, the contaminated soil is excavated or the groundwater is extracted prior to
treatment, while in situ remediation does not require excavation or extraction. As a
result, the contaminated soil or groundwater serves as the bioreactor. The
microorganisms may occur at the site naturally or be introduced from other
locations. Microbial-mediated bioremediation has a great potential to effectively
restore contaminated environment. A number of microorganisms are considered to
be the best candidates among all living organisms to remediate most of the environ-
mental contaminants into the natural biogeochemical cycle due to their diversity,
versatility, and adaptability in the environment (Table 1.1).

Various types of organic pollutants are released in the environment; hence, a
variety of microbes are needed for effective bioremediation of these pollutants
(Table 1.1). Pseudomonas putida is the first bacteria to be patented for bioremedia-
tion (Prescott et al. 2002). Biodegradation of organic pollutants in the environment is
either carried out in the presence of oxygen (oxidation) or under anaerobic condition
by denitrification, methanogenesis, and sulfidogenesis.

Several microorganisms are reported to degrade PAHs in the environment
(Table 1.1). Three mechanisms of PAH degradation by microbes are reported:
(1) bacterial degradation, (2) lignolytic fungal degradation, and (3) non-lignolytic
bacterial degradation. However, the “oxidation of the aromatic ring, followed by the
systematic breakdown of the compound to PAH metabolites and/or carbon dioxide,”
is common in all three mechanisms (Bamforth and Singleton 2005).

Atrazine and organophosphate are the most commonly used pesticides in agricul-
ture. Atrazine is commonly used as herbicide in crop systems such as maize,
sorghum, and sugarcane. Despite having only one chlorine residue, atrazine is
resistant to biodegradation. Pseudomonas sp. ADP degrades atrazine cyanuric acid
using the AtzA, AtzB, and AtzC enzymes. Atrazine is converted to hydroxyatrazine
by AtzA; then AtzB converts hydroxyatrazine to N-isopropylammelide by
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hydrolytic deamidation. Further, N-isopropylammelide is converted to cyanuric acid
by AtzC which is finally converted to ammonia and carbon dioxide by other bacteria
(Ang et al. 2005; Krutz et al. 2009).

Organophosphates are the most widely used pesticide in the agricultural sector.
Several organophosphate-degrading microorganisms including bacteria and fungi
are reported till date (Table 1.1). It is mainly degraded by the phosphotriesterase
(PTE) group of enzymes which is found in microbes, plants, and animals.

PCB biodegradation in contaminated environments is very difficult due to its
structural complexity and level of chlorination and is generally carried out by

Table 1.1 List of bacteria studied for bioremediation of pollutants

Pollutant Organism References

2, 4, 6-Trinitrotoluene (TNT) Methanococcus sp. Boopathy and Kulpa
(1994)

Atrazine Pseudomonas sp. (ADP) Newcombe and Crowley
(1999)

PCB formaldehyde Candida tropicalis Ijah (1998)

Polycyclic hydrocarbon Xanthomas Jogdand (1995)

Halogenated hydrocarbon Corynebacterium spp. Jogdand (1995)

Alkyl benzene sulfonate
polycyclic aromatics

Alcaligenes spp. Lal and Khanna (1996)

Chlorpyrifos Enterobacter strain B-14 Singh et al. (2004)

Dibenzothiophene (DBT) Rhizobium meliloti Frassinetti et al. (1998)

Hexahydro-1,3,5- trinitro-
1,3,5-triazine (RDX)

Acetobacterium paludosum Sherburne et al. (2005)

Clostridium acetobutylicum Zhang and Hughes (2003)

PAHs Pseudomonas sp. Arun et al. (2008)

Phenanthrene, PAH Agrobacterium, Bacillus Aitken et al. (1998)

Polychlorinated biphenyl
(PCB)

Rhodococcus Chung et al. (1994)

Endosulfan Bacillus Mohamed et al. (2011)

Chlorpyrifos Enterobacter Niti et al. (2013)

Malathion Arthrobacter Hussaini et al. (2013)

Chlorpyrifos and methyl
parathion

Acinetobacter sp., Pseudomonas Ravi et al. (2015)

Heavy metals, lead, mercury,
and nickel

Saccharomyces cerevisiae Chen and Wang (2007),
Infante et al. 2014

Cobalt, copper, Chromium Lysinibacillus sphaericus
CBAM5

Peña-Montenegro et al.
(2015)

Cadmium Aspergillus sp., Microsporum
sp., Cladosporium sp.

Soleimani et al. (2015)

Fe(III), U(VI) Geobacter spp. Mirlahiji and Eisazadeh
(2014)

Monocyclic aromatic
hydrocarbons

Pseudomonas putida Safiyanu et al. 2015
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co-metabolite mean. Dechlorination of PCBs removes m- and p-chlorines from
highly chlorinated congeners and resulted in ortho-substituted mono- and
tetrachlorobiphenyls (Wiegel and Wu 2000). PCB degradation by microbes occurs
via a meta-cleavage pathway which produces tricarboxylic acid cycle intermediate
and (chloro)benzoate (CBA) (Bruhlmann and Chen 1999).

Being resistant to degradation, metal ions are difficult to remove from the
contaminated sites. However, reducing the bioavailability of these metal ions is an
effective strategy for reducing their toxic effects. Microbes adopt different tactics to
remove the metal ions from the environment such as (i) metal ion exclusion by
permeability barrier, (ii) intra- and extra-cellular sequestration, (iii) active efflux
pumping, (iv) enzymatic reduction, and (v) enzymatic reduction in the sensitivity of
cellular receptors to metal ions (Ji and Silver 1995; Nies and Silver 1995; Rensing
et al. 1999). The microbes mainly adopt two types of transformation strategies:
(1) changing the oxidation state of inorganic forms and (2) conversion of inorganic
form in to organic form (methylation and demethylation).

These microorganisms display a remarkable range of contaminant degradability
that can efficiently restore natural environmental conditions (Pandey et al. 2003;
Labana et al. 2005). By pure culture method, many microbes have been studied
earlier about their remediation capacity, but there are enormous bacteria and fungi
that are present in the environment that cannot be isolated but very potent for
chemical degradation. To explore these types of microbes and their bioremediation
strategies in minimum time, genomics and metagenomics are used. Further, system
biology and functional genomic approach is applied to successful bioremediation of
pollutants from the environment.

1.4 Role of System Biology in Bioremediation

The system biology approach for bioremediation requires the identification and
characterization of microbial communities and the molecular processes involved,
but it becomes difficult due to the fact that the toxic contaminants present are
influencing the normal activity of microbial communities. The main objective of
bioremediation is to degrade or detox the toxic chemicals, which is not possible
without knowing all plausible environmental factors that influence the cell-to-cell
interactions. Various bioremediation processes need different system biology
approaches. If the purpose is to identify the microbial community structure, the
DNA-based genomics tool such as 16S rRNA clone library, PhyloChip, or sequenc-
ing can be useful. If the aim is to identify the functional genes involved and to
understand the associated cellular pathways with microbial bioremediation, various
tools such as RNAseq, GeoChip (for RNA), and several mass spectroscopy methods
(for proteins) are used. Similarly, if we want to identify and characterize the
metabolites produced by the microbes during bioremediation, the metabolomics
tools such as high-performance liquid chromatography (HPLC) and gas chromatog-
raphy (GC) coupled with mass spectroscopy (MS), matrix-assisted laser desorption/
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ionization (MALDI), nuclear magnetic resonance (NMR), and desorption
electrospray ionization (DESI) are helpful. For the development of a useful concep-
tual model based on system biology, continuous monitoring of limiting nutrients,
electron acceptors, electron donors, and hydrology is also needed.

It is important to understand the complex on-site bioremediation activities in
order to apply the system biology approach. This can be achieved by various
monitoring techniques that record and monitor terminal electron donors and electron
acceptors, enzyme probes to access the functional activity in an ecosystem, func-
tional genomic microarray, phylogenetic analysis, and metabolomics, proteomics,
and quantitative PCR. These tools provide a greater understanding of microbial
processes which are involved in bioremediation. An ecosystem generally consists of
communities, populations, cells, proteins, lipids, and nucleic acids. The nucleic acids
(DNA and RNA), proteins, and lipids can be analyzed at the cellular level to know
their effect on the cells and are also used to analyze populations and community to
figure out the consequences of bioremediation on structural and functional
relationships in an ecosystem (Fig. 1.1).

The detoxification of some hazardous metals and organic compounds can be
achieved by simply changing their redox state. This method is particularly useful for
heavy metals and radioactive nuclei. Degradation of these chemicals is not possible,
so biotransformation is an effective strategy against these contaminants as it reduces

Fig. 1.1 System biology approach to bioremediation: Identification of governing factors from
subcellular level to ecosystem level using the geochemical, ecological, genomic, proteomic,
metabolomic, and computational techniques. The impact of environment on bioremediation at
cellular level is understood by analyzing DNA, RNA, and protein. Communities and populations
involved in bioremediation are analyzed to understand the effect on structure and function at
ecosystem level
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their bioavailability, their mobility, and thus their harmful effect (Desjardin et al.
2002; Suzuki et al. 2005). In the presence of suitable electron donors, microbes can
immobilize such contaminants by altering their redox state and using them as
electron acceptor (Gadd 2000). The measurement of microbial respiration and
metabolism provides a better insight during the bioremediation process. The enzyme
activity measurement during bioremediation is a cost-effective, reliable way to
monitor the microbial respiration and metabolism. TTC (triphenyl tetrazolium chlo-
ride) assays (Guochen et al. 2011) and INT (iodo-nitro-tetrazolium) (Mathew and
Obbard 2001) are the commonly used dehydrogenase enzyme-based assays which
are successfully implied in measuring microbial respiration during bioremediation of
metals, polycyclic aromatic hydrocarbons (PAHs), and oils (Mosher et al. 2003;
Bento et al. 2005). Several other molecular probes (based on enzyme or DNA/RNA)
from key bioremediation pathways can also be used to track the metabolic pathways.
Such probes are widely used to sense the degradation processes, e.g., in trichloro-
ethylene (TCE), and of petroleum hydrocarbon degradation (Hazen et al. 2009; Bell
et al. 2011; Beller et al. 2002). Rhee et al. (2004) use oligonucleotide microarrays to
detect genes involved in biodegradation and biotransformation of naphthalene,
PAHs, and nitrotoluene in microbial communities. The qPCR is a molecular tech-
nique used for identification of phylogenetic and metabolic genes linked to bioreme-
diation process by microbes and can be used as a monitoring tool for metal
detoxification and hydrocarbon degradation (Navarro et al. 2013; Kostka et al.
2011; Yergeau et al. 2012). To identify and characterize the microbial communities
associated with bioremediation process, metagenomic approach such as 16S rRNA
clone libraries is proved to be very useful. This approach is used to identify the
microbial communities involved in bioremediation of metals, hydrocarbons, and
chlorinated solvents (Yergeau et al. 2012; Militon et al. 2010). In recent years, it has
been found that high-throughput microarrays (PhyloChip and GeoChip) are implied
to study the bioremediation process of metal and organic (Conrad et al. 2010; van
Nostrand et al. 2009; He et al. 2007). The PhyloChip (16S rRNA phylogenetic
microarray) is used to identify, characterize, and monitor the fluctuation in microbial
community, while the GeoChip (functional gene microarray) is used to monitor
catabolic gene activity during bioremediation (He et al. 2007; DeSantis et al. 2007).
Presently, proteomic and metabolomic approaches are very helpful in detailed
understanding of microbial cellular processes and gene products involved in catabo-
lism of contaminants in the environment (VerBerkmoes et al. 2009).

Recent advances in genomics, transcriptomics, proteomics, and metabolomics
enable the precise prediction of microbial responses toward the pollutants and their
controlling factors in totality (from cell to community level). The vast amount of
useful data gathered by system biology approach is helpful in designing a cost-
effective, sustainable, and low labor-intensive model for an effective bioremediation
of organic and inorganic pollutants from soil and water.
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1.5 Role of Functional Genomics in Bioremediation

Earlier most of the microbiological investigations of bioremediation were done by
using treatability study in which the samples from contaminated sites were brought
in the laboratory and the rates of degradation or immobilization are documented
(Rogers and McClure 2003). Such studies provide an estimate of the degradation
potential of the microbial community. The attempts are then made to isolate and
purify the main degrader at the laboratory scale. The recovery of the isolates
responsible for bioremediation process provides the opportunity to know not only
their biodegradation reactions but also their physiology that may control their growth
and activity rate in the contaminated site. With the advancement in technology, it
was found that there is a conserved region in the bacterial genome, i.e., 16S rRNA,
which could provide phylogenetic characterization of the microorganism that is
involved in the bioremediation process (Watanabe and Baker 2000). Later it was
seen that there are some limitations of the 16S rRNA technique, that is, the
knowledge of the phylogeny of the organism associated with bioremediation does
not necessarily predict the important aspect of their physiology (Pace, 1997;
Achenbach and Coates 2000). With the commencement of advancement, the new
technology era has arrived, i.e., the “genomic era,” with the application of genome-
enabled techniques to study not only pure culture but also environmental samples.
Some software and database regarding the genomic analysis are summarized in
Table 1.2. Nowadays, genomic tools are very useful for demystifying the biodegra-
dation pathways using PCR, DNA hybridization, microarray analysis, isotope dis-
tribution analysis, molecular connectivity analysis, the assessment of mineralization
process using metabolic footprinting analysis, and the improvement of the biodeg-
radation process via metabolic engineering (Villas-Boas and Bruheim 2007). The
main genomic approaches applied in the field of bioremediation include protein
engineering, transcriptomics, whole genome sequencing, and metagenomics. Identi-
fication of whole protein and their expression level in a cell through various methods
such as two-dimensional gel electrophoresis, HPLC, and mass spectrometry (MS) is
known as proteomics. The membrane proteins play a crucial role in PAH biodegra-
dation, where any mutation can affect membrane protein receptor; a variant of
two-dimensional polyacrylamide gel electrophoresis (2-DE), multidimensional pro-
tein identification technology (MudPIT), is used (Paoletti et al. 2004). A recent
advance in MS techniques enables the rapid identification of small peptides and
proteins. Matrix-associated laser desorption-ionization time-of-flight mass spec-
trometry (MALDI-TOF-MS) is the commonly used method for peptide/protein
identification after separation by 2-DE through peptide mass fingerprinting (Landry
et al. 2000; Aitken and Learmonth 2002; Aebersold and Mann 2003). For identifi-
cation of contaminants in water, liquid chromatography coupled with MS (LC-MS)
has been used by Joo and Kim (2005). The recent advances in proteomics open a
whole new possibility where identification as well as changes in composition of
proteins during the process of bioremediation can be monitored (Vasseur et al. 1999;
Wilkins et al. 2001). The comparative proteomic study is used to determine the
degradation pathways, e.g., Tomas-Gallardo et al. (2006) used comparative
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proteomic study to determine the phthalate degradation pathway in the presence of
phthalate and tetralin or naphthalene. The regulation of genes related to bioremedia-
tion can also be traced by using proteomic approach.

In protein engineering, the amino acid sequence of the target protein with desired
activity is selected and altered. The active sites that are close to the substrate are
selected for mutational analysis. Hybrid protein is then derived by site-directed

Table 1.2 Tools for comparative genomics

Tools/
database Features/description

Web address/
URL

Reference
(s)

Gene prediction tools
GeneMark Gene prediction in archaea, bacteria, and

metagenomes
http://opal.
biology.gatech.
edu/GeneMark

Vallenet
et al.
(2009)

Glimmer Microbial gene finding system www.cbcb.umd/
software/glimmer

Moriya
et al.
(2007)

FgenesB Bacterial operon and gene prediction http://linux1.
softberry.com

Koski
et al.
(2005)

REGANOR Gene prediction server and database www.cebitec.uni
bielefeld.de

Pellegrini
et al.
(1999)

Annotation pipeline
KAAS KEGG automatic server annotation www.genome.jp/

tools/kaas
Zhang
et al.
(2011)

BASys Bacterial annotation system http://basys.cal/
basys cgi/submit.
pl

Aziz et al.
(2008)

RAST Rapid annotation using subsystem
technology

www.nmpdr.org/
FIG/wikiiew.cgi

Romualdi
et al.
(2005)

Blast2GO Annotation and sequence analysis tool http://www.
blast2go.com

Database and resources
NCBI GenBank, RefSeq, TPA and PDB,

databanks for storage and downloadable
genomic information

http://www.ncbi.
nlm.nih.gov

KEGG An integrated database resource, provides
genomic, chemical, and systemic
information

http://www.kegg.
jp

EMBL Nucleotide sequence database http://www.ebi.
ac.uk/embl

UniProt Protein resource and functional information http://www.
uniprot.org

InterProScan Protein sequence analysis and classification https://www.ebi.
ac.uk/interpro
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mutagenesis, site saturation mutagenesis, gene shuffling, and generation of
insertions and deletion (Lutz and Patrick 2004). The three-dimensional structure of
protein P450s-P50cam, P450terp, and P450bm-3 has been studied. The replacement
of P450aldo residues with amino acid in P45011β hydroxylase activity concluded
that the bioremediation can be enhanced by successful alteration of specific amino
acid (Li and Wackett 1993). Polaromonas sp. strain JS666 is well studied by using
transcriptomic approach for bioremediation of chlorinated solvents such as
tetrachloroethylene and trichloroethylene under aerobic conditions (Jennings et al.
2009). Moreover, transcriptome profiling of this strain has also been done and led to
the identification of new genes and enzymes involved in cDCE (cis-dichloroethene)
which include HADs (Bpro0530 and Bpro5186), GST (Bpro0645), CMO
(Bpro5565), Hlase (Bpro5566), and CO DHase (Bpro0577) (Jennings et al. 2009).
This type of studies paves the way to identify the main candidate for degradation of
specific compounds such as cDCE.

The study of microarray technology for the assessment of microbial communities
has very much increased in recent years (Wu et al. 2006; Zhou 2003). An array
systems named as PhyloChip used for community analysis in any environment
allows detection of bacteria and archaeal taxa simultaneously (Hamady et al. 2010;
Sagaram et al. 2009). PhyloChip analysis offers a range of advantages over conven-
tional techniques like DGGE, SSCP, RFLP, RADP, etc. Another set of arrays named
as GeoChip used for functional gene analysis that target the genes indulge in the
geochemical cycling of N, C, and P; sulfate reduction, metal resistance and reduc-
tion, and contaminant degradation have also been found (Gentry et al. 2006).
Nowadays, a new gene array known as functional gene arrays (FGA) having probes
for genes containing enzymes for specific degradative pathways are in the limelight
(Gentry et al. 2006; He et al. 2007; Wu et al. 2001). The GeoChip 2.0 is a broad
range FGA now used for the study of various environmental metabolic processes
(He et al. 2007). GeoChip 2.0 is successfully applied in the bioremediation of UV(I);
diesel contamination; gene identification degradation of cellulose, phthalate, biphe-
nyl, cyclohexanol, benzoate, and naphthalene; microbial N and C cycling in Antarc-
tic sediment; metal resistance genes; stable isotope-probing experiments for
microbial profiling; etc. (Gao et al. 2007; Leigh et al. 2007; Yergeau et al. 2007;
van Nostrand et al. 2007; Liang et al. 2009).

With the genome-enabled techniques, we can easily identify and get into the
deeper level study of the pathway and the genes involve in bioremediation. Earlier
lag phase of genomics has been overcome by rapid advancement in sequencing
technologies, assembling tools and efficient annotation pipeline. A few years ago, a
very less number of whole genome sequence of microorganism were found in
databases, but now we have witnessed an exponential increase in the whole genome
sequence number in public databases. Some of the whole genome-sequenced bacte-
ria that take part in bioremediation are listed in Table 1.3. With the culture-
dependent work, we can understand only the genomics of culturable
microorganisms, but now with the constant demand of scientists and researchers,
updated technology and tools have been developed with which we can explore the
genomics and diversity of the microorganisms directly by sequencing the DNA
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extracted from the contaminated site, a technique called “metagenomics” (Voget
et al. 2003; Handelsman 2004). Global gene expression using DNA microarray
technology very much depends on the amount of coverage of the cellular mRNA
and proteins, whereas the coverage of the whole genome represents all the genes of
an organism. The sample from the contaminated site is directly used for the gene
function analysis in metagenomics. The DNA from the contaminated site sample is
extracted and get sequenced. To begin with, when the data is retrieved from
sequencing machines, the strategy is to assemble longer “contigs” from individual
sequencing “reads”; a number of interactive tools work to close gaps between
contigs; and the genomic sequences (draft or finished) are then subjected to gene
(ORF) prediction tools (Table 1.2), to know the genes encrypted in the DNA

Table 1.3 Whole genome sequence of some microbes and their relevance in bioremediation

Microorganism
Genome
website Bioremediation relevance References

Desulfitobacterium
hafniense

http://www.tigr.
org

It is involved in reductive
dechlorination of phenol and
chlorinated solvent

Lanthier
et al.
(2001)

Dechloromonas
aromatica

http://www.jgi.
doe.gov

Capable of the anaerobic oxidation
of benzene coupled to nitrate
reduction

Coates
et al.
(1997)

Pseudomonas putida http://www.tigr.
org

Capable of aerobically degrading an
organic contaminants. Used for
genetic engineering with
bioremediation capability

Nelson
et al.
(2002)

Rhodopseudomonas
palustris

http://www.jgi.
doe.gov

Anaerobic metabolism of aromatic
compounds and regulation of this
metabolism

Gibson and
Harwood
(2002)

Geobacter
sulfurreducens
Geobacter
metallireducens

http://www.tigr.
org http://www.
jgi.doe.gov

Anaerobic oxidation of aromatic
hydrocarbon and reductive
precipitation of uranium

Lovely
et al.
(1991)

Bioremediation of aromatic
hydrocarbon and uranium

Lovely
et al. 1989

Arthrobacter
sp. strain LS16

http://www.
ncbi.nlm.nih.
gov

Degrade phenol-derived compound
isolated from agricultural soil

Hassan
et al.
(2016)

Bacillus sp. strain
UFRGS-B20

http://www.
ncbi.nlm.nih.
gov

Hydrocarbon degrader Dörr de
Quadros
et al.
(2018)

Pseudomonas
alcaliphila JABI

http://www.
ncbi.nlm.nih.
gov

Organic pollutant degrader Ridl et al.
(2018)

Pseudomonas
aeruginosa DNI

EMBL Polycyclic aromatic hydrocarbon
degradation

He et al.
(2018)

Shewanella
oneidensis

Metal ion-reducing bacteria Heidelberg
et al.
(2002)
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sequence. Automatic annotation pipelines are used to predict the structural properties
of the putative coding sequences (CDSs) and to deduce functions of the encoded
protein and RNAs (tRNA and rRNA) (Fig. 1.2).

1.6 Conclusions and Future Perspectives

Bioremediation is transforming the bioavailable contaminants or pollutants in an
optimized environment to make it less toxic or other forms that is not hazardous for
the environment and human beings. Various bacteria and fungi have been searched
out that are playing a vital role in bioremediation of harmful chemical present in the
soil and the water, but it still needs to be explored to achieve effective and reliable
cleaning up of contaminants. For the microbiologists it is very challenging as most of
the microorganisms in the environment are not easy to culture, so their functional
biology is not fully studied. Undoubtedly, the system biology and functional geno-
mic approach has revolutionized this field. It integrates various bioremediation
approaches under one umbrella, which is very useful in understanding the complex
process of bioremediation. By using this information, a better in situ and ex situ

Fig. 1.2 Functional genomic approach to bioremediation: The whole genome sequence of the
genomic DNA from microbial cells isolated from the environment provides the information of gene
function and regulation. This information further used to analyze the mRNA and protein obtained
directly from the environment. The environmental DNA used to determine the genetic capabilities
of uncultured microorganisms, mRNA, and proteins derived from the environment provides crucial
knowledge of gene expression under various environmental circumstances. The information thus
obtained is used to construct the models of microbial function in the environment (adopted from
Lovley 2003)
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models for bioremediation can be proposed. Genomics and metagenomics have
potential applications in environmental bioremediation. For effective eradication of
contaminants, diversification of microorganism at the contaminated site, identifica-
tion of new enzymes and pathways, this technology seems to be very appropriate.
Future concern on genomics update required in the field of bioremediation includes
the development of methodologies for getting co-metabolic capability of the
enzymes involved in degradation, identification of conditions that are conducive
and facilitate the upregulation of degradative enzymes, and improvement of high
bioavailability of mixed microbial populations.
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Bacterial Pan-Genomics 2
Arash Iranzadeh and Nicola Jane Mulder

Abstract
Due to their tendency to have a high recombination rate, bacterial genomes are
highly diverse across different strains. This diversity may even be in the form of
the presence or absence of entire genes; therefore, each strain might have its
own combination of genes. The pan-genome represents the complete gene pool
of a species. It is made up of the core genome (genes shared by all strains) and
the accessory genome (genes shared by some strains and not all). The
pan-genome can be considered to be a comprehensive reference genome for
computational biology, and several tools have been developed for
pan-genomics applications. The tools enable scientists to explore bacterial
genomes with more flexibility considering all types of genetic variations.
Pan-genomics has many applications in medicine such as the development of
vaccines and drugs against pathogenic bacteria. In this chapter, we discuss the
fundamental principles and algorithms for pan-genome analysis and introduce
and compare the most recent computational tools.

2.1 Introduction

Despite the fact that not all microbes are harmful, more than 17 million people are
killed from infectious diseases caused by microbes each year (‘WHO | Press release’
2013). There have been several deadly bacterial pandemics through history such as
the plague, cholera, and typhus in which millions of people perished, reshaping the
ancient and medieval world populations. Fortunately, the existence of microbes was
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discovered for the first time by Robert Hooke and Antoni van Leeuwenhoek in the
seventeenth century (Gest 2004). Later, in the nineteenth century, the science of
bacteriology was established. Louis Pasteur demonstrated the germ theory of disease
and the relationship between microbes and diseases (Lanska 2014), and Robert Koch
discovered the bacterium Bacillus anthracis as the cause of anthrax (Blevins and
Bronze 2010).

Bacteria are one of the most important types of organisms that cause diseases.
These single-celled prokaryotes can be found almost everywhere, and their existence
on earth dates back to about 3.5 billion years ago (Kara and Robert 2018). Since they
can live in extreme environmental conditions on earth, they might exist on other
planets or even other galaxies in the universe (Grebennikova et al. 2018).

To understand the outbreak and pathogenesis of bacterial infections, their
genomes must be studied and analyzed precisely. The first step is to sequence the
genome, which contains information about the origin of the species and its evolution.
Two major sequencing techniques have been developed: early sequencing
techniques or first-generation sequencing developed in the 1970s, which include
the Maxam-Gilbert and Sanger methods (Sanger et al. 1977), and modern sequenc-
ing or next-generation sequencing (NGS) technologies that have been developed in
the twenty-first century. NGS is also called deep sequencing, high-throughput
sequencing, or massive sequencing. Examples include Illumina (Solexa), Roche
454, and SOLiD (Goodwin et al. 2016). Sanger sequencing can cover a long stretch
of DNA with higher quality and is sometimes used to sequence small pieces of DNA
such as bacterial plasmids or for validation. However, it is more expensive and time-
consuming than NGS and is inefficient for sequencing entire genomes. For instance,
Sanger sequencing took over a decade to deliver a draft human genome, while NGS
takes only a single day to sequence an entire human genome (Behjati and Tarpey
2013). The whole genome of a bacterium can be sequenced by NGS technology for a
few hundreds of dollars (Mengoni et al. 2015). As a result, today, an enormous
amount of genetic sequences are publicly available in databases such as the National
Center for Biotechnology Information’s (NCBI) GenBank (Ostell and McEntyre
2007), the DNA Databank of Japan (DDBJ) (Miyazaki et al. 2004), and the
European Nucleotide Archive (ENA) (Leinonen et al. 2011), among others.

Owing to the availability of large amounts of sequencing data, a bacterial species
can be described through an inclusive reference genome called the pan-genome.
Computational algorithms and tools have been developed for pan-genome building
and analysis. The pan-genome is a kind of reference genome that represents all genes
in a collection of bacterial isolates. The pan-genome is usually defined for bacteria
and viruses because they are highly recombinogenic and have a small genome and
many isolates can be cloned and sequenced quickly. Nonetheless, the pan-genome
approach can also be applied for eukaryotes like plants to investigate similarities and
differences in individuals of the same species. In this chapter, the bacterial
pan-genome definition, algorithms, and the computational tools available for
pan-genomics will be discussed.
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2.2 Pan-Genome

For most studies in comparative genomics starting with NGS data, a reference
genome is required, and it must be defined for data analysis. This reference genome
can be:

1. The genome of one strain.
2. The consensus sequence drawn from all strains.
3. A comprehensive genome that contains all genetic variants.

The remarkable capability of bacteria to adapt to their environment is enabled by
their ability to exchange their genetic material by homologous recombination and
horizontal gene transfer. It allows bacteria to have a dynamic, adaptable, and diverse
genome (Maloy 2013). This genomic plasticity is even considerable across different
strains of the same bacterial species. Therefore, a single genome sequence cannot
necessarily represent the entire range of genetic variation in bacteria. A pan-genome
is actually a type of reference genome that displays all variants, including all possible
genes. In 2005 and for the first time, the term, comparative pan-genomics, became
official when eight strains of Streptococcus agalactiaewere compared (Tettelin et al.
2005). Since then, the pan-genome has been defined as the following: “For a
collection of closely related strains, pan-genome is the entire gene set that exists in
those strains.”

The pan-genome contains three types of genes according to their availability
among strains (Fig. 2.1):

1. Core genes that exist in all strains.
2. Accessory genes (dispensable genes, variable genes, or adaptive genes) that are

present in some strains but not all.
3. Unique genes (specific genes) that are a particular form of accessory genes that

are present only in one strain.

The collection of core genes is called the core-genome, and the collection of
accessory genes is called the accessory-genome. Therefore the pan-genome ¼ core-
genome + accessory-genome. The total gene number in the pan-genome is:

Total genes ¼ core genes + accessory genes
Pan-genome ¼ core-genome + accessory-genome

The genes in the core-genome are often the signals of identity and make a species
what it is. Core genes, also called the minimal gene set, are essential for normal cell
functions such as DNA replication, transcription, and translation and are universally
conserved. The genes in the accessory-genome are not necessary for basic life, at
least for all conditions that bacteria encounter. The existence of these genes causes
some strains to gain specific traits such as virulence and antibiotic resistance or the
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ability to occupy niche environments. The total number of genes in the pan-genome
is usually larger than the number of genes in one single strain.

In some species, after adding a certain number of genomes from different strains,
the total number of genes in the pan-genome does not increase further. This
pan-genome that reaches a plateau is called a closed pan-genome. Meanwhile, for
other species, every new strain adds new genes to the pan-genome. Such species
have an open pan-genome that does not reach a plateau (Fig. 2.2). Species that are
dormant and live in an isolated environment often have a closed pan-genome,
whereas metabolically active species that have a diverse genome and horizontally
transfer genes have an open pan-genome (Rouli et al. 2015).

It is worth noting that, although the pan-genome usually has a gene-based
definition which means it refers to the entire gene set existing in different strains
of one species, it can also have a sequence-based characterization which means it
refers to all sequences found in different strains of one species. The gene-based
definition considers variations at gene levels such as gene presence/absence and gene
copy number variations (CNVs), while the sequence-based description is complete
and considers all small-scale variants such as single nucleotide polymorphisms
(SNPs), insertion/deletions (Indels), and structural variants (SVs) in coding and
noncoding sequences. Nonetheless, the fundamental reason for the pan-genome
definition is that a single individual genome is unable to show all genetic variants

Fig. 2.1 Pan-genome of three strains. Gene A is a core gene as it exists in all strains. Gene B and C
are accessory genes because they exist in two strains and not all. Gene D and E are unique genes
specific to strain 1 and 3, respectively. This pan-genome has five genes A, B, C, D, and E in total
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found in the species. Therefore, a pan-genome is a hypothetical combination of
variants that do not exist in reality. Thus, a more comprehensive pan-genome
definition is:

Pan-genome is the entire set of all DNA sequences including genes and noncoding
regions found in individuals of the species.

2.3 Computational Pan-Genomics

The discipline of computational pan-genomics refers to all computational principles
that are applied for pan-genome visualization, statistical analysis, and software
development.

2.3.1 Pan-Genome Graphical Representation

The main idea in pan-genomics is to replace traditional consensus and linear
reference genomes by a pan-genome structure that captures all variants in one
species. The two main methods to represent the pan-genome structure are:

1. A multiple sequence alignment (MSA)
2. A graph data structure

The structure of the pan-genome in Fig. 2.1 is visualized in Fig. 2.3 by an MSA
and a graph.

Fig. 2.2 In a closed
pan-genome, the number of
total genes will not increase
after adding a certain number
of strains. In open
pan-genome, any new strain
adds new genes to the
pan-genome
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2.3.1.1 Pan-Genome as an MSA
Representing a pan-genome as an MSA generates a large and sophisticated structure,
the analysis of which is complicated. The reason is that each gene must be
represented as many times as the number of isolates it exists in. For example, in
Fig. 2.3a, Gene A is present in three strains, and Gene B is present in two strains.
Therefore, Gene A appears three times and Gene B twice. Moreover, although the
MSA can spot SNPs and Indels, it is not able to identify gene duplications and
chromosomal structural variants. For almost all pan-genome analyses, researchers
prefer graph data structures over an MSA.

2.3.1.2 Pan-Genome as a Graph
In molecular biology, the terms graph and network are used interchangeably (Huber
et al. 2007). Before explaining how to represent a pan-genome as a graph data
structure, it is helpful to introduce the basic definitions in the graph theory briefly.

Fig. 2.3 (a) The pan-genome in Fig. 2.1 is shown by an MSA and (b) a directed graph. Each
rectangle is a node that represents a gene, and each arrow is a directed edge that joins two nodes.
Each path, which is a combination of edges on the graph, indicates the set of genes that are present
in one strain; the black path shows genes found in strain 1, the orange path for strain 2, and the gray
path for strain 3
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The graph G(V, E) is a set of nodes or vertices (V ) that are joined by a set of edges
(E) (Fig. 2.3b). An edge that joins two nodes u and v is an incident on them and is
denoted by (u,v). Two nodes that are joined by an edge are called adjacent nodes,
and two edges that are joined by a node are called adjacent edges. The edge (u,u) that
joins the node u to itself is called a loop. The edge (u,v) that joins two different nodes
u and v is named a proper edge. Multiple edges that join the same two nodes are
called multi-edges. A complete graph is a graph where every pair of nodes is joined
by an edge. A directed edge is an edge that has a specified direction and joins a start
node called tail node to an end node called head node. The head node is the
successor of the tail node, and the tail node is the predecessor of the head node. If
all edges in a graph have direction, the graph will be called a directed graph or
digraph. A walk is a way of getting from one node to another through a sequence of
edges. A path is a walk in which every vertex appears only once. The length of the
shortest path between two vertices is called the distance between them. A walk
visiting every edge exactly once is called the Eulerian walk (Wilson 2006).

To design a graph that is able to represent all genetic variations in the
pan-genome, the genome sequences of different strains are split into their substrings
called k-mers which are subsequently arranged in a graph. A k-mer is a substring of
certain length k (k is a natural number) that can be obtained from the sequence S of
length n while 1 < ¼ k < n. The substring from position i to j is shown as S[i:
j]. Therefore, any k-mer of sequence S is defined as below:

k�mers ¼ S i : iþ k � 1½ � Inclusiveð Þ 1 <¼ i <¼ n� k þ 1ð Þ& 1 <¼ k <¼ nð Þ:
The total number of k-mers will be (n � k + 1).

Example

Sequence: S ¼ “CGCTGAGCT”
Example of substrings: S[1:4] ¼ “CGCT”, S[2:4] ¼ “GCT”, S[5:5] ¼ “G”
Sequence length: n ¼ 9
K-mer length: k ¼ 3
Kmers ¼ S[i:i + k-1] ¼ S[i:i + 2] (1 < ¼ i < ¼ 7)
A total number of k-mers of length 3 (3-mers) obtained from sequence S of length 9:
N – K + 1 ¼ 9–3 + 1 ¼ 7
All possible 3-mers obtained from S, note that there is a repeat of “GCT”:
3-mers ¼ [“CGC”, “GCT”, “CTG”, “TGA”, “GAG”, “AGC”, “GCT”]

The k value is critical here and must be selected carefully. It depends on the genome
length, the available computing resources, and the type of analysis. To count all
k-mers in a sequence, many space-efficient algorithms have been developed.
Examples are disk streaming of k-mers (Rizk et al. 2013), k-mer counter (Kokot
et al. 2017), and Squeakr (Pandey et al. 2018).

2 Bacterial Pan-Genomics 27



All k-mers derived from sequence S are arranged in a directed graph called a de
Bruijn graph (DBG) denoted by G(S,k). This graph contains a node for each distinct
k-mer of S, and a directed edge (u,v) connects two nodes u and v if

u ¼ S i : iþ k � 1½ � and v ¼ S iþ 1 : iþ k½ �
The gene content of each strain is illustrated by an Eulerian walk on the graph.

To save memory and space, the DBG is compressed by merging its nodes to
produce a compressed DBG. Two nodes u and v are allowed to be merged into a
single node if

Node u is the only predecessor of node v, and node v is the only successor of node
u. There may be multiple edges between them.

In a compressed DBG, every node (except the start node) has at least two different
predecessors, or its single predecessor has at least two different successors, and
every node (except the end node) has at least two different successors, or its only
successor has at least two different predecessors (Beller and Ohlebusch 2016). A
compressed DBG can be constructed by identifying maximal exact matches using a
suffix tree (Marcus et al. 2014) or more efficiently by a combination of FM index,
compressed suffix tree, and Burrows-Wheeler transform (Baier et al. 2015).

The k-mer-based representation of the pan-genome in a graph has many
advantages such as simplicity, speed, and robustness. It is not always necessary to
use fixed-length k-mers as the pan-genome can be arranged in acyclic and cyclic
graphs (Marschall et al. 2016). The pan-genome graph is able to highlight all genetic
diversities found in a species from SNPs and Indels to gene presence and absence. It
renders a compact graphical portrait of the pan-genome that characterizes the
variants among individuals. Moreover, graph-based pan-genomics provides access
for retrieving data and defining a suitable coordinate system. It highlights the
variable and conserved regions across the genomes. All genes are represented only
once on the graph (no matter in how many strains they are present), and each strain is
characterized by an exclusive walk on the graph (Fig. 2.4).

2.3.2 Pan-Genome Computational Analysis

High-performance and parallel computing are necessary for pan-genome computa-
tional analysis, particularly when a high number of strains are involved in the
investigation. The computational pipeline often needs significant RAM and storage
space.
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A bacterial pan-genome analysis starts with a set of whole genome sequencing
(WGS) short reads obtained from several closely related strains, preferably from the
same species. The pipeline for a pan-genome analysis has four main steps (Fig. 2.5):

1. Reads quality control, preprocessing, and cleaning
2. Genome assembly and annotation
3. Pan-genome construction
4. Pan-genome downstream analysis

Fig. 2.4 (a) Genomes of strain 1 and strain 2; Gene A shown in green is a core gene, and gene B
shown in red is an accessory gene; there is an SNP on position 5 of Gene A highlighted in yellow.
(b) The genome of strain 1 is demonstrated by its 3-mers in the form of a DBG on the left and a
compressed DBG on the right. (c) The genome of strain 2 is shown by its 3-mers in the form of a
DBG on the top and a compressed DBG on the bottom. (d) The pan-genome of both strains is
shown as a compressed DBG, the blue Eulerian walk indicates the genome of strain 1, and the
orange Eulerian walk indicates the genome of strain 2; both variants in the form of SNP and gene
presence/absence are identifiable on the graph; the yellow letter indicates the SNP, the green nodes
show gene A, and the red nodes show gene B
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2.3.2.1 Reads Quality Control, Pre-processing and Cleaning
The sequencing short reads are stored in standard file formats like fastq (Cock
et al. 2009). The quality of the reads is evaluated by tools such as fastqc
(Andrews 2010), the adapter sequences are trimmed, and sequences with low

Fig. 2.5 Overview of pan-genomic analysis
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quality are removed by tools like FASTX toolkit (Gordon and Hannon 2010). The
clean sequences that are of high quality are supplied to the genome assemblers.

2.3.2.2 Genome Assembly and Annotation
The next step is to assemble the genomes of all strains. Typically, a pan-genome
analysis is useful when working with a bacterial species whose genome is highly
divergent across different strains. Defining a linear reference genome for such a
diverse species is difficult. Thus, de novo assembly (Paszkiewicz and Studholme
2010), which is reference-free, is desired in computational pan-genomics. The
genome assembly can be achieved by some publicly available tools such as
VelvetOptimiser (Gladman and Seemann 2008) and SOAPdenovo (Luo et al.
2015). For a successful pan-genome analysis, the assembled genome should be of
high quality, and contigs should have a minimum length of 500 base pairs. Tools like
Quast (Gurevich et al. 2013) can be used to evaluate the quality of the assembled
genomes.

To define the pan-genome and determine its core and accessory genes, all
assembled genomes must be annotated coherently with a tool that is compatible
with the pan-genome builder. Accurate assembly and annotation produce a
pan-genome with high quality enabling a productive analysis. Annotated genomes
are saved in standard file formats, such as BED, GFT, GFF, and GFF3. Many tools
have been developed for bacterial gene prediction and annotation. Examples include
Glimmer (Delcher et al. 2007) and Prokka (Seemann 2014). Prokka is specifically
designed for prokaryotic genome annotation and works based on the integration of
several tools and databases such as SignalP (Petersen et al. 2011), Aragorn (Laslett
and Canback 2004), HMMER3 (Finn et al. Finn et al. 2011), Rfam (Nawrocki et al.
2015), and Infernal (Nawrocki and Eddy 2013). Prokka is a well-run annotator that
produces its outputs in various file formats, at least one of which will be compatible
with one of the tools used for pan-genome construction. For annotation from scratch,
Pannotator (Santos et al. 2013) is suitable, and to improve the available annotations,
eCAMBer (Wozniak et al. 2014) andMugsy-Annotator (Angiuoli et al. 2011) can be
applied.

2.3.2.3 Pan-Genome Construction
As discussed earlier, the pan-genome can be defined either as a collection of genes or
genome sequences from multiple strains of one species. For this reason, two types of
tools have been developed for pan-genome construction and analysis (Zekic et al.
2018):

1. Gene-based tools
2. Sequence-based tools

To use the gene-based tools, all genomes must be annotated, and the gene content
of each strain must be determined. These tools first use graph-based methods to
assign orthologous genes found in strains and then construct the pan-genome. Some
of the most popular gene-based tools developed so far are EDGAR (Blom et al. 2016),
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PGAT (Brittnacher et al. 2011), PGAP (Zhao et al. 2012), PanOCT (Inman et al.
2018), GET_HOMOLOGOUS (Contreras-Moreira and Vinuesa 2013), PanFunPro
(Lukjancenko et al. 2013), ITEP (Benedict et al. 2014), PanGP (Zhao et al. 2014),
LS-BSR (Sahl et al. 2014), Roary (Page et al. 2015), Micropan (Snipen and Liland
2015), Piggy (Thorpe et al. 2018), BPGA, and Pyseer (Lees et al. 2018).

For a sequence-based pan-genome analysis, the sequences of different genomes
are indexed. To increase efficiency regarding required time and memory, graph-
based methods are applied. DBG is usually employed here as the analysis does not
require a reference sequence or alignment. Examples of sequence-based tools are
Panseq (Laing et al. 2010), Harvest (Treangen et al. 2014), SplitMEM (Marcus et al.
2014), TwoPaCo (Minkin et al. 2017), and Bloom Filter Trie (Holley et al. 2016).

2.3.2.4 Pan-Genome Downstream Analysis
Most of the tools mentioned above can perform some downstream analysis. The
downstream analysis includes tasks such as multiple sequence alignment of the core-
genomes, phylogenetic tree construction, alignment of the short reads to the
pan-genome, variant calling, studying of genes in different metabolic pathways,
pan-genome visualization, and various statistical analyses.

The multiple sequence alignment of core-genomes is sometimes produced by the
pan-genome builder. This alignment is then used to extract the variant sites in the
core genes which are used to draw an initial phylogenetic tree. This tree can be
colored according to the sample phenotypes and provides an overview of the
association between samples from different phenotypes. Snp-sites (Keane et al.
2016) is a tool which is useful to extract all variant sites from the multiple sequence
alignment of all the core genes. The phylogenetic tree can be drawn by considering
only those variant sites in the core-genome of the different strains. However, if
sufficient computing resources are available, the phylogenetic tree can be drawn
directly from the alignment of the core-genomes. Tools like ClustalW (Larkin et al.
2007) and FastTree (Price et al. 2010) are appropriate for this tree drawing. The tree
coloring and visualization can be performed with the help of tools such as Evolview
(He et al. 2016).

The software Scoary (Brynildsrud et al. 2016) was developed to score genes in
the pan-genome for their association with an observed trait. This tool finds genes
whose presence or absence are strongly associated with a phenotype and considers
the influence of the population stratification. Piggy (Thorpe et al. 2018), on the other
hand, is a tool that examines the variation in intergenic regions in bacteria. Apart
from genes, the presence or absence of some intergenic regions affects the pheno-
typic behavior of the bacterium. Both Scoary and Piggy can use the output of Roary
as their input.

To perform a pan-genome-based GWAS, the sequence of the genes in the
pan-genome can be utilized as a reference to identify SNPs and Indels in each strain
and determine whether they are in the core genes or accessory genes. In this case, the
pan-genome is usually saved in a fasta file in which each record represents the
consensus sequence of a gene drawn from the entire population. Then the short reads
are aligned to this reference sequence and variants are called. The SNPs in the core
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genes reflect the age of the species. To reduce the analysis workload, specific
informative SNPs should be selected in a process called representative SNP selection
(Hurgobin and Edwards 2017). As explained earlier, the pan-genome can be saved
as a graph. Several tools have been developed to align short reads directly to the
pan-genome graph. Examples are BGREAT (Limasset et al. 2016) and VG.1 The
pan-genome graph can also be used for reference-free variant calling (Iqbal et al.
2012). For further details about the tools, their algorithms, and performance, refer to
(Xiao et al. 2015), (Vernikos et al. 2015), and (Zekic et al. 2018). Many scripts
written in R and Python are available for pan-genome visualization; some of the
more versatile tools for this are Phandango (Hadfield et al. 2018), Panx (Ding et al.
2017), and Panviz (Pedersen et al. 2017).

2.4 Pan-Genomics Research Examples

As mentioned earlier, the importance of pan-genomics in medicine and microbiol-
ogy was first considered in 2005, when (Tettelin et al. 2005) utilized the term
pan-genome for the first time and investigated six strains of Streptococcus
agalactiae, which is the primary cause of neonatal infection in human. The research
concluded that multiple strains must be sequenced to study a bacterial species
because many of them have an open pan-genome. In some cases, hundreds or
even thousands of strains must be sequenced. It is essential to consider their large
accessory-genomes to identify potential candidates for the design of effective drugs
or universal vaccines. To date, many studies have been conducted based on
pan-genomics algorithms and principles.

As an example, (Rasko et al. 2008) carried out a pan-genome analysis on
17 samples of E. coli. Their dataset was composed of commensal, extraintestinal
pathogenic, and diarrheagenic samples. They identified an open pan-genome which
was made up of more than 13,000 genes including 2200 core genes. They found
isolate-specific genes that led them to assume that each isolate can develop its
virulence independently. They suggested that extraintestinal pathogenic samples
share a significant level of similarity; however, in general, this study showed that
the E. coli pathovars are not distinct on the molecular level (Rasko et al. 2008).

Pan-genomics can also be applied to investigate the genome of one bacterial
species in association with other species. For example, (Donati et al. 2010)
analyzed the genome of 44 strains of pathogenic Streptococcus pneumoniae
and compared them with strains of nonpathogenic Streptococcus mitis.
According to their results, Streptococcus pneumoniae has an open pan-genome
that enables the bacterium to respond to the different environments. They deter-
mined that homologous recombination is the primary evolutionary process used
by Streptococcus pneumoniae. The genetic materials can be exchanged within

1https://github.com/vgteam/vg
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the species or with other species like Streptococcus mitis. They correlated the age
of clones with the number of acquired genes (Donati et al. 2010).

In another study carried out by (D’Auria et al. 2010), they built the pan-genome
of five strains of Legionella pneumophila. They compared the gene content of a
persistent strain from Spain to the genome of four other strains from other countries
such as England, France, and the United States. Out of their constructed
pan-genome, they identified 53 genes specific to the pathogenic strain from Spain.
The research demonstrated that the accessory-genome contains new traits that can be
exchanged through horizontal gene transfer and the virulence of the bacterium is
promoted by part of its core-genome. In this study, pan-genomics was applied to
compare samples from different geographical locations (D’Auria et al. 2010).

To improve the accuracy of a pan-genome study, especially for species that have
a very diverse genome, hundreds or even thousands of samples must be included in
the study. This type of data analysis requires excessive computing power and time.
This issue has been resolved with the availability of high-performance computing
(HPC) algorithms and clusters. A pan-genome study conducted by (Azarian et al.
2018) used 937 Streptococcus pneumoniae samples to investigate the evolutionary
impact of vaccination. They concluded that the introduction of the pneumococcal
conjugate vaccine (PCV) reduced the pan-genome size and the genetic diversity and
changed frequencies of genes. However, the genetic diversity expanded again
through in-migration of non-vaccine lineages, and frequencies of genes returned to
the original value by selection (Azarian et al. 2018). In this study, pan-genomics was
applied to compare samples from different time points.

In addition to bacteria, pan-genomics can be applied for eukaryotes and is
particularly useful for plants. A study by (Gordon et al. 2017) explored 54 lineages
of the grass Brachypodium distachyon. The number of genes in the pan-genome was
twice the number of genes existing in an individual genome. As expected, they
demonstrated that the core genes are essential for basic biological functions, while
accessory genes are required for beneficial functions such as defense and develop-
ment. They concluded that genes in the accessory-genome have critical roles in the
phenotype of different individuals and transposable elements are significantly
involved in the pan-genome evolution.

2.5 Conclusion

Pan-genomics has revolutionized our understanding of microbiology. Thanks to
advances in sequencing technologies, researchers can access hundreds or even
thousands of sequenced genomes from the same species. Different strains of a
bacterial species often have different gene contents, and each of them has its
combination of genes. The pan-genome has been developed to address this genomic
diversification in bacteria. For some bacterial species, the diversity is high, and the
ratio of core-genome/pan-genome is low. For example, only 3.7% of the
pan-genome obtained from 2000 Escherichia coli (E.coli) strains (Land et al.
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2015) and 3.5% of the pan-genome obtained from 53 strains of Campylobacter
concisus (Gemmell et al. 2018) are core and shared by all strains.

On the other hand, in higher eukaryotic organisms, the gene contents of different
individuals are almost the same, and their genomic diversity is mainly in the form of
SNPs, Indels, SVs, and CNVs, which affect gene regulation or function instead of
the gene content. For instance, the genetic diversity across human genomes is about
0.6% (Auton et al. 2015), and they share more than 99% of their gene repertoire. If
we define a eukaryotic species as a group of individuals that share more than 99% of
their genomes, we should redefine it for bacteria as many of them do not meet this
threshold.

The considerable variation in gene content between bacterial strains is attributed
to their capability to exchange their genetic material through transformation, trans-
duction, and conjugation. They can use this ability to adapt themselves to their
environment, survive in extreme conditions, become pathogenic, and acquire resis-
tance to antibiotics. From the medical perspective, the pan-genome is an ideal
reference genome to highlight all variants among bacterial strains. It helps
researchers to differentiate pathogenic isolates in a large population and understand
their pathology. The pan-genome can be applied as a reference to find genes or
sequences that are significantly liked to the particular phenotypes such as invasive-
ness or antibiotic resistance and is thus crucial for facilitating bacterial disease
control, vaccine development, and drug design.
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Phyllosphere and Its Potential Role
in Sustainable Agriculture 3
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Abstract
The Phyllosphere – the microbial composition of the aerial part of the plant – has
coevolved with its plant host to populate one of the highly dominated places
microbes are able to colonize. In contrast to root associated microbes which are
engulfed by a buffering soil, the phyllosphere microbial community is highly
affected by environmental factors such as climate variation. Considering the high
diversity and abundance of foliar community consisting bacteria, fungi, protozoa
and nematodes, the phyllosphere is subjected to complex ecological interactions
(e.g., antibiosis, competition for resources, and symbiosis) among its members
and the plant host. Similar to observation in human gut microbiome, these
interactions are likely to affect plant interaction with pathogens, as partially
demonstrated in studies of biocontrol agents. Thus, “Plants wear their guts on
the outside” as previously suggested by Janzen DH (1985) The natural history of
mutualisms. In: The biology of mutualism: ecology and evolution. Croom/Helm,
London/Sydney, pp 40–99. In spite of the importance of this community, there
are limited studies that deploy functional omics approaches to study the
phyllosphere, and specifically the microbial biotic community associated with
pathogenic organism - the Pathobiome. Thus, future studies should include
functional analysis of the phyllosphere, role of its community members as
biofertilizers and growth stimulators, the effect of nutrients (e. g., K, N, P, Fe)
composition on its microbial population profile, and phyllosphere-host
interactions. Empowered by “next generation sequencing”, findings from these
studies should enable to support agrotechnical practice and breeding programs
that will improve crops production, quality, and resistance to biotic and abiotic
stress.
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This chapter covers most important facets of knowledge accumulated from
phyllosphere research: Environmental conditions affecting the establishment and
composition of the phyllosphere. Advanced methodologies used for detection and
study of the phyllosphere, following summary of its taxonomic composition. The
role of the phyllosphere in plant fitness and health, including study of the
pathobiome. And finally, the potential use of phyllosphere monitoring and
manipulation in sustainable agriculture practices.

3.1 Introduction

Similar to humans and animals, plants are complex organisms that have coevolved
with a plethora of soil, water, and airborne microbes. Growing evidences suggest
that plants are associated with plenty of microorganisms including endophytes and
epiphytes (Bulgarelli et al. 2013). The term phyllosphere was first introduced in
1956 to describe the microbial composition of the aboveground part of the plant
including flower and foliage (leaves and stems) (Ruinen 1956). This definition was
further modified to describe the microenvironment extending from the leaf surface
outward to the outer edge of the boundary layer surrounding the leaf and inward into
the leaf tissues (Morris 2002). Thus, phyllosphere can be defined as the microbial
composition of the aerial part of the plant.

Among the aerial parts, leaves are one of the highly dominated places microbes
are able to colonize. The total leaf surface estimated as 4x108 km2 may comprise
approximately 1026 bacterial cells (Morris and Kinkel 2002; Lindow and Brandl
2003). The phyllosphere microbial community is populated mainly by bacteria
including various phyla like Proteobacteria, Bacteroidetes, and Actinobacteria
(Vorholt 2012); fungi including Ascomycota, and Basidiomycota (Izuno et al.
2016); yeast; algae; protozoa; and nematodes (Thapa and Prasanna 2018). In contrast
to bacteria, the archaeal and fungal composition of the phyllosphere is much smaller
(Andrews and Harris 2000; Lindow and Brandl 2003; Arnold and Lutzoni 2007;
Jumpponen and Jones 2009); however, it is potentially involved in essential
functions such as interactions with different pathogens and carbon/nitrogen dynam-
ics (Voříšková and Baldrian 2013). In contrast to root-associated microbes,
phyllosphere microbial community is highly affected by environmental factors
such as climate variation affecting water availability and light intensity (Carvalho
and Castillo 2018), anthropogenic factors (e.g., use of pesticides) (Karlsson et al.
2014; Glenn et al. 2015; Ottesen et al. 2015), and host genetic factors (e.g., age of the
plant, anatomical location, and the host defense system) (Ottesen et al. 2013; Horton
et al. 2014; Bringel and Couee 2015 Wagner et al. 2016).

Considering the abundance and variability of phyllosphere microbial community
described above, the plant foliar pathogens (e.g., fungi or bacteria) are engulfed in
multiple pairwise ecological interactions within the phyllosphere (i.e., mutualism,
predation, parasitism, commensalism, and competition), which are mediated through
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various mechanisms (e.g., antibiosis, signal interference, competition for resources,
manipulating host growth and defense, and quorum sensing) (Lindow and Brandl
2003; Vorholt 2012; Bulgarelli et al. 2013). Study of these interactions and their
underlying regulating molecular and physiological mechanisms is a new field
holding great potential for developing new strategies to control plant pathogens.

This chapter describes factors allowing successful establishment of the
phyllosphere microbial population, methods used for their detection and study, the
phyllosphere taxonomic composition, their role in plant fitness and health, the
importance of pathobiome study, and the potential use of phyllosphere monitoring
and manipulation in sustainable agricultural practices (e.g., use of biocontrol agents,
plant growth stimulators, and biofertilizers).

3.2 Environmental Conditions Affecting Microbial Community
Composition

In contrast to rhizosphere microbes surrounded by buffering soil supplying a rela-
tively stable environment, the phyllosphere bacteria are subjected to ephemeral and
stressful environment. To establish and proliferate in this environment, the microbial
community must cope with multiple stresses, such as climate or host-borne low
water and nutrient availability, high radiation (mainly UV), warm and cold stresses
including freezing, osmotic stress, plant defense activity (e.g., secretion of antimi-
crobial agents), and anthropogenic factors such as the use of pesticides (Karlsson
et al. 2014; Glenn et al. 2015; Ottesen et al. 2015; Lindow and Brandl 2003; Gourion
et al. 2006; Vorholt 2012; Bringel and Couee 2015; Sousa et al. 2018). As the
anatomy of the leaf often has a significant effect on the microenvironment
conditions, environmental stresses are often determined or modulated by the leaf
architecture. In the following sections, we will discuss the leaf architecture in this
context and the effect of major factors on microbial colonization of foliar organs.

3.3 Leaf Architecture

Physiological conditions resulting from leaf surface have a significant effect on their
microbial community. The typical structure of the leaf consists of the cuticle, upper
epidermis, palisade layer, veins, spongy layer, and lower epidermis comprising the
stomata. The cuticle is a waxy hydrophobic layer that serves as a physical barrier
against pathogens and prevents water loss (Yeats and Rosa 2013). Multiple studies
illustrated that the majority of the microbial community “select” to avoid such
unfavorable conditions by colonizing anatomical sites exhibiting more advantageous
microenvironments. That is, the phyllosphere members often colonize the stomata,
trichomes, epidermal cell wall junctions, veins, and the surrounding hydathodes
(Table 3.1 and related citations). Proximity to these microenvironments could
improve attachment, nutrient or water availability [e.g., hydathode exudates
(Singh 2014)], and conductivity [e.g., veins (Thapa et al. 2018) and stomata].
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Furthermore, bacterial colonies often form aggregates and biofilm structures that
increase resistance to stresses (e.g., low water availability) (Bogino et al. 2013),
improve their attachment capacity, and supply interactions mediated by signaling
and quorum sensing (Williams 2007), which could be beneficial for their survival.

3.4 Availability of Water

The availability of water on the leaf surface also determines the microbial commu-
nity composition and is highly affected by transpiration, guttation (xylem exuda-
tion), (photo)respiration, and photosynthesis. The movement of water starts from its
absorption through the roots via the xylem and travels all along through the stem to
distribute among different branches of the plants and leaves. Environmental condi-
tion such as light intensity affects this process, as well as other water-related flows
like transpiration (mediating transpiration), guttation, and (photo)respiration.

Table 3.1 Common site of bacterial aggregation on different leaf surfaces

Site
Plant

Epidermal
cell wall
junction Cuticle Stomata Veins Trichome

Apple Mansvelt and
Hattingh
(1989)

Mansvelt and
Hattingh
(1989)

Mansvelt and
Hattingh
(1989)

Pepper Bashan et al.
(1982)

Soybean Meyer and
Wergin
(1998)

Grapes Davis and
Brlansky
(1991)

Pear Mansvelt and
Hattingh
(1987)

Mansvelt and
Hattingh
(1987)

Mansvelt and
Hattingh
(1987)

Mansvelt and
Hattingh
(1987)

Tomato Roos and
Hattingh
(1983) and
Timmer et al.
(1987)

Roos and
Hattingh
(1983) and
Timmer et al.
(1987)

Roos and
Hattingh
(1983) and
Timmer et al.
(1987)

Roos and
Hattingh
(1983) and
Timmer et al.
(1987)

Rice Mew et al.
(1984)

Mew et al.
(1984)

Mew et al.
(1984)

Peach Miles et al.
(1977)

Miles et al.
(1977)

Sweet
cherry

Roos and
Hattingh
(1983)

Olive Surico (1993)
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Because water accumulates near the stomata, bacterial communities were observed
near this site (Table 3.1). The water diffuses through the stomata and condenses and
forms a water film over the leaf (Burkhardt and Hunsche 2013), ultimately causing
leaching of nutrients further supporting microbial colonization. Other minor aqueous
pathways are present close the vascular tissues near the base of the trichrome and in
anticlinal cell walls (Schönherr 2006) which are often colonized by microbes
(Table 3.1). In addition, a microscopic layer of water observed to accumulate on
the leaf cuticle may support microorganism division (Stevenson et al. 2015) and
bacterial motility (swimming, twitching, and swarming) on the leaf surface (Beattie
2011). Study of flagellum-dependent Pseudomonas putida suggested that water
layer thicker than 1.5 μm is suitable for bacterial motility over the leaf surface
(Dechesne et al. 2010).

3.5 Photosynthesis

Leaf physiology has significant influence on phyllosphere composition. Physiologi-
cal parameters are (in)directly regulated by photosynthesis among other processes,
such as water and nutrient balance; and CO2 and O2 concentrations which have a
significant effect on the microbial composition of the phyllosphere (Vacher et al.
2016). Plant nutrients, mainly carbohydrates, are made through the process of
photosynthesis in palisade layer of cells and then transported to other parts of the
plants. Some amount of these carbohydrates leaches out to the cuticle through
diffusion. For example, chemical analysis on bean leaves suggested that about 0.2
to 10 μg of sugar is enough to support the growth of 107 to 108 cells/leaf (Mercier
and Lindow 2000). The process of leaching not only excretes sugars but also other
organic compounds, secondary metabolites, and volatile compounds potentially
affecting the microbial composition of the phyllosphere (Tukey 1970; Blakeman
1972; Wildman and Parkinson 1981). Plants (and often microbes) emit a variety of
volatile organic compounds (VOCs) including terpenoids, aromatic compounds,
nitrogen-containing compounds, and volatile sulfur compounds. These compounds
mediate bidirectional relationship between plants and microbes ultimately affecting
the physiological characteristics of each other (Farré-Armengol et al. 2016). Plants,
for example, secrete antimicrobial compounds and different carbon sources ulti-
mately shaping microbial community. One interesting example is the secretion of
methanol, which supports colonization of the methylotrophic bacteria
Methylobacterium extorquens, residing on plant surface and utilizing methanol as
the sole carbon source (Sy et al. 2005; Abanda-Nkpwatt et al. 2006). The capability
of inhabitation of epiphytic microorganism on plants under ecologically ideal
conditions is constrained by the wealth of carbon sources on the leaf surface (Wilson
and Lindow 1994a, b). In this regard, it was demonstrated that the initial amount of
sugar present on leaf surface before colonization of bacteria determines the
subsequent total bacterial population size that it can support (Mercier and Lindow
2000). The total fungal population of the wheat and members of cotton microflora
was found to increase with elevated CO2 concentration; however, no significant
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variations were observed in cotton foliar bacteria (Runion et al. 1994; Magan and
Baxter 1996).

3.6 Genetic Background of the Host

The genetic background of the host plant species also contributes to variation in
microbial community composition (Yang et al. 2001; Rasche et al. 2006a,b, c;
Sessitsch et al. 2006; Correa et al. 2007; Redford et al. 2010; Kim et al. 2012; Balint
et al. 2013; Bodenhausen et al. 2014; Dees et al. 2015; Müller et al. 2016; Wagner
et al. 2016; Li et al. 2018). The effect of genetic background was demonstrated both
in trees and field crops. Trees. Distinct bacterial communities were observed on six
different species of tropical trees (Kim et al. 2012). Balint et al. (2013), who study
fungal communities associated with the poplar leaves, suggested that host genotypes
had a structuring effect on the composition of foliar fungal communities. In this
regard, Redford et al. (2010), who studied bacterial distribution on Pinus ponderosa
leaves, found that bacterial species variability was lower within a plant species than
between different species, even over large geographical distances. Higher
proportions of distinct microbial communities were found between different Citrus
species compared to individuals of the same species (Yang et al. 2001). Field Crops.
Rasche et al. (2006a, b, c) investigated the effect of plant genotype and identified that
different cultivars of potato and pepper harbor genotype-specific bacteria on their
leaf surface. In contrast, archaeal communities between wheat cultivars were found
to be more similar when compared to bacterial communities (Stapleton and
Simmons 2006). Klerks et al. (2007) identified variability in endophytic colonization
of (the human pathogen) Salmonella enterica serovars among three lettuce cultivars.
Sapkota et al. (2015) illustrated the importance of the host genotype by studying the
leaf fungal community of the cereal crops, including winter wheat (Triticum
aestivum), winter and spring barley (Hordeum vulgare), oat (Avena sativa), rye
(Secale cereale), and triticale (a Triticum x Secale, hybrid). They identified a large
diversity of nonpathogenic and pathogenic fungal species on different host genetic
background. Wagner et al. (2016) studied the leaf and root microbiome of the
Boechera stricta (Brassicaceae), a perennial wild mustard, and found that the leaf
microbiome was highly affected by host genotype. They pointed out that site-
specific environmental variables could amplify, overwhelm, or mask the effects of
related host effect, giving rise to context-dependent expression of host genetic
variation for functional traits influencing fungal communities. Finally, work of
Dees et al. (2015) suggested a potential age effect, as they illustrated a shift in
bacterial community composition and richness over time throughout the growing
season in leafy green vegetables and suggested that host-microbe interactions play a
role over time in shaping niches favoring the growth of particular taxa.

Few studies used analysis of mutants to provide functional support for the role of
different genotypes in determining the phyllosphere structure and related mecha-
nism. For example, total numbers of aerobic bacteria recovered from the leaves of
the genetically modified potato expressing the antibacterial peptide magainin II
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(isolated from the skin of the African clawed toad), its non-transgenic parent line,
and an unrelated cultivar did not differ significantly (O’Callaghan et al. 2005).
However, greater diversity in bacterial community was obtained in potato tubers
expressing antibacterial attacin/cecropin (first isolated from the giant silk moth
Hyalophora cecropia) or T4-lysozyme (form bacteriophage T4) agents compared
to control plants (Rasche et al. 2006a, c). In another study, analysis of various
Arabidopsis cuticular mutants revealed presence of “core” community (bacterial
phylotypes that were ubiquitously present on all plant lines) and “plant line-specific”
community (positively or negatively affected by the wax mutant phenotype)
(Reisberg et al. 2013). The effect of toxins and cuticle on diversity of phyllosphere
highlights the important role of plants’ defense system in phyllosphere-host
interactions. This complex system includes several layers of defense such as physical
barriers (e.g., cutin), RNAi, systemic-acquired resistance, (SAR), and innate immu-
nity system. The latter consists of recognition of microbes’ conserved patterns (e.g.,
chitin) by R gene receptors, followed by activation of antimicrobial agents (e.g., the
hypersensitivity response, HR, and phytotoxins) and its interaction with microbial
effectors (Jones and Dangl 2006; Dangl et al. 2013; Saijo et al. 2018). These
interactions are likely to have a significant effect on plant-microbe interactions,
mainly for pathogens, and subsequently on the structure of the microbial population.

3.7 Anthropogenic Effect: Pesticides

Anthropogenic factors like fertilization and irrigation regimes, agrotechnical practice
(e.g., growth in greenhouses or other structures affecting light temperature and
humidity), and application of pesticides are likely to affect the phyllosphere micro-
bial community composition and physiology. The effect of pesticides is potentially
significant considering their extensive use for control of plant pathogens in mono-
culture practice. For example, Ottesen et al. (2015) studied the impact of copper
pesticide applications on the phyllosphere microflora of tomatoes and found a
significant decrease in the availability of Gammaproteobacteria between controls
and copper-treated plants, suggesting that copper is effective at suppressing growth
of certain taxa in this class. Zhang et al. (2009) studied the effect of cypermethrin
insecticide application on the nontarget microbial community of the pepper plant
phyllosphere and found an increase in Bacteroidetes and Gammaproteobacteria
phyla. Karlsson et al. (2014) studied the effect of commonly used fungicides (e.g.,
azoxystrobin, bixafen, cyprodinil, and difenoconazole) on fungal phyllosphere com-
position in winter wheat. They identified moderate but significant effect on fungal
saprotrophs’ community composition, while the effect on common wheat pathogens
was mixed. Increase (of 2–5 folds) in the microbial population of apple leaf surface
treated with the insect repellent kaolin was observed by Glenn et al. (2015). Kaolin is
a mineral used in organic agriculture, which is thought to provide microbial habitat
due to the increased surface area on the leaf and reduced UV radiation at the leaf
surface. Thus, this study highlights the complex interaction between the anthropo-
genic factors and plant-microbiome interactions.
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3.8 Influence of Light on Phyllosphere Community

Plant contains specialized light-harvesting complex (photoreceptor) capturing light
photons and subsequently driving photosynthesis and plant growth, while certain
taxa of phyllosphere bacteria contain microbial photoreceptors (e.g., rhodopsin)
(Atamna-Ismaeel et al. 2012). Since both the plant and certain microbial taxa use
light as an energy source, light intensity and wavelength potentially have an impor-
tant effect on plant-phyllosphere interactions. This assumption is supported by
studies demonstrating that different light sources can affect substrate utilization,
conidia formation, ROS production, DNA damage, circadian clock, and inhibition of
sporulation on multiple phyllosphere harboring species (Carvalho and Castillo
2018). Moreover, studies of light-plant-phyllosphere interactions demonstrated
that different light sources may reduce fungal sporulation, suppress pathogenic
organism, and inhibit hyphal growth. Some examples of the effect of monochro-
matic and broader light spectrum on phyllosphere community members are provided
in Table 3.2.

3.9 Detection and Study of the Phyllosphere Microorganisms

Identification of microbes from the environment has been routinely practised by
scientists. A common classical lab approach is based on culturing methods, making
use of a variety of selective media and growth conditions for isolation of target
species. However, the estimation that less than 3% of the species are cultured
(Schloss and Handelsman 2004; Yashiro et al. 2011; Jackson et al. 2013) emphasizes
the importance of a culture-independent untargeted survey in uncovering the com-
position of phyllosphere community (Table 3.3).

Although limited in the ability to reveal the true nature of microbial diversity,
classical methodologies enable deciphering of the physiological and mechanistic
nature of selected microbial species and their interaction with the host. These
methods include:

(a) Visualization (in situ) of microbes on the surface of the colonized plant parts
through light, fluorescent, or scanning electron microscopy, SEM. Empowered by
progressive imaging technology, i.e., fluorescence in situ hybridization (FISH)
utilizing microbial fluorescence-specific probes, these methods enabled to study
the distribution of selected leaf residence and their interaction with the leaf surface
(Remus-Emsermann et al. 2014; Peredo and Simmons 2018). (b) Imprinting of
selected host surface to adhesive tapes or culture, in order to assess the (in situ)
spatial relationships between microbes and plant surface (Yadav et al. 2010). (c)
Study of (ex situ) cultured isolate species utilize physiological, molecular, and
functional genetic (e.g., generating mutants) approaches.

Culture-independent detection methods are practically useful in detecting
non-culturable or slow-growing members of the microbiome and in describing the
population structure of a sample. Based on the nucleotide, fatty acid, and
metabolomics profile among the microbial communities, methods such as 16S

46 G. C. Arya and A. Harel



rRNA polymerase chain reaction-denaturing gradient gel electrophoresis (16S rRNA
PCR-DGGE), phospholipid fatty acid analysis (PLFA), and community-level phys-
iological profiling (CLPP) have been developed to study the diversity within
phyllosphere microflora (Table 3.3). However, due to reduction in cost, improve
in speed, accessible software, and developed procedures and computational
pipelines, currently the most abundant methodology is based on ribosomal 16S

Table 3.2 Direct light effects on phyllospheric microorganisms and plant phyllosphere
interaction*

Light
Source Species Effect

Direct light effects on phyllosphere residing microorganisms
White Pseudomonas sp. DR 5–09 Changing capacity for substrate utilization

Botrytis cinerea Conidia formation

Neurospora crassa Conidia formation

UV Multiple reports DNA damage, production of ROS

Blue Pseudomonas sp. DR 5–09 Changing capacity for substrate utilization

Botrytis cinerea Conidia formation

Cercospora zeae Biosynthesis of cercosporin

Fusarium graminearum Conidia formation

Neurospora crassa Conidia formation

Peronospora effusa Sporangial formation

Trichoderma atroviride Conidia formation

Red Pseudomonas sp. DR 5–09 Changing capacity for substrate utilization

Peronospora belbahrii Inhibition of sporulation

Direct light effects in microorganism, examples of host-microorganism interaction
White Rose – Podosphaera pannosa Reduction of number of spores

Peanut – Bacillus coagulans Predominance under UV exposure

Peanut – Clavibacter
michiganensis

Predominance under UV exposure

Peanut – Curtobacterium
flaccumfaciens

Predominance under UV exposure

Rice – Enterobacter cloacae Predominance under UV exposure

Cucumber – Podosphaera
xanthii

Suppression of powdery mildew

Rose – Podosphaera pannosa Suppression of powdery mildew

Blue Maize – Cercospora zeae Synchronization pathogenesis-maize
photoperiodic responses

Red Basil – Peronospora belbahrii Inhibition of sporulation

Broad bean – Botrytis cinerea Inhibition of hypha formation and infection

Onion – Botrytis cinerea Inhibition of hypha formation and infection

Rose – Podosphaera pannosa Suppression of powdery mildew

R:FR Rose – Podosphaera pannosa Reduced suppression of powdery mildew by
Far-Red

* Adapted from Carvalho and Castillo 2018
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rRNA sequencing (for prokaryotes, or 18S for eukaryotes, and 18S internal tran-
scribed sequencing, ITS, for fungi). Empowered by next-generation sequencing
technology that increases output and precision, this technology enabled to reveal
the interaction between microfloral profile and genetic background of the host
among other environmental conditions (Knief et al. 2012; Dees et al. 2015) such
as, different climates (Finkel et al. 2011; Rastogi et al. 2012), or seasons (Ercolani
1991; Thompson et al. 1993); and anthropogenic factors (Karlsson et al. 2014; Glenn
et al. 2015; Ottesen et al. 2015). Extension of this approach by its incorporation with
other high-throughput methods holds great potential in deciphering plant-microflora
interactions. For example, incorporation of genome-wide association study (GWAS)
with 16S rRNA analysis in Arabidopsis thaliana enabled to correlate diversity of
microflora with host genetic variation (Horton et al. 2014), ultimately aiming to
identify loci affecting plant-host interactions. Metagenomics of complete
phyllosphere microbiome DNA sequences allows identifying their functional

Table 3.3 Examples for culture-independent detection methods for identification of phyllosphere
microbiome

Method Plant and microbial taxa References

16S rRNA polymerase chain reaction-
denaturing gradient gel
electrophoresis (PCR-DGGE)

Rice: Proteobacteria, Firmicutes,
Planctomycetes, Cyanobacteria,
Actinobacteria

Thapa et al.
(2018) and Knief
et al. (2012)

Maize: Sphingomonas,
Acinetobacter

Kadivar and
Stapleton (2003)

Seagrasses: Cytophaga,
Flavobacterium, Bacteroides

Uku et al. (2007)

Soybean: Alphaproteobacteria,
Sphingomonas sp.,
Methylobacterium

Delmotte et al.
(2009)

Apple: Sphingomonadales,
Actinomycetales,

Yashiro et al.
(2011)

Rhizobiales, Pseudomonadales,
Burkholderiales

Lettuce: Proteobacteria,
Firmicutes, Actinobacteria

Williams et al.
(2013)

Tomato: Bacillus,
Pseudomonadales,
Curtobacterium, Sphingomonas

Enya et al. (2007)

Arabidopsis: Proteobacteria,
Bacteroidetes, Actinobacteria

Horton et al.
(2014)

Common bean: Proteobacteria,
Firmicutes, Actinobacteria,
Bacteroidetes

De Oliveira et al.
(2012)

Phospholipid fatty acid analysis Olea europaea L.: Arbuscular
mycorrhizal fungi

Mechri et al.
(2014)

Metaproteogenomics Rice, Arabidopsis, clover,
soybean

Knief et al. (2012)
and Delmotte
et al. (2009)
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capacity or even reconstructing novel genomes (Tyson et al. 2004) in addition to
their population profile (Finkel et al. 2016). Single cell genomics, integrated with
high-throughput cell sorting of microorganisms from the phyllosphere followed by
genome sequencing, could enable to study functions of uncultured microbes in the
context of microbial species (Yoon et al. 2011; Xu and Zhao 2018).
Metaproteogenomics approach integrating both metagenomics (based on complete
DNA sequencing, as opposed to 16S) and metaproteomics data was used to identify
diversity and related functionality in phyllosphere of rice, Arabidopsis, and soybean
(Knief et al. 2012; Delmotte et al. 2009). Similarly, integration of transcriptomic
analysis with 16S/18S/ITS population survey offers great potential in correlating
population profile with functional analysis. Future research integrating the described
classical methods together with culture-independent strategies are likely to yield
novel findings that include the role of unculturable microbial species in host-
microbe-environment interactions.

3.10 Phyllosphere Composition

Multiple studies of the phyllosphere community using isolation and culture-
independent approaches (e.g., sequencing of internal transcribed spacer [ITS], 16S,
or 18S rRNA and metagenomics) have demonstrated a high bacterial species
richness that is restricted to a small number of phyla, primarily Proteobacteria
(70% abundance), Bacteroidetes, and Actinobacteria (Table 3.4) (Yang et al.
2001; Arnold and Lutzoni 2007; Delmotte et al. 2009; Finkel et al. 2011; Kim
et al. 2012; Knief et al. 2012; Vorholt 2012; Bodenhausen et al. 2013). However,
most of these surveys are not focused on higher variability existing in lower
taxonomic levels, which could be correlated to potential functionality of the
microbiome.

3.11 Phyllosphere Effect on Plant Health and Fitness: Toward
Sustainable Agriculture

Similar to findings in the rhizosphere, phyllosphere microbial community interaction
with its plant host is often beneficial. Symbiotic relationship provides the foliar
microorganisms a shelter, habitat, and nutrient sources, whereas members of the
phyllosphere community could serve as a biofertilizer (Finkel et al. 2017) to
increase plant productivity or enhance the overall protection capacity against
plant pathogens. A biofertilizer is a composite of living microorganisms (e.g.,
bacteria or fungi), capable of promoting plant growth by increasing the supply or
availability of primary nutrients when applied to plant soil, seeds, or foliar surfaces
(Sahoo et al. 2013). An effective biofertilizer can increase nutrient availability
through natural processes such as nitrogen fixation (conducted by nitrogenase
activity) (Favelli and Messini 1990); nitrification (Watanabe et al. 2016); increasing
the uptake of micronutrients, e.g., solubilizing phosphorus (Rodrı́guez and Fraga
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1999) and iron [e.g., via siderophore production, (Stintzi et al. 2000)]; and
stimulating plant growth through the synthesis of growth-promoting substances.
An example for the latter was given by studies that illustrated that phyllosphere
microorganism produce auxin-like growth substance (indole acetic acid, IAA) which
is known to promote overall growth of the plant (Sun et al. 2014; Fu et al. 2016).
Several reports illustrated that phyllosphere microbes can stimulate plant growth.
For example, Estiken et al. (2010) observed increase in the plant growth and P, Fe,
and Zn content of strawberry leaves upon application of plant growth-promoting
microbes Pseudomonas and Bacillus. Yeast strain isolated from carnivorous plant
Drosera has been shown to increase lateral root formation in Arabidopsis (Sun et al.
2014; Fu et al. 2016). The microbial community members of the phyllosphere can
improve plant protection against microbes by indirect interactions such as increase
of overall plant health as described above, stimulation of the plant defense system by
activation of salicylic acid-mediated SAR (Jones and Dangl 2006), and competition
on nutrient sources and niche. Alternatively, bacteria and fungi can participate in
direct antibiotic interactions with plant pathogens such as release of secondary
metabolites (e.g., toxins, antibiotics, or enzymes), which is capable of inhibiting
pathogen growth and infection cycle, promoting pathogen cell death, ultimately
leading to seize of the infection or inhibition of its negative effect on the plant
host (Lindow and Brandl 2003; Vorholt 2012; Bulgarelli et al. 2013, Pusztahelyi
et al. 2015; Vogel et al. 2016; Larousse and Galiana 2017; Prince et al. 2017; Bartoli
et al. 2018; Chen et al. 2018; Hassani et al. 2018).

3.12 Biocontrol

There are several known phyllosphere members capable of controlling pathogen
activity. While few of them serve as commercial components, studies report only on
potential antipathogenic activity for many others (Table 3.5) (Andrews 1992).
Antibiosis activity of Pantoea agglomerans (strain E325) that was studied on
apple flower stigma demonstrated that growth of fire blight-causing agent (Erwinia
amylovora) was significantly reduced (Pusey et al. 2011). Analysis of lemon’s
phyllosphere leads to identification of a pseudomonad bacteria Pseudomonas
protegens CS1 that produced a siderophore pyochelin which acts against citrus
canker-causing agent (Xanthomonas citri subsp. citri) (Michavila et al. 2017). A
Bacillus (RAB4R) species from rice phyllosphere induced growth inhibited by
multiple Aspergillus flavus strains and also inhibited aflatoxin production in rice
fields as well as in maize seedlings (Chalivendra et al. 2018). Yeasts are also used as
potential biocontrol agent because of their ability to persist for long periods in the
environment. Metschnikowia pulcherrima and Aureobasidium pullulans evolved as
promising candidates for biocontrol applications against fungal phyllosphere
diseases isolated from apple phyllosphere (Gross et al. 2018). Biological control
activities of rice-associated Bacillus species were also isolated from rice leaves
showing protection against fungal sheath blight and bacterial panicle blight of rice
(Shrestha et al. 2016). The severity of fire blight disease (in apple trees) caused by
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Erwinia amylovora was significantly reduced upon application of Pseudomonas
graminis identified from the apple phyllosphere (Mikiciński et al. 2016). Bacillus
species isolated from phyllosphere of different plant species were shown to exhibit
antifungal activity against Aspergillus niger and Rhizoctonia solani. These studies,
among others, highlighted the potential use of several fungi and bacteria as biocon-
trol agents. However, considering multiple requirements (e.g., efficacy,
sustainability to relevant agrotechnical practice) a biocontrol agent should fulfill
(Pal and Gardner 2006), this field is still missing discovery of new agents, and better
understanding of their mechanism of action and their application procedure, that will
eventually enable their effective utilization in agriculture.

3.13 Nitrogen Fixation

Nitrogen fixation of free atmospheric N2 is essential for its subsequent incorporation
into organic molecules which serve as fundamental building blocks of life (e.g.,
nucleic and amino acids) (Kuypers et al. 2018). Nitrogen fixation, carried out by
microbes (both free living and symbiotic) abundant in the rhizosphere, has a
significant contribution to sustainable agriculture (Igiehon and Babalola 2018).

Table 3.5 Examples of biocontrol agents

Control agent Pathogen and disease Host References

Pantoea agglomerans Fire blight-causing agent Erwinia
amylovora

Apple,
pear

Stockwell et al.
(2002)

Metschnikowia
pulcherrima

Aspergillus Apple Gross et al.
(2018)

Aureobasidium pullulans Aspergillus Apple Gross et al.
(2018)

Bacillus species Rice blight-causing agent
Rhizoctonia solani

Rice Shrestha et al.
(2016)

Bacillus species Sheath blight-causing agent
Burkholderia glumae

Rice Shrestha et al.
(2016)

Pseudomonas graminis Fire blight-causing agent Erwinia
amylovora

Apple Mikiciński et al.
(2016)

Bacillus species Aspergillus niger Potato Kumar et al.
(2018)

Bacillus species Rhizoctonia solani Potato Kumar et al.
(2018)

Trichoderma viride
commercial

Black spot caused byDiplocarpon
rosae

Rose Karthikeyan
et al. (2007)

Pseudomonas fluorescens
pf1 commercial

Black spot caused byDiplocarpon
rosae

Rose Karthikeyan
et al. (2007)

Actinomycetes Bacterial leaf blight caused by
Xanthomonas oryzae

Rice Ilsan et al.
(2016)

Rhodotorula glutinis Gray mold-causing agent Botrytis
cinerea

Tomato Kalogiannis
et al. (2006)
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Thus, phyllosphere microbial community could potentially make a substantial
contribution to the nitrogen requirement of field and crop vegetation. Several studies
reported that the phyllosphere contains bacterial species capable of nitrogen fixation,
and few illustrated nitrogen fixation in this habitat. For example, symbiotic nitrogen
fixation has been reported in phyllosphere microbial community (Bulgarelli et al.
2013). Most studies reported on the presence of foliar-residing N2-fixing species.
Sengupta et al. (1981) studied the occurrence of phyllosphere nitrogen-fixing
microorganisms in eastern India and identified the diazotroph Klebsiella
pneumoniae on plants like orchids, Scindapsus officinalis, Ficus, and cucurbits. In
a study in tropical rainforest of Costa Rica, nitrogen-fixing cyanobacterial member
(Nostoc species) of the genus Scytonema was found on leaves of Spathacanthus
hoffmannii (Freiberg 1998). Members of genera-containing species capable of
nitrogen fixation (e.g., Pseudotsuga menziesii, Pseudomonas, Bacillus,
Achromobacter, Klebsiella, and Mycobacterium) were found in the needle leaves
of Pinus nigra and Pseudotsuga menziesii (Favilli and Messini 1990). Similarly, in
tropical lowland rainforest in Costa Rica, cyanobacteria in addition to diazotrophic
bacteria were found on plant species of Carludovica drudei, Grias cauliflora, and
Costus laevis (Fürnkranz et al. 2008).

3.14 Phyllosphere Under Climate Changes

The global earth surface temperature is expected to increase to approximately 2–3�C
by 2050 due to predicted climate changes (IPCC 2013). The major anthropogenic
driving force is the increase in atmospheric gases such as carbon dioxide, nitrous
oxide, and methane (Montzka et al. 2011). As a result, an increase in the area of arid
and semiarid land is expected, i.e., leading to desertification and salinization of land
used for agriculture (Le Houérou 1996; Pankova and Konyushkova 2013). Heat,
drought, and salinity stresses resulting from these processes are likely to reduce
quality and productivity of staple crops (Fahad et al. 2017), increase sensitivity to
pathogens for some plant pathogen systems, and affect composition of foliar-
residing microflora. Indeed, elevation in temperature was demonstrated to affect
phyllosphere community profile. Campisano et al. (2017) showed a shift of the
endophytic community of Vitis vinifera induced by temperature changes (imitating
predicted climate change) and a stronger influence of the season on bacterial taxa in
stems (phyllosphere compartment) compared to roots. The potential negative effect
of long-term warming shift was demonstrated in Galium album phyllosphere
(Aydogan et al. 2018). This study suggested that 2�C increase in temperature
significantly reduced the population size of beneficial microbes like Sphingomonas
and Rhizobium species and supports potential colonization of pathogenic bacteria in
the phyllosphere of plants. Moreover, Compant et al. (2010) who reviewed the effect
of elevated CO2 suggested that plant-associated microorganisms impart a beneficial
effect on plants under elevated CO2 conditions. Considering the previously
discussed beneficial roles of phyllosphere in the control of diseases and support of
plant health, climate-induced changes in phyllosphere population can have a
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negative effect on plant health. On the other hand, this microflora could prove
beneficial in mediating plant resistance to climate change-borne stresses.

3.15 Next-Generation Agriculture

The concept of next-generation agriculture suggested by Schlaeppi and Bulgarelli is
based on analogy to personalized medicine used in medical science (Schlaeppi and
Bulgarelli 2015). The drugs or medicine tailored, keeping in mind the health risk,
genetics of the individual patient, time of diagnosis, optimal treatment, and improve-
ment of health are considered in personalized medicines (Mathur and Sutton 2017).
Similarly, to improve the production and quality in agriculture, we should aim to
design microbial inoculants customized to the requirements of the specific cultivar,
climate, soil, and agricultural practice. Thus, next-generation agriculture concept is
based on biogeochemical analysis of farm soil samples to characterize their nutrient
(e.g., K, N, P, Fe) composition and microbial population profile. The latter can be
empowered by next-generation sequencing to reduce cost speed, and improve
production. Consequently, using analysis of these samples, and studies from scien-
tific literature correlating sampled data with required parameters for crops, farmers
could apply adequate microbial inoculants and fertilizer to the field. (2017) These
studies should further include the potential impact of application of microbial
inoculations to the natural population of the soil. Thus, risk assessments should be
analyzed for the plant and related microbiome, when both naturally and genetically
modified microorganisms are applied (Schlaeppi and Bulgarelli 2015).

This approach could be further expanded to facilitate maintenance and applica-
tion of a beneficial holobiont plant-microbiome profile in both phyllosphere and
rhizosphere. Translating of plant microbiome research into next-generation agricul-
ture technology requires fundamental studies correlating related metadata (climate,
cultivar, soil composition, and agricultural practice) with microbiome profile and
desired crop parameters, e.g., yield, quality, and health.

3.16 The Pathobiome

The word pathobiome refers to the microbial biotic community associated with
pathogenic organism. To date, various studies highlighted the beneficial role of
symbiotic root flora (Arnold et al. 2003; Bulgarelli et al. 2013; Schlaeppi and
Bulgarelli 2015; Parnell et al. 2016), and few members of the phyllosphere (Nuclo
et al. 1998; Zhang and Yuen 1999; Braun-Kiewnick et al. 2000; Elad 2000;
Stromberg et al. 2000; Volksch and May 2001; Yuen et al. 2001; Arnold et al.
2003; Innerebner et al. 2011; Parnell et al. 2016) in protecting against plant
pathogens. One interesting observation is that axenic plants are more susceptible
to infection, by analogy to animal model systems (Innerebner et al. 2011). These
observations lead to the hypothesis that upon infection by a pathogen, the plant
microbial community undergoes changes that contribute to adaptation to the plant
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pathogen. Thus, the study of plant pathogen interactions in a broader perspective,
which includes the entire biotic environment, i.e., the pathobiome-holobiont (Jeffer-
son 1994; Vayssier-Taussat et al. 2014; Mitter et al. 2016), will lead to a better
understanding of its pathogenicity, persistence, transmission, and underlying molec-
ular mechanisms (Vayssier-Taussat et al. 2014; Jakuschkin et al. 2016).

Fungal and bacterial plant pathogens cause extensive annual yield losses of staple
crops worldwide (Oerke 2006; Fisher et al. 2012), demonstrating accelerated evolu-
tion (mainly due to continuous fungicide utilization in monoculture practice and
human or climate-dependent dispersal), which results in newly evolved resistant
pathogens, calling for novel and revamped control strategies (Brown and Hovmoller
2002; Fisher et al. 2012). Similar to advanced practices in the field of root microflora
(Arnold et al. 2003; Bulgarelli et al. 2013; Schlaeppi and Bulgarelli 2015; Parnell
et al. 2016), and the human gut-microbiome (Pedron and Sansonetti 2008; Gaggia
et al. 2010; Clemente et al. 2012), understanding the pathogenicity process in the
context of the phyllosphere microbiome may provide new avenues for the develop-
ment of improved disease control strategies.

3.17 Limited Omics-Based Studies of the Pathobiome

There are only few studies that deploy functional omics approaches to study the
pathobiome. As a result, there is limited knowledge regarding pathobiome diversity,
functional impact on pathogenicity, the barrier effect (including induction of SAR),
and related ecological interactions among microbiome-pathogens-plant and the
environment. Several recent studies demonstrated changes in the composition of
the pathobiome during the infection process. A study of the resistance of the
A. thaliana bdg cuticle mutant to B. cinerea identified changes in the composition
of its microbial community compared to that of the wildtype (Ritpitakphong et al.
2016). The differences were also found at the genus level; the most abundant genera
in the mutant were Pseudomonas and Rhizobium. This study did not demonstrate
changes in microbiota composition between infected and noninfected plants. How-
ever, because protection of the mutant was not apparent in sterile plants, the data
highlight the role of the pathobiome in protection against pathogens. To determine
the effect of the pathogen on microbiota composition, a survey of the microbiota was
performed on oak trees infected with the fungal obligate biotroph (powdery mildew)
Erysiphe alphitoides (Jakuschkin et al. 2016). This analysis identified significant
changes in the composition of the foliar fungal and bacterial communities as a result
of E. alphitoides infection, and 26 operational taxonomic units (OTUs) were
predicted to directly interact with the pathogen (based on microbial interaction
networks). Analysis of the fungal part of the phyllosphere during powdery mildew
infection on pumpkin illustrated that the abundance of Ascomycota and the
Podosphaera genus (causing powdery mildew), and that the richness and diversity
of the fungal community increased as disease severity increased, likely due to the
symbiotic and competitive stresses (Zhang et al. 2018). A systematic survey of
A. thaliana wild-type plants exposed to various levels of infection by Albugo
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sp. showed that the biotrophic pathogen affected the diversity of the phyllosphere. In
addition, the pathogen generated a hub in the network of organisms (i.e., connecting
high number of community members) suggesting it affects colonization of the
microbial inhabitants (Agler et al. 2016). Discovery of pathogen hubs may facilitate
detection and research of pathogen interacting microbes. This study was followed by
analyses that utilized proteomic-based functional analysis of the leaf secretome
(apoplast fluid), accompanied by a 16S rDNA and fungal ITS survey to analyze
the pathobiome of this system (i.e., Albugo sp. and A. thaliana) (Ruhe et al. 2016).
These results show a decreased alpha diversity of bacteria in infected plants and that
restructuring of the community is not mediated by host protein secretion. Because
the plant immune system had (a mild) effect on Albugo sp., researchers have used an
A. thaliana line that is mutant in immunity to different biotrophic pathogens (via
hormonal regulation), to demonstrate that Albugo has adapted to a broad range of
pre-existing defense fluctuations in the host. Thus, this functional approach allowed
a deeper understanding of the interplay between plant defense, the pathogen, and the
associated microbiota.

3.18 Perspectives and Open Questions

Recent advances, especially in high-throughput technologies, enabled to increase
our understanding of environmental factors affecting phyllosphere composition,
including the host and anthropogenic effects. However, there are gaps in our
knowledge in this new field; thus, many questions remain open. An important
example is the potential effect of expected climate changes on the phyllosphere
composition and consequent effect on plant physiology and health. The potential use
of next-generation agriculture is awaiting substantial studies of the effect of agricul-
tural practice on the phyllosphere composition and the effect of the latter on plant
health and physiology (e.g., yield and crop quality). Finally, to the best of our
knowledge, studies associating plant microbiomes to the host/pathogen
transcriptome or proteome [as previously shown in rhizospheres metaproteomes
(Wang et al. 2011; Wu et al. 2011)] are currently scarce. The correlation of host
functional data to associated microbiome and pathobiome could empower future
breeding programs (Gopal and Gupta 2016) aimed to improve crop yield and
resistance to diseases under abiotic stresses resulting from climate change.
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Functional Genomics and Systems Biology
Approach for Understanding
Agroecosystems

4

Birendra Singh Yadav and Ashutosh Mani

Abstract
Plant metabolism is affected by several biotic and abiotic factors of our environ-
ment that leads to low yield in crops. The integrative approach of functional
genomics and systems biology is one of the most promising tools for understand-
ing the agroecosystems. In this chapter, we will discuss the role of functional
genomics to study the effect of stress on plants. Various approaches and tools of
systems biology will be also discussed to understand the alteration in biological
networks, i.e., gene regulatory, protein-protein and metabolic networks, etc.
Different tools available for studying the agroecosystems using omics and
systems biology have been explored here in detail.

4.1 Introduction

The natural ecosystems which are modified for the production of food and fiber are
known agroecosytems. There are several biotic and abiotic factors that are also
present in the natural ecosystems. Agroecosytems supports the production of many
crops but the environmental factors affect the productivity of crops (Ptaszek 2013).
The interaction of biotic and abiotic stress component of environment affects the life
as well productivity of crops, and hence, it is quite necessary to study the role of
interference and underlying mechanisms of plants to sustain against the challenges.
The agroecosysystems also interact positively and negatively with insects, birds, and
weeds and contribute in sustainability of crops (GANS 2005).

Functional genomics is the study of function and interactions of genes/proteins by
using genome-wide approaches by integrating the data obtained from different
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processes like DNA sequence, gene expression, transcriptome profiling, and
DNA-protein, RNA-protein, and protein-protein interactions. On the basis of
above-mentioned information, one can build the model of interaction that regulates
the gene expression and other biological processes (Bunnik and Le Roch 2013). In
1998 Weinstein (Weinstein 1998) coined the term “omics” and classified it into
genomics, transcriptomics, and proteomics. Functional genomics fills the research
gap between the classical gene expression and genome-wide expression and it is the
correlation with biological process (Gasperskaja and Kučinskas 2017).

Plants are ultimate source of energy, food, and other valuable compounds.
Systems biology allows us to understand how plants used to synthesize the various
valuable compounds as well as it also correlate the phenotype and genotype (Kell
2002; Dhondt et al. 2013). The productivity of various plants is decreasing day by
day due to the biotic and abiotic factor of environment, and this includes cold,
drought, heat, salinity, and heavy metals (Bebber et al. 2013). Plants are very much
susceptible to stresses and sometimes all these stress acts simultaneously and plants
act accordingly if they unable to process it may die (Ramegowda and Senthil-Kumar
2015; Mushegian 2017).

Various omics approaches as shown in Fig. 4.1 enable the researcher to identify
the stress-responsive genes, pathways, and secondary metabolites using genomics
and systems biology tools (Pandey et al. 2015). The integrative approach of
transcriptomics, proteomics, metabolomics, phenomics, and interactomics with
systems biology is used to understand the underlying mechanism in plants during
various stress conditions (Kumar et al. 2015; Ben-Amar et al. 2016; Pandey et al.
2016). The systems of plants are well studied and understood by using the omics and
systems biology approach and are useful for discovering the marker genes associated
with stress and it is the very first step to develop the tolerance variety of crops (Saito
and Matsuda 2010; Dhondt et al. 2013).

In this chapter, we have focused the application of different omics and systems
biology approach during biotic and abiotic stress on plants to understand the
tolerance strategy of plants.

Fig. 4.1 Various aspects of
functional genomics that are
used to understand the effect
of stress on plants to
understand the mechanism of
defence
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4.2 Transcriptomics

Gene expression is also affected by modification in DNA by DNA methylation
without changing the DNA sequence. This can be determined by using methylation-
dependent restriction enzyme (MDRE) or bisulfite conversion and its PCR (Schuster
2007; Zilberman and Henikoff 2007). Other modifications like acetylation, phos-
phorylation, and ubiquitination also regulate the gene expression (Bannister and
Kouzarides 2011), and it can be investigated using chromatin immunoprecipitation
(CHIP) (Shendure and Aiden 2012). The information content of an organism is
present in its genomic DNA and is expressed through transcription, where
transcriptome requires the information content of genome at a particular time and
allow us to study the differential expression pattern at a specific condition (Lowe
et al. 2017). The term transcriptome was used in 1990 (Piétu et al. 1999), and before
this scientists were using serial analysis of gene expression (SAGE) based on Sanger
sequencing (Velculescu et al. 1995).

Next-generation sequencing (NGS) is the massively parallel sequencing of the
genome under specific conditions to study the genomes using RNA sequencing
(RNA Seq) which is high-throughput sequencing technology (Ozsolak and Milos
2011), and it intakes the RNA in nanogram (Hashimshony et al. 2012). It does not
require the prior information of genomic sequencing whose sequencing/analysis has
to be done (Stefano 2014) and has high accuracy up to 90% in sequencing. NGS
methods are also able to detect the SNPs with high technical reproducibility of 99%
(Marioni et al. 2008) as explained in Fig. 4.2 the various aspects of NGS.

Fig. 4.2 The various role of Next generation sequencing used for analysis and understanding the
biological process in plants and animals

4 Functional Genomics and Systems Biology Approach for Understanding. . . 69



DNA microarray has the ability to measure the simultaneous expression of
thousands of genes in at the particular stage of cells (Schena et al. 1995). This
technique is used to investigate the diagnostic or prognostic biomarkers, disease-
associated genes, and the response of gene against a particular drug/stress in plants
and animals to understand the mechanism involved in a particular condition (Aguan
et al. 2000; Zhang et al. 2005). The first mRNA is isolated from a normal and
experimental condition which are transcribed into cDNA and labeled with dye and
finally allowed to hybridize with a probe attached on chip to measure the level of
mRNA in control and experimental condition (Gibson and Muse 2009). Lots of
studies have been performed on various plants during biotic/abiotic stress using
transcriptomics approach, and some important studies are listed in Table 4.1.

Table 4.1 List of transcriptomics studies available on various plants to understand the abiotic
stress using omics approach

S. No Species
Stress
treatment Tissue Comments References

1. Arabidopsis
thaliana

Cadmium
5 μM,50 μM

Root and
shoot

During cadmium
treatment of 50 μM of
cd in Arabidopsis,
transcriptome study
was performed and
revealed that the sulfur
assimilation pathway
was increased leads to
more production of
GSH and
phenylpropanoid
biosynthesis was also
enhanced

Herbette et al.
(2006)

2. Glycine max Cadmium
40 μM

Root Oxidative markers
production was
reduced and free
radicals were
generated in a large
amount and it was also
observed that GST was
increased during
cadmium exposure of
40 μM exposure

McLaughlin
et al. (2000)

3. Barely Cadmium
80 μM

Roots,
shoots

The minimum
inhibitory
concentration of
cadmium was
calculated and the
treatment of cadmium
was given. Exposed
roots and shoots were
selected and used for
mRNA isolation and
RNA-Seq was
performed but the
analysis is not done

Kintlová et al.
(2017)

(continued)
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Table 4.1 (continued)

S. No Species
Stress
treatment Tissue Comments References

4. Zea mays Cadmium
100 μM

Root Transcriptome analysis
of Zea mays was
performed under
100 μM of cadmium
and it was observed
that indole acetic acid
(IAA), auxin
biosynthesis and
transporter genes were
underexpressed

Yue et al.
(2016)

5. Oryza sativa Cadmium
50 μM

Root,
shoot

Seedlings were
damaged and level of
expressions of
transporter genes was
affected, revealed by
transcriptome analysis
of Oryza sativa under
exposure of cadmium

Oono et al.
(2016)

6. Oryza sativa Chromium
25 μM,
50 μM,
100 μM,
250 μM

Root Different
concentration of
chromium was given
to rice and phenotypic
studies were
performed. Root
treated with 100 μM
chromium was
selected and
transcriptome analysis
was performed and
reported an increased
level of lipid
peroxidation and
proline synthesis.
Glutathione plays
important role in
chromium
detoxification as
reported by them

Dubey et al.
(2010)

7. Zea mays 300 mg/ml
Chromium

Leaves The chromium stress
associated genes were
identified and that are
responsible for ROS
detoxification and
defense response.
Morphology of Zea
mays was changed
during chromium
treatment

Wang et al.
(2013)

(continued)
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Table 4.1 (continued)

S. No Species
Stress
treatment Tissue Comments References

8. Brassica
napus

Chromium
25 μM and
100 μM

Leaves Photosynthesis
efficiency, ATP
synthesis, and
transpiration are
adversely affected
during exposure of
chromium and
proteomics study also
prove the above-
mentioned results. It
was also observed that
phosphoglycolate
production was
enhanced during
chromium exposure

D’Alessandro
et al. (2013)

9. Crambe
abyssinica

Chromium
50 μM
100 μM
150 μM
250 μM

Seedlings Various concentration
of chromium is
exposed to plant and
150 μM concentration
of chromium was
selected for further
studies. Ion
transporter, sulfur
assimilation,
photosynthesis,
photosynthesis, and
cell metabolism were
affected due to
chromium exposure

Zulfiqar et al.
(2011)

10. Arabidopsis
plant

Arsenic
100 μM
200 μM
300 μM

Root Different
concentration of
arsenic was given to
tolerance and
susceptible varieties of
Arabidopsis and he
revealed that ethylene-
related pathway was
changed. Heat shock
genes and aqua
transporter genes
expression was varied

Fu et al.
(2014)

11. Barley Arsenic
5 μM

Root Exposure of arsenate
and arsenite in barley
was compared with
other plants and
concluded that barely
having low uptakes.
Phosphate transporter
gene was affected and
arsenate and arsenite
were localized in
xylem sap

Su et al.
(2010)

(continued)
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Table 4.1 (continued)

S. No Species
Stress
treatment Tissue Comments References

12. Maize Arsenic
5 ppm
10 ppm

Leaves Lipid peroxidation was
increased due to
exposure of arsenate at
10 ppm. SOD and
peroxidase activity
was also increased
during As(V) exposure
proved by biochemical
assays

Kumar Yadav
and Srivastava
(2015)

13. Crambe
abyssinica

Arsenic
100 μM
150 μM
200 μM
250 μM
300 μM

Seedlings For studying molecular
mechanism involved
for detoxification of as
250 μM concentration
exposed to plant and
subjected to
microarray and
reported that sulfur
metabolism, heat
shock protein, and
metal transporter
protein expression
were altered

Paulose et al.
(2010)

14. Oryza sativa Arsenic
5 μM
10 μM
25 μM
50 μM

Root Root sample treated
with 25 μM of as
(V) was used to extract
the mRNA and
microarray was
performed. The DEGs
involved in cell wall
biogenesis and cell
cycle were
downregulated. The
ethylene response
factor, heat shock
factor, and myb-like
genes were
upregulated for
detoxification of
arsenic

Huang et al.
(2012)

15. Medicago
truncatula

Arsenic
25 μM

Root The microarray of
Medicago treated with
25 μM of as(III) was
performed and
validated with q-RT
PCR. Root growth and
rate of photosynthesis
were decreased

Lafuente et al.
(2015)
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It has been revealed by a transcriptomic study that many genes undergo differen-
tial exposure during exposure of environmental stress. The genes which are
upregulated and downregulated are a key player in several biological processes
and molecular function. Stress-responsive gene which is overexpressed is involved
in different defense mechanism against the environmental stress while
underexpressed genes are generally involved in the storage process. Certain meta-
bolic pathways are overexpressed and underexpressed for providing tolerance
against heavy metal stress in chickpea plant (Szklarczyk et al. 2017).

4.3 Proteomics

In understanding the biological process, it is necessary to understand the function of
the protein in a biological process. Sometimes transcriptomics study does not
correlate with proteomics study due to posttranslational modification which changes
the function of the protein. Two-dimensional gel electrophoresis can be used to
analyze the protein content on a cell where proteins are first separated by size
followed by mass spectrometry. LC-MS is also one of the approaches where proteins
are first separated by one-dimensional SDS PAGE, then protein is digested and
separated by LC and analyzed by MS. Multidimensional protein identification
technology is high-throughput technology used for separating protein from complex
mixture by digesting proteins into peptides followed by separation on the basis of
charge and hydrophobicity and finally analyzed by MS. (Washburn et al. 2001). The
signal obtained from MS data is compared with a database for identification of the
protein.

Stress associated proteins were differentially expressed during abiotic stress as
reported in various literature contributing towards the stress tolerance (Witzel et al.
2009; Hossain et al. 2012; Pérez-Clemente et al. 2013). The different proteomic
study has been performed for, e.g., drought stress (Caruso et al. 2008; Mirzaei et al.
2012; Mohammadi et al. 2012; Cramer et al. 2013; Zhang et al. 2016), salt stress
(Nam et al. 2012; Zhu et al. 2012), water lodging (Komatsu et al. 2009, 2010, 2013a,
b, 2014, Alam et al. 2010a, b), and heat stress (Rollins et al. 2013; Xuan et al. 2013).
The complex biological process is analyzed using proteomics in plants during stress
(Aghaei and Komatsu 2013; Ghosh and Xu 2014; Gong et al. 2015). The methodol-
ogy of the proteomics approach for identifying candidate protein during stress
condition is shown in Fig. 4.3.

4.4 Interactomics

The union of informatics, biochemistry, and engineering technology enables the
researcher to understand the interactions of proteins used to study under
interactomics. The omics technology enable the researcher to understand the
biological system and interaction of expressed proteins in a cell (the proteome)
and genome encoded product along with its interaction in complex biological
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network i.e. the interactome. It is a fast-growing area of systems biology for
understanding the biological process and regulatory network during biotic and
abiotic stress in plants. The study of interactions in signal transduction, transcrip-
tional regulation, metabolic pathways, and other biological processes is said as
interactomics. Lots of approaches have been developed for studying the interactome
like in silico, in vivo, and in vitro (Rao et al. 2014). The first approach includes the
computational analysis and text mining; in vivo includes Y2H hybrid system, while
the in vitro method experiments are performed on the living organism to understand
the biological functions interactome.

Uhrig, Williams, and Bowles in 2006 performed the protein-protein interaction
network study on Arabidopsis that was based on literature mining and co-expression
approach (Williams and Bowles 2004; Uhrig 2006). Jane Geisler-Lee in 2007,
predicted Arabidopsis protein interactome based on the interolog method. They
also concluded that the predicted proteins were co-localized and co-expressed by
analyzing existing experimental data from Arabidopsis and decipher the significant
role of signaling and cellular function by enabling hypothesis generation
Arabidopsis interactome (Geisler-Lee et al. 2007).

Fig. 4.3 Flow chart of
methodology to perform the
proteomics study on plants
during stress conditions
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4.5 Metabolomics

The study of metabolites at the particular instant in agroecosystem is known as
metabolomics. It is important to understand the plant stress response in terms of
metabolites. Lots of studies have been done for deciphering the role of metabolite
during different abiotic stress condition. In 2004, Rizhky performed the metabolic
profiling of plants during drought, heat, and combined stress and reported accumu-
lation of sucrose and other sugar like starch (Rizhsky 2004). NMR based metabolic
fingerprinting of plants during heavy metal stress were performed by Bailey in 2003
and responsible metabolic pathways were explored (Bailey et al. 2003). The
microarray data of chickpea during heavy metal stress were analyzed and responsi-
ble pathways which were providing tolerance were also identified. It was seen that
Nitrogen metabolism, Starch sucrose metabolism, and Riboflavin metabolism were
altered. Several metabolomics approacheses was also used to understand the pro-
duction of metabolite during different stress condition in plants like water salinity
(Cramer et al. 2007), oxidative stress (Baxter et al. 2006), and heavy metal stress
(Le Lay et al. 2006).

The metabolomics data is similar to transcriptomics and proteomics data. It
requires lots of computational work including file handling, data mining, and finally
comparative analysis. Lots of online server/databases/tools are available for analysis
and visualization of metabolic pathway for understanding the agroecosystem shown
in Table 4.2. Once the function of metabolite will be known, one can directly
correlate with the function of the gene during particular stress condition. It is a
rapidly growing technology to understand the metabolic pathways in plants by using
different strategies like targeted analysis, metabolite profiling, and metabolic finger-
printing (Fiehn 2002; Halket et al. 2005; Shulaev 2006).

Table 4.2 List of various online tools and their web address that are used for analysis of various
metabolic pathways in plants

Pathway
database/ tools Web address References

KEGG https://www.genome.jp/kegg/ Kanehisa et al. (2017)

BioCyc https://biocyc.org/ Paley and Karp (2006)

MetaCyc https://metacyc.org/ Caspi (2006)

AraCyc https://www.plantcyc.org/databases/aracyc/15.0 Zhang (2005)

MapMan https://mapman.gabipd.org/ Thimm et al. (2004)

KaPPA-view http://kpv.kazusa.or.jp/ Tokimatsu (2005)

BioPathAT http://www.murdockmetabolomics.wsu.edu/
LangeLabHome.html

Lange and
Ghassemian (2005)

MetNetDB http://metnetweb.gdcb.iastate.edu/MetNet_db.
htm

Wurtele et al. (2003)
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4.6 Phenomics

Generally, plants interact with the biotic and abiotic component of the ecosystem. As
a result, there is a change in genotype and phenotype of plants. The alteration in
phenotype is due to combined interaction of genome with the environment. The
study of phenotype during the interaction of biotic and abiotic factor of the environ-
ment at a particular instant is known as phenomics. Invasive and noninvasive
techniques are available to understand the change in phenotype in model plants
(Großkinsky et al. 2015). Phenomics technology is used in basic plant research
during different stress conditions and crop breeding (Furbank and Tester 2011). A
noninvasive method of plant phenomics methodology is shown in Fig. 4.4.

In image acquisition, digital image of plants is taken to study the effect of biotic
and abiotic effect on plants. It is done by several approaches like tomography
imaging (Bovik 2005), thermography imaging (Padhi et al. 2012), LIDAR (Lenco
1982), and time-of-flight camera (Klose et al. 2011). After image acquisition,
processing of the image is done for removing the noise and improving the contrast
(Hamuda et al. 2016). Image cropping, contrast improvement, and dimensional
reduction are major operation done during image processing (Singh et al. 2016).
After the image preprocessing, segmentation of image is done, in which objects are
identified and isolated by removing irrelevant background present in the objects
(Singh and Misra 2017). In the feature extraction process, the image of interest is
used to extract the numerical value where different algorithms can be applied to
understand the phenotype (Van Der Heijden et al. 2012). Finally, the generated data
is analyzed by a machine-learning approach (Ghatak 2017).

Fig. 4.4 Various steps
involved in generation and
analysis of Phenomics data in
plants for understanding the
effect of stress
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4.7 Role of Systems Biology for Understanding
Agroecosystem

For a comprehensive study of plants systems biology, the role of bioinformatics is
crucial. “Omics” data analysis and interpretation required the good skill of bioinfor-
matics and algorithm (Joyce and Palsson 2006). The omics data can be analyzed for
understanding plants systems, and this requires lots of tools for visualization of
networks and construction of pathways and analysis tools as shown in Fig. 4.5.

Systems biology represents the graphical view of biomolecules and their
interactions in the form of a biological network (BN). In BN, nodes of the graph
represent the gene/protein/DNA/RNA and edges represent the way of interaction.
The interaction may be direct (flow of information from one to another biomolecule)
and undirected (having interaction but the direction is not sure). The way of
interaction may be physical interaction, metabolic reaction, and regulatory connec-
tion (Joyce and Palsson 2006). The most connected node in networks is termed as
hub node, which is a key player in BN (Barabási and Oltvai 2004). During stress
condition in plants, the interaction between biomolecule changes and it can be well
studied and understood by using systems biology by constructing or reconstructing
gene to metabolite network, protein-protein interaction networks, gene regulatory
networks, and transcriptional regulatory network (Yuan et al. 2008).

Fig. 4.5 Integrative approach using omics and systems biology to understand the plants system
during stress conditions
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4.8 Gene to Metabolite Networks

Gene to metabolite networks is made on the basis of the coefficient of correlation
between genes. The way of interaction is represented on the basis of the correlation
value. A different biological process, molecular functions, and gene functions can be
explored to understand plants systems biology during normal and experimental
conditions. Various studies on different plants have been performed to understand
the gene to metabolite network and candidate gene responsible for over- or under-
production of secondary metabolites were identified during stress and normal
conditions (Goossens 2003; Scheible 2004; Zulak et al. 2007).

4.9 Protein-Protein Interaction Networks

In PPI networks, nodes are represented by the proteins and edges represents the
physical or genetic interaction. The function of genes is explored on the basis of
genetic interaction between the proteins (Boone et al. 2007) while physical
interactions are used to understand protein-protein interaction and dimer formation
(de Folter 2005). Analysis on the basis of biological networks construction in
chickpea during cadmium and chromium exposure has been reported that most of
the hub genes are involved in protein dimerization (Yadav and Mani 2018).

4.10 Transcriptional Regulatory Networks

Interaction of the transcription factor and downstream gene are studied in this type of
networks. Here nodes are transcription factor or regulatory genes and represent the
activation and deactivation (Babu et al. 2004). One transcription factor interacts with
a large number of genes simultaneously. Different studies have been performed to
understand the stress response in plants using transcriptional regulatory networks
(Nakashima et al. 2009; Yun et al. 2010; Todaka et al. 2012).

4.11 Gene Regulatory Networks

In gene regulatory networks, node represents the genes/mRNA/proteins and edges
are regulatory interaction like activation, repression, inhibition, or functional
interactions (Long et al. 2008). Various studies reported that gene regulatory net-
work having an important role to understand the underlying mechanisms during
developmental and stress condition on the basis of gene regulatory network in
different plants (Li et al. 2006; Meng et al. 2011; Pires et al. 2013). There are lots
of tools available for construction and analysis of biological network in plants which
are shown in Table 4.3.
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4.12 Conclusion

In upcoming years, plants will be a solution of all problems like water and food
scarcity. So, it is very important to understand the agroecosystem; for this one should
know about functional genomics and systems biology. The functional genomics and
systems biology can be used to develop a strategy to escape the plants from stress
condition and new variety can also be developed. In addition to advantage, there are
certain challenges like big data handling and its analysis. Due to the complexity of
plants, wet lab experiment is not always possible; hence there is a need of lots of
computational approaches that can be applied to functional genomics and systems
biology to understand the agroecosystem in a well-defined manner.
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Advancements in Microbial Genome
Sequencing and Microbial Community
Characterization

5
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Abstract
The microorganism play an essential role in various metabolic activity
associated with health, obesity, immune system, complex carbohydrate, nitrogen,
sulfur, and xenobiotic metabolism etc. The identification of microorganism
involved in such process is becoming possible with the sequencing of 16S
rRNA amplicon and responsible gene through molecular cloning and then
sequencing. The first-generation sequencing extensively facilitated the molecular
characterization of microorganism and functional gene with expense of high cost
with low throughput. The advent of next-generation sequencing technology
enables the high-scale full-length 16S rRNA molecular characterization and
genome sequencing with reduced time and cost with high yield. The present
article describes available genomes in public database and the role of next- and
third-generation sequencing technology contribution to the growth of genome
and metagenome sequencing and its associated projects, their taxonomy, and
functional characterization through bioinformatic analysis. This chapter also
provides an overview on the metagenomic sequencing and functional characteri-
zation of three important ecological niches, viz., rumen, soil, and human gut. The
massive advancement in high-throughput sequencing technology and bioinfor-
matic analysis enabled robust genome and metagenome characterization in short
time with reduced budget.
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5.1 Introduction

DNA sequencing is the key step in genomic studies and molecular characterizations.
Sequencing techniques are widely applied, but not limited to fields such as molecular
biology, biotechnology, genetics, genome sequencing, forensic sciences, archaeol-
ogy, anthropology, and metagenomics. Two decades ago, the sequenced genome of
the first bacterial genome Haemophilus influenzae Rd. was reported (Fleischmann
et al. 1995). The extensive technological advancements in sequencing chemistry,
significant growth of genomes, expressed sequence tags (ESTs), and metagenomes
were observed (Sayers et al. 2018), because of tremendous throughput and drastic
reduction in sequencing cost. The genome of Eschericha Coli were repprted to
harbor nearly 5000 proteins oer genome. (Cook and Ussery 2013).

In order to analyze the sequenced genomes, bioinformatic-driven analysis
facilitated the harvesting of functional signatures, comparison, and visualization.
For such task fulfillment, various tools have been developed among that majority for
second-generation sequencer. As traditional assembler and annotation pipelines are
unable to handle such enormous data, the new method is continuously developing
(Pop 2009; Ekblom and Wolf 2014). Also development of efficient computational
algorithms coupled with high-performance computers (HPC) facilitated the robust
genome, metatranscriptome, and metagenome analysis and raw read archival system
with significantly reduced time (Leinonen et al. 2011; Keegan et al. 2016; Mitchell
et al. 2018; Mukherjee et al. 2018).

5.1.1 Sequencing Projects

The extensive data generation and efficient computational resource development
facilitated the finishing of various complete genomes and draft genomes. As shown
in Fig. 5.1a, there was a remarkable growth of complete genomes from year 2010 to
2018, which increased from 506 to 2058 and permanent drafts from 718 to 15,098.
The majority of bacterial genomes were obtained from medical sector (59%),
followed by environment (7%) and agriculture (7%) projects (Fig. 5.1b). It is
obvious that pathogens are greatly spreading with gain of resistance against
antibiotics; medical sector-associated pathogen genome analysis could provide
more insights of drug resistance and management (Dethlefsen et al. 2008).
Table 5.1 shows domain-specific genome projects in which more than one lakh
bacterial whole genome sequencing (WGS) projects and more than 60 K
metagenome projects and nearly 1.5 K archaeal WGS were contributed/deposited
in Genomes OnLine Database (GOLD (Mukherjee et al. 2018)). Further looking to
archaea phyla level, majority of projects were associated with Euryarchaeota
(58.46%) and Crenarchaeota (23.64%) (Table 5.2a), whereas among bacteria,
majority of projects were associated with Proteobacteria (51.19%), Firmicutes
(29.66), Actinobacteria (12.11), Bacteroidetes (2.67), and Cyanobacteria (0.97)
(Table 5.2b).
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It is also important to emphasize on the contribution of different ecological types
in biosample and sequencing projects. It is observed that majority of projects were
host-associated, followed by environment. Among the host-associated, majority
were human, mammals, plants, arthropods, birds, and fungi. Among the

Fig. 5.1 The number of complete and permanent draft genomes (a) and projects’ relevance to
bacterial genome (b) in GOLD. Presented data accessed on December 26, 2018, from https://gold.
jgi.doe.gov/

Table 5.1 Phylogenetic
distribution of genome
projects in GOLD

Domain Total % Domain

Archaea 16,120 7.62

Bacteria 135,101 63.84

Eukaryotic 51,481 24.33

Virus 8933 4.22

Presented data accessed on December 26, 2018, from GOLD (https://
gold.jgi.doe.gov/)
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Table 5.2a Phylogenetic
distribution of archaea at
phyla level associated
projects in GOLD

Phyla Total phyla % Phyla

Euryarchaeota 947 58.46

Crenarchaeota 383 23.64

Thaumarchaeota 215 13.27

Unclassified 29 1.79

Candidatus Parvarchaeota 13 0.80

Nanoarchaeota 12 0.74

Candidatus Woesearchaeota 10 0.62

Candidatus Aenigmarchaeota 4 0.25

Candidatus Diapherotrites 3 0.19

Candidatus Bathyarchaeota 2 0.12

Candidatus Korarchaeota 1 0.06

Candidatus Micrarchaeota 1 0.06

Presented data accessed on December 26, 2018, from GOLD (https://
gold.jgi.doe.gov/)

Table 5.2b Phylogenetic
distribution of bacteria at
phyla level associated
projects in GOLD

Phyla Total phyla % Phyla

Proteobacteria 69,154 51.19

Firmicutes 40,075 29.66

Actinobacteria 16,362 12.11

Bacteroidetes 3608 2.67

Cyanobacteria 1313 0.97

Spirochaetes 873 0.65

Tenericutes 558 0.41

Unclassified 454 0.34

Chlamydiae 446 0.33

Fusobacteria 260 0.19

Chloroflexi 244 0.18

Verrucomicrobia 187 0.14

Thermotogae 175 0.13

Deinococcus-Thermus 134 0.10

Planctomycetes 130 0.10

Fibrobacteres 112 0.08

Candidatus Parcubacteria 88 0.07

Acidobacteria 80 0.06

Candidatus Microgenomates 64 0.05

Deferribacteres 62 0.05

Nitrospirae 46 0.03

Chlorobi 33 0.02

Nitrospinae 31 0.02

Aquificae 36 0.03

Others 576 0.43

Presented data accessed on December 26, 2018, from GOLD (https://
gold.jgi.doe.gov/)
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environmental ecosystem, aquatic and terrestrial were in majority, and among the
engineered ecosystem built environment, wastewater, food production modeled, and
lab enrichment were in majority (Table 5.3). Looking in details, 111 different
ecosystem types contributed to enormous biosamples. Among these, the digestive
system, marine, freshwater, soil, and thermal springs were in majority, while tooth,
solar panel, microbial solubilization of coal, and hair were the least (Table 5.4).

The Genomes Online Database (GOLD) contains 340,849 total organisms;
among those 300,052 were bacteria and 3093 were archaea. The MG-RAST v4.03
system listed 362,238 metagenomes with 1329 billion sequences constituted 183.08
Tbp (Tera base pair). This shows the high demand of next-generation sequencing
(NGS) in various ecosystem biosamples for their whole genome sequencing (WGS)
and metagenomics. Microbial genomes available in Ensembl genome browser
consist of 61 phyla, 1600 genera, and 9800 species. Interestingly, among the
available sequenced genomes, Proteobacteria accounted the major fraction
(Mukherjee et al. 2018). Additionally, the advancements in sequencing of unculti-
vable microbial genomes and reconstruction of genomes from metagenomes through
second and third generation contribute in the enlargement of database repositories.

Table 5.3 The number of sequencing projects associated biosample from different ecosystem
hosts submitted to GOLD

Host-associated (28015) Total Environmental (26803) Engineered (5127)

Algae 86 Air 104 Bioreactor 219

Animal 79 Aquatic 19,074 Bioremediation 93

Annelida 99 Terrestrial 7623 Biotransformation 31

Arthropoda 915 Unclassified 2 Built environment 1869

Birds 783 Food production 443

Cnidaria 157 Industrial production 81

Echinodermata 39 Lab enrichment 331

Endosymbionts 2 Lab synthesis 12

Fish 30 Modeled 354

Fungi 691 Paper 18

Human 17,336 Solid waste 185

Insecta 43 Unclassified 18

Invertebrates 94 Wastewater 1473

Mammals 3987

Microbial 102

Mollusca 65

Plants 3414

Porifera 35

Protists 4

Reptilia 36

Tunicates 10

Unclassified 8

Presented data accessed on December 26, 2018, from GOLD (https://gold.jgi.doe.gov/)
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Table 5.4 The number of sequencing projects associated biosample from different ecosystem
types submitted to GOLD

Ecosystem type Total Ecosystem type Total Ecosystem type Total

Digestive system 19,373 Bacteria 89 Integument 10

Marine 8740 House 78 Landfill 10

Fresh water 6186 Engineered product 78 Sponge 10

Soil 5933 Indoor air 69 Lymphatic
system

9

Thermal springs 1498 Hospital 55 Ascidians 9

City 1464 Fermented beverages 53 Nodule 8

Skin 1381 Symbiotic fungal
gardens and galleries

45 Oil reservoir 8

Non-marine saline
and alkaline

1343 Aquaculture 45 Milk 8

Roots 1085 Green algae 43 Sclerotium 8

Phyllosphere 880 Bone 43 Oil refinery 7

Plant litter 640 Hydrocarbon 40 Eye 7

Activated sludge 637 Simulated
communities (DNA
mixture)

39 Agricultural
field

7

Mycelium 619 Asteroidea 36 Fermented
vegetables

6

Gastrointestinal tract 511 Outdoor air 34 Beetle 6

Circulatory system 496 Lichen 30 Cave 6

Respiratory system 454 Wood 25 Volcanic 5

Rhizosphere 433 Rock-dwelling
(subaerial biofilms)

24 Aerobic 5

Peat 424 Rock-dwelling
(endoliths)

23 Spacecraft
assembly
cleanrooms

5

Rhizoplane 377 Ant dump 21 Dinoflagellates 4

Phylloplane 363 Red algae 21 Shell 4

Sediment 346 Continuous culture 20 Ctenophora 4

Anaerobic digestor 300 Mixed alcohol
bioreactor

20 Tooth 4

Deep subsurface 291 Nervous system 20 Solar panel 3

Simulated
communities
(microbial mixture)

290 Thiocyanate 18 Biochar 3

Dairy products 277 Currency notes 18 Metal 3

Industrial
wastewater

235 Larvae 15 Microbial
solubilization of
coal

3

Water treatment
plant

231 Terephthalate 14 Brown algae 2

Nutrient removal 224 Canal 14 Tailings pond 2

Geologic 192 Fruiting body 13 Whole body 2

(continued)
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5.2 Genome Characteristics

The sequenced genomes deposited in public databases, such as NCBI, GOLD, ENA,
DDBJ, and Ensembl, offer to study the functional features and contribution to the
ecosystem (Leinonen et al. 2011). Also, there is a significant variation in gene
content and genome size in species to species. Moreover, a species and strain display
very streamlined and homogenous in terms of genetic variations observed in
transposable elements and resistance genes (e.g., Mycobacterium tuberculosis)
(Land et al. 2014). Comparisons made within genes and between genes of different
organisms provide a distinct type of closeness, leading to the development of genes
common to most genomes (core genes) and total genes (pan genes) set. This provides
a reasonable knowledge of species closeness and molecular evolution. The wide
range of E. coli genome analysis revealed that pan-genomes are increasing than core
gene sets, and letter various pan and core genomes have been determined (Land et al.
2014).

Looking to inside of sequenced genomes showed that 2671 complete/finished
genomes consist of 88% of average protein coding region in bacteria, available in
GenBank, and it ranges between 40% and 97% (Land et al. 2014). Meanwhile
bacteria generally consist of 5 Mb genome size which encodes near about 5000
proteins. Among the sequenced genomes available in GenBank, the largest genome
is Sorangium cellulosum strain So0157–2 with a size of 14,782,125 bp and contains
11,021 genes (Han et al. 2013), and the smallest bacterial genome is Candidatus
Nasuia deltocephalinicola strain NAS-ALF; the genome consists of 112,091 bp in
length and encodes137 proteins (Bennett and Moran 2013). The microorganism such
as Kineococcus radiotolerans SRS30216, Sorangium cellulosum So0157–2, and
Rhodococcus aetherivorans strain IcdP1 consists of (%GC) 74.4, 72.1, and 70.6,

Table 5.4 (continued)

Ecosystem type Total Ecosystem type Total Ecosystem type Total

Defined media 174 Tetrachloroethylene
and derivatives

13 Fungi 2

Composting 160 Intracellular
endosymbionts

12 Breviatea 1

Tissue 152 Simulated
communities (sequence
read mixture)

12 Microbial
enhanced oil
recovery

1

Leaf 133 Seeds 12 Asphalt lakes 1

Anaerobic 126 Peat moss 12 Swine
wastewater

1

Reproductive system 104 Mosquito 12 Hair 1

Meat products 103 Endosphere 11 Nematoda 1

Cnidaria 89 Solid animal waste 11 Persistent
organic
pollutants (POP)

1

Presented data accessed on December 26, 2018, from GOLD (https://gold.jgi.doe.gov/)
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respectively, whereas Candidatus Sulcia muelleri PSPU and Candidatus Nasuia
deltocephalinicola strain NAS-ALF consist of (%GC) 20.9 and 17.1, respectively
(Table 5.5). Further, biochemical processes are the primary mechanism for driving
biological processes that occur in different species of a living organism. Using
genome sequencing various key metabolic pathways could be efficiently identified
(Francke et al. 2005). Using such technique, the species-specific association between
phenotypes and genotypes by network reconstruction of metabolic pathway can be
performed, as it is applied widely for genome-scale metabolic model (Thiele and
Palsson 2010).

The bacterial genome average protein coding density (PCD) is 87% with a usual
range of 85–80% (McCutcheon and Moran 2011), but in some bacterial genomes,
the protein coding density is less than 40%. Among these several are obligate
pathogens and symbionts or consist of pseudogenes. As an example in an insect

Table 5.5 List of microorganism with genome size, %GC, gene content, and accession number

Organism Length Mb
%
GC

No. of
genes

RefSeq
Accession

Escherichia coli UTI89 5,065,741 5.06 50.6 5363 NC_007946.1

Paeniclostridium sordellii
strain AM370

3,550,458 3.55 27.9 3484 NZ_CP014150.1

Paenibacillus durus strain DSM
1735

6,038,347 6.03 50.8 5427 NZ_CP009288.1

Paenibacillus lautus strain
E7593–69

7,128,120 7.12 51.2 6434 NZ_CP032412.1

Pseudomonas aeruginosa
PAO1

6,264,404 6.24 66.6 5697 NC_002516.2

Pseudomonas putida KT2440 6,181,873 6.18 62.4 5389 NC_002947.4

Mycobacterium tuberculosis
H37Rv

4,411,532 4.41 65.6 4008 NC_000962.3

Arcobacter butzleri RM4018 2,341,251 2.34 27 2332 NC_009850.1

Bacillus cereus ATCC 14579 5,411,809 5.41 35.3 5473 NC_004722.1

Rhodococcus hoagii 103S 5,043,170 5.04 68.8 4649 NC_014659.1

Rhodococcus aetherivorans
strain IcdP1

5,922,748 5.92 70.6 5388 NZ_CP011341.1

Rhodococcus erythropolis PR4 6,516,310 6.51 62.3 6092 NC_012490.1

Candidatus Sulcia muelleri
PSPU

285,352 0.285 20.9 296 NZ_AP013293.1

Kineococcus radiotolerans
SRS30216

4,761,183 4.76 74.4 4536 NC_009664.2

Sorangium cellulosum
So0157–2

14,782,125 14.78 72.1 11,021 NC_021658.1

Candidatus Tremblaya princeps 138,410 0.138 61.8 168 LN999011.1

Candidatus Nasuia
deltocephalinicola strain
NAS-ALF

112,091 0.11 17.1 165 NC_021919.1

The data presented in the above table is retrieved from NCBI Genome (https://www.ncbi.nlm.nih.
gov/genome/) directory database
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cosymbiont Serratia symbiotica str. Cinara cedri, the PCD is 38% and it comprises at
least 58 pseudogenes (Lamelas et al. 2011). Similarly, the symbiotic cyanobacteria
Nostoc azollae 0708 residing with fresh water fern consist of 52% PCD, which is the
lowest of any other cyanobacteria (Ran et al. 2010). Although cyanobacteria
Trichodesmium erythraeum IMS101 with 63% PCD harbor 12% of pseudogenes
without the influence of environment, these cyanobacteria are free-living, nitrogen-
fixing, bloom-causing, filamentous, and colony-forming and thrive in tropical and
subtropical oceans with suitability to known reasons for undergoing a genome
reduction (Pfreundt et al. 2014).

5.3 First-Generation DNA Sequencing

The DNA sequencing technology in the market was automated capillary sequencer
also called chain termination sequencing or Sanger sequencing. In this sequencing
chemistry, DNA is randomly fragmented, cloned into plasmid, and transformed to
generally E. coli. The cloned fragment is amplified using flanking PCR primer. Each
PCR round is terminated using incorporation of fluorescently labelled
dideoxyribonucleotide (ddNTP). The resultant terminated fragments are then
separated in electrophoretic capillary containing polymer gel, following exposing
capillary to excite the fluorescently labelled dye by argon laser, and then emitted
spectrum is recorded in a form of chromatogram using charge-coupled device
camera. This gives read length of 800 to 1000bp with base call accuracy of
99.99%. However, its technology with very low output and high production cost
limits the application (Swerdlow and Gesteland 1990).

5.3.1 Next-Generation Sequencing

In year 2005, massive parallel high-throughput sequencing technologies arrived
among the scientific community also referred as next-generation sequencing,
which delivers the tremendous output with high coverage and eventually becomes
one of the essential tools for microbial genomics (Cao et al. 2017). The revolution of
NGS over Sanger sequencing can be presented as (1) construction of multiplexed
sequencing library, (2) clonal amplification of libraries, (3) immobilization of
amplified libraries on solid substrate, and (4) chip-based sequencing. Depending
on the variation in methodology used to immobilize DNA on a solid substrate and
detection, the following technologies were mostly utilized in scientific community:
(1) pyrosequencing, (2) sequencing by reversible termination, and (3) semiconductor
sequencing.

5.3.1.1 Pyrosequencing
The first commercially launched next-generation sequencer was 454 GS20
pyrosequencing machine (Margulies et al. 2005). This technology is based on
sequencing by synthesis and inorganic pyrophosphate-light emission detection
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chemistry. In this technology, initially DNA molecule is sheared using frequent site
cutter restriction enzyme or fragmented through sonicator (nebulization). The
sheared/fragmented DNA is end repaired and then subjected to oligonucleotide
adapters and barcode ligation for multiplexing, a process called library preparation.
The prepared library is then clonally amplified on beads (28 μm bead) with supple-
ment of dNTPs, polymerase, and primer in an oil-water emulsion mixture, a process
called emulsion PCR. The clonally amplified libraries were recovered, enriched,
hybridized with sequencing primer, and loaded on picotiter plate for sequencing in
the machine. The oil-water mixture acts as a microreactor for clonal amplification of
sample on beads. During the sequencing, clonally amplified DNA fragments
polymerized by the addition of nucleotides into daughter strands by sequencing
polymerase result in the release of inorganic pyrophosphate (PPi). This released PPi
combines with APS to form the ATP by sulfurylase, and then ATP combines with
luciferin by luciferase resulting in the emission of oxyluciferin and light. This
released light is captured by CCD camera in image format and then converted to
nucleotides through image processing. The subsequent/iterative flow of sequencing
cycles generates the average mean read length of 400–500 nucleotides (Margulies
et al. 2005). More details are shown in Table 5.6. While producing the tremendous
output, this technology is prone to sequencing of homopolymer repeats (Goodwin
et al. 2016). Applying this technique, the first sequenced genome was bacterium
Myxococcus xanthus, a soil inhabitant (Vos and Velicer 2006). Using such technol-
ogy, a study of buffalo rumen microbial diversity associated with high roughage diet
(Pitta et al. 2014b; Singh et al. 2015a) and fresh water (Dinsdale et al. 2008) has been
performed.

5.3.1.2 Sequencing by Reversible Termination
The sequencing by reversible termination technology was implemented in Illumina
Genome Analyzer (SOLEXA) marketed in the year 2006 (Fedurco et al. 2006). In
this method, the sample preparation involves the random fragmentation, followed by
the ligation of oligonucleotide adaptors and indexes, called sequencing libraries. The
prepared libraries were amplified through bridge amplification (Adessi et al. 2000;
Fedurco et al. 2006). The PCR forward and reverse primers complementary with
adapters are hybridized on glass surface, amplified using modified DNA polymerase,
a process called cluster generation. It is then followed by annealing of sequencing
primer with adapters and followed by sequencing. In this sequencing chemistry, a
modified DNA polymerase and different fluorophore-labelled nucleotides at 30 are
used. In each cycle, incorporation of single nucleotide followed to cleavage of
fluorescent reporter which is the corresponding to the incorporated base and
recorded by camera (Ju et al. 2006). The advancements in this technology permitted
the 300�2 paired-end sequencing with a total average read length of 600 nucleotides
(Table 5.6) (Goodwin et al. 2016). The limitation of this technology is high error rate
of transition (Ts) to transversion (Tv) SNPs and Ts/Tv ratio.
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5.3.1.3 Semiconductor Sequencing
This sequencing technology is based on the detection of proton (H+) released after
the incorporation of nucleotide in a complementary strand. This released proton ion
triggers an ion-sensitive field-effect transistor (ISFET) ion sensor as a signal, and
generated signal is translated into the corresponding nucleotide through signal
processing by Torrent Suite. The device on which sample is loaded consists of
millions of microwells on a semiconductor chip in which sequencing occurs (Pennisi
2010). This technology library preparation is similar to pyrosequencing. The differ-
ence in library amplification through emulsion PCR, recovery and enrichment
wherein pyrosequencing is time consuming, laborious while semiconductor (Ion
Torrent) takes less time and labor.

5.4 Single-Molecule Real-Time (SMRT) Sequencing

The third-generation sequencer involves direct DNA sequencing without utilizing
the PCR amplification step, as amplification introduces a bias in read content and
presence of high GC content affects depth and coverage. The major advantage of this
technique is the longer read length with an average of 5–10 Kb. With this technol-
ogy, the first commercially launched chemistry was single-molecule real-time
(SMRT®) by Pacific Biosciences (Eid et al. 2009). In this chemistry, sample library
preparation involves the incorporation of DNA molecule to be circularized by
ligating the adapter to both the ends of template. The prepared circular library is
placed into SMRT® cell comprising 150,000 zeptoliter wells. Each well of SMRT
cell contains single immobilized DNA polymerase (modified) at the bottom. The
DNA polymerase binds with adapter sequence and then initiates the template
replication. The incorporation of complementary four different fluorescently labelled
nucleotides into reaction well. As the labelled base gets incorporated enzymatically,
a light signal is generated and identified as the corresponding nucleotide (Eid et al.
2009). The general data output of PacBio RS II machine is 0.5–1 billion bases per
SMRT® cell with very high error rate (typically 10–15%) (Goodwin et al. 2016).
More details are presented in Table 5.6.

5.5 Oxford Nanopore

Another third-generation sequencer is MinIon commercialized by Oxford Nanopore
Technology in 2014. In this technology, DNA/RNA is passes through a nanopore
through electrophoresis, involves utilization of electrolytic solutions with constant
electric field. As the DNA/RNA passes through nanopore, alteration in current
occurs, and the resultant magnitude is recorded. MinIon library preparation consists
of DNA fragmentation and end repaired, and then poly A tail is added to 3’OH end.
In this two different adapter, a hair pin adapter and Y adapter (shape based). With the
help of motor protein, sequencing templated dsDNA is unzipped at Y adapter and
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passes the ssDNA through nanopore. It is followed through base calling of ssDNA
and hundred to thousand base pair read length is obtained, with an accuracy of 88%
(Laszlo et al. 2014). More details are presented in Table 5.6. This technology
delivers long reads, low cost, and small size with real-time nature of sequencing
and invites attention in genomics and microbial community study (Judge et al.
2015).

5.5.1 Microbial Genome Sequencing and Bioinformatic Analysis

On the publication of first bacterial genome Haemophilus influenza (Fleischmann
et al. 1995), the revolution in genomics data grew with tremendous improvements in
sequencing mechanism such as application of paired-end sequencing and mate-pair
sequencing (Pop 2009; Forde and O’Toole 2013; Cao et al. 2017). The publication
of the first complete genome has led to the efforts to scientific community for the
sequencing of larger genomes of E. coli (Blattner et al. 1997), Bacillus subtilis
(Kunst et al. 1997), and eukaryotic genomes of Saccharomyces cerevisiae (Goffeau
1998), Arabidopsis thaliana (Arabidopsis Genome 2000), and ultimately the human
genome (Venter et al. 2001). The advancement in genome sequencing has led to the
development of various bioinformatic tools for de novo genome assembly and
annotation. The most frequently used tools for genome assembly, majority of
them, are command-line interface and available only for Ubuntu (free and open
source) operating system. Among those, CLC-Bio, SOAP denovo2 (Luo et al.
2012), Velvet (Zerbino and Birney 2008), IDBA-UD (Peng et al. 2012), and SPAdes
(Bankevich et al. 2012) are widely used. These tools detail algorithm and input data
type, and dependencies are given in Table 5.7. With the development of computa-
tional tools for reference-based gene finder, the BLAST+ (Camacho et al. 2009),
InterProScan (Quevillon et al. 2005), DIAMOND (Buchfink et al. 2015), and
Blast2GO (Conesa et al. 2005) were highly used, while the ab initio gene
prediction-based tools such as GeneMarkS (Besemer et al. 2001), GLIMMER
(Delcher et al. 1999), AUGUSTUS (Stanke and Morgenstern 2005), and ORF
Finder (Stothard 2000) were highly used. More details of each tool are presented
in Table 5.8.

5.6 Application of NGS in Microbiome Study

5.6.1 16S rRNA Gene-Based Community Analysis

Various bacteria are un-cultivable in laboratory conditions, either they are unknown
or suitable media compositions are unknown. Therefore to comprehensively study
microbial composition and diversity, metagenomics was extensively applied.
Metagenomics is described as a culture-independent approach to investigate the
genetic diversity, community composition, and their interaction in their habitat
(Handelsman 2004). The initial metagenomic study involves the microbial diversity
using 16S rRNA gene-targeted amplicon sequencing (Schloss and Handelsman
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2005; Xu 2006) and later followed by whole metagenome shotgun sequencing
(Reddy et al. 2014; Singh et al. 2014a) using NGS platforms.

The 16S rRNA gene consists of hypervariable regions of V1 to V9, with some
conserveness between species to species, thus utilized as a molecular tool for
bacterial characterization (Kolbert and Persing 1999). The high-throughput 16S
rRNA amplicon sequencing analysis of habitats such as the gut (Claesson et al.
2012), oral cavity (Crielaard et al. 2011), and buffalo rumen (Pitta et al. 2014a)
microbiota has been characterized. The taxonomic composition estimation using
16S rRNA depends on sampling site and varies organism to organism. As an
instance, buffalo rumen (Patel et al. 2014; Singh et al. 2015a) and human digestive
tract prevalent with Bacteroidetes and Fermicutes bacterial phyla with remarkable
difference at phyla level (Human Microbiome Project Consortium 2012b). The 16S
rRNA-based taxon abundance has been correlated with diet and health in human
(Claesson et al. 2012; Conlon and Bird 2014). In summary, 16S rRNA-based study
provides information for microbial abundance, diversity, and variation to
diet alteration, effect of disease condition, and contribution in the ecosystem.

5.6.2 Whole Community Shotgun Metagenomics

The functional contribution of microorganism in various habitats is identifiable by
performing the whole metagenome sequencing, and their annotation determines the
functional genes (Singh et al. 2014b). The whole metagenome study revealed that
the prevailing organism in the environment is correlated with genome size, GC
content, horizontal gene transfer and optimum growth temperature (Popa et al. 2011;
Wu et al. 2014), and antibiotic and metal ion resistance genes (Reddy and Dubey
2018). Metagenomic investigations also identified that microbes which thrive in soil
generally have higher GC content with larger genome size compared to aquatic
environment (Wu et al. 2014).

5.6.3 Metagenomics of Rumen

The animal rumen is anaerobic in nature and prevailing microbes are generally
anaerobes, and thus these microbes are very difficult to culture in laboratory
conditions and determination of molecular diversity. With the massive
advancements of microbial community study using targeted 16S rRNA amplicon
high-throughput sequencing, it becomes possible to explore the deeper insights of
rumen microbiome diversity efficiently. Using such technique, various researchers
applied the targeted 16S rRNA amplicon sequencing to characterize the adaptation
of microbial community in response to experimental conditions. As an example,
V3–V5 targeted amplicon in pre-ruminant calves results in the identification of
15 different phyla. Among these phyla, Bacteroidetes constituted 78% at the
42-day-old age and also in agreement that Bacteroidetes is one of the abundant
phyla in ruminants (Li et al. 2012b). The wild ruminant Tragelaphus strepsiceros’s
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first metagenomic report showed that Firmicutes is dominant with 39% contribution
of the total microbiota, followed by ~22% unassigned bacteria and then occurrence
of Bacteroidetes (~18%) (Dube et al. 2015). The rumen microbiome adaptation to
50–100% forage diet investigation with respect to liquid and solid fraction, using V1
to V9 targeted amplicon study, indicated that Bacteroidetes were dominant in liquid
fraction while Fermicutes were dominant in solid fractions (Pitta et al. 2014b).
However, amplicon sequencing analysis provides insights of microbial community
structure but is unable to explore the microbiota functional role in defined ecological
niche. Therefore, application of whole metagenome sequencing removes such limi-
tation and provides the functional role of microbes in the given niche. Using such
technique, various studies had shown that various genes were involved in carbohy-
drate metabolism, protein metabolism, hydrolase activity, transferase and oxidore-
ductase activity, DNA and RNA metabolic process, butyrate and propionate
metabolism (Patel et al. 2014), and methanogenesis and acetogenesis (Singh et al.
2015b). Functional annotation of whole metagenome data of Mehasani buffalo breed
revealed that various environmental gene tags (EGTs) were involved in virulence
disease and defense, stress response, and phages and prophages. The virulence
disease and defense deeper study revealed that majority of EGTs were associated
with resistance to antibiotic and toxic compounds (RATC). Similarly, stress
response and phages and prophages extensive study revealed that heat shock,
oxidative stress, and phages-prophages and pathogenicity islands were in majority
(Reddy et al. 2014). Similarly, functional annotation of whole metagenome data of
Jafarabadi buffalo revealed that various EGTs were significantly varied with a
variation of feeding diet in liquid and solid fraction. In such study, EGTs such as
carbohydrate, nitrogen, protein, DNA, sulfur, amino acid and derivative etc. EGTs
exclusively associated with carbohydrate metabolism and protein metabolism such
as monosaccharides, polysaccharides, di- and oligosaccharides, amino sugars and
protein biosynthesis, protein degradation, and protein folding respectively, were also
detected (Nathani et al. 2015). The most widely used tools for 16S rRNA amplicon
classification are Quantitative Insights Into Microbial Ecology (QIIME (Kuczynski
et al. 2011)), Mothur (Schloss et al. 2009), Ribosomal Database Project (Wang et al.
2007) etc., while for functional classification, Metagenomics Rapid Annotation
using Subsystem Technology (MG-RAST (Keegan et al. 2016)), MEtaGenome
ANalyzer (MEGAN (Huson et al. 2007)), and EBI-Metagenomics (Mitchell et al.
2018) have been frequently used. In overall, it gives the functional mechanism
mediated by microbes in response to experimental conditions and invites the atten-
tion for developing catalogue of functional genes of aerobic and anaerobic microbes.

5.7 Metagenomics of Soil

Soil is the main site of food production and peculiar to support life functionality. Soil
plays an essential role for plant growth, cycling of carbon, and other nutrients which
are mainly mediated by soil microbiota. The first report on soil microbial community
using DNA-based study revealed that soil microbiota composition is enormously
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diversified (Torsvik et al. 1996). The microbial community diversity of soil is mainly
driven by soil properties and minimum by temperature and elevation (Xue et al.
2018). It is estimated that more than 10 K bacterial species are present in one gram of
soil, with strongly correlated complex network (Nesme et al. 2016). The
advancements in microbial genomics facilitated the soil microbiome study at various
levels such as genus and species with abundance estimation (Nannipieri 2014),
including the functional gene content and actively involved genes. Additionally, it
is reported that microorganism displayed increased activity in soil hot spots such as
mycosphere, rhizosphere, drilosphere, and detritusphere. The soil rhizosphere
consists of surrounding complex microorganism and influenced by plant root, and
these microbes play a vital role in plant growth and health promotion. For example,
microorganisms beneficial to plants are symbiotic nitrogen-fixing rhizobia, the
phosphate-solubilizing bacteria, and pathogen defeating such as Pseudomonads
and Bacilli (Berendsen et al. 2012).

The one of highly studied genes of soil microbiota characteristic is nif various
types. Among those, nifH was extensively targeted with different PCR primers for
identification of N-fixing bacteria through molecular approach (Widmer et al. 1999;
Zani et al. 2000), which is time-consuming with limited microorganism identifica-
tion. The high-throughput sequencing analysis offers new horizons of diversity and
composition estimation of soil microbiota across various soil niches without culti-
vation (Thompson et al. 2017). The deep metagenome study explored the microbial
community functional capacity for carbon cycling (Howe et al. 2016) and correlation
among community’s functional genes (Hartman et al. 2017). There are some
examples of big soil microbiome projects such as Earth Microbiome Project
(EM) (Gilbert et al. 2014)), Brazilian Microbiome Project (Pylro et al. 2014),
TerraGenome (Vogel et al. 2009), China Soil Microbiome Initiative (http://english.
issas.cas.cn/), MicroBlitz (http://www.microblitz.com.au/), and EcoFINDERS
(http://ecofinders.dmu.dk/), which characterized the soil microbiota community
structure and functional diversity.

5.8 Metagenomics of Human Gut

Initially, the NGS-based 16S rRNA targeted amplicon sequencing provided the fast
and cost-effective information of bacteria present in human gut (Qin et al. 2010). The
MetaHIT consortium firstly performed the metagenomic study of the human
microbiome of 124 Spanish and Danish subject stool samples. They showed that
1150 bacterial species were common in gut and a total of 3.3 million genes.
However, 294,000 genes from 75 organisms were common in more than half
samples (Qin et al. 2010). Sequenced data functional annotation revealed that
various genes and pathways are involved in complex sugar metabolism, cell adhe-
sion, vitamin, xenobiotic, and halogenated aromatic compound metabolism. On the
other hand, the human microbiome project (HMP) was the largest for human host-

106 B. Reddy

http://english.issas.cas.cn/
http://english.issas.cas.cn/
http://www.microblitz.com.au/
http://ecofinders.dmu.dk/


associated microbiota characterization and reported that 3500 and 35,000 species-
level operational taxonomic units (OTUs) in humans (Human Microbiome Project,
2012b). The GIT, oral cavity, and stool were the highly diversified, covering over
1000 OTUs from near about 150 genera. HMP data also showed that oral and GIT
are more diversified than the back side of the elbow and ear. The diversity index of
vaginal microbiome was the lowest with dominance of Lactobacillus (Huse et al.
2012) and becomes less diverse during pregnancy (Aagaard et al. 2012). Looking to
the involvement of microbes for a functional role, stool dominated with complex
carbohydrate degradation genes, whereas gut dominated with low abundance of
hydrogen sulfide production and methionine degradation. The oral microbiota har-
bored genes for simple sugar metabolism and mostly for dextran, whereas vaginal
microbiota harbored genes for glycogen and peptidoglycan degradation (Morgan
et al. 2013).

Interestingly, high gut microbial community diversity is an essential feature of
health. Aging and Crohn’s disease are associated with bacterial diversity. The
alteration of gut microbial community is well known to offer the progression of
obesity, diabetes, and irritable bowel disease (Dicksved et al. 2008). The pathobionts
are generally found in normal microbiota, while with certain alteration in homeosta-
sis of the host, they increase the disparity by promoting the inflammation and
production of bacteriocin and sometimes improving pathogenicity of other
pathogens (Cho and Blaser 2012). It is established that the adult’s microbiota is
steady; however, broad-spectrum antibiotics kill the majority of commensal gut
microbiota (Yassour et al. 2016). An experiment of ciprofloxacin 5-day course
causes the reduction of gut bacterial diversity and quantified 30% species abundance
(Dethlefsen et al. 2008). As antibiotic usually equally targets commensal microbes
which are involved in metabolism and immunity, its removal potentially triggers
malfunctioned metabolism and immune system. This offers development of suscep-
tible environment for intestinal pathogens and homeostasis disparities.

The some examples of big project are the HMP (http://www.hmpdacc.
org), MetaHIT (http://www.metahit.eu), and Global Ocean Survey (http://www.
jcvi.org/cms/research/projects/gos/) applied such technique to explore the microbial
diversity and functional genes, allowed our understanding of microbe contribution to
sampled ecosystems. The National Institute of Health (NIH) sponsored HMP (http://
www.hmpdacc.org) developed the 16S rRNA and whole metagenome data of large
populations with comprehensive details of microbial communities at different bodies
(Human Microbiome Project Consortium 2012a). This project developed an exten-
sive reference of normal individuals and comparable with diseased individual
microbiota (Human Microbiome Project Consortium 2012b; Li et al. 2012a).

5.9 Conclusion

The advent of high-throughput sequencing technology robustly enhanced the data
generation, which allowed the massive whole genome sequencing, metagenomics,
and their characterization. The taxonomic and functional analysis coupled with
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bioinformatic tools facilitated the development of microbial community and function
genes catalogue. Among the published whole genomes, phyla such as
Proteobacteria, Firmicutes, Actinobacteria, Bacteroidetes, and Cyanobacteria con-
stitute nearly 96% of total phyla. The medical sector has contributed in the majority
of genome projects as pathogens are greatly spreading with gain of resistance against
antibiotics and host-associated ecosystem as a majority for biosamples. The
metagenomic sequencing is a widely used tool for taxonomy and functional annota-
tion and provided the identification of various novel genes from different ecological
niches. This study shed light on available whole genomes and metagenomes and
further provides the base for advanced application of next-generation sequencing
and functional annotation.
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Abstract
Identification of microbial pathogen is an important event which lead to diagno-
sis, treatment, and control of infections produce by them. The high-throughput
technology like microarray and new-generation sequencing machine are able to
generate huge amount of nucleotide sequences of viral and bacterial genome of
both known and unknown pathogens. Few years ago it was the DNA microarrays
which had great potential to screen all the known pathogens and yet to be
identified pathogen simultaneously. But after the development of a new genera-
tion sequencing, technologies and advance computational approach researchers
are looking forward for a complete understanding of microbes and host
interactions. The powerful sequencing platform is rapidly transforming the land-
scape of microbial identification and characterization. As bioinformatics analysis
tools and databases are easily available to researchers, the enormous amount of
data generated can be meaningfully handled for better understanding of the
microbial world. Here in this chapter, we present commentary on how the
computational method incorporated with sequencing technique made easy for
microbial detection and characterization.
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6.1 Introduction

6.1.1 Importance of Microbes

Microorganisms like viruses, bacteria, and fungus have evolved to survive in every
type of conditions on our planet including human and animal bodies. Although many
are not harmful, a few cause life-threatening diseases. Traditionally these are
identified by culturing in appropriate media, biochemical analysis, and serological
testing. However, more numbers of microbes are yet to be characterized than are
known. Through the human body, microbes play vital roles in all of their ecosystems
(Hentges 1993). In spite of being extremely small, the sheer numbers of microbes
living on the planet have large effects on the cycling of nutrients and compounds,
essential for the survival of all organisms.

Microbes are encountered in all walks of human life and there prevails a constant
interaction. The vast majority of the bacteria in the body are rendered harmless by
the protective effects of the immune system, and a few are beneficial. In fact, the
relationship between microbes and humans is delicate and complex. Ten times as
many microbes live on or inside your body. The microbes living in our digestive
system break down food and produce useful vitamins. The millions of microbes that
coat our skin and intestinal lumen form a protective barrier against more dangerous
microbes. Without them, our bodies would be open to microbial attack. In spite of
these benefits, a relatively small number of microbes are harmful to humans. Many
diseases and epidemics are caused by microbes: the plague during the Middle Ages,
smallpox, AIDS, influenza, food poisoning, and anthrax. These diseases result in
severe illness, or even death. As scientists learn more about bacteria, fungi, and
viruses, they are better able to treat and prevent these diseases (Yadav et al. 2013).

6.1.2 Viral Diseases in Humans and Livestock

Viral diseases of livestock can be devastating both to farmers and the wider
community. Rinderpest, a disease of cattle caused by rinderpest virus, spread rapidly
across Africa by 1892 and led to death of nearly 95% of the cattle in East Africa. In
the early years of the twentieth century, rinderpest was common in Asia and parts of
Europe, and its prevalence increased in Asia. In 1957, Thailand had to appeal for aid
because many buffaloes had died, due to which paddy fields could not be prepared
for rice. In India, spread of rinderpest was controlled by numerous eradication
programs throughout the twentieth century (Barrett et al. 2006). As a result rinder-
pest was eradicated from India in the year 1995 (Barrett et al. 2006). In human and
animals, viral diseases keep emerging very frequently.

Research on various aspects of animal diseases particularly diagnosis is carried
out regularly to develop effective measures to guarantee animal health through
containment of emerging diseases. Many viral diseases have been eradicated from
globe by taking effective control measures. Smallpox was the first viral disease to be
eradicated globally followed by Rinderpest or cattle plague. In the last 30 years or so,
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about 40 new viral diseases have been identified (Zappa et al. 2009). A recent study
has shown that by 2020, about 10 new human diseases would emerge compared to
the past, and mobility of humans and animals have increased; with this, rate of
spread of disease has also increased (Morens and Fauci 2013). It has become vital to
have an arsenal of diagnostic techniques which can identify a pathogen whether new
or old in shortest possible time to combat effective control measures. New
technologies are being developed in molecular biology at a very rapid rate and
many of them are being applied in diagnosis. PCR (polymerase chain reaction) is
once such technique which was developed for amplification of a fragment of DNA in
the early 1980s (Mullis 1990). The PCR and related techniques like real-time PCR
are now the most widely used molecular method for the detection and identification
of viruses (Espy et al. 2006). Multiplex PCR allows detection of more than one
species of virus in a single assay (Elnifro et al. 2000). However, these techniques
have limitations of multiplexibility and versatility and require extensive prior
knowledge of the sequences to be amplified (Miller et al. 2009).

Another technique, microarray, developed in mid-1990s (Kostrzynska and
Bachand 2006) for studying gene expression, is now being increasingly applied
for diagnostics. Microarray consists of thousands to millions of oligonucleotide
probes representing different genes of known or unknown pathogens deposited or
directly synthesized on a surface in an ordered fashion (Anderson et al. 2008; Manoj
2009). These numbers give huge capability to microarray to detect and quantitate
hundreds and thousands of genes simultaneously. The capability of microarray to
detect a large number of genes was used for diagnosis at the beginning of this
century when the SARS corona virus was identified using a diagnostic microarray
chip (Wang et al. 2002). Since then several microarray chips have been developed
and tested (Wang et al. 2002, 2003; Martín et al. 2006; Chiu et al. 2006; Quan et al.
2007; Gardner et al. 2010; Yadav et al. 2015).

6.2 Virus Identification Methods

A virus is identified by showing presence of its proteins or nucleic acids or via an
immunological response to the host. Each method has its own advantages and
drawbacks with respect to sensitivity, specificity, efficiency, and feasibility.
Depending on the virus type, concentration, and circumstances under which the
viral sample was collected, certain methods may be more effective than others. The
most commonly used methods to detect and identify different viruses can be broadly
divided into four categories, that is:

A. Electron microscopy: A direct method for detecting virus requires purified and
high concentration of virus, but only experienced technician then discerns the
virus by its physical structure features. Viruses such as poxviruses and herpes
viruses can be easily identified using this technology (Nii 1971).

B. Virus isolation in cell culture: Another method is to grow the virus in cell cultures
(Leland and Christine 2007) and observe for virus-induced changes such as cell
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rounding, disorientation, swelling, shrinking, or death in the cells. This method is
time-consuming, has low sensitivity, and also cannot be used for viruses like
hepatitis B, parvovirus, and papillomavirus, which cannot grow in cell culture
(Goldsmith and Miller 2009).

C. Immunofluorescence-based assays: ELISA (enzyme-linked immunosorbent
assay) (Voller et al. 1978), one of the widely used methods for detecting viruses,
relies on the presence of antigens or antibodies in bodily fluids.

D. Molecular techniques: Molecular biology techniques based on nucleic acid
sequences are advanced and much faster than any other techniques and are
now mostly used for virus diagnosis (Kreuze et al. 2009).

6.2.1 Nucleic Acid Sequence-Based Diagnosis

Large-scale availability of genomic and nucleotide sequences of disease-causing
agents in public databases (GenBank of the USA, European molecular biology
laboratory of Europe, and DNA databank of Japan) and progress in nucleic acid
amplification techniques have enabled application of nucleic acid-based techniques
for pathogen identification. These techniques include polymerase chain reaction
(PCR) (Mullis 1990), loop-mediated isothermal amplification (LAMP) (Tomita
et al. 2008), ligase chain reaction, nucleic acid sequence-based amplification/
isothermal amplification (NASBA, (Liu et al. 2006), strand displacement amplifica-
tion (Su et al. 2013), Qb replicase method (An et al. 2003), and branched DNA
probes (Baumeister et al. 2012). The PCR is one of the most commonly used
methods for virus detection (Cunningham 2004). Real-time PCR, an innovation of
PCR, is one of the most sensitive methods of detecting pathogens (Mackay et al.
2002). Both PCR and real-time PCR have limited multiplexing capability.

Like PCR and real-time PCR, DNA microarray is a genome-based method which
was originally developed for studying variation in gene expression but has since
been adapted for pathogen detection. It has huge multiplex capability and can screen
for all the known pathogen in one experiment (Wilson et al. 2002; Bryant et al.
2004). The DNA microarray also called DNA chip has high sensitivity and specific-
ity (Kostrzynska and Bachand 2006). The microarray chip used for diagnostic
purpose contains thousands of different oligonucleotide probes specific to respective
pathogens. The probes designed for diagnostic assays are unique to a specific
pathogen with respect to all the other pathogen genomes and also to host other
nonspecific genome sequences present in the clinical samples. Specially designed
software are used for designing probes and also for data analysis.

6.2.2 DNA Microarray-Based Virus Identification

DNA microarray has been used efficiently in clinical diagnostics for identifying
disease-related genes with the help of its biomarkers (Loy and Bodrossy 2006) and
also for disease diagnosis. The microarray-based virus diagnosis started at the
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beginning of this century (Schena et al. 1995). Microarrays based on oligonucleotide
probes representing nucleic acid sequences conserved between members of a taxo-
nomic group were first used for detection of the then unknown SARS coronavirus
(Wang et al. 2002, 2003) and since then has been used for detection of many viruses
(Chiu et al. 2007; Chou et al. 2006; Quan et al. 2007; Martín et al. 2006, Chen et al.
2010). The detection of multiple rhinovirus serotypes in cell culture and clinical
specimen (Wang et al. 2002), papillomavirus in cervical lesions (An et al. 2003),
parainfluenza virus 4 in nasopharyngeal aspirates (Chiu et al. 2006), influenza virus
from nasal wash and throat swabs (Lin et al. 2006), gammaretrovirus in prostate
tumors (Urisman et al. 2006), foot and mouth disease virus from animal tissue
(Martín et al. 2006), coronaviruses and rhinoviruses from nasal lavage (Kistler
et al. 2007), metapneumovirus from bronchoalveolar lavage (Chiu et al. 2007),
different respiratory pathogens including influenza virus and non-influenza agents
in nasal swabs and lung tissue (Quan et al. 2007), and common food born viruses
such as coxsackievirus, hepatitis A virus, norovirus, and rotavirus identified using
tiling microarray (Chen et al. 2010). Grubaugh et al. (2013) identified 13 of
14 flaviviruses (Culex flavivirus, dengue-3, and Japanese encephalitis viruses)
using microarray platform.

6.2.3 Animal Virus Diagnosis Using Microarray

Microarray technique is one of the most recent diagnostics in veterinary field
(Feilotter 2004). Jack et al. (2009) developed a microarray assay for identifying
viruses that cause vesicular or vesicular-like lesions in livestock animals. They were
able to differentiate foot and mouth disease virus (FMDV), vesicular stomatitis virus
(VSV), swine vesicular disease virus, vesicular exanthema of swine virus (VESV),
BHV-1, orf virus, pseudocowpox virus, bluetongue virus serotype 1, and bovine
viral diarrhea virus 1 (BVDV1). Leblanc and co-researcher (2009) used magnetic
bead microarray for the rapid detection and identification of the four recognized
species in the Pestivirus genus of the Flaviviridae family, i.e., classical swine fever
virus, border disease virus, and BVDV1 and 2, which allowed specific and sensitive
virus detection. They concluded that based on the simplicity of the assay, the
protocols for hybridization and magnetic bead detection offer an emerging applica-
tion for molecular diagnosis in virology that is amenable for use in a modestly
equipped laboratory. Porcine reproductive and respiratory syndrome virus (PRRSV)
and foot and mouth disease virus (FMDV) were detected in a cDNA microarray (Liu
et al. 2006). GreenChip array facilitated the discovery of Ebola virus, in the porcine
respiratory illness outbreak in the Philippines (Barrette et al. 2009). These chips have
also been used for screening veterinary clinical samples (Mihindukulasuriya et al.
2008). Canine coronavirus (CCoV), feline infectious peritonitis virus (FIPV), feline
coronavirus (FCoV), bovine coronavirus (BCoV), porcine respiratory coronavirus
(PRCoV), turkey enteritis coronavirus (TCoV), transmissible gastroenteritis virus
(TGEV), and human respiratory coronavirus (HRCoV) are identified based on
microarray hybridization (Chen et al. 2010). Sharma et al. (2012) have designed
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microarray chip for identification of animal viruses; the chip successfully identified
the new castle disease virus in sheep and mixed infection of bovine viral diarrhea
2 and bovine herpes virus 1 (Ratta et al. 2013) in cattle.

6.3 Basic Concept of DNA Microarray

Since its inception DNA microarray has advanced biological sciences more pro-
foundly than any other technique (Benedetti et al. 2000; Rockett and Dix 2000;
Staudt and Brown 2000; Brown and Botstein 1999). The basic principle involved in
DNA microarrays is the reverse of Southern blot (Southern 1975). Unlike Southern
blot where targets are immobilized and a probe is labeled, in DNA microarray,
probes are immobilized on a membrane and then hybridized against the labeled
target population (Kurian et al. 1999). Since unlike Southern blot, in microarray,
target is labeled not probes, target can be hybridized to a large number of probes and
consequently microarray chips have the capacity to simultaneously detect tens or
hundreds or thousands of specific nucleic acid targets present in biological samples
in a single experiment (Schena et al. 1995). Microarrays have been used in a large
number of applications such as genome-wide genotyping, expression profiling, RNA
detection, protein arrays, and pathogen nucleic acid detections (Petricoin et al.
2002).

6.3.1 Probe Designing for Pathogen Identification

Probes, which are short DNA sequences that are similar to parts of the sequence of
target, are the most important constituent of a microarray chip. Probe has to be
specific to a pathogen only, and then only it can identify a pathogen unambiguously.
Besides specificity probe designing requires consideration of many other factors,
which influence hybridization processes such as guanine/cytosine (G/C) content,
melting point, secondary structure, sequence specificity, polynucleotide tract, and
probe length. Probe length affects the sensitivity and specificity of hybridization,
while other factors contribute to nonspecific hybridization. Maximizing the specific-
ity and the sensitivity are often conflicting goals in terms of achieving probe design.
Some well-known examples for microarray chips are as follows.

The probes for rotavirus were selected by using the following criteria: lengths of
about 20 nucleotides, melting temperatures between 65�C and 75�C, and two or
more mismatches with homologous sequences in other genotypes (Chizhikov et al.
2002). For orthopoxviruses, C23L/B29R gene sequences of different orthopoxvirus
species were aligned using clustalx software to find variable regions suitable to
design species-specific oligoprobes. Criteria for oligoprobe design were as follows:
one or more mismatches with other orthopoxvirus species, length of 13–21
nucleotides, and predicted melting temperatures between 36�C and 58�C (Majid
et al. 2003).
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One of the very first microarray chips to utilize a generalized computational
algorithm to find conserved regions among viral pathogens was by Wang et al.
(2002). The oligonucleotide probe length used in this chip was 70-mer. The chip
based on this conserved sequence was used to identify a coronavirus from the then
unknown SARS-coronavirus samples. Chou et al. (2006) developed a comprehen-
sive algorithm for designing conserved probes. They assumed that a virus genus
(G) is a collection of n viruses, in which each virus vi (i¼ 1, . . ., n) is associated with
a subset of G. Comparison of this virus with another virus in the genus identifies
similar sequences. The similarity was defined as having either (i) more than 75%
local sequence similarity in a 50-bp window with any virus or (ii) >15 consecutive
bases pairing. From these set of conserved sequences, those sets are picked up which
would identify the entire virus in the genus alone or in combination. It was not
necessary that a single conserved sequence would pick up the entire virus in the
genus. From the conserved sequences, 70-mer conserved probe were selected based
on the following criteria: (i) GC content between 40% and 60%, (ii) <5 continuous
mononucleotide repeats, (iii) <25-bp BLASTN sequence identity matches, and
(iv) �15 consecutive bases pairing with other viral sequences in the noncognate
viral genus (Chou et al. 2006).

Jabado et al. (2008) used protein families database (Pfam) as the basis for
designing conserved oligonucleotide probes. Their strategy for finding conserved
region entails identifying short conserved region and corresponding nucleic acid
region. First they identified most conserved nonoverlapping 20 amino acids
sequences then extracted corresponding nucleotide sequences. If the gaps were
found, the flanking regions were taken into account. The sequences which were
not part of Pfam were extracted and homologous gene clustered. All clustered
sequence was searched for common motifs with software such as MEME. Three
motifs were selected for each sequence cluster. The nucleic acid sequence extracted
for each protein motif was used for probe design. The conditions for probe design
were �5 mismatches to the template, a Tm >60�C, no repeats exceeding a length of
10 nt, no hairpins with stem lengths exceeding 11 nt, and <33% overall sequence
identity to non-viral genomes (Jabado et al. 2008).

Pan-Microbial Detection Array (MDA) is the most comprehensive array designed
for virus diagnosis. This array includes probes for all the virus sequences present in
the database at the time of designing. The designing strategy used for this array was
family based. First, the sequence of all the viruses reported for virus families was
grouped, and from the group, all the sequences similar to human and nonfamily virus
sequences were removed. From the resultant viral sequences, probes were designed
irrespective of the location or the gene using primer 3. The primers were selected on
the basis of conservation within family and the number of probes per target sequence
which was 50 probes per target sequence (Gardner et al. 2010).
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6.3.2 Clinical Sample Processing and Hybridization

The clinical samples for identification of a virus are collected from different places,
from different animals, and from different sources. The clinical samples could be
blood, a swab from the nose, vagina, or mouth, tissue and stool, or any other. Most of
these samples have been tested in microarrays. Foot and mouth disease virus
(FMDV) was identified in ticks collected from a livestock market in Nairobi,
Kenya (Sang et al. 2006). Vincent (2009) identified clinical porcine respiratory
and reproductive syndrome virus in a nasal swab from pig samples. The clinical
samples for microarray analysis are collected in solutions (like RNAlater) which
makes RNA stable or directly in trizol for RNA isolation (Wang et al. 2002; Chiu
et al. 2007). Samples for microarrays are generally processed by the methods
adopted by Wang et al. (2002). This method employs anchored random nonamer
primers for cDNA synthesis, nonspecific amplification, and introduction of amino-
allyl nucleotide into the amplification product. Labeling is done by covalent binding
of fluorescent dye (cyanine with aminoallyl group of nucleotide (Jabado et al. 2008;
Wang et al. 2002; Gardner et al. 2010). Hybridization is done overnight, and the
temperature of hybridization is defined by the probe sequences which vary between
65�C and 70�C (Tan et al. 2003; Wang et al. 2003; Jayaraman et al. 2006; Gardner
et al. 2010). Hybridization signals are generated by using light of a predefined
wavelength to stimulate the emission of the fluorescent signal. The amount of
emission is determined by the amount of fluorescent dyes bound, which is correlated
with the amount of targets-probe hybrids at the spot.

6.3.3 Data Processing on the Basis of Signal Intensity

Virus prediction from the signal intensity data has been the subject of intense study.
Unlike gene expression microarrays, diagnostic microarrays have no up or down-
regulated gene. In diagnostic microarray, a signal cannot be low, high, or unchanged;
it has to be defined in binary numbers—present or absent, on or off. A signal is
defined as present if it is above a predefined cutoff. This cutoff signal has arrived
differently as the microarray technology for diagnosis developed. In the first broad-
spectrum microarray chip, the control hybridization was carried out with the RNA
from uninfected cell culture. In this particular chip, each spot was spiked with a
known probe in a fixed ratio to normalize the expression of all the probes. The
complementary sequence of the spike probe was labeled with Cy3 dye. Two color
hybridization experiments were done for both infected and uninfected cell culture.
The Cy5 signal for each probe was normalized against Cy3 signal. Cy5 labeled-
infected and uninfected signal for each probe were calculated; from these values, a
value of 1500 was arbitrarily defined as cutoff value, and the prediction was based on
aggregate hybridization (Wang et al. 2003). In diagnostic arrays, it is not always
possible to have controls for identifying cutoff value like Wang et al. (2003) where
they used mock-infected cell culture as control. To overcome this control problem,
random probes which have no sequence similarity with NR database have been
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introduced (Gardner et al. 2010). If control samples are available, they are used for
calculating the cutoff value; otherwise signal intensity of random probes is used for
calculating cutoff value. The cutoff value is kept at median + 2 SD of the random
probe signal intensity, 95–99% percentile of random signal intensity (Gardner et al.
2010). The virus identification from the signal intensity data makes use of different
approaches. The simplest approach for predicting presence of virus in the sample is
based on averaging signal intensity of all the probes of a virus or virus genus/family:
if it is above a cutoff value, virus is predicted to be present; the other approach is
based on the number/percentage of probes giving positive signal above a preset
threshold (Sharma et al. 2012; Yadav et al. 2015). The first broad-spectrum virus-
detecting microarray chip, ViroChip, made prediction based on the aggregate
hybridization pattern (Wang et al. 2003). Chou et al. (2006) adopted similar criteria
but with some modifications. Their method makes use of both signal intensity and a
number of probes for making prediction. First, sum of all the signal intensity of a
probe set is calculated, and then this is divided by the maximum intensity obtained
for any group in the probe set. Based on the percentage, prediction is made. For the
GreenChip (Palacios et al. 2007), virus prediction was done by a specially developed
software called Green-LAMP. This software subtracts background values from the
probe intensities, calculate Z-score from log intensities by dividing with standard
deviation and compute tail probabilities (p-value) assuming log normality. Presence
of a positive or negative signal is computed from a fixed P-value threshold, 0.1 for
arrays with matched controls and 0.023 otherwise. The background levels are
derived from matched control samples or from random 60-mer control probes if
matched control samples are not present. The following assumptions were made for
making predictions: (1) spot intensities are normally distributed, (2) spots represent
independent observations, and (3) there are relatively few (<100) positive probes for
any given virus. DetectiV (Watson et al. 2007) tool was developed for handling array
data by selecting groups of probes comprising a species, genus, or family and
computing a one-sample t-test with null hypothesis that log intensity ratio for each
group is zero. PhyloDetect (Rehrauer et al. 2008), another tool for making virus
prediction, converts the probe intensities to binary indicators (e.g., by thresholding
against the median + 2 SD of the background intensities). In Pan-Microbial Detec-
tion Array (MDA) (Gardner et al. 2010), the threshold for positive signal was kept at
99th percentile of negative controls which were randomly generated probes. Predic-
tion for presence or absence of a pathogen was based upon two conditional
probabilities: the probability of observing a signal in the presence of a specific
microbial target in sample and the probability of observing signal in the absence
of microbial target in the sample. Liu et al. (2006) compared five different methods
of virus prediction and concluded that hypergeometric distribution and log transform
ranking method give good prediction, but other methods like the number of probes
with a threshold or ratio method also give suitable prediction.
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6.4 Recent Advances for Identification and Characterization
of Microbes

Over the last two decades, sequence analysis of conserved genes has become a
reliable, accurate, inexpensive, and scalable method of microbial identification in
health and environmental sciences. These advantages have resulted in the routine use
of sequencing methods to complement, and sometimes replace, traditional pheno-
typic methods of identification.

Various molecular techniques have emerged in the recent decades offering speed
combined with specific and sensitive detection. They are simple, rapid and reliable,
and dependent on the presence of nucleic acids (DNA and RNA) that code for the
proteins. These methods include polymerase chain reaction (PCR), microarrays,
metagenomics, next-generation sequencing, and many others. Detection of DNA is
now possible on a single molecule, and high-throughput analysis allows thousands
of detection reactions to be performed at once, thus allowing a range of
characteristics to be rapidly and simultaneously determined. Some of the recent
molecular detection methods can be performed in the laboratory or clinical settings
and also at the farm site. Although some of these techniques provide immediate
result, many require extensive computational approaches for analysis and interpre-
tation of the data.

Metagenomics is recently introduced where we study the genomic content of an
environmental sample of microbes. It is a derivation of conventional microbial
genomics, with the key difference being that it bypasses the requirement for
obtaining pure cultures for sequencing. Metagenomics holds the promise of reveal-
ing the genomes of the majority of microorganisms that cannot be readily obtained in
pure form. Since the samples are obtained from communities rather than isolated
populations, metagenomics may serve to establish hypotheses concerning
interactions between community members. This process begins with sample and
metadata collection and proceeds with DNA extraction, library construction,
sequencing, read preprocessing, and assembly. Community composition analysis
is employed at several stages of this workflow, and databases and computational
tools are used to facilitate the analysis. Advances in the throughput and cost-
efficiency of sequencing technology are fueling a rapid increase in the number and
size of metagenomics datasets being generated. However, bioinformaticists are faced
with the problem of how to handle and analyze these datasets in an efficient and
useful way (Tringe and Rubin 2005). The goal of metagenomics studies is to get a
basic understanding of the microbial world both surrounding us and within us.

Information from metagenomics studies will be fully exploited only if appropriate
data-management and data-analysis methods are in place. One was that the data were
immediately accessible in a form suitable for computer analysis; another was that the
data were freely available, without impediment to all researchers, be they in acade-
mia or industry. The three nucleic acid sequence archives GenBank, EMBL-Bank,
and DDBJ have spearheaded the cause of free availability of sequence information.
In the process sequences of a large number of fragments have been registered in the
international DNA databanks. However, the details of function of the sequence are
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not available and are of limited use. Analysis and comparison of complex
metagenomic data is driving the development of a new class of bioinformatics and
visualization software. The field is moving forward rapidly, driven by enormous
improvements in sequencing technology and the availability of many complemen-
tary technologies. Analysis and clustering of metagenomic sequences with the help
of bioinformatics tools according to phenotypes and genomes might in future help in
environmental preservation (Kunin et al. 2008).

6.4.1 New-Generation Sequencing

Sequencing is one technique that transformed biology from qualitative to a quantita-
tive science and leads to the emergence of bioinformatics as an important discipline.
Initially, sequencing started with radioisotope-labeled sequencing products analyzed
on slab gels. This slow process was overtaken by fluorescent labeling and capillary
electrophoresis that improved speed and data quality of sequencing. Recently the
next-generation sequencing platforms have made possible massive parallel sequenc-
ing without the need for lengthy electrophoresis. There are various approaches for
next-generation sequencing like sequencing by hybridization, microelectrophoresis,
cyclic array sequencing and real-time observation of single molecules. These diverse
approaches and sophistication of next-generation sequencing have brought great
challenges for bioinformaticists to tackle alignment, sequence scoring, data assem-
bly, storage, and release of huge amounts of data (Kunin et al. 2008).

The ability to simultaneously acquire huge amount of sequence data when
applied to clinical and environmental samples helps in the identification of patho-
genic microbes. Moreover, genome variability and evolution within the host can be
tracked over short periods of time. These approaches were already being used in
diagnostic virology for detection of novel pathogenic viruses and for mapping of
resistance to antiviral drugs (Barzon et al. 2011).

6.5 Conclusion and Future Perspective

DNA microarray is a rapid method for virus identification. Proof of concept has
already been shown in at least two cases where DNA microarray identified pathogen
when all the other method for diagnosis failed. Currently the biggest problems in
designing probes for diagnostic arrays are in designing conserved probes at genus
level. In viral genera, getting conserved probes which would identify all the virus in
the genus is next to impossible for almost all genera; as a consequence genus has to
be arbitrarily subdivided based upon sequence conservation within the genus. This
strategy has not been adopted though in MDA array the probes have been selected
based upon conservation but not on uniqueness within a subgroup. Another problem
with using microarray is the sequence heterogeneity within the virus species. All the
unique probes of a virus species would not bind to all the isolates so a threshold has
to be set for making prediction. The capacity of chips is going up, the
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new-generation chips can incorporate a million probes, while the number of viruses
reported in ICTV is just above 2000; however the number of virus sequence reported
and stored in NCBI database is in hundreds of thousands. Thus it is possible to make
probes for all the sequences and incorporate them in a chip, but doing that would
create problems in interpretation of results because of cross-hybridization signals.
The one way to avoid cross-hybridization signal is to reduce the size of probes which
is currently set at about 70-mer. Microarray is costly as camper to PCR, and so it is
generally restricted to the few commercial laboratories that can possess the capital,
or those laboratories developing expertise in this field. This is a long procedure for
the numbers of genes involved in this technique. ViroChip pan-viral microarray
recently used deep sequencing technology to 17 respiratory samples collected from
individuals infected with the 2009 H1N1 influenza virus early during the pandemic
and deep sequencing which can test for thousands of potential pathogens simulta-
neously. Consequently diagnostic strategy of rapid ViroChip-based testing followed
by deep sequencing could show to be a useful public health response to infectious
disease outbreaks in the future (Yadav et al. 2014). Thus, identifying viral species
using the previously reported viral microarray probe design strategy with new
approaches is very impressive. The use of microarray in pathogen identification is
still an intensive area of research. The new design strategies are constantly coming
up. It is hoped that in near future a very precise and cost-effective chip would be
developed, but to increase its practical usage in clinical microbiology laboratories, it
has to become more affordable, be convenient to handle, and be accurate.
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Application of Whole Genome Sequencing
(WGS) Approach Against Identification
of Foodborne Bacteria

7

Shiv Bharadwaj, Vivek Dhar Dwivedi, and Nikhil Kirtipal

Abstract
Food quality and safety along with their associated hazards risks present a major
concern worldwide associated with relative economical losses as well as potential
danger to consumer’s health. In this context, antimicrobial resistance (AMR)
surveillance is a critical step within risk assessment schemes, as it is the basis for
informing global strategies, monitoring the effectiveness of public health
interventions, and detecting new trends and emerging threats linked to food. A
lack of measures and reliable assays to evaluate and maintain a good control of
antimicrobial resistance foodborne pathogens may affect the food industry econ-
omy and shatter consumer confidence. Hence, surveillance of AMR is currently
based on the isolation of indicator microorganisms and the phenotypic character-
ization of clinical, environmental, and food borne strains. However, this approach
provides very limited information on the mechanisms driving AMR or on the
presence or spread of AMR genes throughout the food chain. It is imperative to
establish fast and reliable analytical methods that allow a good and rapid analysis
of food products during the whole food chain. This chapter summarizes the
information on the method developed and application of the whole-genome
sequencing (WGS) in the past few years focusing on surveillance of AMR in
foodborne pathogenic bacteria. Emphasis is also posed with respect to the routine
implementation of these next-generation sequencing methodologies on charac-
terization of well-known food pathogens. Besides, potential advantages and
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disadvantages of the WGS have been discussed on the surveillance of AMR in
foodborne pathogens.

7.1 Introduction

Recent studies have documented that the earth is occupied with 7.5 billion human
population while approx. 10% are malnourished (Zuker 2015). Food is the only
energy source for doing day-to-day daily activities, and hence, factors in relation to
food derived from both plant and animal sources such as food security, safety and
quality become essential for the rising population. For instance, many microbes such
as bacteria or yeast are used to process the raw food into consumable desired product
(Smid and Kleerebezem 2014). The industries that use such microbes for the food
processing, always monitored and optimized the strain performance to get the
diversified desired products in terms of flavor and texture through known culture
techniques (Smid and Kleerebezem 2014). In contrast, use of contaminated micro-
bial culture reduces the quality of the desired product and arises major health
concerns. Because of rapid feasting of processed and stored food, it becomes
inevitable to monitored the quality of food using easy and rapid analytical approach
(Piras et al. 2016).

Food safety is one of the major concerns in the developed countries as in recent
years many deaths have been surfaced there due to consumption of spoiled food. A
report published by the World Health Organization (WHO) stated that annually
approximately 2.2 million people worldwide suffer from diarrheal diseases due to
usage of contaminated food and water (Kuchenmüller et al. 2009). Additionally,
environmental pollution and random changes in climate were also suggested to
reduce the quality of consumable food by providing an ideal environment for
many belligerent contaminants (Brambilla and Testa 2014; Seltenrich 2015).
Foodborne pathogens mainly comprise the bacteria and fungi that have been fre-
quently reported for the foodborne illnesses through consumption of spoiled food as
well as epidemic and massive commercial damage worldwide. For instance, each
year about 325,000 hospitalizations and 5000 deaths are registered in the United
States caused by food poisoning (Gašo-Sokač et al. 2010). Among the reported
bacterial strains, Campylobacter jejuni, Staphylococcus aureus, some virulent
strains of Bacillus sp., Staphylococcus sp., Escherichia coli, and Salmonella sp.,
and toxin-producing fungi like Penicillium, Claviceps and Aspergillus spp. are
marked as foodborne pathogens (Gašo-Sokač et al. 2010; Giacometti et al. 2013).
Subsequently, preventive steps against food spoilage to control the foodborne
pathogen-induced epidemics or diseases were concluded as an utmost priority in
view of enormous economic and social importance (Havelaar et al. 2010).
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7.2 Foodborne Pathogens Identification

7.2.1 Traditional Approaches for Classification of Pathogenic
Strains

In the present scenario, various microbial techniques are used to isolate and charac-
terize the pathogenic microbes as well as even differentiate them into several
serotypes. The microbial characterization, however, varies for each species and
mainly depends on the aim of the study. The most popular techniques employed in
the study of foodborne pathogens are briefly discussed as follows:

(a) Phage typing: In this method, various types of bacteriophage (a group of
viruses) are used and strains are distinguished based on their susceptibility to
viral infection.

(b) Multilocus sequence typing (MLST): Herein, small variations in 400–500
base pair (bp) fragments of genome at seven different conserved genes in the
species are detected using sequencing technique. However, this approach is
time-consuming and expensive, while the correct selection of the genes can
result in the discrimination between various strains of species.

(c) Serotyping: This method exploits the set of surface-specific receptors or
molecules coating on the strains to distinguish them from others by means of
molecule-specific antibodies.

(d) Multilocus variable-number tandem repeat analysis (MLVA): Some
sequences in the genome of the species are monotonous whose number and
loci vary among the different strains from same species. Analysis of such
sequences can be performed with an easy and required less time in comparison
to MLST. However, this approach is accompanied with validation and repro-
ducibility issues.

(e) Pulsed-field gel electrophoresis (PFGE): Different strains of the same species
occupied with some restriction sites at specific loci on the genome. Hence,
genome is digested with specific restriction enzymes and then produced DNA
fragments are electrophoretically separated on a gel based on DNA fragment
size to identify the strain.

7.2.2 Disadvantage of Traditional Approaches for Foodborne
Pathogen Strains Classification

The choice of typing method for distinguishing virulent strains primary relies on the
hazard, aim for investigation, and most suitable method(s) available for the target.
DNA fingerprinting method, such as PFGE and MLVA, and DNA sequence-based
approach like MLST are concluded as an important approach for the investigation
and recognition of foodborne pathogens (Swaminathan et al. 2001; Joseph and
Forsythe 2012). However, PFGE and MLVA often failed to reflect suitable discrim-
inatory results among the sporadic and outbreak-related cases for specific subtypes
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of a given pathogenic species (Franz et al. 2016). Moreover, MLST suffered with
short comes when applied against the pathogens that possess a high level of clonal
and conserved population structure. In such occasions with less diversity in the
strains of species, MLST might not always provide distinguishable results (Ranieri
et al. 2013).

7.3 Whole Genome Sequencing (WGS)

Whole genome sequencing (WGS), a sequencing-based approach, has been recently
purposed as a potential tool to assess, investigate and manage the diseases caused by
foodborne pathogens. This approach can be used to identify and classify the patho-
gen with fine precision and hence, WGS is defined as an effective and efficient
approach to manage the microbe-related food safety issues. Additionally, cost-
effectiveness of this approach has greatly attracted its use in food safety manage-
ment. Although many industrialized countries put forward this technology in food
safety, but application of WGS is still particularly limited in transitional and
developing countries.

7.3.1 Food Safety and Whole Genome Sequencing

With the advent of whole genome sequencing (WGS) technology, it provides
worldwide substantial development and surveillance for food safety. In contrast to
hitherto available plethora of molecular characterization and identification methods,
WGS is simple to use regardless of the platform. Herein, genomic deoxyribonucleic
acid (DNA) is isolated and sequenced with marked tags followed by visualization
and analysis of generated data by the aid of bioinformatics tools. WGS is the
universal approach that can be applied to any organisms and hence, beneficial in
monitoring the production environment for food processing and quality. This tech-
nology has virtually mapped the whole genome of an organism that facilitates
targeted comparison and exchange of the generated data. Moreover, these results
can be used for foodborne disease surveillance, outbreak investigation and to check
the food quality. Besides, this disclosed the critical steps where precautions and
preventive steps needs to be taken for improved food safety through identification of
transmission pathways for the foodborne pathogens. Moreover, whole genome data
generated by WGS associated with some advantages such as sequence analysis can
be applied simultaneously for the pathogen identification, subtyping, virulence
biomarkers, predictions of antimicrobial resistance and genome-wide association
studies. Furthermore, such data can be mined and stored in the form of databases
which later can be retrieved or reanalyzed for the identification as well as manage-
ment of emerging pathogens over time.
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7.3.2 Whole Genome Sequencing Technologies

Based on the approach used in sequencing of the target, whole genome sequencing
technique is broadly categorized as (i) short-read technologies that generate 500bp
sequence fragments (e.g., Ion Torrent and Illumina) and (ii) long-read technologies,
which produce longer DNA fragments of 1000–70,000 bp (e.g., Oxford Nanopore
and Pacific Biosciences).

7.3.2.1 Short-Read Platforms
The majority of WGS platforms are classified under the group of short-read
sequencers. These sequencers have a maximum read length of 1000 bases, but a
more typical base range is between 50 and 400 bp (Deurenberg et al. 2017). The
error rate for these platforms is quite low with accurate nucleotide calling score more
than 99%. Traditionally, short-read platforms are further broken down into
sequencing-by-synthesis (SBS) and sequencing-by-ligation (SBL) methods. There
are currently two available SBL platforms; however, these instruments account for
only a small percentage of sequencers in use because SBS has a higher output and is
comparatively cost-effective. SBL will, therefore, not be discussed further in this
chapter. There are two relevant SBS platforms in use: the Illumina suite of
instruments and, to a lesser extent, the Ion Torrent. The Illumina suite of instruments
relies on incorporating fluorescently labelled nucleotides in an elongating DNA
strand. The nucleotides are modified such that only one base is incorporated at a
time. As each base is incorporated into the elongating strand, the instrument
identifies the nucleotide base in either two (MiniSeq, NextSeq) or four detection
channels (MiSeq, HiSeq) (World Health Organization 2018). There are three broad
types of Illumina instruments.

(a) HiSeq instrument. These machines offer the lowest cost per gigabase (Gb) of
any currently available platform. Although the throughput of these instruments
is quite useful for larger genomes (such as three billion nucleotides human
genome) but their application to pathogen sequencing of a few million bases
is not practical. For example, one lane of the HiSeq 2500 generates approxi-
mately 60 Gb of paired-end sequencing data of 125 bases in length or approxi-
mately one human genome at 18X coverage. This is equivalent to more than
66 E. coli genomes at similar coverage, far beyond what can reasonably be
expected (or needed) at a typical pathogen sequencing center. This instrument’s
capabilities are more appropriate for activities carried out at human research
institutions and eukaryotic genome centers.

(b) NextSeq instrument. Unlike the HiSeq instrument, this device does not require
a minimum number of samples, making it a more practical option for sequenc-
ing centers that do not expect a regular influx of samples. NextSeq provides a
per lane throughout like that of HiSeq 2500, and at similar costs per Gb
sequenced. This makes the instrument a good fit for an academic sequencing
core or a regional center focused on human sequencing. However, like HiSeq,
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its throughput is likely to be beyond what is needed for a beginning pathogen
sequencing center.

(c) MiSeq and MiniSeq instruments. These two techniques i.e. MiSeq and
MiniSeq have 0.5–15 Gb and 1.5–7.5 Gb output, respectively. Like NextSeq,
neither of these instruments requires a minimum number of samples. From a
technical perspective, these instruments are therefore well suited for pathogen
sequencing. The lowest-throughput setting (single reads of 36 bp in length on
the MiSeq) can generate one E. coli genome at 100X coverage in as little as 4 h.
With one of these instruments, a regional sequencing center could comfortably
sequence 96 bacterial genomes per week. While the cost per Gb of these
instruments is higher than that of the higher-throughput platforms, the initial
instrument cost is substantially lower. Hence, this instrument is comparatively
less used but, in a similar niche as the MiSeq and MiniSeq, is the suite of
instruments from Ion Torrent (Thermo Fisher). Unlike the Illumina products, the
Ion Torrent instruments detect bases through the release of a hydrogen ion
during strand elongation rather than an optical signal. This method provides
one notable advantage over the Illumina suite: Ion Torrent suite offers the fastest
sequencing time (as little as 2.5 h) of any currently available instrument.
However, this method of detection also leads to a higher error rate than the
Illumina suite, especially in homopolymeric regions, principally more difficult
in de novo assemblies. While the initial cost of the suite of instruments from Ion
Torrent is comparable to that of the Illumina suite, the overall cost per billion
bases sequenced is somewhat higher, owing to a lower number of reads pro-
duced per run. Furthermore, there is a smaller community of active users and
publicly available software developers for the Ion Torrent and its downstream
data analysis, which means fewer options for data pipelines and fewer resources
available for troubleshooting. For these reasons, the Ion Torrent suite of
products is best reserved for targeted sequencing projects (e.g., 16s RNA,
virulence marker identification and transcriptome profiling).

7.3.2.2 Long-Read Platforms
Long-read sequencing platforms are typically considered to generate average read
length more than 10 kilobases (kb), generally accepted minimum read length for
high-quality and long-read assemblies. There are currently two available long-read
platforms: the Pacific Biosciences (PacBio) suite and the Oxford Nanopore
Technologies (ONT) suite. Both platforms can generate both short and long reads,
final read length being defined by input DNA fragments rather than instrument itself.
The PacBio suite consists of RS II and Sequel instruments. Like short-read
platforms, PacBio relies on the sequencing-by-synthesis approach where fluores-
cently labelled nucleotides are detected as they are incorporated into the elongating
DNA strand. The PacBio approach is called single-molecule real-time (SMRT)
sequencing because single DNA molecules are monitored with no pausing steps
for interrogation. SMRT technology allows to reads more than 60 kb, but with error
rates as high as 15%. As a result, these long-read de novo assembly strategies must
achieve higher cumulative coverage (approximately 120X) to overcome this error
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rate. In terms of yield, RS II can generate approximately 1 Gb of data and Sequel
approximately 5 Gb per SMRT cell but only about half of the yield contain reads
over 10 kb. This means that two long-reads of E. coli genomes can be generated at
approximately 120X coverage per cell on RSII and ten on the Sequel, make them
well suited for low throughput sequencing center. While the output data from short-
read platforms can result into nearly complete genome assemblies, though some
gaps are still expected due to use of shorter read length for the sequencing. However,
long-read length of PacBio offers an important and distinct advantage of SMRT
sequencing where reads can produce high-quality genomic sequence that typically
captures all the genetic material (e.g., closed genome). This becomes an essential
part of the sequencing when regulatory authorities required a probable complete
genomic sequence. The main drawbacks for the PacBio suite are high cost of the
instrument (more than US$350,000 for the Sequel), reagents and infrastructure for
the instrument installation. Both RS II and Sequel have footprints of many times
larger compare to other sequencers and require a continuous supply of nitrogen that
potentially limiting their application in developing countries (World Health Organi-
zation 2018).

The ONT suites of instruments, including MinION and PromethION, use a
unique sequencing method: single DNA molecules translocate through a biological
pore and small perturbations of current passing through the pore can be interpreted in
terms of bases. The MinION instrument has a 3 � 10 cm2 footprint and is more
portable than other sequencing platforms. Also, this instrument works without the
need for significant fluids or optics and hence occupies the negligible cost. The
throughput per MinION instrument is between 5 and 10 Gb per 48 h run (with the
option of shorter runtimes), and the PromethION is expected to generate as much
24-whole genome sequencing for foodborne disease surveillance as 60 Gb per flow
cell. While this throughput may be somewhat high for a pathogen sequencing center,
several benefits such as iterative loading, shorter runtimes, and real-time base calling
abrogate required for the significant multiplexing. The limitations of ONT suite
include a biased error profile, with indels being especially problematic in repetitive
regions. Reagent costs are also higher than other platforms, though the low instru-
ment cost and upcoming “flongle” flow cells may overcome this drawback (World
Health Organization 2018).

7.3.3 Use of WGS in Identification of Foodborne Pathogens

The standardized method to monitor the susceptibility of bacteria against antimicro-
bial agents depends on various phenotypic tests which are later analyzed under
different standardized assay guidelines, such as the European Committee on Anti-
microbial Susceptibility Testing (EUCAST) (Kahlmeter et al. 2003). However,
phenotypic tests don’t reveal the genetic characteristics of the pathogen such as
mobile genetic elements and genetic determinants conveying resistance which may
enable their proliferation across the global. In this regard, WGS technique is not only
helpful in early detection or epidemiological investigation of bacteria (Köser et al.
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2014) but also shows usefulness to overcome the limitation of phenotypic tests.
(Ellington et al. 2017). Also, it is important to mention that albeit numerous genomic
studies have been conducted in relation to AMR since 2010, but only 12.6% of all
WGS-related peer-reviewed publications documented the application of WGS
against AMR food-related samples. Indeed, a few publications also covered the
application of WGS to discover the resistance phenotypic profiles of some strains.
For instance, analysis of 200 strains of Salmonella enterica serovar Typhimurium,
Escherichia coli, Enterococcus faecalis and Enterococcus faecium strains isolated
from Danish pigs revealed high concordance (99.74%) between predicted antimi-
crobial susceptibilities and phenotypes (Zankari et al. 2012). Hence, such reports
provide the evidence and support the use of WGS to predict vulnerabilities within
surveillance schemes. Moreover, use of WGS technique in monitoring the quality of
food against AMR strains has been recently emerged with major focus on identifi-
cation and characterization of foodborne pathogens such as Campylobacter spp.
(Chen et al. 2013), Listeria monocytogenes or Staphylococcus aureus (Gordon et al.
2014), Salmonella (Allard et al. 2012) and Shiga toxin-producing Escherichia coli
(Dallman et al. 2015). Also, some other bacterial species has been focused and
accomplished that are not typically identified as foodborne illness such as Klebsiella
sp. and Enterococcus sp. (Davis et al. 2015). Hence, essential initiatives have been
made to distinguish the resistant bacterial isolates from the possible respective
sources (Allard 2016), identification of genetic elements responsible for resistance
or AMR mechanisms (Carroll et al. 2017) and source of infection in regard to food-
related outbreaks that occurred due to AMR bacterial strains (Moran-Gilad 2017) as
well as pursue the distribution of AMRmicrobes by resistant gene transfer (Karkman
et al. 2018).

Herin, we have briefly summarized the recent advancements of WGS based predic-
tion for the four major well-characterized foodborne AMR species i.e. Salmonella spp.,
Campylobacter spp., Listeria monocytogenes and Escherichia coli using WGS-based
approaches.

7.3.3.1 Whole Genome Sequencing of Salmonella spp.
Salmonella spp. is reported as a major food pathogen in humans that causes
gastroenteritis, and in 2016, the European Union (EU) reported a total of 94,530
cases by salmonellosis (European Food Safety Authority and European Centre for
Disease Prevention and Control 2017). The different serotypes for Salmonella spp.
have been reported that can be put on scale according to their frequency in humans
on decreasing order as (i) S. enterica serovar Enteritidis, (ii) S. enterica serovar
Typhimurium, (iii) monophasic S. enterica serovar Typhimurium, (iv) S. enterica
serovar Infantis, and (v) S. enterica serovar Derby (European Food Safety Authority
and European Centre for Disease Prevention and Control 2017). Moreover, multi-
drug resistance strains of Salmonella spp. have been frequently reported that were
associated with feasting of raw undercooked or raw meat products (Hoffmann et al.
2014). Also, emergence of such serotypes was corelated with the practice of
biocides, such as triclosan, and reported to reduce the antibiotics susceptibility by
certain genes overexpression or mutations in S. enterica serovar Typhimurium
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(Gantzhorn et al. 2015). Also, analysis of different S. enterica serovar Montevideo
strains collected from repetitive contamination events as well as other sources such
as laboratory, environmental, food or clinical samples studied by WGS show its
potential in the molecular typing of S. enterica serovar Montevideo (Allard et al.
2012). Hence, use of WGS technique in salmonellosis outbreak epidemiological or
surveillance investigations in food or food products has been preferred over other
available techniques (Allard et al. 2018). Following use of WGS technique and
phenotypic characterization of 113 S. enterica serovar Heidelberg isolates from
poultry carcasses at the abattoir (n ¼ 18), poultry meat (n ¼ 44) and humans
(n ¼ 51) revealed the intertransmission of S. enterica serovar Heidelberg
(Edirmanasinghe et al. 2017). This study also discovered the transmission of micro-
bial resistance linked common AMR plasmid (CMY-2) against beta-lactam
antibiotics among different genetic backgrounds of S. enterica serovar Heidelberg
strains (Edirmanasinghe et al. 2017). Moreover, WGS data analysis discovered the
blaCMY-2 gene located on largest contig (747 kb) equivalent to chromosome in two
S. enterica serovar Heidelberg isolates, indicates the integration of CMY-2 plasmid
in the bacterial chromosomal DNA of two strains. Additionally, 10 plasmid subtypes
were also discovered from the sequence analysis that exhibited high homology to the
S. enterica serovar blaCMY-2 beta-lactamase gene and Kentucky pCVM29188_101
plasmid (Edirmanasinghe et al. 2017). Another WGS analysis was also conducted on
288 collected S. enterica serovar Typhimurium isolates of different sources including
food samples from four continents in 31 countries between 1911 and 1969 year
(Tran-Dien et al. 2018). This reconsidering study emphasized that 4 % of the strains
carried several beta-lactamase genes, including blaTEM-1, on different plasmids
comprising S. enterica serovar Typhimurium virulence plasmid that induced resis-
tance against the ampicillin. Moreover, a total of three groups with eleven
ampicillin-resistant S. enterica serovar Typhimurium genomes were clustered. The
major group contained seven ampicillin-resistant isolates from different sources
including food samples in France (1959–1969) and embraced four types of beta-
lactamase genes (blaOXA-1, blaOXA-2, blaTEM-1A, and blaTEM-1B). This study
concluded that the multiple independent attainments of blaTEM gene-carrying
plasmids in different bacterial strains caused the emergence and diffusion of ampi-
cillin resistance in S. enterica serovar Typhimurium over the years (Tran-Dien et al.
2018).

7.3.3.2 Whole Genome Sequencing of Campylobacter spp.
Campylobacter spp. is another major pathogen reported to cause foodborne diarrhea
in humans, while C. jejuni and C. coli are majorly responsible for
campylobacteriosis and intensively studied using WGS (Yao et al. 2017). Most of
the isolated strains of the Campylobacter spp. were reported to attain resistance
against commonly used antimicrobials like aminoglycoside and gentamicin (Qin
et al. 2012) and beta-lactams and fluoroquinolones (Liu et al. 2016). The strains of
Campylobacter spp. have been frequently isolated from various food products such
as raw meat from poultry as well as raw milk (Liu et al. 2016). Recently, WGS
application was applied to assess the phylogenetic relationship between the
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non-resistant and resistant strains of Campylobacter spp. Such studies revealed the
role of WGS to expose the function of pTet-like plasmids such as pN29710-1 which
possess properties of self-transmissible as well as insertion of multi-antibiotic-
resistant gene and provide the drug resistant in wild bacterial strains (Chen et al.
2013). In another study conducted under the National Antimicrobial Resistance
Monitoring System (NARMS) surveillance program, 114 strains of Campylobacter
spp. (82 C. coli and 32 C. jejuni) were isolated and analyzed from different sources
including food products between 2000 and 2013 in the United States (Zhao et al.
2016). It was reported that a total of 18 AMR genes (blaOXA-61, tet(O), lnu(C),
catA, aph(2”)-Ic, aph(2”)-Ib, aph(20)-If, aph(2”)-Ih, aac(60)-Ie/aph(2”)-Ia, aph
(2”)-Ig, aac(60)-Im, aadE, sat4, aac(60)-Ie/aph(2”)-If, aad9, ant(60), aph(30)-IIIa
and aph(30)-Ic)) as well as genetic alternations in gyrA and 23S rRNA house-
keeping genes was found responsible for the resistance against different antibiotic
families including aminoglycosides, tetracycline, lincomycin, chloramphenicol and
beta-lactams (Zhao et al. 2016). Moreover, high degree of correlation between given
antibiotic and phenotypic classified resistant strain, and incidence of respective
antibiotic-resistant genes indicates the potential of WGS technique to accurately
classified the antibiotic-resistant phenotypes of Campylobacter spp. (Zhao et al.
2016).

7.3.3.3 Whole Genome Sequencing of Listeria monocytogenes
Listeria monocytogenes, a zoonotic agent, is another foodborne bacterial pathogen
that is generally spread by feasting of contaminated food and food products includ-
ing dairy products, meat and vegetables such as radishes, cabbage and fresh lettuce
(Gandhi and Chikindas 2007). Additionally, these pathogens easily inhabit and
persist in the food processing as well as production facilities for years, and such
conditions are sometimes attributed to the development of resistance in them against
antimicrobials and other disinfectants. Hence, many authors have reported the
utilization of WGS technique in the genetic characterization of their respective
adaptability and factors responsible for their virulence, with major concern over
the listeriosis outbreaks (Lim et al. 2016). Recently, 520 L. monocytogenes strains
isolated from various sources including isolates from food samples were analyzed
using WGS at the Microbiological Diagnostic Unit Public Health Laboratory of
Australia and identified the divergent nested clusters within groups of isolated strains
which were indistinguishable by other current accessible typing methods (Kwong
et al. 2016). Moreover, this study also predicted the point in genetic variance that
leads to L. monocytogenes outbreaks. In another similar attempt, WGS was used in
the determination of L. monocytogenes for serogroup (Hyden et al. 2016). WGS has
demonstrated the potential in the surveillance of L. monocytogenes, and application
of WGS has been recently used to identify the AMR in L. monocytogenes isolates
from both clinical and food products. Also, WGS was employed to identify the
factors associated with persistence of L. monocytogenes at food processing units and
contribution of antimicrobial agents or other disinfectant in the survival status (Ortiz
et al. 2016). In this context, investigation was conducted on the two meat processing
units at two places (Plant A and B) in Spain that included a pork processing unit
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(Plant A deals with the fresh and cured meat products as well as export the product to
the United States) and processed food product storage unit received from plant A
(plant B) (Ortiz et al. 2016). Following WGS analysis of the isolated strains, it was
concluded that several isolates had resistant against benzalkonium chloride (BAC),
related to PFGE types S1 and S10-1 strains from plant A and S2-2, S2-3 and S10-3
strains from plant B. This study concluded that isolated BAC-resistant strains also
shared large genomic differences i.e. S1 PFGE type (ST31 by MLST) isolates
contained inlA and prfA genes with mutations that lead to low-virulence type and
presence of stress survival islet1 (SSI-1) for the facilitated environmental persis-
tence. Whilst the other four BAC-resistant isolates were linked to the ST121 type
that possessed the various stress resistance and AMR genes. Also, genome analysis
of ST121 strains revealed the presence of Tn6188 transposon which provides
resistance against quaternary ammonium compounds (QAC), Tn5422 transposon
was detected for cadmium resistance and clpL genes were also predicted to engage in
stress response.

Moreover, analysis of two indistinguishable L. monocytogenes isolates via PFGE
revealed the presence of genes responsible for non-specific multidrug efflux pumps;
resistance gene against antibiotics such as lincomycin, tetracycline, beta-lactams and
quinolone as well as various genes responsible for non-specific heavy metal resis-
tance (Fox et al. 2017). Also, this study demonstrated the potential discriminatory
utility of WGS for genomes with 99% nucleotide sequence identity against other
typing techniques such as MLST or PFGE. More recently, 100 L. monocytogenes
isolates collected at different sources including dairy farm environment (1), seafood
(Allard 2016), meat (Allard et al. 2018), food (Allard et al. 2018), vegetables (Allard
et al. 2018) and dairy (Wilson et al. 2018) from Australian food production chains
between 1988 and 2016 were analyzed for their AMR profile using drafted genomes
(Wilson et al. 2018). The analysis of data revealed the presence of AMR genetic
markers for lincomycin resistance (lmrB) and fosfomycin resistance (fosX) genes
while one strain (Lm16-001) was identified to contain erythromycin resistance gene
(ermB) that can be linked with the phenotypic observations on erythromycin
resistance.

7.3.3.4 Whole Genome Sequencing of Escherichia coli
In recent decades, E. coli, is well known as endogenous microbiota of humans, has
been classified as another foodborne pathogen predominantly correlated with the
consumption of meat and meat products and hence, also identified as reservoir of
AMR gene in the food chain (Hussain et al. 2017). It was reported that E. coli strains
isolated from free-range chicken outlets at various cities in different parts of India
showed antimicrobial susceptibility pattern (Hussain et al. 2017). Moreover,
168 E. coli isolates in this study were also analyzed through WGS against strains
from human E. coli pathotypes to establish the genetic relationship, and establish the
two lineages of emergent E. coli human pathogens (Hussain et al. 2017). Similar
study put major interest stress particular on Shiga toxin-producing E. coli (STEC)
strains due to their capability to harbor novel antibiotic resistance plasmids (Losada
et al. 2016). Among the twenty-six isolated E. coli strains (twenty-two STEC and
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four non-STEC strains) from various sources and analyzed through WGS lead to the
identification of 39 new plasmids which includes two plasmids with six genes linked
to the resistance against major antibiotics such as cephalosporins, carbapenems,
penicillins, aminoglycosides, chloramphenicol, sulphonamides and tetracyclines.
Additionally, a pair of novel IncHI2 plasmids was also identified from the acquisi-
tion of AMR genes (Losada et al. 2016). Another study reported the three E. coli
strains isolated from dairy cattle in the Chinese Jiangsu province with blaNDM-5
gene located on a pNDM-MGR194-like plasmid identified through WGS applica-
tion. (He et al. 2017). Interestingly, one of the isolated E. coli strain was also
reported to possess mcr-1 colistin resistance gene coexisted with blaNDM-5 gene
in the plasmid (He et al. 2017).

7.3.4 Advantages and Drawbacks Associated with Use of WGS
in Food Safety Management

7.3.4.1 Key Advantages
The major benefits accompanying WGS use in surveillance and safety management
for food are discussed as under:

(a) Sensitivity and specificity: Due to the generation of virtual whole genome
sequence for the target organism in WGS, it provides the clear and sensitive
information on the pathogen under consideration against conventional
technologies. This information can be used specifically to elucidate the linkage
of isolated strain with environmental or food and human cases that results in
strong prediction of source of pathogen or illness. This helps regulatory
authorities to act against outbreak with more pointed approach which includes
restricting the distribution of affected food products as well as safety precautions
in the size of outbreaks.

(b) Cost: The sequence data generated from the application of WGS for the
pathogen can be used to distinguish between different serotypes, virulence
factors and AMR of an isolate. Hence, this approch is cost-effective against
traditional methods where different approaches are required for the identifica-
tion of different serotypes for the same pathogen (Joensen et al. 2014).

(c) Speed: WGS technique can generate the data for the target pathogen within few
days under optimized conditions which is faster against the current traditional
approaches. Moreover, the complete analysis of the generated data by WGS can
be useful in complete characterization of the pathogen, which provides better
evidences for tracking and cause of outbreak in short time. Additionally, WGS
provides specific links among the isolated pathogen with few cases and hence,
suggested as useful in the determination of putative epidemics. WGS is
associated with real-time and speed characteristics against the traditional
method that ensure appropriate steps can be taken rapidly in food safety
management and to protect public health.
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(d) Universality: Unlike traditional methods which required sophisticated
laboratories for the identification and typing methodologies of specific pathogen
species, WGS universality is associated with cost-effectiveness and time effi-
ciency. Such universal technology was suggested to be important especially in
developing countries of food safety management.

(e) Simple learning and efficiency of use: WGS techniques are not complicated to
learn and use like conventional methods such as PFGE. Additionally, its limited
experimental work as numerous pathogens can be put for analysis simulta-
neously in a single laboratory.

(f) Ease of sharing: WGS provides the virtual sequence data of the pathogen that
can be easily shared across the globe through electronic communication and
even can be deposited in the relevant database. The data from such repositories
can be retrieved and reanalyzed across the globe at any time.

(g) Elastic and open to reanalysis: The genome data is the most basic information
decoded by the WGS for an organism. Interestingly, several sequencing and
analytical bioinformatic platforms can be used for the generated genome at the
same time. With the advancement and emergence of new sequencing methods or
bioinformatics analytical approaches, previously generated sequence data can
be employed for comparison against newly generated data through new
approaches or historical data can be reanalyzed with newly developed bioinfor-
matic methods.

(h) Easier access to trade and markets: The application of WGS is likely to help
competent agencies with certification to follow standard international trade
practices and treaties. Such practices will result in increased confidence in
trade associates for the nation’s food safety and management system.

7.3.5 Potential Disadvantages

Like other introduced innovations and techniques, WGS also comes with certain
disadvantages while applied to food safety control management which are as
follows:

(a) Cost: Although with the introduction of new sequencing methods that lead to
reduction in WGS cost and likely to decline down in the near future, but
application of WGS may be restricted in some developing countries due to
real cost of consumables and equipment required in sequencing. Moreover, lack
of established outbreak surveillance system in some countries to supply isolates
for sequencing further decreases the cost-effectiveness of WGS approach. Such
situations predominantly can be observed in developing countries because
application of WGS may distract the vital resources from more persistent
priorities such as establishment of basic surveillance and monitoring systems,
improvement in food safety circumstances or amended water quality. However,
some developing countries may select the implication of current subtyping
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approaches for a while along with establishment of WGS, which will probably
increase the surplus burden to both financial resources and human.

(b) Data storage: The application of WGS produced data in range of tera- and peta-
bytes which requires both virtual and physical space estimated to be costly for
storage in local data repositories. Though such data can be deposit in the global
data repositories and make them publicly as conceivable solution, but again such
databases demands for well-precise global data distribution mechanism.

(c) Requirement of infrastructure and high-speed Internet connection: The
distribution of WGS data through global repositories required high-speed Inter-
net facilities for the benefits of global community. In this context, limited
Internet packages or bandwidth as well as interruption in the power along
with limited infrastructure facilities can be a major drawback in many develop-
ing countries.

(d) WGS sequence data and interpretation: Most of the laboratories in develop-
ing countries do not have well-skilled bioinformaticians and thus, cannot fully
yield the benefits of WGS application from their generated data. Such hindrance
can be solved by doing analysis on online servers and platforms or by collabo-
ration with experienced researchers in WGS analysis. However, these possible
steps can be assumed when the data is available on global databases along with
sufficient Internet connectivity. Moreover, under the suitable internet connec-
tivity to essential genomics software or online servers, sometimes the data
interpretation may not be easy such as when doing interpretation with relevance
epidemiological information. In such occasions, training of both microbiologists
conducting the WGS and end user of the data plays a significant part in the
application of this sequencing technology.

(e) Sustainability: WGS may not be sustained when socioeconomic and local
advantages are not well transferred and presented.

(f) Probable unwarranted trade break: Let us suppose that some countries used
the WGS application in food safety system and such countries domineering the
same application on imported food. But it may be possible that some developing
countries cannot afford same level of WGS analysis on their exported food due
to limited capacity and resources with them. Thus, under such conditions, one
partner may not be able to do shared business with trade partners with abundant
resources. Hence, a common agreement at the global level is required for the
countries with established WGS application in food safety and security to assist
the countries who lack the technology due to limited capacity and resources.

7.4 Conclusion

WGS is a well-established technique with great potential in the food safety and
surveillance against foodborne pathogens and AMR, but its implementation in the
respective routine laboratory is restricted to countable countries with established
WGS approaches in epidemiology and public health surveillance (Sekse et al. 2017).
In this regard, the Food and Drug Administration (FDA) has developed a database
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from the collection of foodborne pathogens as Genome Trakr, with an ambition to
assist the scientists to recognize the food source of an outbreak (Allard et al. 2016).
Moreover, culture-independent data for the foodborne pathogens generated by WGS
can be used to monitor the occurrence and distribution of AMR determinants in a
range of environments including food and food products. Further, this information
can be compiled in metadata collected from food and clinical samples that allows the
implication of quantitative risk assessment frameworks for modelling resistance
determinants distribution and occurrence. For instance, prediction of AMR distribu-
tion in common environmental niches has been thoroughly studied (Amos et al.
2015). Due to significant established role of WGS technique for surveillance
programs, their monotonous usage demands its transformation into cost-effective
and user-friendly approaches for real-time application on site by personnel who is
not skilled in big data management (Oniciuc et al. 2018). To fulfill such requirements
for easy use of WGS, recently miniaturized prototypes were developed that showed
benefits of onsite application and generating the results in real time (Oniciuc et al.
2018). Also, due to availability of publicly available AMR databases specially
designed for the food microbiology ecosystems, updated in the real time and freely
accessible to the global, can be used to improve the exploitation of these molecular
tools (Taboada et al. 2017).
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Abstract
The study of plant microbiota has been stimulated by recognizing the fundamental
role that the genetic capacity of the associated microbial communities has to
modulate the phenotypic expression of plants, which is crucial for its health,
physiology, and productivity. All genes in a metagenome can be described by
whole-metagenome shotgun sequencing, but it is time-consuming, and a high
level of experience is required. Alternatively, the amplification and high-throughput
sequencing of the16S-rRNA gene allow describing the microbial composition. Then
functional activities can be inferred by listing the abundance of each gene. Also, the
identification and the quantification of microbiome transcripts are now accessible to
determine the profile and changes in gene expression occurring in a microbial
community in response to environmental or experimental variations. Considering
the beneficial role of microbial communities in soil environments, it is important
increasing the understanding of plant-microbe relationships to provide biotechno-
logical information for control and management with sustainable practices.

Authors Estefanía Garibay-Valdez, Kadiya Calderón have been equally contributed to this chapter.

E. Garibay-Valdez · F. Vargas-Albores · M. Martínez-Porchas (*)
Centro de Investigación en Alimentación y Desarrollo, A.C. Coordinación de Tecnología de
Alimentos de Origen Animal, Hermosillo, Sonora, Mexico
e-mail: marcel@ciad.mx

K. Calderón (*) · L. R. Martínez-Córdova
Departamento de Investigaciones Científicas y Tecnológicas de la Universidad de Sonora,
Universidad de Sonora, Hermosillo, Sonora, Mexico
e-mail: kadiya.calderon@unison.mx

A. Lago-Lestón
Centro de Investigación Científica y de Educción Superior de Ensenada, Ensenada, BC, Mexico

# Springer Nature Singapore Pte Ltd. 2019
V. Tripathi et al. (eds.), Microbial Genomics in Sustainable Agroecosystems,
https://doi.org/10.1007/978-981-13-8739-5_8

149

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-8739-5_8&domain=pdf
mailto:marcel@ciad.mx
mailto:kadiya.calderon@unison.mx


8.1 Introduction

Agriculture constitutes a cornerstone activity to produce food at large-scale and also
biomaterials for biotechnological purposes (Béné et al. 2016; Jones and Ejeta 2016).
However, the increasing food demand together with the environmental impacts
caused by agro-industries represents a challenge that requires more intensive yet
environmentally safe production, as well as the sustainability of the resources
involved in this activity (Gebbers and Adamchuk 2010).

Microbial communities play essential roles for the excellent performance of
agriculture through the decomposition, solubilization, and recycling of nutrients
and toxic compounds, competing against pathogens and producing desirable physi-
cochemical and biological conditions for the cultured species. Plants are colonized
by a number of microbes that together can reach higher cell loads than the plant
itself. Most of these microbes thriving in the rhizosphere and nearby are directly or
indirectly associated to the plant (Mendes et al. 2013), which can be considered as a
harboring host and neighbor mutualist body for those microbes that are not in contact
with the plant but interacting with it. Beneficial rhizospheric microbes can alter the
morphology of plants while enhancing their growth and increasing mineral avail-
ability (Lakshmanan et al. 2014). Microbiome soil in plants is also fundamental
because it can secrete growth hormones while inducing the immune system.
Diseases in crops or other food-producing environments are sometimes strongly
linked with the changes in the environmental microbiome.

The study and characterization of the microbiota associated with plants have
recently considered the genetic stock of microorganisms as endophytes and
epiphytes (in and on plants, respectively), as an extension of the host genome and
with a fundamental role in its phenotype. The sum of all genetic information or
hologenome (Theis et al. 2016) enables the adaptation process to new or changing
environmental conditions and the ability to resist pathogens. However, some
circumstances could affect these microbes.

Anthropogenic activities causing changes in soil affect both the soil microbiome
and the organisms living in and on them. These changes can consequently alter the
functional profile of the microbiome, affecting the occurrence and abundance of
essential metabolic pathways that maintain a balance within the systems. Herein,
there are three groups of microbes present in the rhizosphere, including commensal,
beneficial, and pathogenic (Berendsen et al. 2012). Microbiomes can activate com-
plex signaling pathways in response to biotic or abiotic stress, leading to localized
and systemic defenses (Lakshmanan et al. 2014), but these functions may be
impaired by the occurrence of pathogenic blooms. Therefore, understanding the
taxonomic and functional microbiome profiles caused by the occurrence of microbial
pathogens in food production systems may provide valuable information to under-
stand the negative effects of these phenomena and devise strategies to alleviate the
effects or eradicate the pathogens; in addition, crops can be engineered through their
microbiota favoring desirable responses. Genomic disciplines, but particularly func-
tional metagenomics, can provide adequate insights of microbiomes.
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8.2 From Functional Metagenomics to Food Production

Microbes associated to plants are essential for their adequate development; in this
regard, plant microbiome is a key determinant of their health, physiology, and
productivity (Mendes et al. 2013; Berendsen et al. 2012), and at the same time,
much of these microbes participate in biogeochemical cycles. Particularly, these
microbes can influence seed germination, seedling vigor, plant growth and develop-
ment, nutrition, diseases, and development (Qin et al. 2011; Mendes et al. 2013). At
some extent, the functions of this microbiota can be extrapolated to that of animals,
where these microbes are considered as an annexed organ or a host’s genome
extension, and therefore the entire comprehension of the biology of a plant also
depends on the knowledge gathered about its microbiota. Microbes including bacte-
ria, archaea, fungi, protozoa, and algae are usually part of these microbial consortia.

This is a symbiotic relationship where plants depend on specific functions of the
microbes while producing photosynthetically fixed carbon and other exudate
components for the microbes thriving in the spermosphere, phyllosphere, rhizo-
sphere, and mycorrhizosphere (Mendes et al. 2013). Despite a considerable number
of studies having demonstrated these associations, the diversity and complexity of
these diversity and interaction networks suggest that our current knowledge about
this subject is still limited. Understanding the plant microbiome is an unavoidable
cornerstone not only to comprehend the biology of plants but also to identify
microorganisms that can be exploited for biotechnological purposes (e.g., improving
plant growth and health) or regulated to avoid undesirable scenarios (disease).

Advances in genomics science shed light to some biological processes as viru-
lence or resistance to antibiotics of pathogenic microorganisms, which play impor-
tant roles in agricultural system industries (Lazarevic and François 2013). Current
technologies not only provide better pictures about the taxonomic structure of
microbial communities but also show accurate predictions about the functional
capabilities and even real-time activities of microbes.

The study of the microbiome from this perspective is biotechnologically relevant
because the information associates some of the translational applications with basic
biology. Despite metabolic and regulatory networks being difficult-to-approach
subjects for microbiologists, this kind of information may serve to identify targets
for molecular therapy, particularly microbiomes (Vargas-Albores et al. 2018). For
example, crops affected by pathogenic bacteria may require alleviating strategies
including the use of antibiotics. However, functional metagenomics can provide
information about potential resistance to particular kinds of antibiotics and suggest a
more targeted and efficient strategy (dos Santos et al. 2017), allowing the use of less
antibiotic while alleviating the collateral damage to the environment. Nevertheless,
achieving this level of understanding about particular features of a microbiome
requires highly specialized sets of tools. Another studies have revealed that
manipulating the soil microbiome may result in improved soil health and increased
plant fertility (Chaparro et al. 2012); however, knowing the taxonomic profile and
functional capabilities of soil and rhizospheric microbiota will provide greater
certainty about the parameters or conditions to be manipulated.
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In addition, rhizospheric soils may also be reservoirs of opportunistic pathogens;
these can disrupt in host microbiota by competition for resources, release of antimi-
crobial compounds, or antagonism against beneficial microorganisms. Understand-
ing pathogen functionality, health, and productivity of important agriculture species
can be improved by elucidating the taxonomic diversity and functional potential of
their respective microbiota. Pathogen outbreaks usually occur when the conditions
allow their proliferation; this means that pathogens can either be introduced into the
systems or can be part of the environmental microbiota in a dormant or fully active
state but not being virulent (Mendes et al. 2013). Conditions in the outside-host
environment are prone to fluctuate over time affecting the microbiota and the activity
of some pathogens.

One of the main fluctuating conditions affecting the microbiota is the soil nutrient
profile, which is not for the plant but rather for the microbiota; for example,
N-fertilization is commonly used in several crops particularly for modern varieties;
however, this fertilization reduces microbial biomass and diversity, and conse-
quently some functional capabilities may be lost (Ramirez et al. 2010). These
kinds of strategies may have short-time beneficial effect on production but may
have consequences in the long term because the soil microbiota may lack adequate
functional profile to stimulate the responses in the plants of future crops or inclu-
sively may fail to suppress pathogens. In addition, these modern plant varieties may
have lost their ability to support microbiomes that degrade organic nitrogen and
solubilize mineral nutrients such as phosphorus (Wallenstein 2017). In this regard,
taxonomic and functional metagenomics insights could offer clues for performing
strategies minimizing this collateral damage to the rhizospheric microbiota. For
example, Wallenstein (2017) suggests engineering rhizospheres through inoculants
that form connections with the native microbiome or soil amendments that stimulate
microbial activity (Fig. 8.1).

Rhizospheres are highly structured, and the microbiome-plant interconnections
through different signaling pathways as well as nutrient interchange (including root
exudations) constitute a common process during the life cycle of a plant. As crops
have been historically selected considering traits for intensive management, these
connections were decreased. However, Wallenstein (2017) argued: “in the future, a
systems approach to rhizosphere engineering could restore some features of natural
rhizospheres through soil amendments, inoculants and plant traits that support
beneficial microbiomes” (Fig. 8.1).

The improvement and increased use of high-throughput sequencing methods and
the availability of generating genome information have significantly contributed to
achieving deep approaches in functional metagenomics (Loman and Pallen 2015).
Functional metagenomics begins with the isolation of DNA from microbial samples
of environmental systems (Lam et al. 2015). In this context, there are two pathways
to understand how these genes are involved with the environment; the first one is
performing a molecular shotgun sequencing or also denominated whole-
metagenome shotgun sequencing (WMS) from genomic DNA fragments of a
metagenome community. The second one requires the amplification and high-
throughput sequencing of a taxonomic biomarker gene, for example, the16S-
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rRNA gene, avoiding the need of shotgun metagenomics while allowing, if required,
the continuation of the metatranscriptomic and metaproteomic studies. Bioinformat-
ics tools are absolutely required for any of these two approaches to process all of the
recovered information (Morgan and Huttenhower 2012; Ortiz-Estrada et al. 2019).

8.3 Describing Microbial Communities Through the 16S
rRNA Gene

Because the 16S rRNA gene is the most ubiquitous gene in the prokaryotic world
and contains a combination of conserved and variable regions, it has been used for
the classification of ribosomal RNA (rRNA) sequences and become a common
approach for taxonomic identification of bacteria-forming complex communities
(Glöckner et al. 2017). The 16S approach is mainly focused to elucidate the bacterial
diversity, structure, and organization of microbiota as a community (Morgan and
Huttenhower 2012). Nowadays, shotgun metagenomics is a very reliable technique
involving the reconstruction of gene sets or genomes requiring a high level of
experience and is time-consuming. For these and other reasons, studying microbial
communities through 16S rRNA-targeted sequencing remains a valid approach.

Despite the many packages available on the market containing bioinformatics
pipelines to analyze 16S rRNA gene amplicons, the most used open-code software
tools are Mothur and Quantitative Insights Into Microbial Ecology (QIIME). These
are based on a clustering-first approach, and the most recent pipelines including
Kraken, CLARK, and One Codex use an assignment-first approach (Siegwald et al.
2017). These tools called pipelines are used to process the sequences by
demultiplexing and quality filtering, classifying, aligning, and assigning sequences
to operational taxonomic units (OTU) followed by the capability to process the
information by microbial or ecological analyses like α- and β-diversity based on 16S
rRNA gene (Glöckner et al. 2017; Almeida et al. 2018). The tools mentioned above

Fig. 8.1 Hypothesized conceptual models of rhizosphere systems in (a) natural ecosystems, (b)
degraded systems such as those under intensive management and high fertilization, and (c)
rhizospheres that have been engineered through inoculants that form connections with the native
microbiome or soil amendments that stimulate microbial activity. (Figure obtained from
Wallenstein 2017 (13). Rhizosphere 3(2):230–232 [w/ editorial & author permissions])
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use SILVA as first-option reference datasets for taxonomic classification, but there
are also other databases including the Greengenes rDNA, the NCBI Taxonomy, and
the Ribosomal RNA Database project (RDP) (Balvočiūtė and Huson 2017).

Nonetheless, this is an approach to study bacteria and archaea but does not target
eukaryotes. For targeting these last microbes, the 18S rRNA gene is required. This
taxonomic biomarker gene is part of the structural RNA for the small component of
eukaryotic cytoplasmic ribosomes. Unfortunately, the tools and protocols to study
and valuate this biomarker are not as developed and extended as those for the 16S
rRNA; however, there are some recommended software and useful pipelines to
address this topic, particularly for amplification, sequencing, and taxonomic classi-
fication (Yang et al. 2013; Wang et al. 2014; Popovic and Parkinson 2018), whereas
the rest of the statistical analyses have pretty much the same basis.

8.4 Drawing the Metabolic Potential

8.4.1 Targeted Metagenomics

A decade ago, providing a picture of the taxonomic profile and structure through 16S
rRNA sequencing was considered as the limit to where this technique could lead;
however, the feasibility of connecting databases containing information from simple
biomarkers to those containing information on complete genomes made possible to
infer the functional capabilities of the microbial community based in 16S rRNA
sequencing. The correlation between taxonomy and metabolic function allows
carrying out work focused on the identification of community structure and compo-
sition through analysis of taxonomic biomarker genes.

There are bioinformatics tools that construct an approach of functional
metagenomics of a microbiome (Langille et al. 2013) (Fig. 8.2). These use the
information from databases about the microbes constituting any niche and infer
the metagenome of such microbial community and constructing a gene catalog with
the abundance of different gene families. For example, tools like Phylogenetic
Investigation of Communities by Reconstruction of Unobserved States (PICRUSt)
are used for this purpose. In this kind of approach, the efficiency of functional
predictions depends on the taxonomic classification accuracy, the genomes used as
reference, and the information collected in databases from the closest ancestors. The
databases of genes used for the metagenome construction are the Kyoto Encyclope-
dia of Genes and Genomes (KEGG) and Clusters of Orthologous Groups of proteins
(COG) (Kanehisa et al. 2008).

This, of course, is an imperfect association but can provide valuable information
to evaluate factors influencing the functionality of microbial communities. One of
the disadvantages of this approach is that this software uses the Greengenes data-
base, which has not received actualizations since several years ago. However, there
are other options such as Tax4fun, an R package using the SILVA database as
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reference and reported to be more accurate for some microbial communities
(Aßhauer et al. 2015); however, neither PICRUSt nor Tax4fun has extensions to
consider 18S rRNA data, and therefore the study of the microbiome may be
incomplete.

Another issue to consider is that despite the easy generation of biomarker
libraries, the manual exploration of the metabolisms associated with all observed
OTUs is impractical; therefore, the researcher has no other option but to trust the
gene family ordering process performed by the software.

On the other hand, there is evidence suggesting that in spite of the bias introduced
by this imperfect correlation, shotgun metagenomics has validated the results
obtained through targeted metagenomics using taxonomic biomarkers (Jovel et al.
2016).

Studies evaluating the rhizosphere have used these tools. Herein, Zhu et al. (2016)
not only evaluated the effect of urea-based fertilizer rate on maize root exudation, the
associated rhizosphere microbial community, and nitrogen-use-efficiency but also
explored via PICRUSt the metagenomics contribution of bacterial OTUs obtained
from 16S rRNA sequencing. Briefly, results revealed that some nitrifying and
denitrifying genes were significantly influenced by the N rate, whereas some
nitrogen-fixing and urease genes were not. However, on a total abundance basis,
all N-cycle genes increased significantly as the N rate increased.

Fig. 8.2 General scheme for obtaining information about the taxonomic and functional profiles of
microbiomes through metagenomics (shotgun sequencing) and targeted metagenomics (amplicon
sequencing) approaches. To date, there are no bioinformatics tools for inferring functional profiles
of eukaryotes using 18S rRNA; however, it is theoretically possible
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8.4.2 Metagenomics

The genomics discipline studying the genetic material recovered directly from
environmental (or experimental) samples is known as metagenomics. To detect all
of the genes contained in a microbial community, a shotgun metagenomics sequenc-
ing is performed, followed by annotations providing detailed output sets of meta-
bolic and functional profiles (Vargas-Albores et al. 2018) (Fig. 8.2). Despite
bioinformatics backgrounds being required to perform mandatory pipelines includ-
ing quality control, assemblage, and annotation, there are user-friendly computing
(public and private) software allowing the analysis of these data by most biologists.
For instance, MG-RAST and CLC Genomics Workbench (Microbial Metagenomics
Module) and other programs involve user-friendly end-user systems to perform
complete mandatory pipeline processes. HUMAnN is another computational pipe-
line developed to determine the relative abundance of gene families and metabolic
pathways from short-read sequence datasets (Aßhauer and Meinicke 2013), while
STAMP is a friendly software to perform statistics of data obtained from targeted or
shotgun metagenomics (Parks et al. 2014). There are plenty of free tools available;
however, the sets of tools to use to establish a valid pipeline depend on the objectives
of the study and the computing skills of the biologist.

Even though targeted metagenomics (16S rRNA) is an approach for the
metagenome, shotgun sequencing offers not only more complete and precise results
but also allows digging more into the functional potential of any microbial commu-
nity, obtaining the genomic information from different taxa, and inferring
metaproteomes from raw metagenomics sequences (Rooijers et al. 2011).

Studies related to agricultural sciences are still few but rapidly growing since
microbiologists working in these disciplines are adopting these tools in an
accelerated manner. Mendes et al. (2014) performed shotgun metagenomics to
investigate the taxonomic and functional profiles of microbial communities in the
bulk soil and in the rhizosphere of soybean plants and tested the validity of neutral
and niche theories to explain the rhizosphere community assembly processes. This
approach demonstrated that the assembly of the microbial community in the rhizo-
sphere is based on niche-based processes as a result of a selective pressure exerted by
the plant itself and other environmental factors.

Unlike targeted metagenomics, this approach can collect information about all of
the microbial taxa thriving in the rhizosphere but requires additional processes for
cleaning, ordering, and annotating sequences (Quince et al. 2017).

8.4.3 Metatranscriptomics

Transcription is the first phase of gene expression in which a particular segment of
DNA is duplicated/transcribed into RNA language (especially mRNA). All of the
living microbes thriving in any niche that is metabolically active are contributing to
the activities of the microbiome. These functions can be estimated and tracked
through metatranscriptomics.
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The identification and quantification of microbiome transcripts are now possible.
Metatranscriptomics is an “omics” discipline enabling researchers to determine the
profile and changes in gene expression occurring in a microbial community in
response to environmental or experimental variations. Metatranscriptomics
estimates the function and activity of complete sets of transcripts (RNA-seq)
obtained from any sample. Therefore, the “metatranscriptome” (messenger and
noncoding RNAs) offers a vision framework about the regulatory networks and
gene expression occurring at the time of sampling. This is a non-genomics discipline
but that can complement and strengthen the results obtained through metagenomics.

Relevant biological processes depending on small RNAs such as virulence,
quorum sensing, and stress/immune responses can be accessed through this
approach (Bejerano-Sagie and Xavier 2007). This approach allows understanding
some of the biomolecular networks dictating emergent phenotypes in the
microbiome and their roles in the agricultural systems. In addition, because of
microorganisms and mechanisms involved in relevant functions including disease
suppression in soil and microbiome-plant interaction are still poorly known, these
kinds of disciplines with their respective techniques may unveil the role of genes
responsible for these mechanisms (Kothari et al. 2017).

For example, Hayden et al. (2018) performed a comparative metatranscriptomic
approach assessing the taxonomic and functional characteristics of the rhizosphere
microbiome of wheat plants grown in adjacent fields previously known as suppres-
sive and nonsuppressive to the pathogen Rhizoctonia solaniAG8 (major pathogen of
grain crops). The authors reported that suppressive samples showed greater expres-
sion of a polyketide cyclase, a terpenoid biosynthesis backbone gene, and several
cold shock proteins, whereas nonsuppressive samples showed higher expression of
antibiotic genes.

Furthermore, the combination of data obtained from metagenomics and
metatranscriptomics can provide information about of the changes in gene expres-
sion that are accompanied by the changes in the microbiome structure, enabling to
know what species are present in a given niche, their functional capabilities, and
their real-time activities under particular scenarios.

8.5 Future Perspectives

Microbial communities play an important role for agriculture progress. Alterations
of these types of ecosystems allow the entry of pathogens resulting in diseases that
disrupt the industry development. In recent years, interest in understanding the
activities of these microbial communities has increased. However, one of the main
challenges in this area is discriminating and/or interpreting this massive amount of
information. Bioinformatics tools have become indispensable in metagenomics
research, allowing to know the structure and metabolic potential of environmental
microbes. Improving the accuracy of the results is encouraged. One option is the
single-molecule real-time sequencing (SMRT) developed by Pacific Biosciences
(PacBio), which produces long readings and provide large scaffolds (Rhoads and
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Au 2015). Despite having closely similar error rate to Illumina Miseq platform and
Roche 454, it is expected to increase its efficiency and eventually displace small
fragment sequencing by synthesis (Wagner et al. 2016).

A few metagenome studies by sequence-based metagenomics approaches have
been performed for plants and associated microorganisms. Busby et al. (2017)
mentioned the study of the interaction of plant-microbes in a global context could
lead to find a natural mechanism facilitated by microorganisms controlling diseases
by their ecological process. For example, pathogens may develop resistance mecha-
nism that complicates their elimination in soil systems. Functional metagenomics
has facilitated the detection of new antibiotic resistance mechanisms and find out the
source of antibiotic resistance from total microbiome. Understanding these
mechanisms will provide strategies in antibiotic improvement and alternatives in
antibiotic resistance (Pehrsson et al. 2013). In addition, a total comprehension of
microbial effects in natural alliance at culture systems will improve productions
beyond genetic alteration (Lakshmanan et al. 2014).

Considering the beneficial role of microbial communities in soil environments, it
is important to increase the understanding of microbial pathogens and provide
biotechnological information for their control and management with sustainable
practices.

References

Almeida A, Mitchell AL, Tarkowska A, Finn RD (2018) Benchmarking taxonomic assignments
based on 16S rRNA gene profiling of the microbiota from commonly sampled environments.
GigaScience 7:giy054

Aßhauer KP, Meinicke P (2013) On the estimation of metabolic profiles in metagenomics. In: On
the estimation of metabolic profiles in metagenomics, OASIcs-OpenAccess Series in Informat-
ics: Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik

Aßhauer KP, Wemheuer B, Daniel R, Meinicke P (2015) Tax4Fun: predicting functional profiles
from metagenomic 16S rRNA data. Bioinformatics 31:2882–2884

Balvočiūtė M, Huson DH (2017) SILVA, RDP, Greengenes, NCBI and OTT, how do these
taxonomies compare? BMC Genomics 18:114

Bejerano-Sagie M, Xavier KB (2007) The role of small RNAs in quorum sensing. Curr Opin
Microbiol 10:189–198

Béné C, Arthur R, Norbury H, Allison E, Beveridge M, Bush S, Campling L, Leschen W, Little D,
Squires D, Thilsted S, Troell M, Williams M (2016) Contribution of fisheries and aquaculture to
food security and poverty reduction: assessing the current evidence. World Develop
79:177–196

Berendsen RL, Pieterse CM, Bakker PA (2012) The rhizosphere microbiome and plant health.
Trends Plant Sci 17:478–486

Busby PE, Soman C, Wagner MR, Friesen ML, Kremer J, Bennett A, Morsy M, Eisen JA, Leach
JE, Dangl JL (2017) Research priorities for harnessing plant microbiomes in sustainable
agriculture. PLoS Biol 15:e2001793

Chaparro JM, Sheflin AM, Manter DK, Vivanco JM (2012) Manipulating the soil microbiome to
increase soil health and plant fertility. Biol Fertil Soils 48:489–499

Dos Santos DFK, Istvan P, Quirino BF, Kruger RH (2017) Functional metagenomics as a tool for
identification of new antibiotic resistance genes from natural environments. Microb Ecol
73:479–491

158 E. Garibay-Valdez et al.



Gebbers R, Adamchuk VI (2010) Precision agriculture and food security. Science 327:828–831
Glöckner FO, Yilmaz P, Quast C, Gerken J, Beccati A, Ciuprina A, Bruns G, Yarza P, Peplies J,

Westram R, Ludwig W (2017) 25 years of serving the community with ribosomal RNA gene
reference databases and tools. J Biotechnol 261:169–176

Hayden HL, Savin K, Wadeson J, Gupta V, Mele PM (2018) Comparative metatranscriptomics of
wheat rhizosphere microbiomes in disease suppressive and non-suppressive soils for Rhizocto-
nia solani AG8. Front Microbiol 9:859

Jones AD, Ejeta G (2016) A new global agenda for nutrition and health: the importance of
agriculture and food systems. Bull World Health Organ 94:228–229

Jovel J, Patterson J, Wang W, Hotte N, O’keefe S, Mitchel T, Perry T, Kao D, Mason AL, Madsen
KL (2016) Characterization of the gut microbiome using 16S or shotgun metagenomics. Front
Microbiol 7:459

Kanehisa M, Araki M, Goto S, Hattori M, Hirakawa M, Itoh M, Katayama T, Kawashima S,
Okuda S, Tokimatsu T, Yamanishi Y (2008) KEGG for linking genomes to life and the
environment. Nucleic Acids Res 36:D480–D484

Kothari V, Kothari C, Rank J, Joshi A, Singh RP, Kothari R (2017) Metatranscriptomic 16 Rhizo-
sphere for finding of the plant. Understanding host-microbiome interactions – an omics
approach: Host-Microbiome Association 1:267p

Lakshmanan V, Selvaraj G, Bais HP (2014) Functional soil microbiome: belowground solutions to
an aboveground problem. Plant Physiol 166:689–700

Lam KN, Cheng J, Engel K, Neufeld JD, Charles TC (2015) Current and future resources for
functional metagenomics. Front Microbiol 6

Langille MGI, Zaneveld J, Caporaso JG, Mcdonald D, Knights D, Reyes JA, Clemente JC,
Burkepile DE, Vega Thurber RL, Knight R, Beiko RG, Huttenhower C (2013) Predictive
functional profiling of microbial communities using 16S rRNA marker gene sequences. Nature
Biotech 31:814–821

Lazarevic V, François P (2013) Functional genomics of microbial pathogens. Brief Funct Genomics
12:289–290

Loman NJ, Pallen MJ (2015) Twenty years of bacterial genome sequencing. Nat Rev Microbiol
13:787

Mendes R, Garbeva P, Raaijmakers JM (2013) The rhizosphere microbiome: significance of plant
beneficial, plant pathogenic, and human pathogenic microorganisms. FEMS Microbiol Rev
37(5):634–663

Mendes LW, Kuramae EE, Navarrete AA, Van Veen JA, Tsai SM (2014) Taxonomical and
functional microbial community selection in soybean rhizosphere. ISME J 8:1577–1587

Morgan XC, Huttenhower C (2012) Human microbiome analysis. PLoS Comput Biol 8:e1002808
Ortiz-Estrada ÁM, Gollas-Galván T, Martínez-Córdova LR, Martínez-Porchas M (2019) Predictive

functional profiles using metagenomic 16S rRNA data: a novel approach to understanding the
microbial ecology of aquaculture systems. Rev Aquacult 11:234–245

Parks DH, Tyson GW, Hugenholtz P, Beiko RG (2014) STAMP: statistical analysis of taxonomic
and functional profiles. Bioinformatics 30:3123–3124

Pehrsson EC, Forsberg KJ, Gibson MK, Ahmadi S, Dantas G (2013) Novel resistance functions
uncovered using functional metagenomic investigations of resistance reservoirs. Front
Microbiol 4:145

Popovic A, Parkinson J (2018) Characterization of eukaryotic microbiome using 18S amplicon
sequencing. In: Press SH (ed) Microbiome analysis. Springer, New York, pp 29–48

Qin S, Xing K, Jiang JH, Xu LH, Li WJ (2011) Biodiversity, bioactive natural products and
biotechnological potential of plant-associated endophytic actinobacteria. Appl Microbiol
Biotechnol 89(3):457–473

Quince C, Walker AW, Simpson JT, Loman NJ, Segata N (2017) Shotgun metagenomics, from
sampling to analysis. Nat Biotechnol 35:833–844

Ramirez KS, Lauber CL, Knight R, Bradford MA, Fierer N (2010) Consistent effects of nitrogen
fertilization on soil bacterial communities in contrasting systems. Ecology 91:3463–3470

8 Functional Metagenomics for Rhizospheric Soil in Agricultural Systems 159



Rhoads A, Au KF (2015) PacBio sequencing and its applications. Genomics Proteomics Bioinfor-
matics 13:278–289

Rooijers K, Kolmeder C, Juste C, Doré J, De Been M, Boeren S, Galan P, Beauvallet C, De Vos
WM, Schaap PJ (2011) An iterative workflow for mining the human intestinal metaproteome.
BMC Genomics 12:6

Siegwald L, Touzet H, Lemoine Y, Hot D, Audebert C, Caboche S (2017) Assessment of common
and emerging bioinformatics pipelines for targeted metagenomics. PLoS One 12:e0169563

Theis KR, Dheilly NM, Klassen JL, Brucker RM, Baines JF, Bosch TC, Cryan JF, Gilbert SF,
Goodnight CJ, Lloyd EA (2016) Getting the hologenome concept right: an eco-evolutionary
framework for hosts and their microbiomes. Msystems 1:e00028–e00016

Vargas-Albores F, Martinez-Cordova LR, Martinez-Porchas M, Calderon K, Lago-Leston A (2018)
Functional metagenomics: a tool to gain knowledge for agronomic and veterinary sciences.
Biotechnol Genet Eng Rev:1–23

Wagner J, Coupland P, Browne HP, Lawley TD, Francis SC, Parkhill J (2016) Evaluation of
PacBio sequencing for full-length bacterial 16S rRNA gene classification. BMC Microbiol
16:274

Wallenstein MD (2017) Managing and manipulating the rhizosphere microbiome for plant health: a
systems approach. Rhizosphere 3:230–232

Wang Y, Tian RM, Gao ZM, Bougouffa S, Qian P-Y (2014) Optimal eukaryotic 18S and universal
16S/18S ribosomal RNA primers and their application in a study of symbiosis. PLoS One 9:
e90053

Yang C, Ji Y, Wang X, Yang C, Douglas WY (2013) Testing three pipelines for 18S rDNA-based
metabarcoding of soil faunal diversity. Sci China Life Sci 56:73–81

Zhu S, Vivanco JM, Manter DK (2016) Nitrogen fertilizer rate affects root exudation, the rhizo-
sphere microbiome and nitrogen-use-efficiency of maize. Appl Soil Ecol 107:324–333

160 E. Garibay-Valdez et al.



Microbial Genomics in CarbonManagement
and Energy Production 9
Shatabisha Bhattacharjee and Tulika Prakash

Abstract
Microbial genomics has helped us understand the diversity of the entire microbial
world. Moreover, the recent development in the field of metagenomics has greatly
facilitated the exploration of the unculturable microbes. These fields provide us
with a detailed investigation on various functional features and metabolic
pathways of microbes. Based on this information, the search of potential
microbe(s) for energy production has developed significantly. This development
may lead to a limited usage of fossil fuels in the near future. Therefore,
researchers are in continuous efforts to develop the potent technologies to harness
microbial communities for energy production. One example of such technology is
the microbial fuel cells (MFCs). A few promising energy-producing case studies
are discussed using this technology. The next application of microbes toward
energy is the production of biohydrogen, which is considered as a promising
biofuel in the near future. Furthermore, a brief section of the role microbial world,
ecosystem, and their relationship with the climatic change is also discussed.

9.1 Introduction

The advancement in the field of microbial genomics has helped us understand the
phylogenetically diverse microbial world, which comprises of different microbial
communities such as archaea, bacteria, viruses, fungi, protozoa, microscopic meta-
zoan, and microalgae (Martin 2002). The detailed investigation of these
communities provides leads toward the sizes of their individual genomes which
range from a few kilo to hundred mega bases and their genetic material (Massana
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et al. 1997). Further, the information stored in their genomes in the form of DNA and
RNA (in case of viruses) sequences has helped to explore the knowledge on
structural, functional, and phylogenetic relation, metabolic pathways, growth kinet-
ics of microbial communities, and their intertwined relationship with geochemical
process of different environmental niches (Demirbas 2008).

Initially, the microbial genomics field was used to focus on the genomes of
pathogens. In 1995, the first complete genome of Haemophilus influenzae was
published (Fleischmann et al. 1995). Almost 1554 pathogenic bacterial genomes
and 112 archaeal genomes have been sequenced, and many more are in progress at
present (Fleischmann et al. 1995). Completed genomes of 41 eukaryotes, including
19 fungi, have been sequenced, and the sequencing of about 1100 genomes is in
progress (Stover et al. 2000). The complete sequencing of 2675 kinds of viral species
has been performed including partial and fully sequenced viral strains. Sequencing
of 300,000 strains of HIV type 1 virus and 40,000 strains of influenza virus has also
been performed (Squires et al. 2007).

Different literature studies have revealed that only 1% of the entire microbial
community can be cultured in the laboratory environment, whereas 99 % cannot
(Carr et al. 1998). Recently, researchers have developed high-throughput
technologies to unveil the uncultivable microbial communities which are reported
to participate synergistically with the cultivable ones in different environmental
niches. Different DNA-based methods have been developed which includes 16S
rRNA gene analysis. This method provides extensive information about the natural
microbiome, including various taxa and species, present in the environments (Streit
and Schmitz 2004). Thus, metagenomics is one of the new high-throughput
technologies which help to analyze the complex microbial genomes found in
different environmental niches (Schmidt et al. 1991). The study of metagenomic
analysis is initiated by the isolation of DNA from different environmental niches
(Fig. 9.1). Therefore, this approach aids in pooling the genetic material of the entire
microbiome including those cultivable and uncultivable. However, there are a few
difficulties associated with the metagenomic approach which include low quantity of
DNA from some environment and contamination of purified DNA with compounds
of polyphenol. Sometimes it becomes difficult to remove these polyphenolic
compounds from the isolated DNA which interferes with the enzymatic
modifications (Tsai and Olson 1992; Nelson 2003).

Presently, several researchers have reported in-depth metagenomic analysis of
different environmental samples such as soil (Sangwan et al. 2012), water (Gomez-
Alvarez et al. 2012), air (Cha et al. 2017), wastewater treatment plants (Balcom et al.
2016), and human associated (Mitra et al. 2015). However, major challenges are still
present in case of annotating genes and sequencing error detection followed by
correction, prediction of gene products, and interaction of different microbial
communities from their sequenced raw genomic data (Furnham et al. 2012).
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9.2 Role of Microbes in Carbon Management

9.2.1 Microbes, Ecosystem, and Carbon Cycle Intertwined
with Climatic Change

There are countless numbers of ways in which different microbial communities,
especially the soil microbes, influence the carbon cycle through their metabolic
activities. These ways are often classified into two groups: one is known to affect

Fig. 9.1 Flowchart demonstrating the typical steps in metagenomic analysis
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the concentration of carbon dioxide and the uptake of methane in the ecosystem and
the other controls the loss of carbon from soil due to respiration and methane
production. Through different literature studies, it has been known that climatic
change, whether direct or indirect, is known to affect the soil microbiome activities
and their response toward the emission of greenhouse gases in the atmosphere which
further leads to global warming. There are two types of effects on the soil
microbiome. Firstly, the direct effects such as the change in drastic climatic events,
precipitation, temperature, and greenhouses gases that are produced have an impact
on soil microbiome. Secondly, an indirect effect which leads to climatic change can
alter the productivity of plants which contribute in alteration of soil’s
physiochemical nature. It might also be able to alter the carbon content of soil,
thus affecting those microbiomes, which are responsible in the decomposition
activities (Bardgett et al. 2008).

9.2.1.1 Carbon Cycling and Soil Microbiome
Microbes are known to possess a remarkable enzyme system which has the ability to
operate the Earth’s biogeochemical processes or cycles (Weiman 2015). With the
help of this enzyme system, microbes often extract and break down the dead organic
matter and transfer it into soil in usable form for the other living organisms. One of
the major biogeochemical cycles is the global carbon cycle, which is known to
depend on microbial communities (Falkowski et al. 2008). Microbes especially help
in fixing the atmospheric carbon, plant growth, and degradation and transformation
of dead organic matter and its decomposition into the environment. A huge amount
of organic carbons are known to be stored in the grassland soil, permafrost, tropical
forest, and many other ecosystems. Likewise, the terrestrial carbon cycle is produced
from two biological metabolic processes such as photosynthesis and respiration
(Prosser 2007). The autotrophic microorganisms help to transfer atmospheric carbon
via carbon fixation process into the soil. Along with these organisms, chemoautotro-
phic ones are known to synthesize the atmospheric carbon dioxide into reusable
organic forms (Gougoulias et al. 2014).

Soil microbiome plays an important part in carbon cycling. A huge number of
microbial diversity is observed in just a handful of soil (Gans et al. 2005). Apart from
the microbial communities, various fauna groups are also observed in soil. Among
them, nematodes and mites are the highest observed species (Brussaard 1997). The
presence of varied organisms leads toward the functional redundancy of soil. It is
observed that specific fungal communities are responsible for the decomposition of
specific carbon sources, which include cellulose, lignin, etc., in the soil (Cox et al.
2001). Through different literature studies, it has been observed that soil microbiome
is not only responsible for decomposition but also for heterotrophic respiration
(Nielsen et al. 2011). Thus, the shift in microbial communities in the soil will
directly influence the carbon cycle (Fig. 9.2) (Orwin et al. 2006). According to the
prediction models of different ecosystem, the climatic change will directly affect the
microbial decomposition of carbon sources present in the soil (Friedlingstein et al.
2006). This will lead to the rise in global temperature or global warming process.
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Thus, the efficiency of using carbon compounds by soil microbes leads toward the
climatic change or global warming (Allison et al. 2010).

9.3 Microbial Genomics in Energy Production

The hunt for several options for the production of renewable energy from different
natural sources is increasing day by day. For the sake of the society, sustainable
energy systems are much needed. This need is fulfilled by biological methods for the
production of fuels, such as biohydrogen, biomethane, bioethanol, biodiesel, etc.
Among these renewable energy sources, biohydrogen is regarded as one of the
promising fuels which can be produced from organic wastes and wastewater. With
the advancement in the field of microbial genomics, the information of various
microbes has been stored in different public databases (Quast et al. 2012). The
approach of genomic data mining has immensely helped to explore the potent
biohydrogen producers (Kalia and Purohit 2008).

9.3.1 Biogas as a Renewable Source of Fuel

Waste consists of organic complex compounds in the form of biomass such as
sewage sludge, human and animal wastes, industrial effluents, etc. This waste is
further broken down via anaerobic digestion into carbon dioxide and methane which
is known as “biogas” (Kapdi et al. 2005). The anaerobic digestion is one of the

Fig. 9.2 Schematic representation of basic steps of carbon cycle
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complex dark fermentative processes in which methane is produced in the absence of
oxygen by the degradation of complex organic compounds. A number of hydrolytic
microorganisms help in the degradation of organic compounds to monomers and
oligomer; thus, the first set of reaction is hydrolysis (Fig. 9.3). Further, the fermen-
tative or facultative bacteria convert the simpler monomers or oligomers into volatile
fatty acid in the acidogenesis step. This is followed by acetogenesis, in which
acetogens use volatile fatty acids to produce biohydrogen and carbon dioxide
initially. These acetogens further consume the produced biohydrogen to form
acetate. Acetate is finally converted to methane by CO2-reducing methanogens as
well as acetoclastic methanogens through methanogenesis. Different factors can
affect the anaerobic digestion such as pH, partial pressure, requirements of
micronutrients, temperature, etc., in which temperature is the most important factor.
The microbial communities, which participate in this process, can withstand
temperatures ranging from below freezing to more than 330.4 K, and optimum
range is within 309.9 K (mesophilic) and 327.6 K (thermophilic) (Demirbas 2007).

Microbial community plays a vital part in the production of biogas from different
substrates present in different forms of waste or wastewater. The sludge that comes
from the anaerobic digester contains various kinds of microbial communities.
Researchers have found 20 different bacterial phyla present in the wastewater sludge
which are mostly methanogenic (Goswami et al. 2016). These bacterial phyla
include Firmicutes, Bacteroidetes, Proteobacteria, Actinobacteria, Acidobacteria,

Fig. 9.3 Schematic representation of anaerobic dark fermentation
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Spirochetes, and Chloroflexi (Chojnacka et al. 2015). These microbial communities,
especially those with hydrogenase enzymes, help to discard the surplus amount of
electrons that are accumulated during the fermentation process (Elsharnouby et al.
2013; Traversi et al. 2012; Chang et al. 2011). Thus, a proper balance of H2

producers as well as H2 consumers exists in the medium. Different studies have
shown that the H2 consumers mainly consist of hydrogenotrophic, nitrate, or sulfate-
reducing bacteria and homoacetogenic bacteria. These bacteria require H2 to reduce
the substrate that is formed after the degradation of complex compounds present in
the wastewater. When the concentration of nitrates and sulfates is low, the popula-
tion of homoacetogenic bacteria and the methanogenic archaea predominates (Wang
et al. 2013; Oehler et al. 2012). The homoacetogenic bacteria are composed of
genera such as Butyribacterium, Acetobacterium, Clostridium, Eubacterium,
Peptostreptococcus, and Sporomusa. They can grow faster to form spores and are
characterized as obligate or strict anaerobes. They also possess several adaptations
related to hydrogen producers (Oehler et al. 2012).

For a higher yield of biohydrogen, several pretreatment strategies are employed to
the sludge including heat treatment, aeration, acid treatment, alkaline treatment, etc.
(Chaitanya et al. 2016). These pretreatment processes are mainly applied to the
sludge for enriching biohydrogen-producing bacteria from mixed anaerobic
microbiome. Several pretreatment methods, apart from the abovementioned, have
also been used for improving biohydrogen production. These methods include heat
shock and sodium 2-bromoethanesulfonate (Shrestha et al. 2017; Mohan and Pandey
2013). Different studies have been performed to evaluate the efficacy of the various
pretreatment strategies for enhancing the production of biohydrogen from mixed
microflora (Mohan et al. 2008). Hence, during the pretreatment procedures, these
microbial communities get shifted according to the need and available substrate in
the environment. Likewise, for specific biogas production such as biohydrogen,
biomethane, or biohythane (both hydrogen and methane), the microbial diversity
also changes accordingly (Mohan et al. 2007).

9.3.2 Biohydrogen as a Promising Source of Biofuel

Biohydrogen is a natural end product of the microbial-driven metabolic process.
Biohydrogen, as the name signifies, is the generation of hydrogen gas from organic
biomass or feedstock. There are several biological pathways which have been
identified for the production of biohydrogen. Worldwide researches are going on
from the past two decades for the exploration of various routes of biohydrogen
production which may be used as a promising renewable source of energy.
Biohydrogen production can be classified into two different fermentative processes:
(Martin 2002) light-independent or dark fermentative process and (Massana et al.
1997) light-dependent or photosynthetic process (Mohan et al. 2008). The light-
dependent photosynthetic process can be further divided into two groups: (Martin
2002) photosynthetic or fermentation based on carbon source and (Massana et al.
1997) type of inoculums used as a source of biocatalyst. The light-dependent process
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takes place in two ways either through biophotolysis of water using microorganism
(e.g., cyanobacteria) or via photosynthetic bacteria. The dark fermentation process,
however, is confined to anaerobic metabolism in which acidogenic bacteria generate
biohydrogen via an acetogenic process followed by the generation of various volatile
fatty acids and carbon dioxide (Mohan and Pandey 2013).

Different research groups are trying to generate biohydrogen as one of the
promising source of biofuels from various waste materials, especially different
wastewater. In one of the study dairies, wastewater has been used as the substrate
of carbon source for generating biohydrogen (Mohan et al. 2008). Similarly, chemi-
cal wastewater has also been used as a primary substrate for biohydrogen production.
It has been investigated that effective biohydrogen production is observed at pH
6 (1.25 mmol H2/g COD) as compared to pH 5 (0.71 mmol H2/g COD) and pH
7 (0.27 H2/g COD). The addition of co-substrate such as glucose and domestic
sewage water along with the chemical wastewater has shown higher biohydrogen
production (Mohan et al. 2007).

9.4 Microbial Fuel Cells

In microbial fuel cells (MFCs), the activity of biological catalysis redox reaction is
combined with electrochemical systems (Du et al. 2007). An active microbe is
incorporated in the compartment containing anaerobic anode as a catalyst. It has
been reported in several studies that MFCs contain two chambers, namely, the anode
and cathode, which are further divided by a proton exchange membrane (PEM)
(Logan et al. 2006). The active microbes present as a catalyst inside the MFCs
oxidize the organic substrate by generating electrons and protons (Rahimnejad et al.
2015). Further, the protons that are generated are moved through PEM, and the
electrons are moved through the external circuits. The microbes that are used in
MFCs include Geobacillus, Clostridium, Pseudomonas, etc. (Antonopoulou et al.
2010). However, MFCs are facing a lot of challenges based on the sustainability,
process feasibility, high cost of materials, etc. (Rahimnejad et al. 2011).

The conception and idea of MFCs was developed by Michael C. Potter in 1910.
Many researchers have been using this technology to study the microbial biochemi-
cal, electrochemical, and reaction based on material surface under certain optimized
conditions. This technology will further help to explore the effect of material surface,
chemical compounds, and substrates among others. Different research groups have
studied MFCs in the form of reactor for the treatment of wastewater, starting from
lab scale to pilot scale. One of the research groups has extracted energy from MFC
reactor to detect compounds as well as to study the degradation of organics along
with energy recovery. After 2 years, the first robot, named EcoBot I, was developed,
which was directly powered by MFCs. These MFCs were fed with substrate like
glucose without using any other kind of conventional power system. Thus, MFCs are
regarded as one of the platform technologies with multiple developing applications
that can generate electricity without using external power sources (Santoro et al.
2017).
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9.5 Usage of Metagenomics Analysis in the Exploration
of Microbial Communities

Recently, metagenomic analysis has proved to be one of the promising techniques to
investigate and explore the presence of the entire microbiome in the environmental
samples. In different literature studies, it has been reported that only 1% of microor-
ganism are cultivable in normal laboratory conditions (Carr et al. 1998). Hence, the
introduction of metagenomics analysis in these cases is advantageous. With the help
of these techniques, pooling of the entire microbiome’s genetic material (DNA and
RNA) is carried out. Therefore, striking diversities based on taxonomic and func-
tional aspects of several habitats have been investigated (Eckburg et al. 2005). Two
types of analysis can be carried out based on the extraction of genetic material from
the environmental samples including whole genome shotgun sequencing of all the
available genes present in the microbial communities and by targeting a single gene,
i.e., the hypervariable conserved region of the prokaryotic 16S ribosomal RNA
(Staley and Sadowsky 2016).

9.6 Next-Generation Technologies Platforms Used
in the Analysis of Environmental Samples

The traditional DNA-sequencing method was first developed by Sanger et al. in
1977. In that method, from a single specimen, only one kilobyte of sequenced data
could be recovered at a time. Later, some advancement was implemented in the
Sanger sequencers which had an ability to recover one kilobyte (kb) from 96 different
samples at a time. As time passed by, a series of next-generation sequencing
technologies (NGS) were introduced commercially with different sample detection
methodologies as well as their unique chemistries. Millions of raw sequenced data or
reads were generated from these NGS techniques. This process was also termed as
“massively parallel throughput sequencing techniques.” These techniques have the
ability to generate sequenced reads from a particular genome through genome
sequencing. The fragments of cDNA libraries are produced from the process of
reverse transcription of RNA molecules, termed as RNAseq, or by pooling of
PCR-based products, referred to as amplicons (Shokralla et al. 2012).

NGS technology has faced a lot of challenges after it is commercially introduced
in the year 2005. The first challenge has been related to the read length and its
accuracy. The second challenge has been in terms of labor and cost expenditure
along with the output that is generated from the sequences. The third challenge has
been faced in the amplification steps related to PCR bias leading to the formation of
chimeric sequences (Gilbert and Dupont 2010; Pareek et al. 2011). But in spite of
these challenges, NGS technology has proved to be one of the promising techniques
of genomics, metagenomics, and metatranscriptomics-based studies.

Though diverse in chemistries, the basic steps of all the available NGS
technologies are almost the same, which include preparation of libraries of
amplicons or preparation of fragmented libraries, detection of various nucleotides
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which are incorporated, etc. (Shendure and Ji 2008; Zhang et al. 2011). Furthermore,
the NGS technologies can be classified into two main groups. The first technology is
based on PCR including Roche 454 Genome Sequencer (Roche Diagnostics Corp.,
Branford, CT, USA), HiSeq 2000 (Illumina Inc., San Diego, CA, USA), AB SOLiD
System (Life Technologies Corp., Carlsbad, CA, USA), and Ion Personal Genome
Machine (Life Technologies, South San Francisco, CA, USA). And the second
technology is based on single molecular sequencing technologies (these are basically
non-PCR based in which the amplification step is absent). Such platforms include
HeliScope (Helicos BioSciences Corp., Cambridge, MA, USA) and PacBio RS
SMRT system (Pacific Biosciences, Menlo Park, CA, USA) (Glenn 2011).

9.7 Future Scope

Microbial communities’ genomes can be harnessed using high-throughput
technologies and metagenomics analysis to investigate bioenergy-producing poten-
tial microbe(s) which would further help to replace fossils fuels and reduce the
emission of greenhouse gases into the environment. The genomes of certain poten-
tial microbe(s) can be mined to search for potent energy producers. This genome can
be further harnessed to treat industrial wastewater containing complex compounds.
Integration of new technology with proper microbial consortium would help us to
develop further sustainable renewable source of bioenergy which might lead toward
the development of new manufacturing model (Quan et al. 2004).
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Microbial Genome Diversity and Microbial
Genome Sequencing 10
Aditi Jangid and Tulika Prakash

Abstract
The role of microbiome in agroecosystems has evolved due to improvements in
microbial diversity analysis methods. The journey of microbial diversity estima-
tion progressed from culture-dependent to culture-independent methods. The
culture-dependent methods are important in finding the microbial diversity of
different environments; however, they are immensely biased toward the dominant
microorganisms present in a community. With the advancement in sequencing
techniques and genomics, the community exploration using culture-independent
methods has commenced a new understanding of microbial interactions with their
surroundings. Molecular studies of different environmental communities have
uncovered <1% of the total number of prokaryotic species representing the
cultivable fraction. This chapter summarizes the different methods to acquire a
microbial diversity that may eventually enhance plant growth in sustainable
agriculture and may often play a role in the management of environmental
problems. The merits and demerits of the commonly used molecular methods to
investigate microbial communities are discussed. The potential applications of
next-generation sequencing techniques for a comprehensive assessment of micro-
bial diversity have been illustrated.

10.1 Introduction

In the era of climate change and ecosystem degradation, the aggregate agricultural
output has become significantly altered. The biotic and abiotic stresses along with
land degradation leading to lesser productivity and sustainability are the main
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challenges in agriculture. In the current scenario, excessive use of chemical
pesticides and fertilizers greatly impact the sustainability of agriculture. Moreover,
human-generated wastes through industrialization and urbanization present a serious
warning to the ecosystems. The restoration of the ecosystems has been implemented
through various approaches, but with minimal success. Recently, the identification
of the beneficial soil microbes came into picture which are considered as suitable
candidates that may improve the sustainability of the environment. Several
mechanisms exhibited by these microorganisms can be utilized commercially for
solving the critical environmental issues. In agroecosystems, currently, the beneficial
microbe-based products have shown remarkable success. For the future enhance-
ment of worldwide crop production, it becomes necessary to maximize the microbial
functions in agroecosystems. In this chapter, we have summarized different methods
to obtain a microbial diversity that may eventually enhance plant growth in sustain-
able agriculture and may often play a role in the management of environmental
problems.

10.2 Relevance of Microbiota in Agroecosystems

Agroecosystems are complex systems consisting of entwined networks of
interactions formed amid numerous microorganisms and macroorganisms.
Microorganisms such as bacteria, fungi, protists, and archaea interact with
macroorganisms like plants and insects, with various functions. The nitrogen-fixing
bacteria (Masciarelli et al. 2014) and mycorrhizal fungi (Van der Heijden et al.
1998), for example, supply solubilized nitrogen (N) and/or phosphorus (P) to host
plants, thereby decreasing chemical fertilizer utility into agroecosystems. Some of
these symbionts are often known to increase host plants’ resistance to salinity and
drought stress (Calvo et al. 2014). Nematophagous/entomophagous fungi (Behie
et al. 2017; Zavala-Gonzalez et al. 2017), disease-suppressive bacteria (Mendes et al.
2011), and phyllosphere endophytes (Arnold et al. 2003; Morris and Monier 2003)
may play essential, but often overlooked, roles in suppressing populations of
soilborne or airborne pathogens and pests. Several sources of microbial functions
remained to be explored not only in the agroecosystems but also in the natural
ecosystem (Narisawa et al. 2007; Usuki and Narisawa 2007). Therefore, it is very
important to understand the mutational changes due to the environmental factors
which play a significant role in microbial diversity.

10.3 Exponential Growth of Microbial Genomes

The first bacterial genome, viz., Haemophilus influenzae, was completely sequenced
way back in 1995 by Fleischmann et al. (1995) and Fraser et al. (1995). The
technological improvements over the last 23 years allowed a marked increase in
the understanding of microbial genomes. The revolutionized speed, productivity,
and significant cost reduction of genome sequencing have become advantages in the
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scientific world. These advantages have enabled not only the sequencing of many
new genomes but also the widespread resequencing efforts to analyze genomic
diversity. The first decade was dedicated to the first-generation sequencing method,
and later, the second-/next-generation sequencing (Roche 454) was commercially
introduced in 2005. Thereafter, in 2010, the third-generation (single molecule)
sequencing, PacBio, was introduced commercially which has overcome several
limitations of the second-generation sequencing such as an improved average read
length. The next-generation sequencing (NGS) utilizes massive parallel sequencing
to generate thousands of megabases of sequence information per day. The rapid
growth of data shifts the cost from sequencing to management, analysis, and
assembly of data. With the exposure of modern sequencing techniques, the number
of sequenced archaeal and bacterial genomes is enhanced from 2 (1995) to more than
40,000 (2018) which represents the growth of more than 20,000-fold (Fig. 10.1). At
present, more than 40,000 sequenced archaeal and bacterial genomes are available
publically (NCBI 2018).

As the number of genomes has been increasing significantly, the phylogenetic
classification has become essential to know their ancestral relatedness. For phyloge-
netic tree construction and taxonomic assignment, the ribosomal RNA genes, partic-
ularly the 16S rRNA gene, have been extensively utilized for a long time (Mizrahi-
Man et al. 2013). The 16S rRNA gene remains extensively used due to its conserved
sequence (at least one copy of this gene is present in all the taxa). The conserved
nature of this gene permits simple specimen recognition by polymerase chain
reaction, and its sequence gives authenticated data on different taxonomic ranks
such as family, genus, or species in most cases. Nowadays, this single gene differ-
entiation is being supplanted by advanced technologies where whole genome
sequencing is done rather than single gene. To comprehensively examine and

Fig. 10.1 Exponential increase in archaeal and bacterial genomes sequenced per year submitted to
NCBI. (Source: Genbank, prokaryotes.txt file downloaded on 21 November 2018)
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classify hundreds and thousands of genomes, whole genome sequencing, in addition
to several analysis tools, can be used. These new sequencing methods have
established new visions in the understanding of hereditary connections which the
16S rRNA gene just approximates.

Over the last decade, a striking improvement in the bacterial genome sequencing
has been the emergence of metagenomics, which beautifully covers all the genetic
material present in a given environment or sample (Mende et al. 2012). The SRA
maintained by NCBI currently serves approximately 34,000 metagenomic projects
publically and deliver countless sequencing data. The colossal growth of
metagenomics data improves the understanding of microorganisms related with its
biological system, such as human microbiomes, microbiome associated with soils of
all types, microbiome of fresh and saline water samples, and plant microorganism
association frameworks.

Over the past few years, it has been observed that the diversity of microorganisms
keeps on growing at an astonishing rate (Lagesen et al. 2010). The revolutionized
sequencing efforts currently resulted in, for example, thousands of Escherichia coli
genomes rather than 20 Escherichia coli genomes known previously (Cook and
Ussery 2013). The growth of genomic data still resulted in new insights into the
plasticity and diversity of bacterial genomes.

Different sequencing applications, for instance, bacterial genomes, proteomes,
transcriptomes, metatranscriptomes, etc., have resulted in a vast majority of data. To
make sense out of this huge data, efficient bioinformatics tools are required. Most
biologists end up in an excess of sequence data and are in urgent requirement for
bioinformatics tool to enable them to understand their enormous quantity. It is clear
that these patterns of data generation will continuously increase in the near future as
genome data become low-cost and plentiful. Numerous new methods are available
for data interpretation, although the ever-increasing amount of sequencing data will
demand new handy and convenient bioinformatics tools.

The advancement of new sequencing platforms gave rise to a tremendous amount
of data, to manage the yield, various new assembly algorithms, and software being
developed. As the third-generation sequencing technology serves to the scientific
community, the algorithms have continued to evolve (El-Metwally et al. 2013). The
rate of sequence production has increased exponentially, and therefore, the conven-
tional genome annotation pipelines are no longer ready to scale the data, and new
methodologies are now being considered regularly (Nielsen et al. 2014; Pop 2009).
High-performance clusters and development of highly efficient algorithms can only
permit the comparison, visualization, and communication of the sequencing results.

10.4 Microbial Diversity

For the recovery of different microbial species, conventionally, the culture-based
methodology utilizing diversified culture media has been used to maximize the yield
(Hill et al. 2000). However, it is impossible to grow all the microorganisms in vitro
(Rappe and Giovannoni 2003), possibly due to the limitations of growth conditions
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provided by culture media (Trevors 1998). Although these techniques indicate that
phylotypes of some bacterial divisions are refined and can adjust in a number of
natural environments, others seem limited to specific habitats (Hugenholtz et al.
1998). The estimation of prokaryotic diversity in contemporary studies regularly
utilize techniques dependent on the investigation of nucleic acid sequences of 16S
rRNA genes, which identifies and measures the phylotypes that are hard to culture
(Reysenbach et al. 1992).

In an assemblage or community, biodiversity has been described as the gamut of
significantly distinct types of organisms and their relative abundance. According to
information theory, the diversity of a community has also been defined in terms of
the quantity and distribution of information (Torsvik et al. 1998). In order to
understand the microbial association with the ecological system, it is essentially
important to comprehend the genomic alterations in the microorganism with time, in
addition to their response to environmental conditions. Based on this, one can
explain the microbial diversity at three levels, viz., within species (genetic), species
number (species), and community (ecological) (Harpole 2010). The species diversity
mainly comprises of two components, namely, (i) species richness, which is referred
as the total number of species, and (ii) species evenness, which is the distribution of
individuals among these species. Oftentimes, species evenness remains unknown in
the bacterial systems because individual cells, which are very rare, remain undistin-
guished at species level. An appealing plausibility for the estimation of biodiversity
is to use divergence in the molecular characters, especially the percentage of either
the nucleic acid homology or the difference in base sequence. Previously, the
diversity has been elucidated based on taxonomic species which may confine the
extent of data and relationship prevailed. The diversity of operational taxonomic unit
(OTU) or even communities may give us a superior estimation of the functioning of
an ecosystem. Diversity studies can be utilized to recover ecological data about
community structures. Species diversity is a parameter associated with the degree of
stability of a community. Basically, any diversity index measure provides informa-
tion about the heterogeneity of a community. The stability of a community is a
function of its ability to withstand (resistance) and come back (resilience) from
change (Yannarell and Triplett 2005). Diversity can hence be utilized to screen
successions and impact of perturbations.

10.5 The Rationale Behind Studying Microbial Diversity

Within the natural microbial populations, a large amount of genetic data remains
unknown, and it has been observed that the culturable bacteria represent an insignif-
icant proportion of the aggregate bacterial population present (Giovannoni et al.
1990). However, it is vital to explore both the non-culturable and the culturable
bacteria from different environments, where the samples can be compared using
diversity studies. Another imperative purpose behind studying the microbial com-
munity diversity is insufficient information about the wiped out and surviving
microorganisms. No harmony between the number of species that exist on the planet,
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their vanishing or developing rate, or their metabolic utility is identified. The
capacity of an ecological system to resist outrageous stress or perturbation
conditions can somewhat be reliant on the microbial diversity within the system.
Diversity analyses are in this manner vital in order to:

1. Increase the understanding of the microbial diversity of hereditary assets and
comprehend the organism’s distribution

2. Increase the understanding of the functional potential of microbial diversity
3. Understand the synchronization of biodiversity
4. Understand the outcomes of biodiversity, that is, to what extent does the

sustainability and functioning of an ecosystem rely on preserving a specific
level of microbial diversity?

10.6 Factors Controlling Microbial Diversity

In a bacterial assemblage, various microbes will play out similar processes and most
likely be constituted in a similar niche (Zhao et al. 2012). The biotic and abiotic
factors are the two characteristic groups that influence microbial diversity. The
chemical and physical factors, for example, water accessibility, saltiness, tempera-
ture, oxic/anoxic conditions, pH, chemical contamination, pressure, pesticides,
heavy metals, antibiotics, and so on, are considered as abiotic factors (Bååth et al.
1998). The accessory DNA, viz., phages, plasmids, and transposons, which impact
the hereditary characteristics, such as the phenotypic changes of their host, are
considered as biotic factors, which greatly affect microbial diversity (Zhao et al.
2012). Moreover, protozoans are likewise announced as affecting the microbial
diversity (Clarholm 1994). The diversity profile of an ecological system is generally
influenced by all the abovementioned factors in various manners and to various
degrees and may shift the bacterial community.

10.7 Methods for Describing the Diversity of Microorganisms
in Agroecosystems

The conventional techniques for microbial community analysis have been replaced
by the molecular techniques, as the conventional techniques were highly slow and
laborious. These new methodologies give a better understanding of the complex
interactions occurring inside indigenous microbiota of different environments, a
couple of which include host and host-pathogens, plants, and soil microbiota.
With the advancement of next-generation sequencing (NGS) methods, it has turned
out to be significantly faster and more economical to assess the complexity of
microbiota in an environment extensively. This section focuses on these molecular
methodologies for understanding complex microbial communities and their
implications along with a brief introduction of the conventional methods (Fig. 10.2).
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The techniques to measure the microbial diversity in soil can be classified into
two groups, viz., biochemical (Table 10.1) and molecular (Table 10.2).

10.7.1 Traditional and Biochemical Methods for Elucidation
of Microbial Community Diversity

For the investigation of the microbial diversity, both traditional and biochemical
techniques are highly important. Diversity measures based on physiological
parameters can also be employed since such measures bypass the challenges that
may emerge due to the grouping of analogous bacteria into species or clusters. These
measures incorporate different parametric indices (resistance, mode of nourishment,

Fig. 10.2 Conventional and molecular methods to characterize the microbial diversity in the
agroecosystems
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and so on). In order to extract relevant information from large datasets, multivariate
data analysis have also been regularly used (Sørheim et al. 1989). The early
microbiologists often used various energy sources such as nitrogen and carbon
along with the required growth factors to distinguish the different types of microbes
in order to study their metabolic properties. However, the taxonomic classification
based on various carbon and energy metabolisms may or may not follow the
evolutionary conserved patterns of rRNA.

10.7.1.1 Microbial Diversity Estimation Using Plate Count Method
The selective and differential plating method to achieve the viable counts is the most
traditional technique used for the estimation of microbial diversity; however, several
challenges persisted with this method. These methods include (1) removal of

Table 10.1 Merits and demerits of the biochemical and traditional methods to study microbial
community diversity (Kirk et al. 2004)

Method Merits Demerits

Plate counts Economical Partial toward fast-
growing microbes

Quick method Only culturable
microorganisms
detected

Bias toward large
spore-producing
fungal species

Sole-carbon-source utilization
(SCSU) pattern/community-level
physiological profiling (CLPP)

Quick Only culturable
microorganisms
detected

Comparatively less expensive Support fast-growing
microorganisms

Highly reproducible Only favors carbon-
utilizing
microorganisms

Able to recognize a variety of
microbes present in the
communities

Considerate toward
inoculum density

Produce huge data No in situ diversity,
show potential
metabolic diversity

Option of using fungal and
bacterial plates or site-specific
carbon resources (Biolog)

Fatty acid methyl ester analysis
(FAME)/phospholipid fatty acid
(PLFA) analysis

Culture not required Amount of material
needed is more,
sample is fungal
spores

Allow direct isolation from soil Other microorganisms
can confound results
is possible

Follow specific communities or
organisms

External factors can
influence
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Table 10.2 Merits and demerits of some of the molecular methodologies to explore soil microbial
community diversity (Kirk et al. 2004)

Method Merits Demerits

Mol % guanine plus cytocine (G
+C)

Includes total isolated
DNA

Extraction and lysing efficiency
need extreme supervision

Polymerase chain
reaction biases do not
affect the outcome

Requirement of plenty of DNA
sample

Quantitative Resolution is not up to the mark

Ability to detect rare
members

Nucleic acid reassociation Total DNA isolated High copy number of sequences
required for detection

Can study RNA or DNA Less sensitive

PCR biases do not
influence

Extraction and lysing efficiency
need extreme supervision

In situ analysis can be
possible

DNA microarrays and DNA
hybridization

Similar to nucleic acid
hybridization

Culture of microorganisms is an
essential step

If using DNA fragments
or genes, achieved
specificity would be high

Most abundant species can only
be detected

Investigation of
thousands of genes can
be possible

Only in low diversity systems
accurate results inferred

Denaturing and temperature
gradient gel electrophoresis
(DGGE and TGGE)

Reproducible, rapid, and
reliable

Extraction and lysing efficiency
need extreme supervision

Parallel analysis of high
number of samples can
be done

Biases generated from PCR may
affect the results

Greater than one species can be
represented by single band

Sample handling can influence
community structure, i.e., if
sample stored too long before
isolation, then community may
change

Fast-growing species can only be
detected

Restriction fragment length
polymorphism (RFLP)

Discern structural
dynamics in microbial
diversity

Complex banding patterns

PCR biases

Terminal restriction fragment
length polymorphism (T-RFLP)

Banding patterns simpler
than RFLP

Influenced by PCR biases

Can handle high number
of samples
simultaneously

Extraction and lysing efficiency
need extreme supervision

Can be automated

(continued)
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microorganisms from soil particles; (2) use of appropriate growth medium
(Tabacchioni et al. 2000); (3) specific environmental conditions such as temperature,
pH, and light; and (4) inability to detect all bacterial species (Trevors 1998).

10.7.1.2 Microbial Diversity Estimation Using Sole-Carbon-Source
Utilization (SCSU)

In 1991, Garland and Mills introduced the community-level sole-carbon-source
utilization (SCSU) method. The API and Biolog technologies are examples of
biochemical identification systems. This system has been employed to identify the
bacterial species based on their metabolic properties. Biolog employs a simple
universal single color redox chemistry to detect reactions of bacterial cells. It
consists of 96 wells and each well is a different test. Cell suspension is added and
incubated over a period of hours. Cells will generate energy in some of the wells,
reducing the redox dye and forming a purple color in all positive wells. SCSU have
been quoted in some previous research to identify the microbial metabolic potential
in arctic soils (Derry et al. 1999).

10.7.1.3 Microbial Diversity Estimation Using Phospholipid Fatty Acid
(PFLA)

The microbial community characterization has been extensively carried out using
microbial fatty acid composition. The fatty acids lying in the range of C2–C24 have
provided the largest information about taxonomy and show their presence across a
wide range of microorganisms (Banowetz et al. 2006). The composition of fatty acid
remains stable and not affected by the presence of plasmids and mutations. The
method is cheap, robust, and quantitative and has high reproducibility. The method
allows the identification of bacterial populations based on the analysis of the fatty
acid patterns, also referred to as the FAME (fatty acid methyl ester) analysis
(Fig. 10.2).

Table 10.2 (continued)

Method Merits Demerits

Community fingerprint will
change with change in restriction
enzymes

Between communities
differences can be
observed

Different forms of Taq lead to
increased variability

High reproducibility

Ribosomal intergenic spacer
analysis (RISA)/automated
ribosomal intergenic spacer
analysis (ARISA)

Community profiles are
highly reproducible

PCR biases

High DNA sample required
(in case of RISA)
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10.7.2 Molecular Methods for Elucidation of Microbial Community
Diversity

Conventional techniques for describing the microbial structure have been consider-
ing the culturable part of microbes. In natural environments, enormous undiscovered
biodiversity exists. However, culture-based methods address very small part of this
natural biodiversity which ends up in not uncovering the significant portion of
microorganisms (Đokić et al. 2010). Nowadays, community analysis measurement,
centered around the genetic information which do not require prior cultivation, has
been used which is termed as molecular approach. In these methods, gene sequences
(16S rRNA for prokaryotes) are used to distinguish the variable microbial commu-
nity composition (Amann et al. 1995). Various methodologies have been evolved to
infer microbial diversity at molecular level. Some of these are discussed in following
sections.

10.7.2.1 Microbial Diversity Estimation Using Base-Content of DNA
Deduction of mole percentage guanosine and cytosine (mol% G+C) represents a
traditional tool of genomic content estimation (Sarethy et al. 2014). To establish the
phylogenetic rank of an organism, this method is now being used along with other
genotyping methods (Sarethy et al. 2014). The G+C content varies within 3% and
10% in case of species and genera, respectively (Sarethy et al. 2014). Overall, the G
+C content varies from 25–75%. However, similar G+C content does not confirm a
taxonomic relationship. On the other side, if there is a distinction in G+C content,
then it can be a key indicator of missing relationship. Thermal denaturation of DNA
can determine the mol% G+C. Advantages of this method are its quantitative nature,
incorporation of all extracted DNA, unbiasness from PCR artifacts, and the ability to
uncover the hard-to-detect members in the microbial community. The initial require-
ment for several samples of DNA, which can be up to 50 μg, is a main drawback of
this method (Tiedje et al. 1999).

10.7.2.2 Microbial Diversity Estimation Using Nucleic Acid
Hybridization

For the interrogation of the molecular community within a sample or natural
surroundings, the nucleic acid hybridization method proved to be a useful tool as
it provides both the quantitative and qualitative measures (Clegg et al. 2000). These
hybridization methods can be done in situ or on isolated RNA or DNA. A specific
oligonucleotide or polynucleotide probe derived from known sequences can be
labeled with markers at the 50 end to determine the community diversity (Goris
et al. 2007)

10.7.2.3 Microbial Diversity Estimation Using DNA Reassociation
The DNA reassociation kinetics reflect sequence variations of the microbial com-
munity present in the environment. DNA reassociation determines the microbial
diversity by estimating the genetic heterogeneity of the population (Torsvik et al.
1996). From environmental samples, total DNA is extracted, purified, denatured, and
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permitted to reanneal. The similarity of sequences will decide the rate of
hybridization. This method identifies the microbial diversity by analyzing the
decreased rate of reassociation of DNA sequences (Theron and Cloete 2000).

10.7.2.4 RFLP (Restriction Fragment Length Polymorphism)/T-RFLP
(Terminal Restriction Fragment Length Polymorphism)

This method employed PCR-based amplification of bacterial-conserved genes, viz.,
16S rRNA, from the total community DNA with the help of complementary
oligonucleotides. PCR amplification is followed by tandem tetrameric restriction
enzyme digestion (Moyer et al. 1994). The fragments generated are then separated
by size using electrophoresis and display different migration profiles which ulti-
mately give rise to the restriction fragment length polymorphism patterns of 16S
rRNA genes showing distinct operational taxonomic units (OTUs) (Moyer et al.
1994).

For the study of microbial diversity, usage of RFLP method has been shown in
the last couple of years (Moyer et al. 1996). RFLP analysis in which RNA gene has
been used as a probe to investigate intraspecies variation is also known (Kauppinen
et al. 1994). Additionally, closely related strains are often distinguished using
enzyme electrophoresis and DNA–DNA hybridization (Goodfellow and O’Donnell
1993). A particular species may have more than five restriction fragments. In diverse
communities, the screening of these banding markings becomes very difficult to
analyze by RFLP (Tiedje et al. 1999). Moreover, a similar banding pattern between
the organisms being compared is not always equivalent to their close relatedness
(Tiedje et al. 1999). Further, this method is not useful in the identification of specific
taxonomic groups (Liu et al. 1997).

T-RFLP is an add-on of RFLP in which the beginning steps such as DNA
extraction, PCR-based amplification, and fragmentation remain similar; however,
one of the primers is associated with a fluorescent tag (6-FAM) so that the sizes of
only the terminal restriction fragment can be identified (Liu et al. 1997). The length
of the unique restriction fragment can be counted in OTU terms, and the occurrence
of these OTUs is calculated (Fakruddin and Mannan 2013). The species richness,
evenness, and similarities between samples can be measured using banding patterns
(Fakruddin and Mannan 2013; Liu et al. 1997). Restrictions of T-RFLP include
limited options for universal primers, which can only detect the numerically domi-
nant species present and underrepresent the true diversity (Rudi et al. 2007). The
overestimation of diversity often occurs due to incomplete digestion by restriction
enzymes (Osborn et al. 2000).

10.7.2.5 RISA (Ribosomal Intergenic Spacer Analysis)/ARISA
(Automated Ribosomal Intergenic Spacer Analysis)

The working mechanism of RISA and ARISA is similar to RFLP and T-RFLP, viz.,
microbial diversity estimation occurs based on ribosomal fingerprinting. PCR-based
amplification of ribosomal intergenic region (region between the 16S and 23S
ribosomal subunits) is carried out in this method. The DNA melting and segregation
of ribosomal intergenic region is done with polyacrylamide gel electrophoresis under
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specific denaturing conditions. The heterogeneity in the length and sequence of these
ribosomal intergenic regions provides the opportunity to distinguish interrelated
strains and intra-related species (Fisher and Triplett 1999). The sequence
polymorphisms are detected using silver staining and fluorescently tagged primer
in RISA and ARISA, respectively (Fisher and Triplett 1999). RISA has been applied
to differentiate microbial diversity of soil system (Borneman and Triplett 1997) and
in plant rhizosphere (Borneman and Triplett 1997).

10.7.2.6 DNA Microarrays
Reverse sample genome probing (RSGP) is a DNA microarray method that
characterizes community composition based on whole-genome DNA–DNA
hybridization (Bae et al. 2005). This technique follows a four-step process: (1) isola-
tion of chromosomal DNA from pure cultures, (2) cross-hybridization testing to
define species with limited genomic cross- hybridization, (3) preparation of genome
arrays by spotting known amounts of denatured genomic DNAs from all identified
standards on a solid support, and (4) random labeling of a defined mixture of total
community and internal standard DNA (Greene and Voordouw 2003; Kirk et al.
2004). This method has been developed to determine the culturable part of microbial
composition in soil and in oil fields (Greene and Voordouw 2003).

10.7.2.7 Denaturing Gradient Gel Electrophoresis (DGGE)/Temperature
Gradient Gel Electrophoresis (TGGE)

Denaturing gradient gel electrophoresis (DGGE) and temperature gradient gel elec-
trophoresis (TGGE) molecular techniques are used to investigate microbial commu-
nity composition and dynamics. These molecular techniques explore microbial
diversity by sequence-specific (16s rRNA) separation of double-stranded (ds) PCR
products of the same size with distinct sequences based on their melting
characteristics. DNA fragments have their own melting temperature based on their
nucleotide sequence. The GC bindings are stronger than AT bindings because GC
bindings contain three hydrogen bonds where AT bindings contain two hydrogen
bonds; therefore, GC-rich sequences have a higher melting point. DGGE uses an
extra sequence called “GC-clamp,” which prevents a complete separation of the
DNA strand. The GC-clamp is GC-rich sequences and is placed at the end of the
PCR products. DGGE uses a linear gradient of denaturant, a substance composed of
urea and formamide, which triggers the DNA to denature, while in TGGE the
gradient is temperature (Naum and Lampel 2011). Amplification of the microbial
community members is done using sequence-specific primers (16S). Species are
then distinguished by comparing the migration distance of the PCR products in gels
with those of reference strains (Naum and Lampel 2011).

Benefits include reproducibility, reliability, low cost, and rapidness along with
back-tracing in reaction to any adverse conditions (Muyzer 1999). Limitations
include errors in PCR (von Wintzingerode et al. 1997), variable DNA isolation
productivity (Theron and Cloete 2000), species having their high number in com-
munity can only detected (MacNaughton et al. 1999), sample handling is quite back-
breaking (Muyzer 1999), and identical melting characteristics of unlike sequences
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leads to false results (Niemi et al. 2001). PCR-DGGE method has been applied for
the deduction of bacterial community composition in soil with the antibiotic
cefuroxime treatment and inoculated with multidrug-resistant bacteria Pseudomonas
putida (Orlewska et al. 2018).

10.7.2.8 Next-Generation Sequencing Technologies
The next-generation sequencing (NGS) techniques like Illumina sequencing and
pyrosequencing have provided an opportunity to discover new microorganisms and
to explore their complexities. The real-time sequencing techniques enable the study
of complex behavior of microorganisms in different environments and within their
populations (BARTRAM et al. 2011). A higher resolution of the complex
microbiota composition along with the elucidation of niche function with higher
accuracy can be achieved using NGS. Next-generation sequencing techniques pro-
vide deep insights into the complex microbial communities under different environ-
mental conditions with the advent of its high throughput nature (Fakruddin and
Mannan 2012).

Several sequencing methods are available until now, and the technology is being
continuously evolved to come up with an improved version. The sequencing
methods are mainly grouped into three types: sequencing by synthesis (SBS),
sequencing by ligation (SBL), and single-molecule sequencing (SMS).

10.7.2.8.1 Sequencing by Synthesis
NGS techniques which use chemiluminescence produced by nucleotide
incorporation during the complementary strand synthesis by polymerase enzyme
are grouped into sequencing by synthesis methods. One example of such techniques
is the Sanger sequencing method, which uses chemiluminescence to determine the
base composition. Sanger sequencing method uses dideoxynucleotide to determine
the nucleotide sequence of a DNA strand with the requirement of varied template
DNA strand sizes. In this technique, DNA is cleaved to reasonable sizes, adaptor-
ligated, and cloned to amplify the fluorescence or chemiluminescence, and templates
are immobilized in preparation for flow-cell cycles. The basic principle of sequenc-
ing chemistry differs in various methods, although the sequential washing steps of
nucleotides remain the same for all methods. The SBS methods also differ by
template amplification, read length, and immobilization process to the flow cell.

10.7.2.8.1.1 454 Sequencing
In this sequencing method, the DNA template sticks on microbeads, and subsequent
amplification is done by emulsion PCR. Microbeads are placed in PicoTiterPlate
with each well containing a single bead, which is incubated with apyrase, luciferase,
DNA polymerase, and ATP sulfurylase along with luciferin and adenosine 5-
0-phosphosulfate (ASP) onto the flow cell. The incorporation of dNTPs with the
help of DNA polymerase into the newly formed strand liberates pyrophosphate
(Ppi). The existing ASP reacts with this Ppi and results into adenosine triphosphate
(ATP). ATP acts as the catalyzer for luciferase enzyme to convert luciferin to
oxyluciferin, and in turn light is emitted which is equivalent to ATP production
(Ronaghi et al. 1998). Sequential washing is performed to remove all unused ATP
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and nucleotides removed by apyrase; a new chemical mixture is again added over the
DNA templates, and the process is repeated until the DNA template has elongated.
As the nucleotide incorporation progresses, fluorescent light is emitted and detected
by a camera which is eventually analyzed to produce sequence of bases to form the
DNA sequence. The Roche 454 technique has started with low read lengths
(~100 bp), but the technology has now improved and produce ~500 bp (Ambardar
et al. 2016). This platform is being used in genome or transcriptome sequencing due
to its longer read length, when de novo assembly is involved (Buggs et al. 2012;
Egan et al. 2012; He et al. 2012; Lai et al. 2012; Strickler et al. 2012; Zalapa et al.
2012).

10.7.2.8.1.2 Illumina
Illumina Genome Analyzer was initially developed by Solexa. It uses solid-phase
bridge amplification in which adapters are ligated to 50 and 30 end of a DNA template
(Egan et al. 2012). The substrate further binds to one end of the fragment. The
immobilized forward or reverse primers are hybridized by adaptors to create a bridge
for amplification. This bridge facilitates amplicon generation and forms identical
template clusters, which provide high-quality chemiluminescent detection. Each
channel of flow cell generates millions of such clusters. DNA amplicons are dena-
tured and primed after amplification, and cycles of washes are performed to conduct
elongation. The wash cycle includes four nucleotides mixture, modified as 30-O-
azidomethyl, a different fluorophore and reversible terminator (Bentley et al. 2008;
Guo et al. 2008). Further, the image is captured, but the elongation continues after
the cleavage of fluorescent dye moiety. The 30-OH group is restored by reacting with
tris(2-carboxyethyl)phosphine (Egan et al. 2012). This cyclic process is repeated
until the desired DNA fragment length is achieved. The HiSEq 2000 sequencer can
use dual flow cell to produce ~6 billion paired-end reads. Illumina platform is the
most commonly and widely used method (Azam et al. 2012; Buggs et al. 2012; Ilut
et al. 2012; McKain et al. 2012; Steele et al. 2012).

10.7.2.8.1.3 Ion Torrent
Another unique sequencing technique is the Ion Torrent sequencer, which
interrogates base calling through change in pH rather than fluorescent dyes. DNA
sequencing is performed using a semiconductor chip, which has millions of wells.
As the DNA sequencing progress, the chemical information is captured in the wells
and translated into base calls. The sequencing process starts when a sample of DNA
is fragmented into millions of segments, and each segment then attaches to its own
bead and is copied until it covers the bead. This automated process covers millions of
beads with millions of different fragments. These beads then flow across the chip,
each depositing into a well. The chip is loaded with one of the four types of bases. As
a nucleotide is incorporated into growing DNA strand, H+ ion is liberated. The
release of H+ ion changes the pH of solution in the well and converted into voltage
(Rothberg et al. 2011). The important factor with Ion Torrent is its read length
(~250) and its low sample preparation cost in comparison with other sequencing
platforms. The utility of Ion Torrent has been reported for mutational discovery in
the flax genome (Galindo-González et al. 2015).
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10.7.2.8.2 Sequencing by Ligation
In case of sequencing by synthesis, DNA polymerase is used as the elongation
machine for DNA sequence determination, while in case of sequencing by ligation
methods, DNA ligase mismatch sensitivity acts as the main engine for nucleotide
sequencing (Landegren et al. 1988). The characteristic of these methods include a
variety of oligonucleotide probes with different fluorescent tags. The template DNA
fragments are attached to the anchor sequence. This sequence helps in hybridization
with the probes, and DNA ligase joins the probes to the primer and template. Further,
the fluorescence image is captured to determine the probe incorporation, and the
process is repeated until the target length is achieved. The methods elaborated here
differ in the read length and probe usage.

10.7.2.8.2.1 SOLiD
Support oligonucleotide ligation detection (SOLiD) sequencer has been created by
Applied Biosystems/Life Technologies, which uses a ligation sequencing method to
determine base composition of DNA. Microbead-associated emulsion PCR is used
for the enrichment of fragmented or mate-paired and primed libraries which are then
supported onto a glass slide. An eight nucleotide long probe is added to the flow cell.
At the left of the probe, two nucleotides exist that are the actual bases
(dinucleotides), and each one is one of the four canonical bases. Each dinucleotide
permutation corresponds to a dye color, and 16 possible dinucleotide permutations
are available, so each dye color corresponds to four of these. A total of four different
colors (red, green, blue, and orange) are available. The middle three universal bases
are separated from right six to eight universal bases through phosphorothiolate
linkage. The fragment that is being sequenced is annealed with primer which
corresponds to the universal adapter P1. After primer annealing, the probe is attached
with primer by DNA ligase. The fluorescence snapshot is produced, and the
phosphorothiolate bond is cleaved, and the 50 phosphate group is regenerated for
successive ligation (McKernan et al. 2016). This cyclic process is repeated until the
desired length of complementary strand is achieved. SOLID sequencing has been
used in genomic sequencing, transcriptomics (e.g., Shulaev et al. (2011)) and
resequencing studies (e.g., Ashelford et al. (2011)).

10.7.2.8.2.2 Polonator
The Polonator G.007 system is available through Azco Biotech and was developed
at the Harvard University in Dr. George Church’s laboratory in collaboration with
Dover Systems (Egan et al. 2012). The library preparation for base sequencing in the
Polonator system is achieved using emulsion PCR to amplify the template DNA,
followed by loading of beads on flow cells and use of automated polymerase colony
sequencing by ligation method (also called as polony) (Shendure et al. 2005). A full
eight-flow-cell Polonator sequencing “run” can generate up to 240 million mappable
reads of sequence, and a read length of 40 bases can be achieved in ~80 (Egan et al.
2012). The Polonator system is a benchtop, open-source platform. This platform is
considered as a complete package since it provides all system aspects including
machine and software. Additionally, the platform is open source which allows
laboratories or even individual researchers to develop or explore protocols and
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applications according to their requirements. This system has been reviewed by
many researchers as a NGS sequencing platform (Deschamps and Campbell 2010;
Moorthie et al. 2011; Myllykangas et al. 2012; Pareek et al. 2011), mainly for
Personal Genome Project, but its use in plant genomics remains limited.

10.7.2.8.3 Single-Molecule Sequencing
The third-generation sequencing methods or commonly referred to as single-
molecule sequencing (SMS) methods are another promising NGS technologies
available. These technologies are based on the detection of chemiluminescence
which is produced by the incorporation of a single nucleotide. It has eliminated
the use of DNA template amplification during sequencing because this method can
detect single nucleotide incorporation during DNA synthesis. This method has an
advantage over other NGS methods as this method has simplified sample preparation
process and can be used for sequencing of degraded or low-concentrated samples
(e.g., Orlando et al. 2011). As PCR amplification is not required, it also avoids the
PCR errors and biasness introduced during template amplification or during cDNA
amplification in RNA-seq (Ozsolak et al. 2009). SMS methods use fluorescence
imaging to detect nucleotide incorporation during base sequencing. The SMS
technologies differ in several processes like detection of emitted light, minimization
of background fluorescence, chemistry used, and the immobilization process of
template and other molecules onto the flow cell. These technologies are compara-
tively new in the NGS field and further developing to become more readily available.

10.7.2.8.3.1 Helicos
In the SMS technologies described above, the Helicos Genetic Analysis System was
the first system which was commercially available in the market (Harris et al. 2008).
This technique uses two methods: in one method, denatured and fragmented DNA
templates are directly immobilized to the template on a solid surface by linking
covalently and universal primers are used for priming, while in the other method,
they are hybridized to oligonucleotide primers which are immobilized to a solid
surface (Thompson and Steinmann 2010). The DNA template molecules are being
washed with DNA polymerase and “virtual terminator” nucleotides which are
fluorescently labeled. The fluorescence imaging is detected by the incorporation of
nucleotides, one at a time. After imaging, a cleavage step removes the fluorescent
labels, and the process continues through each of the remaining bases. This process
is repeated until the desired read length is achieved (Bowers et al. 2009; Egan et al.
2012). The average read length of 35 bp is produced by this method across
600 million to 1 billion reads, generating 21–35 Gb per run at a rate of >1 Gb/h
(Egan et al. 2012). Another remarkable feature of this platform is multiplexing where
up to 4800 samples per run or 96 samples per channel can be sequenced.

10.7.2.8.3.2 Pacific BioSciences
The PacBio RS SMS platform has been introduced in 2010. This system has a special
feature, viz., zero mode waveguide (ZMW). As ZMV is illuminated, the wavelength
of light is too large to allow it to pass through the waveguide. Attenuated light from
the excitation beam penetrates the lower 20–30 nm of ZMV, creating the world’s
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most powerful microscope with a detection volume of 20 zeptoliters. A DNA
template-polymerase complex is immobilized at the bottom of the ZMV (Eid et al.
2009; Levene et al. 2003). The ZMW allows the nearest nucleotide to be actively
incorporated and has the strongest fluorescent signal. The DNA polymerase is bound
to the DNA template for base sequencing. The four nucleotides are mixed and each
nucleotide is labeled with a different fluorescent dye. The nucleotide sequence is
determined by fluorescence imaging. The real-time methods can be accommodated
with immobilized DNA polymerase model to analyze DNA templates which are
much longer, and one can achieve potential length of base pairs in thousands
(Metzker 2010). The laser excitation eventually degrades immobilized DNA poly-
merase and limits the read lengths. This method produces the highest error rate
among all NGS methods (~15%) and requires several runs of sequencing for the
same molecule to reduce or remove errors (Eid et al. 2009; Metzker 2010). The new
SMRTbell protocol with the circularized templates and repeated sequencing has
increased accuracy to 99.999% for 30X coverage.

10.7.2.8.3.3 Nanopore Sequencing
Oxford Nanopore Technologies Limited is the main developer of nanopore sequenc-
ing and has developed the GridION system. The main alluring feature of this
technology is that it can directly analyze a strand molecule (DNA or RNA) without
the need of amplification steps in library preparation. Nanopore technology uses the
inherent properties like electronic or chemical of nucleotide for base sequencing.
Currently, nanopore sequencing technology uses two methods for a DNA molecule:
one is strand sequencing where a single strand of DNA is passed through a nanopore
with the help of a specific enzyme for base encoding and detection (Clarke et al.
2009; Egan et al. 2012). The other method is exonuclease sequencing (Howorka
et al. 2001; Lieberman et al. 2010) where at a time one base is cleaved and
subsequently passed through the nanopore. A remarkable speed of nanopore
sequencing platform (GridION) to pass a DNA molecule enables rapid sequencing
throughput production. Dr. Mark Akeson’s laboratory at the University of California
is using this technology in an NHGRI-funded project in Santa Cruz as part of the
“$1,000 genome program” (Egan et al. 2012).

10.7.2.9 Metagenomic Analysis of Microbial Communities
In order to investigate the collective genome of an environmental sample, the branch
of science called metagenomics is used to provide information on the collective
microbial diversity (Zeyaullah et al. 2009). The microbial communities (Ghazanfar
et al. 2010) are randomly sampled from the environment and subsequently
sequenced (Schloss and Handelsman 2003). The straight analysis of the
metagenome has the potential to give a comprehensive view of the species compo-
sition, genetic diversity, interactions with the environment of natural microbial
communities, and evolution (Simon and Daniel 2011). The metagenomic analysis
followed by gene expression and proteomic studies can be used to determine how
functions are distributed, and resources are utilized among the microbial community.
Eventually, the field of genomics can reveal the net contribution of individual
species and strains in the community (Allen and Banfield 2005).
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10.7.2.10 Community Genomics Analyzing Tools and Databases
The natural microbial phenomena such as population ecology, biogeochemical
activities, microbial interactions, and evolutionary processes like lateral gene trans-
fer events are accessed using community genomics (Allen and Banfield 2005). The
analysis of regulatory networks and global gene expression patterns of community
genomic data is produced using DNA microarray in a parallel and rapid mode. In the
microbial community, complex linkages between distinct gene and gene families
and the distribution of metabolic functions exist which can be uncovered by com-
munity microarray analyses. Various genome assemblers such as CAP, EULER,
CELERA, PHRAP, JAZZ, TIGR, and ARACHNE are currently accessible for
community genomics data analysis (Tyson et al. 2004).

Traditionally, metagenomics sample has been characterized using richness and
diversity measure (Colwell 2009; Ondov et al. 2011). Examples of different diversity
measures are Shannon, Chao, and Simpson that quantify the evenness of the
distribution of the abundances of the taxa, often incorporating distance measures,
for example, Jaccard, Sorenson, and Bray–Curtis (Colwell 2009). These indices
offer measures of complexity of the community but disclose little about interactions
within the community, which requires more complex downstream analyses.

Several web-based tools have been developed for the visualization of taxonomic
profiles. The Visualization and Analysis of Microbial Population Structure
(VAMPS) tool (Huse et al. 2014) can visualize and measure the differences and
similarities among various taxonomic profiles of complex microbial communities
along with their statistical inference. On the contrary, the web-based tool Krona
provides visualization as a pie chart with an embedded hierarchy for taxonomy
analysis (Ondov et al. 2011)

Microbial profiles of the natural environment are determined using
metagenomics, but additional relevant information is extremely valuable for their
deeper insights. Based on this, many approaches have been using the phylogenetic
information to enhance the classification of sequences, like Amphora2. The
Amphora2 provides phylogenetic inference based on phylum-specific marker
databases (Wu and Scott 2012). Moreover, the same type of inference can be
achieved algorithmically through squash clustering edge principal component anal-
ysis (PCA) (Matsen and Evans 2013).

The taxonomic classification of microbial communities gives a brief introduction
of “who” is present in the community, but “what” these microbes did is essentially
important to understand as it builds insights into the underlying biological processes.
This phenomenon is possible to manifest with the help of the functional annotations
of the genes to which reads are mapped (Meyer et al. 2008). The useful resources for
annotation include Kyoto Encyclopedia of Genes and Genomes (KEGG) (Kanehisa
and Goto 2000), Clusters of Orthologous Groups (COG) (Tatusov et al. 1997), and
Gene Ontology (GO) (Ashburner et al. 2000). For HMP, the functional and meta-
bolic potential of WMS data was performed using HUMAnN (Abubucker et al.
2012).

Many other existing tools are available, such as IMG/M (Markowitz et al. 2011),
CAMERA (Seshadri et al. 2007), METAREP (Goll et al. 2010), MEGAN (Huson
et al. 2011), and CoMet (Lingner et al. 2011), which are often used to generate
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microbial functional profiles. MEGAN is a standalone computer program, while
METAREP, CoMet, and IMG/M are web-based tools. CAMERA provides compu-
tational structure for high-performance network access and grid computing. Align-
ment of query sequences is performed using BLAST for GO and KEGG database in
METAREP and CoMet, whereas the NCBI taxonomy is used in MEGAN.
METAREP often provides the option for taxonomic annotations, and IMG/M uses
BLAST to generate phylogenetic information. However, IMG/M is more focused on
protein-related information by annotating the results with resources, such as Pfam,
COG, ENZYME, KEGG, and TIGRFAMs. METAREP produces heat maps, graph-
ical summaries, and hierarchical clustering plots. In addition, METAREP also
performs statistical tests and multidimensional scaling (MDS) to infer significant
results. MEGAN uses the naïve and weighted lowest common ancestor algorithm to
assign the reads and has been applied in some of the pioneer metagenomic studies,
such as the data from mammoth bone and Sargasso Sea. Finally, CoMet combines
Pfam domain family-derived assignments and ORF finding with comparative statis-
tical analysis, providing the user with visualizations in the form of hierarchical
clustering and MDS comprehensive tabular data files. This was applied to 454 data.

In targeted approaches, typically the sequence data do not directly provide the
functional inference of a microbial community. However, now it is possible after the
development of the tool, PICRUSt, which directly provides functional inference
from taxonomic profiles of marker genes, such as the 16S rDNA, and a database of
reference genomes (Langille et al. 2013).

10.7.3 Progress in Plant Breeding

Lai et al. (2012) took a variety of tissues for 11 weeds in the sunflower family and
generated 22 EST libraries using Sanger, 454, and Illumina sequencing. They further
compared the quality of sequence assemblies and coverage. Eventually, they
performed expression profiling to five of them through NimbleGen microarrays.
For the detection and quantification of hybridization and interrogation, they have
also compared the distributions of Ks values between orthologs of congeneric taxa.
Using this method, substantial introgression was detected among congeneric taxa of
Centaurea and Helianthus, but not in Ambrosia and Lactuca; such data will be useful
for long-standing questions of whether hybridization is a cause or consequence of
range expansions. They found that gene discovery was enhanced by sequencing
from multiple tissues, normalization of cDNA libraries, and especially greater
sequencing depth. Some of the applications of NGS in plant breeding is depicted
in Fig. 10.3.

10.7.4 Conclusion and Future Scope

The molecular genomic tools have been progressively developing, and their appli-
cation in the field of agriculture microbial diversity is undergoing unrivalled
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changes. The examination of functional and taxonomical diversity of microbial
communities through the postgenomic molecular approaches made us realize that
we have only interpreted a minimal volume of the metabolic and genetic diversity
present on Earth. In the present era, several research-oriented queries such as “How
many microbial species exist on the earth particularly in context of
agroecosystems?”, “What is the range of metabolic diversity?”, and “How microbial
diversity is regulated by chemical, physical and biological factors?” remain to be
inferred. The number of identified uncultured organisms significantly has been
increasing, and the understanding of their functional roles has become a daunting
task because of the unavailability of homologous genes in the databases or
repositories. Breakthrough research has been done in the elucidation of microbial
diversity by the application of next-generation sequencing methods. However, many
technical issues remain including mRNA instability and extraction of genetic mate-
rial. The development in NGS methods remains in progress to address some of these
issues. As metagenomics, including many other NGS applications, tremendously
produce high amount of data, the development of highly efficient bioinformatics
tools are much needed for their evaluation. All of the molecular approaches accessi-
ble for microbial diversity and function analysis entail some pros and cons. None of
these explore the genetic and functional diversity in complex microbial communities
completely. The integration of various approaches should be applied to investigate
the dynamics of microorganisms. Culture-independent and culture-based molecular
techniques are neither excluding nor contradictory and should be performed interde-
pendently. Toward this, a new emerging field for the identification of bacterial
species, called culturomics, is being developed, which utilizes MALDI-TOF mass

Applications of 
NGS for Plants

Epigenetic regulation
(Zhong et al. 2013 ; Lu et 

al. 2015)

Phylogenetic and 
Ecological studies
(Grover et al.2012)

Molecular Markar 
Development
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et al. 2014, 2017)

Transcriptome 
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(Alagna et al. 2008 ; Zhang 
et al. 2016)

Polyploid
Genetics

(Buggs et al. 2012)

Fig. 10.3 Applications of next-generation sequencing technologies for plant breeding
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spectrometry, multiple culture conditions, and 16S rRNA sequencing. This method
results in the increment of cultured bacteria in the human gut (Lagier et al. 2018). A
multifaceted systems approach holding various “omics” techniques will be needed to
develop accurate and in-depth understanding into agroecosystems in order to
uncover the interrelationship among environmental factors, proteins, and genes.
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Molecular Biology Techniques
for the Identification and Genotyping
of Microorganisms

11

Nisarg Gohil, Happy Panchasara, Shreya Patel, and Vijai Singh

Abstract
The advent in molecular biology techniques has enabled, to a great extent,
numerous identification and detection techniques of microorganisms by
amplifying specific conserved DNA sequences. From time-to-time, the tremen-
dous modifications have been employed in search of a rapid and inexpensive
microbial identification method and now a whole genome to be sequenced is
possible. In this chapter, we have described the different molecular identification
techniques including 16S/18S rRNA, ITS and whole-genome sequencing as well
as genotyping techniques such as pulse field gel electrophoresis, AFLP, RAPD,
RFLP, ribotyping, BOX, ERIC, rep-PCR and multi-locus sequence typing with
their basic principle, procedure, strengths and weaknesses.

11.1 Introduction

Microorganisms are the smallest living entity on the earth. These simplest and
ubiquitous tiny microbes came before us and are potentially engaged in decomposi-
tion, fermentation, oxygen production, and generating vaccines, antibiotics,
metabolites, chemicals, and other valuable products. They also play a crucial role
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in our body. Some of them are pathogenic and cause different diseases, while others
are beneficial and aids in digestion, providing micronutrients, and helping to digest
complex compounds into a simpler form which can be easily available to the host. In
order to study and identify their crucial roles in health, agriculture, and food
industries, their identification and characterization has become utmost importance.

Characterization and identification of microorganisms have become crucial for
microbiologists ever since the recognition of the first bacterial isolate was obtained.
The scientific study of the identification and classification of microorganisms is known
asmicrobial systematics. This identification ofmicroorganisms is delimited to biochem-
ical and molecular techniques that involve profiling of its phenotype and genotype,
respectively. The profiling of phenotypic characteristic is attributed to the organism’s
metabolic activities, whereas the genotypic profile is attributed by the genetic material
(DNA). On the one hand, the biochemical assays are tedious, labor-intensive, and not
always conclusive, which make them less practical. On the other hand, the molecular
techniques are quite fast, reliable, sensitive, and reproducible. A pressing need has arisen
to identify the microorganisms based on the molecular assays.

During the evolution, many of the genes are highly conserved that can be used for
identification. Such highly conserved genes including 16S rRNA, 23S rRNA,
internal transcribed spacer region (ITS), housekeeping genes (HKGs) (e.g., RNA
polymerase, DNA gyrase), and virulence protein-encoding genes (e.g., hemolysin,
lipase, protease) are widely used (Fox et al. 1992; Ashelford et al. 2005). Even
sequencing of a whole-genome project has also gained more scientific and public
attention because of the reduced price of the sequencing. Additionally, a wide range
of bioinformatics tools have been devised that can align the multiple sequences and
create a phylogenetic tree which shows the relationship among the various
organisms at species and on a strain level (Ludwig et al. 2004). These tools perform
a single or multi-locus sequencing wherein either one highly conserved gene (16S,
23S, 18S, or ITS) or a set of genes (gyrases or subunits of RNA polymerases) are
sequenced, respectively.

For further discrimination of the microorganisms at the strain level, different
genotyping or fingerprinting techniques have been developed wherein a distinct
genetic profile of the microorganism can be generated via formation of chromosomal
DNA fragments and their size-dependent separation. The fingerprint can be unique
to the microorganisms and may show a similarity with its closely related strains
(Singh et al. 2010a, 2012a, b). If the fingerprint of a test organism matches with any
organism, then the two organisms are related at the species level. The fundamental
application of sequencing and typing techniques is in systematics such as meticulous
classification and nomenclature purposes. Apart from this, the methods are routinely
used for several applications by applied microbiologists. The advances in the
molecular techniques permitted more feasible industrial application of
microorganisms (Donelli et al. 2013). Another significant role is in clinical microbi-
ology. The identification of infectious agents and its pathogenicity also plays a
pivotal role during an epidemic (Ecker et al. 2005; Schürch and Siezen 2010). In
the present chapter, we highlight the techniques developed for sequencing are a
breakthrough for microbial systematics, and some of these techniques for identifica-
tion and genotyping of the microorganisms are discussed.
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11.2 Molecular Biology Techniques for Identification
of Microorganisms

The molecular techniques for identification of microbes are single gene sequencing
(e.g., by sequencing ribosomal RNA encoding 16S, 23S, 18S, and ITS gene),
multiple gene sequencing (housekeeping and pathogenic genes), and whole-genome
sequencing.

11.2.1 The 16S rRNA and 23S rRNA Gene Sequencing

Ribosomes or ribonucleoproteins are responsible for synthesizing the proteins via
translation process. It is highly conserved and found in each living organism. The
prokaryotic ribosome consists of two subunits: a large subunit 50S (comprising of
23S rRNA and 5S rRNA) and a small subunit 30S (16S rRNA). The ribosomal
operon is present in the genome as scattered form with varying the number. These
sequences have been used for the molecular level identification and established the
phylogenetic relationship among the microorganisms. Their ubiquity and functional
and structural conservation make them applicable for bacterial systematics for the
classification, nomenclature, and identification.

The sequence analysis of these genes is performed by amplifying the genes from
genomic DNA by polymerase chain reaction (PCR) and then sequencing the
amplicon. For the amplification of the ribosomal DNA, universal primers are
available and can be used. It binds to the end regions of the gene to amplify
it. The sequencing data is further aligned with the data stored in databases such as
NCBI, EzTaxon-e (Kim et al. 2012), Ribosomal Database Project (Maidak et al.
1994), SILVA (Pruesse et al. 2007), and Greengenes (DeSantis et al. 2006). Simi-
larly, 23S rRNA sequencing has been used for the identification of taxa of an isolate.
However, 16S rRNA sequencing is more prevalent as the data for full-length
sequences of 23S rRNA is less in number owing to its large size. Moreover, the
inadequacy of the full-length sequence of 23S rRNA with respect to 16S rRNA
causes difficulties in primer designing (Ludwig et al. 1992).

The 16S rRNA sequencing technique is highly useful and more reliable for the
identification of bacterial isolates. However, it has some limitations including lower
resolution at the species level and misinformation in databases (Fox et al. 1992;
Ashelford et al. 2005). Consequently, the 16S rRNA, 23S rRNA, and ITS sequences
can be routinely used for the molecular identification of microorganisms from
diverse sources. Sometimes, these sequences are insufficient to identify
microorganisms (Janda and Abbott 2007). Therefore, to identify the isolate at the
species level, other biomarkers such as housekeeping and virulence protein-
encoding genes can prove to be efficient.
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11.2.2 Housekeeping Genes for Molecular Identification

Genes are small DNA sequences and have the ability to produce a protein under a
control of a promoter. Some genes are essential for normal cell functioning and are
highly conversed throughout the evolution process (i.e., HKGs). In order to refine
the taxonomic identification at the species level and to acquire better resolution in
phylogenetic relationships, an alternative approach of sequencing HKGs can be used
that is quite reliable and simple. The HKGs such as DNA gyrase and RNA
polymerase have been successfully used for the molecular identification and taxon-
omy of microorganisms.

One example of the HKG is gyrB. Organisms from the same genus consist of a set
of HKGs, where the genomes show higher genetic variation with another genus as
compared to 16S rRNA sequences. Therefore, by sequencing of HKGs, a presump-
tive isolate can be determined. Different strains can be characterized on the basis of
the set of HKGs. Each strain contains a specific number of HKGs they possess.
Overall, seven genes are sequenced for taxonomic purposes. In brief, the genes are
PCR amplified and sequencing of the set of genes is performed and data are collected
for analysis. A study shows that generating phylogenetic relationships by sequenc-
ing of housekeeping has an advantage of better resolution as compared to the 16S
rRNA. Analysis of gyrB gene and 16S rRNA gene sequence of eight species of
Bacillus subtilis was performed, and results showed 75.4–95.0% sequence
similarities in the gyrB gene, whereas the 16S rRNA gene showed 98.1–99.8%
(Wang et al. 2007).

A study manifests the importance of sequencing of HKGs for the identification of
unknown isolates at the species level. Additionally, another HKG rpoB encoding
β-subunit of RNA polymerase has been used for the identification of closely related
species (Adékambi et al. 2009). These are simple, fast, accurate, and reliable
molecular markers for identification and characterization. However, these molecular
techniques fail to give clear explanation on the pathogenicity and disease conditions.

11.2.3 Detection of Microorganisms Using Virulence Factor-
Encoding Genes

The genomes of pathogenic bacteria or infectious microorganisms consist of patho-
genicity islands which are known to encode virulence factors and mobile genetic
elements. It has high G + C content than the rest of the genome (acquired by
horizontal gene transfer). A number of studies have reported the identification of
pathogenic isolates by PCR amplification and sequencing of such genetic elements.
Identification of methicillin-resistant Staphylococcus aureus isolates was performed
by amplifying mecA gene. The identification based on such virulence factors also
facilitates distinguishing of resistant and virulent S. aureus strains from susceptible
strains, thereby demonstrating its application as a molecular diagnostic tool
(Salisbury et al. 1997). A number of virulence proteins are available such as lipase
(Singh et al. 2010a), hemolysin (Wang et al. 2003; Singh et al. 2007, 2008a, 2011),
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and many more, which have been used for identification in a wide range of
microorganisms.

11.2.4 Identification of Eukaryotic Organisms Using 18S rRNA
and ITS Sequences

A fungus is responsible for many diseases in plants, animals, and human. The
phylogenetic studies and molecular identification of a broad range of fungal species
which form the second largest kingdom of eukaryotes is successfully done by
sequence analysis of 18S rRNA gene and ITS region of the ribosome encoding
operon of its genome. The 18S rRNA is a hypervariable sequence encoding small
subunit rRNA in fungal genome. This highly repetitive region makes primer design-
ing more feasible; hence, the identification and taxonomic procedure become ideal.

ITS region is an internally transcribed spacer region located between the
sequences encoding small subunits, i.e., between 18S, 5S, and 28S rRNA. The
ITS sequences are more variable than 18S rRNA in some manner; it is the more
suitable biomarker for delineation at the species level. Fusarium oxysporum has
been identified using the ITS region that was isolated from the different regions of
India (Mishra et al. 2013a, b). Similar to the sequencing of other biomarker genes,
this gene has been amplified and sequenced for identification. These techniques
require universal primers for amplification of 18S rRNA gene (Borneman and Hartin
2000) and ITS region (Martin and Rygiewicz 2005). This technique is one of the
better molecular markers for the identification of eukaryotic organisms in a simple,
fast, sensitive, and specific manner. The DNA sequencing cost is decreasing gradu-
ally, which allows us to perform the whole-genome sequencing.

11.2.5 Whole-Genome Sequencing

In the 1970s and 1980s, the manual DNA sequencing methods such as Maxam
Gilbert sequencing (Maxam and Gilbert 1977) and Sanger sequencing (Sanger et al.
1977) have been developed. Thereafter, the sequencing was shifted to a more rapid
and automated method which made whole-genome sequencing (WGS) possible.
Whole-genome sequencing is the technique that identifies the complete DNA
sequence of an organism’s genome. It is the most ideal identification technique
among all the abovementioned techniques as they all have some advantage and
disadvantage. WGS is quite expensive as compared to single gene sequencing, but it
has more data that provides clearer understanding of the microorganisms. The two
high-throughput DNA sequencing methods that have been used for whole-genome
sequencing to date are as follows:

– Whole-genome shotgun sequencing (WGS) method.
– Next-generation sequencing (NGS) method.
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11.2.5.1 Whole-Genome Shotgun Sequencing
Whole-genome shotgun sequencing (WGS) technique involves shredding of DNA
into smaller overlapping fragments (of size ~2 kb) using restriction enzymes
(an enzyme that identifies specific nucleotide sequences and cleaves the DNA
molecule) and sequencing of the individual fragments of the DNA by cloning it
into a plasmid vector to generate a library of clone. Randomly, some clones are
selected from the library and sequenced from both ends to obtain the overlapping
read. The sequences obtained are arranged into overlapping sections called contigs.
While assembling the sequences into contigs, gaps (i.e., unidentified sequences) and
single-stranded regions are identified, which are targeted again to produce the full-
length sequence. The first organism to be sequenced using this method was
Haemophilus influenzae. A tool named TIGR Assembler was used to assemble the
sequence of the bacterium (Fleishchmann et al. 1995). The assembler performs
pairwise comparisons of fragments, labels fragments as repeats or non-repeats, and
finally constructs a genome by optimizing clone length and match criteria of repeats
and non-repeat regions. It enables to overcome the hurdles in assembling of random
sequence data obtained in the shotgun sequencing projects and allowing the assem-
bling of data with more accuracy in reduced time (Sutton et al. 1995).

After assembling the sequences, bioinformatics analysis can be performed for
annotation of the genome by different databases such as BLAST and other gene
prediction programs (e.g., GLIMMER) using hidden Markov model (HMM) or
interpolated Markov model (Delcher et al. 2007). This technique can be significantly
used for demonstrating the phylogenetic diversity and analyzing genetic features
(Ikeda et al. 2003; Venter et al. 2004). The technique is rapid and more cost-effective
as compared to Sanger’s sequencing method. It does not require any genome
mapping resource. However, it produces more gaps and makes it not suitable for
sequencing of organisms that have larger genomes with more repetitive sequences.

11.2.5.2 Next-Generation Sequencing
The next-generation sequencing (NGS) technology is also known as high-
throughput sequencing. NGS is a breakthrough and potent alternative to all conven-
tional methods because of its ability to provide high-throughput data. NGS can be
utilized to perform the sequencing at the population scale in a single run at a faster
rate and cheaper cost. Four varying platforms of next-generation sequencing
technologies are available on the basis of template preparation and the principle of
sequencing. The platforms for next-generation sequencing are the following:

1. 454/Roche technology
2. Illumina/Solexa technology.
3. Applied Biosystems (ABI)/SOLiD technology.
4. Helicos system.
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11.2.5.2.1 The 454/Roche Technology
The 454 sequencing was the first platform of next-generation sequencing to be made
commercially available. It was developed by 454 Life Sciences of Branford, CT,
USA. It involves template preparation by emulsion PCR, and then the template DNA
is fragmented by nebulization or sonication, and two different adapters are ligated to
both ends of the fragments. One of the adapters is biotinylated (a process of
covalently attaching biotin to a protein or other biomacromolecule) and permits
the collection of single-stranded template DNA. The template is later diluted to a
single-molecule concentration and immobilized to a bead. The template is then
amplified by emulsion PCR (i.e., beads are encapsulated in droplets formed in a
water-oil solution) so that many copies of the same template sequence are obtained
in a single droplet. The emulsion is then disrupted, and beads having covalently
attached clonally amplified template are enriched and again diluted to enable com-
partmentalization of individual bead per well in picotiter plate. After deposition of
beads, sequencing is performed on the basis of pyrosequencing in which release of
pyrophosphate group is detected by chemiluminescence. The sequencing reaction
involves the synthesis of the complementary strand by incorporation of deoxyribo-
nucleotide triphosphates (dNTPs) using polymerase.

When a dNTP is incorporated, a pyrophosphate group is released and used for the
synthesis of ATP by ATP-sulfurylase. Further, detection is facilitated by luciferase
enzyme that causes light to emit on the generation of ATP (Rothberg and Leamon
2008). The advantage of this technology over WGS is that it does not necessitate
cloning in vivo, i.e., bacterial cloning is not required and can provide long read
lengths. Unfortunately, it cannot accurately determine a stretch of homopolymer. Its
feature of performing massively parallel sequencing in a faster rate makes it suitable
for whole-genome sequencing.

11.2.5.2.2 Illumina/Solexa
Illumina, a short-read sequencing technology, reached into the market in 2006 and a
year later the 454 sequencing. It works on the principle of sequencing-by-synthesis.
The protocol involves the template preparation, cluster generation, sequencing, and
data analysis. The template is prepared by fragmentation and addition of adapters to
both ends. The adapters comprise of a sequence complementary to the
oligonucleotides on the flow-cell anchors to consequently allow immobilization of
template strand on a flow cell. In contrast to 454 sequencing, here the template is
amplified by bridge amplification.

The template strand forms a bridge-like structure when multiple structures are
formed (in a step called cluster generation), and in the flow cell, it looks like a
bacterial colony; thus, the technique is also called polony sequencing. The clonal
amplification is followed by sequencing using fluorescently labeled nucleotide. The
sequence information is subsequently detected by its fluorescence as the nucleotide
is fluorescent labeled. By the incorporation of these nucleotides, the label is cleaved
to give fluorescence signal. Unlike 454 sequencing, the Illumina is used for de novo
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assembly of the genomes as well as for re-sequencing of the genome of an organism
whose closely related and previously sequenced reference genome is available
(Farrer et al. 2009).

11.2.5.2.3 Applied Biosystems (ABI)/Supported Oligonucleotide Ligation
and Detection (SOLiD) Technology

SOLiD (supported oligonucleotide ligation and detection) technology is also known
as Applied Biosystems technology (as Applied Biosystems refined the technology
and distributed the instrument commercially). It is a short-read sequencing technol-
ogy that works on the principle of ligation. Similar to other technologies, the process
incorporates template preparation, amplification, and sequencing. The template
preparation and amplification (emulsion PCR) is identical to that of 454 sequencing
technology. After the amplification of template, beads are enriched and immobilized
to a glass slide for sequencing.

The sequencing occurs on the basis of ligation chemistry. For ligation reaction to
commence, primer, octamer probes tagged with a dye and ligase to adjoin the probe
to the primer are required. From the eight bases of the probe, the first two represent
any 1 combination of 16 possible combinations that can be formed by the combina-
tion of any two bases out of four. While the other six bases are universal that possess
complementarily to any bases, three out of the six bases have a fluorescent label
attached to the 50 end. When the probe ligates to the primer, the last three fluorescent-
labeled bases are cleaved; hence, the attached probe has only five bases. The same
process is repeated several times until the whole fragment is sequenced and every
time the primer offsets by one base. The technique has an issue when palindromic
sequences are present in the template, as they result in the formation of a hairpin
structure. Currently, this technique is widely used for identification of
microorganisms (Gulig et al. 2010).

11.2.5.2.4 Helicos
Helicos is the first single DNA molecule sequencing platform. The platform is useful
for the identification of unique bacterial strains by comparing and analyzing the
closely related reference genomes. It differs from other platforms in a way that the
amplification step is eliminated. In this technique, DNA is fragmented and
polyadenylated at 30 end. The polyadenylated strands are denatured and hybridized
to poly(dT) oligonucleotides present on the flow-cell surface. The positions of the
immobilized strand in the flow cell are recorded, and then each of the four
Cy5-labeled dNTPs is added individually to produce fluorescent. The fluorescence
is imaged for further data analysis (Steinmann et al. 2011). It offers non-bias
representation of templates and used for sequencing-based methods. However, it
produces high error rates as compared to Illumina sequencing technology
(Metzker 2010).
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11.3 Molecular Biology Techniques for Genotyping
of Microorganisms

The basic principle underlying all the genotypic techniques is collection, amplifica-
tion, and separation of organism’s DNA. However, the amplification step is optional
(i.e., some techniques do not involve the amplification of DNA). Hence, on the basis
of this step of amplification, genotyping techniques can be categorized as amplifying
(e.g., RAPD, RFLP, AFLP, rep-PCR, ERIC, BOX, and MLST) and non-amplifying
DNA techniques (e.g., PFGE and ribotyping). Moreover, it can be classified as
restriction enzyme-based (e.g., PFGE, RFLP, AFLP, ribotyping), DNA
sequencing-based (MLST, 16S rRNA, 18S rRNA, ITS, and WGS), and DNA
hybridization-based (ribotyping, RFLP) methods. A summary of steps involved in
each molecular method is briefly shown in Fig. 11.1. Major features of the individual
molecular methods are given in Table 11.1.

11.3.1 Pulsed-Field Gel Electrophoresis (PFGE)

The development of a gel electrophoresis technique to separate the different charged
particles with the use of an electric field has been one of the most remarkable
molecular biological achievements to date. Since its origin, the technique has been
used far apart to separate macromolecules such as DNA, RNA, and proteins in a
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size-dependent manner. It is an extremely straightforward technique that employs
the constant electric field across the agarose gel and enables the macromolecule to
pass through the pores of the gel according to its size or mass. Electric current forces
negatively charged DNA to move forward through the agarose gel matrix. Smaller
molecules can pass easily through the average-sized pores and move faster than the
larger ones. As a result, the molecules are separated in a size-dependent manner and

Table 11.1 Summary of molecular biology techniques used for genotyping of microorganisms

Technique Advantages Disadvantages References

PFGE High discrimination power
and reproducibility

Tedious, laborious, and
expensive

Sharma-Kuinkel
et al. (2014)

RFLP High reproducibility and
reliability, cost-effective

Tedious and laborious Yang et al.
(2013) and
Adzitey et al.
(2013)

RAPD Rapid, inexpensive, and
effortless, prior knowledge
of sequence not needed

Low reproducibility Vila et al. (1996)
and Ashayeri-
panah et al.
(2012)

AFLP Considerable
reproducibility, high
resolution, and sensitivity

Laborious Mueller and
Wolfenbarger
(1999)

Ribotyping Considerable reproducibility
and discrimination power,
automation available

Tedious, expensive if
involves automation

Bouchet et al.
(2008)

Rep-PCR Simple, rapid, and cost-
effective

Low reproducibility,
procedure
standardization, and
interpretation needed

Wu and Della-
Latta (2002)

ERIC Simple, rapid, and cost-
effective

Low reproducibility Adzitey et al.
(2013) and
Bilung et al.
(2018)

BOX Simple, rapid, and cost-
effective

Less reproducibility Wu and Della-
Latta, (2002) and
Bilung et al.
(2018)

MLST Highly standardized, easy to
compare the results among
different laboratories, high
reproducibility

Tedious, difficult to
detect organisms who
share the same lineages

Larsen et al.
(2012) and
Sullivan et al.
(2005)

Spoligotyping Considerable discrimination
power, rapid, and cost-
effective

Ineffective in organisms
that do not possess
CRISPR array

Shariat and
Dudley (2014)

Abbreviations: PFGE pulsed-field gel electrophoresis, RFLP restriction fragment length polymor-
phism, RAPD random amplified polymorphic DNA, AFLP amplified fragment length polymor-
phism, Rep repetitive extragenic palindromic, ERIC enterobacterial repetitive intergenic consensus,
MLST multilocus sequence typing, CRISPR, clustered regularly interspaced short palindromic
repeats
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make distinct bands. However, the technique can only separate the restriction
fragments up to ~20 kb (Birren and Lai 1993; Maule 1998).

To circumvent this obstacle, in 1984, Schwartz and Cantor (Schwartz and Cantor
1984) have designed and revealed the pulsed-field gel electrophoresis (PFGE) that
have high discriminate potential of up to ~10 Mb (Herschleb et al. 2007; Nassonova
2008) by applying the periodic changes in the direction of electric field. PFGE in
microbiology is a “gold standard” of molecular genotyping methods. The method
incorporates the isolation of complete chromosomal DNA by bacterial cells lysis,
and it is embedded in an agarose plug to protect from the mechanical shearing of the
DNA. Subsequently, the DNA is subjected to cleave by the unique restriction
enzyme(s). As a consequence, differently sized DNA fragments are formed. These
resultant DNA fragments are then used for fractionation depending upon the sizes by
constantly changing the direction of the electric field that facilitates DNA fragments
to reorient and move through the sieves of gel (Schwartz and Cantor 1984). The
DNA band patterns were obtained after electrophoresis run that can be analyzed and
interpreted depending upon the number of band differences as follows:

1. Same pattern – “indistinguishable”.
2. 1–3 band differences – “closely related”
3. 4–6 band differences – “possibly related”
4. �6 band differences – “unrelated” (Wu and Della-Latta 2006).

The establishment of the DNA pattern depends upon the concentration of the gel,
buffer, voltage, pulse angle, switch time, temperature, runtime, and the directions of
an electric field (Wu and Della-Latta 2006; Nassonova 2008; Chen and Ugaz 2008).
Principally, the PFGE runs can take a couple of days (Ribot et al. 2001; Heng et al.
2009). In this light, it is obligatory to maintain the volume of the buffer and
temperature. Altogether, PFGE has high discrimination potential as compared to
conventional agarose gel electrophoresis technique. It has been widely used for
typing of numerous bacterial pathogens for genotyping and epidemiological studies
(Gosiewski and Brzychczy-Wloch 2015; Parizad et al. 2016) and for yeast (Schwartz
and Cantor 1984; Maringele and Lydall 2006) and fungi (Wu et al. 1996; Lukácsi
et al. 2006).

11.3.2 Restriction Fragment Length Polymorphism (RFLP)

Every living organism has differences in the number and location of the restriction
sites into their genome. When the genomic DNA of organisms is digested with the
restriction enzymes, differently sized DNA fragments will be formed. Those DNA
extracts can be used for studying the polymorphism (a genetic variation occurs at a
particular locus in the DNA). The restriction fragment length polymorphism (RFLP)
uses the same principle. It is the first conventional, restriction enzyme analysis-based
technique (Moser and Lee 1994; Ripamonti et al. 2009; Yang et al. 2013) used
chiefly for exploiting variations in the types of individuals among the single species.
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Apart from that, it has been also used for forensic science (Budowle et al. 1994; Góes
et al. 2002; Panneerchelvam and Norazmi 2003; Roewer 2013), identification of
gene location (Drayna et al. 1984; Singh et al. 2008b), diagnosis of hereditary
disease (Bolhuis et al. 1987; Cooper and Schmidtke 1993), and parental tests
(Smouse and Chakraborty 1986; Moser and Lee 1994; Dubey et al. 2010). After
the advent of PCR, the RFLP was upgraded into RFLP-PCR for improving the
resolution even with the very low concentration of DNA. In RFLP-PCR, ITS and
intergenic spacer (IGS) of the ribosomal DNA are amplified by the PCR and
subsequently digested by the RE for banding patterns (Mishra et al. 2013a, b). The
generated unique banding pattern has been used predominantly for constructing the
dendrogram in order to find a relationship among a wide range of the
microorganisms.

11.3.3 Random Amplified Polymorphic DNA (RAPD)

Random amplified polymorphic DNA (RAPD), sometimes also called arbitrary
primed PCR (AP-PCR), is a PCR-implemented DNA fingerprinting technique
brought into light by Williams et al. (1990) and Welsh and McClelland (1990)
independently for the amplification of discrete DNA fragments using random
decamer primer(s). It has been widely used to study the polymorphism. RAPD
markers are random, and it does not require the knowledge of pre-DNA sequences
of the targeted organisms. In the PCR reaction, the DNA product formation depends
upon the presence of priming sites within an amplifiable distance of each other. Due
to variation in the annealing sites, differently sized amplified DNA fragments are
formed that are subjected to agarose gel electrophoresis and the polymorphisms of
different organisms that can be visualized and compared in a form of bands.

As the discovery of this technique, it has been employed in numerous fields such
as genetic mapping (Krutovskii et al. 1998; Wang et al. 1999), developing genetic
markers linked to a trait (Moon et al. 2016), population (Rocco et al. 2007; Ma et al.
2012) and evolutionary genetics (Stêpniak et al. 2002; Han et al. 2017), as well as
plant (Debener et al. 1996; Morales et al. 2011; Guasmi et al. 2012; Nadeem et al.
2018) and animal breeding (Ali et al. 2004). As the technique depends on the PCR
reaction, the conditions such as annealing temperature, the concentration of PCR
components, as well as the template DNA influence the polymorphism. The tech-
nique is facing the disadvantage of low reproducibility.

11.3.4 Amplified Fragment Length Polymorphism (AFLP)

Amplified fragment length polymorphism (AFLP) is a robust, improved, multiple
loci targeted DNA fingerprinting technique that was developed by Zabeau and Vos
(1993). It applies principles of RFLP, RAPD, RE-based digestion, PCR, and agarose
gel electrophoresis. It uses short synthetic DNA adapter molecules having a core
sequence that can be used for primer design and enzyme-specific DNA sequences.
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The technique starts with the isolation of genomic DNA and its digestion using two
different restriction enzymes: a frequent cutter (e.g., MseI, NotI) and rare cutter (e.g.,
EcoRI). The frequent cutter restriction enzyme generates numerous small fragments,
while the rare cutter limits the number of fragments. The adaptors are then
incorporated and ligated with the generated DNA fragments. Selective PCR ampli-
fication of subset adapter molecules will be done using the primers. Subsequently,
the PCR-amplified fragments are visualized by using gel electrophoresis (Mueller
and Wolfenbarger 1999; Meudt and Clarke 2007; Lall et al. 2010). Apart from
genotyping, the technique can be also applied for criminal investigation (Savelkoul
et al. 1999) and paternity test (Savelkoul et al. 1999; Arenas et al. 2017). AFPL has
been widely used for discrimination of microbial strains and also used for
genotyping of agriculturally important microorganisms for the improvement of
crop production and quality.

11.3.5 Ribotyping

Similar to RFLP and AFLP, ribotyping is a restriction enzyme digestion-based
molecular technique that deals with the unique and conserved ribosomal genes. In
other words, ribotyping is a fusion of RFLP and southern blotting techniques, and
the developed bands represent number and sequence diversity of rRNA genes to the
strain level (Olive and Bean 1999; Wu and Della-Latta 2002). In the typing method,
the genomic DNA of the cells are isolated and then digested by using restriction
enzymes. These fragments are used afterward for agarose gel electrophoresis and
southern blotting on a nylon or nitrocellulose membrane. Subsequently, it is
hybridized with labeled DNA probes that have complementarily to the rRNA
sequences, and the generated pattern can be analyzed with the reference organisms.
The technique is labor-intensive, time-consuming, and expensive. The updated
automated ribotyping technique resolved these limitations with systems such as
RipoPrinter® microbial characterization system (Dupont Qualicon Inc.,
Wilmington, DE). These systems provide a high-throughput, rapid, accurate, reli-
able, and standardized ribotype patterns that make it easy (Okatani et al. 2004; Pavlic
and Griffiths 2009).

11.3.6 Use of Repetitive Sequences for Genotyping

All the organisms have repetitive sequences in their genome for genome stability,
function, proper running, and processing of cellular machinery. These are generally
noncoding DNA and conserved throughout evolution. Currently, these DNA
sequences are used to make the distinct fingerprint profiles by amplifying the region
using primers. These repetitive DNA sequences have been used for discrimination of
microorganism at strain level and typing in order to study and evaluate the microbial
population lineages and outbreaks. The molecular techniques such as REP-PCR,
ERIC-PCR, and BOX-PCR that use the same principle are given as follows.
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11.3.6.1 Repetitive Extragenic Palindromic (REP)
Repetitive extragenic palindromic (REP) elements are the first and most studied
palindromic repeated sequences that exist throughout the bacterial genome in vary-
ing sizes (Versalovic et al. 1998). It was initially identified in Escherichia coli and
Salmonella typhimurium (Stern et al. 1984; Dimri et al. 1992) and subsequently
found throughout the bacterial system (Lupski and Weinstock 1992). In the early
1990s, Versalovic and colleagues have developed a PCR-based DNA profiling
technique for yielding the differently sized REP elements (Versalovic et al. 1991;
Lupski and Weinstock 1992). In this method, the unique primers were designed in a
manner that has complementarity to oligonucleotide REP sequences and used to
amplify REP sequences from the target genomic DNA. Amplicons are then
separated using agarose gel electrophoresis and the generated DNA profiles can be
used to discriminate the bacterial strains from different sources. This technique is not
limited to bacteria genotyping; it is well functioning in fungal species. It has been
efficiently used for typing of plant pathogenic fungal species Botryosphaeriaceae
(Abdollahzadeh and Zolfaghari 2014). The technique is far apart used to generate
species and strain-specific DNA fingerprints (Versalovic et al. 1991) to produce a
rapid, reliable, and reproducible DNA profiles.

11.3.6.2 Enterobacterial Repetitive Intergenic Consensus (ERIC)
Enterobacterial repetitive intergenic consensus (ERIC) is 126-bp-long and highly
conserved repetitive sequences restricted in intergenic regions (a subset of noncod-
ing DNA) of the bacterial genomes. The first ERIC elements were observed in
E. coli, S. typhimurium, other Enterobacteriaceae members, and Vibrio cholerae
(Hulton et al. 1991). Subsequently, it has been also found in Corynebacterium
pseudotuberculosis (de Sá Guimarães et al. 2011; Dorneles et al. 2014), Pseudomo-
nas aeruginosa (Han et al. 2014; Khosravi et al. 2016; Auda et al. 2017),
Acinetobacter baumannii (Presterl et al. 1997; Aljindan et al. 2018), Sinorhizobium
meliloti (Niemann et al. 1999; Elboutahiri et al. 2010), Haemophilus parasuis
(Olvera et al. 2006; Macedo et al. 2011), Aeromonas hydrophila (Szczuka and
Kaznowski 2004), Staphylococcus aureus (Ye et al. 2012; Abdollahi et al. 2014),
Fusarium oxysporum fungus (Mishra et al. 2015), and many more.

The number of copies and the locations of the ERIC sequences greatly vary
among the species. By using primers complementary to ERIC elements, the distinc-
tive banding pattern has been obtained (Wilson and Sharp 2006). Compared to other
genotyping methods, it is fast, cheap, and has greater discrimination potential
(Sampaio et al. 2006; Kosek et al. 2012). Interestingly, the ERIC typing has an
upper hand over the PFGE in that it can show species-specific band (Stephenson
et al. 2009).

11.3.6.3 BOX Element
Alike REP and ERIC, the BOX elements are a group of highly conserved, repetitive
DNA sequences located within the intergenic regions. It is for the first time found in
the chromosome of gram-positive Streptococcus pneumoniae (Martin et al. 1992).
These repeated sequences are composed of three discriminate regions (boxA, boxB,
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and boxC) with a molecular length of 59, 45, and 50 nucleotides, respectively. The
BOX-PCR has been applied to a great extent and employed to many bacterial genera
such as Aeromonas (Tacão et al. 2005; Singh et al. 2010b), Pseudomonas (Marques
et al. 2008), Bacillus (Kumar et al. 2014), Streptomyces spp. (Lanoot et al. 2004),
Geobacillus (Meintanis et al. 2008), and Fusarium oxysporum fungus (Mishra et al.
2015) in different combinations of three BOX regions (van Belkum and Hermans
2001).

Based on these sequences, the BOX-PCR DNA fingerprinting method has been
developed, in which the BOX elements are amplified using a single primer and run
agarose gel electrophoresis for generating a DNA pattern (Marques et al. 2008;
Singh et al. 2010b). This band could be used for generating the relationship among
microorganisms. This conventional method faces the limitation of poor band resolu-
tion that can be resolved by using fluorescence labeling (Versalovic et al. 1995). A
number of agriculturally important pathogens have been identified and discriminated
using BOX-PCR technique.

11.3.7 Multilocus Sequence Typing (MLST)

An ideal genotyping scheme should be rapid, feasible, cheaper, stable, reproducible,
easy to implement, and widely applicable to a wide range of organisms. It should
allow global comparisons of typing results from different research laboratories.
However, the traditional typing methods like RAPD, REP, and ERIC face poor
reproducibility (Ashayeri-panah et al. 2012; Wu and Della-Latta 2002). In 1998,
Maiden et al. (1998) have invented a bacterial typing method named multilocus
sequence typing (MLST) to overcome the hurdle of reproducibility among the
laboratories. MLST is an unambiguous, universal, definitive, and highly discrimina-
tory technique for characterizing the bacterial and fungal species (Taylor and Fisher
2003) based on nucleotide sequences of the internal conserved regions, typically 4 to
10 HKGs for each test organism (Pavón and Maiden 2009; MLST allelic profiles and
sequences 2018).

Originally, the technique was developed for human pathogen Neisseria meningi-
tis (Maiden et al. 1998); subsequently, it has been expanded for more than
125 organisms to date (MLST allelic profiles and sequences 2018). Approximately
450–500 bp internal nucleotide sequences per gene are used. The nucleotide varia-
tion rate in HKGs is relatively very slow. Even the variation is still considered to
identify and genotype the organism, making it ideal to use in this emerging gold-
standard typing method. The technique quantifies the unique sequences (alleles) in
HKGs and provides unique integer number for each allele. In this manner, alleles at
each HKG will get defined the allelic profile, and the combinations of that make
distinct sequence type (Larsen et al. 2012).

As most of the organisms have enough differences, it is possible to create billions
of unique allelic profiles. The number and type of HKGs are used by MLST that may
vary from species to species. It can be obtained from a universal MLST databases.
The steps of MLST involves the genomic DNA isolation, PCR amplification of the

11 Molecular Biology Techniques for the Identification and Genotyping of. . . 217



HKGs using loci-specific primers, DNA sequencing of amplified HKGs, and MLST
analysis (Maiden et al. 1998). The universal primer sequences for a particular
organism can be also obtained from the universal MLST databases. The MLST
database gets updated on newly found alleles and sequence types after some
necessary verification (Aanensen and Spratt 2005). This technique can be further
explored in agriculturally important microorganisms in order to properly manage
and control for improving crop productivity and yields.

11.3.8 Spoligotyping

Clustered regularly interspaced short palindromic repeats (CRISPR) are DNA
repeats present in the broad spectrum of bacteria and almost all archaea as an
adaptive immune system against phage infection, viruses, and plasmids (Jinek
et al. 2012, 2013; Mali et al. 2013; Singh et al. 2017). Although it is a bacterial
defense system, it has been developed and extensively used as a form of technique
named CRISPR-cas9 for genome editing in a wide range of organisms for biomedi-
cal (Singh et al. 2018), antimicrobial (Bikard et al. 2014; Bikard and Barrangou
2017; Pursey et al. 2018), metabolic engineering (Cho et al. 2018; Behler et al. 2018;
Lian et al. 2018; Gohil et al. 2017), improving the crop (Upadhyay et al. 2013), and
other biological purposes. Apart from that, the dynamic nature of the CRISPR has
also unwrapped new avenues in detecting diseases (Gootenberg et al. 2017;
Khambhati et al. 2018) and for genotyping (Shariat and Dudley 2014).

In spacer-oligonucleotide typing (spoligotyping), the CRISPR repeats are PCR
amplified with labeled primers and then hybridized to probes using nylon membrane.
Hence, different hybridization patterns can be obtained (Shariat and Dudley 2014).
For enabling higher throughput, microbeads can be used instead of using membrane
(Cowan et al. 2004). Owing to the fact that nearly half of the bacterial population
contains CRISPR-cas9 system (Barrangou and Marraffini 2014), the spoligotyping
is possible only in such bacteria as well as archaea. Still, the technique has been used
significantly, especially for human pathogens such as Mycobacterium tuberculosis
(Sola et al. 2015), Salmonella enterica (Sola et al. 2015), and the plant pathogen
Erwinia amylovora (McGhee and Sundin 2012). Advances in CRISPR technique
allow us to explore more to improve production and yield of the crop for sustainable
agriculture.

11.4 Conclusion and Future Remarks

From the time when the microorganisms were differentiated according to their
phenotypic characteristics to the techniques that have been used to date for the
identification and characterization of the microorganisms, it has required tremendous
improvements and changes to develop the techniques to be more rapid, reliable,
convenient, cheaper, and widely acceptable to the world. Such everlasting
progresses have made medical, plant disease diagnostics more accurate by faster
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identification of the pathogens, easy determination of the contamination in the food
and water bodies, population lineage study facile, evaluation of disease outbreak
convenience, and so on. These molecular techniques will continue to provide the
prime role in the better use of the microorganisms. Nowadays, the advanced
technology such as WGS has opened up new avenues in microbial systematics and
has become a routine tool in microbiology. Even though the cost of WGS continues
to decline, it remains highly expensive as compared to other techniques. In the near
future, we predict that the WGS will emerge as a gold standard for systematics of
microbes and provide results in a real-time fashion. These molecular techniques have
the potential to identify and discriminate plant pathogens in order to control the
disease for improvement of crop productivity and yields.
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RNA-Guided CRISPR-Cas9 System
for Removal of Microbial Pathogens 12
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Abstract
CRISPR-Cas9 technology has been cherished and well appreciated by the scien-
tific community. The popularity of CRISPR-Cas9 technology is because it
provides simple and efficient directions for genome engineering with feasible
applications in a broad range of organisms. It stands to reason that the develop-
ment of CRISPR-Cas9 is probably among the greatest revolution in the field of
molecular biology, ever since the discovery of PCR. Genome engineering of
microbes and other organisms may open up newer avenues to achieve a dynamic
ecosystem. In this chapter, research on the use of CRISPR-Cas9 technology as an
anti-phytopathogenic arsenal has been highlighted. Furthermore, the engineered
organism developed using CRISPR-Cas9 technology has also been explained.
Besides the applicative side, the background and molecular mechanisms of the
CRISPR-Cas9 system have been mentioned and explained thoroughly.
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12.1 Introduction

The behavior of an organism is determined by the genetic materials stored within the
cell. Just like changing the alphabets of the word(s), either disturbs, recasts, or
changes, the sense or information that has to be conveyed through a given sentence,
with the same notion, the permanent changes, or modifications of genetic instruction
stored within the cell(s) alter the behavior of the subjected model. Genome engi-
neering is one way that helps to achieve such “precise” manipulation. It can be
explained as an approach which deliberately modifies or creates correction or
deletion in the genome of a living organism, with an intention to fulfill a particular
purpose (Carr and Church 2009). Few of these purposes may be to explore and learn
the biology of the subjected model and to develop microbes which are capable of
acting as biosensors or help in efficient bioremediation (Carr and Church 2009). In
comparison to the classical chemical synthesis protocols, genetically engineered
organisms have shown a profound capability to generate industrially and commer-
cially important products in a cost-effective manner (Nielsen et al. 2014).

The use of chemicals, radioactive mutagens or transposon elements is not favored
when experiments demand precise manipulation as such approaches create random
mutations besides the desired alteration (Carroll 2017). Eventually, several tools
have been devised and developed that help achieve the targeted genome manipula-
tion, with each having its own pros and cons. For example, the lambda red-based
recombination is a simple and straightforward tool to use, but it provides a low
frequency of recombinants (Yu et al. 2000). However, the frequency can be slightly
improved by using the strains already harboring certain endonuclease knockouts
(Mosberg et al. 2012). Several other tools have also been developed which involves
customizable nuclease that can help target the desired sequences. Zinc-finger
nucleases (ZFNs) and transcription activator-like effector nucleases (TALENs) are
examples of such customizable DNA scissors. TALEN exhibits superiority over
ZFN as it is easy to design, can recognize longer sequences, and results in less
off-target activity (Gupta and Musunuru 2014). Even though TALENs show prece-
dent properties, it does lag in certain terms as compared to ZFN, such as cDNAs
corresponding to pairs of TALENs are hard to deliver and express in cells as they
tend to be larger in size (Gupta and Musunuru 2014). However, a new nuclease has
to be designed if a new sequence is to be manipulated via ZFN or TALEN, making
them costly, time consuming, and tedious to use.

Inspired by molecular mechanisms involved in CRISPR-Cas9 (clustered regu-
larly interspaced short palindromic repeats-associated protein 9)-mediated immune
system found in bacteria, the Cas9-gRNA complex has been exploited as a precise,
scalable, cost-effective, and user-friendly genome engineering tool (Gasiunas et al.
2012; Jinek et al. 2012; Cong et al. 2013; Hsu et al. 2014). Considering the
abovementioned features, CRISPR-Cas9 is a “tool of choice” among researcher
for achieving the precise genome editing in an explicit way (Wiles et al. 2015).
Reports suggest that more than 9000 research papers have been indexed in PubMed
as regards “CRISPR” or “Cas9” since 2012 (Adli 2018). Initial in vitro studies
highlight the caliber of Cas9 endonuclease for genome engineering purpose (Jinek
et al. 2012). Over time, the use of Cas9 for genome editing has been explored in

228 G. Bhattacharjee et al.



human and mouse cell lines, along with a considerable number of a unicellular and
multicellular organism, such as bacteria, yeast, mosquitos, zebrafish, and mice
(Cong et al. 2013; DiCarlo et al. 2013; Gantz et al. 2015; Hisano et al. 2015;
Jakočiūnas et al. 2015; Altenbuchner 2016; Singh et al. 2017; Burgio 2018). Diverse
services are available that Cas9 or its recombinant form can provide for engineering
purpose, some of which are listed as follows (Mali et al. 2013; Guo et al. 2016; Singh
et al. 2018):

– Simplex or multiplex genome editing including double-strand breaks and nicks
– Efficient gene recombination
– Modulating genome architecture
– Gene(s) up- and downregulation

The significant increase of the world population calls for an escalating demand for
food and shelter (Umesha et al. 2017). Therefore, to overcome the mentioned
challenge, implementation of sustainable agricultural practices is required. A way
to tackle the menace of food insecurity is to engineer microbes (Umesha et al. 2017).
Analyzing the basic principle and mechanism of how microbes interact and behave
in a given environment could possibly help to engineer microbes having the desired
characters. The resultant engineered microbe would be meant for enhancing plant
growth, for example, by increasing nutrient availability or to eradicate soil-borne
diseases (Umesha et al. 2017). Eventually, several studies have been conducted
which include the incorporation of CRISPR-Cas9-based systems for the evolution of
engineered microbial tools that could possibly help to headway in achieving a
sustainable agroecosystem.

In this chapter, we explore and explain how CRISPR-Cas9 technology can be
used to eradicate several pathogenic microorganisms. By referring to such examples,
the reader would be able to develop a better understanding about the use of CRISPR-
Cas9 technology for dismissal of the pathogenic organism and subsequently be
inspired to use such tactics for the development of a sustainable ecosystem. The
chapter is divided into two sections. First, we explain the molecular mechanisms of
the naturally occurring CRISPR-Cas9 system and the general working principle of
CRISPR-Cas9 system. Second, we elaborate the applicative part of CRISPR-Cas9-
based tools/systems in a range of microorganisms and parasites.

12.2 Background of CRISPR-Cas System

For an infection to strike and develop, phage has to go through several barriers that are
imposed by the bacterial cell which help the bacteria to resist the infection (Shabbir
et al. 2016). These barriers are broadly divided into innate and adaptive immune
system. Tactics such as prevention of phage absorption or entry of its genetic material
inside the cells are sensed or recognized by the bacterial innate immune system
(Bikard and Marraffini 2012). In addition, digestion of the phage DNA by restriction
endonuclease and aborting the infection by cell suicide are also examples of separate
events performed as an inherent component of the innate immune system. The latter

12 RNA-Guided CRISPR-Cas9 System for Removal of Microbial Pathogens 229



mentioned strategy, named abortive infection, helps to protect the bacterial population
rather than individual cell itself (Bikard and Marraffini 2012).

Another line of defense mechanism discovered in the bacterial cell is its adaptive
immune system. CRISPR-Cas-mediated immunity is an example of such a defense
mechanism against phage and other extrachromosomal elements. The CRISPR loci
can be found in the archaeal and the bacterial genome that are marked as peculiar
short repeats, spaced by short nucleotide (nt) sequence of encountered foreign DNA
(Karginov and Hannon 2010). The “Cas” in “CRISPR-Cas” stands for CRISPR-
associated sequence, and oftentimes, their product facilitates the CRISPR loci to
demonstrate the adaptive nature of the immune system as well as helps to recognize
and cleave the foreign sequence (either DNA or RNA depending on the type of
CRISPR-Cas system).

The quest for CRISPR began in the year 1987 (Ishino et al. 1987), where some
unique interspaced repeats were observed in the genome of E. coli. The term
“clustered regularly interspaced short palindromic repeats” (CRISPR) was coined
in 2002, and the possible biological role of CRISPR in the immune system was
proposed in 2006 (Makarova et al. 2006; Karginov and Hannon 2010). However, in
2010 through in vivo studies, discovery as regards to the adaptive nature of CRISPR-
Cas-mediated immune system was disclosed (Garneau et al. 2010). With the current
knowledge, CRISPR-Cas systems are classified into class I and class II. Because of
the frequent recombination and absence of universal Cas gene within the different
CRISPR-Cas systems, classifying them becomes both tedious and difficult (Koonin
et al. 2017). Currently, the classification is made by considering several factors
including availability of different signature Cas genes and sequence similarities of
shared Cas genes across different CRISPR-Cas systems. Moreover, the structure of
CRISPR and organization of genes in the CRISPR loci are also taken into account
while classifying CRISPR-Cas system (Koonin et al. 2017).

Class I consists of type I, III, and IV CRISPR-Cas system. Among all the types,
types I and III are most commonly found, and contrary to this, type IV is a rare
occurring CRISPR-Cas system. Generally, class I CRISPR-Cas system requires
multiple subunits and proteins to demonstrate its defense mechanism, while class II
CRISPR-Cas system does the same job by recruiting a single and simple multidomain
protein rather than the involving multiple subunits and proteins. Furthermore, class II
CRISPR-Cas system has very basic and uniform CRISPR-Cas loci as compared to
class I system. CRISPR-Cas9-mediated immune system is an example of class II type
II CRISPR-Cas system. In addition to type II, class II also includes type V and VI
CRISPR-Cas system (Koonin et al. 2017). Research is on the progress about new
discovery of CRISPR which is expanding every time. It can be further used for a
variety of applications in environment, biofuels, agriculture, and more.

12.3 Molecular Mechanism of CRISPR-Cas9 System

CRISPR-Cas9-mediated immune system recruits a special kind of endonuclease that
pursues for a target sequence (Rath et al. 2015). The hunt to cleave a particular
sequence is guided by an RNAmolecule which is called a guide RNA (gRNA). With
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the involvement of a distinct kind of multi-domain endonuclease and gRNA, the
CRISPR-Cas9 system is able to find a target sequence from the pool of genetic
instructions present within the cell. On target recognition, the system activates itself
and cleaves the recognized sequence (Rath et al. 2015). The target sequence is
recognized based on the complementarity between the gRNA molecule and the
DNA sequence. With that arises a question on how the cell gets to know as regards
to the sequence of gRNA that would target a particular foreign sequence.

Being a part of the bacterial adaptive immune system, CRISPR-Cas9 has the
ability to memorize the previously encountered sequence (Rath et al. 2015). When-
ever a phage genome enters into the cell, the Cas proteins acquire a certain portion of
foreign nucleotide sequences between two “repeat sequences” found within the
CRISPR locus (Wei et al. 2015). Thereafter, the incorporated sequence would act
as a memory for the host organism. The sequence of the phage genome selected to be
linked within the CRISPR locus is known as protospacer. Once it gets integrated into
the bacterial genome, it is termed as a spacer (Shah et al. 2013). However, the
incorporation is complete in a way that the resultant product would lead to replica-
tion of the repeat sequence found adjacent to the leader sequence in the CRISPR
locus. Furthermore, the incorporated spacer would be present between the newly
duplicated repeat sequences (Wei et al. 2015). This scenario ensures the maintenance
of the repeat-spacer architecture. The integration of 33–35-nt-long protospacer
sequence is done by identification of the proximal end of the leader sequence and
5’ end of its adjacent repeat sequence, through Cas1–Cas2 protein complex (Heler
et al. 2015; Wei et al. 2015). The entire event of incorporating the protospacer
sequence into the genome of the cell, specifically within CRISPR locus, is called
spacer acquisition or more commonly adaption (Fig. 12.1).

However, any random sequence is not selected to act as a protospacer during the
spacer acquisition. The sequence next to the protospacer adjacent motif (PAM) is
selected and acts as a potential spacer sequence for CRISPR locus. PAM motif is
specific short three- to five-nucleotide-long sequence that is recognized by a
multidomain Cas9 nuclease (Mojica et al. 2009; Heler et al. 2015). Once recognized
by Cas9, the Cas1–Cas2 protein complex would serve as an integrase and carry out
steps necessary for spacer acquisition. Preference to a nonself protospacer over self
seems to be hugely dependent on RecBCD-mediated DNA repair mechanism.
Whenever there is stalled replication fork or DNA damage, RecBCD would cleave
the dsDNA into short single-stranded DNA until it reaches the Chi site (Levy et al.
2015; Wang et al. 2015). Once it approaches Chi site, the 5’ end has been degraded
to some extent, producing 3’ overhangs (Dillingham and Kowalczykowski 2008).
The frequency of occurrence of Chi site would be less in the nonself DNA compared
to the self DNA. Thus, during the RecBCD-mediated genome repair, the phage DNA
could produce more degraded short single-stranded DNA in comparison to self DNA
(Levy et al. 2015). It is assumed, through unknown mechanism, that the short
ssDNAs are converted into dsDNA molecules. The potential PAM motif of
protospacer is recognized by the Cas9 nuclease that recruits Cas1–Cas2 complex
to integrate the 33–35 bp sequence (protospacer) into the CRISPR loci (Wright et al.
2016).
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Fig. 12.1 CRISPR-Cas system defense mechanism by acquisition, RNA processing, and
interference. Phase 1, on entry of viral DNA into the cell, the Cas1–Cas2 complex integrates the
sequence adjacent to the PAM motif into the CRISPR loci. The first repeat unit and protospacer
sequence is incorporated between the newly formed repeat sequence. Cas9 helps in the recognition
of the PAM sequence. Cas1–Cas2 as a whole is shown as Cas complex. This step of protospacer
incorporation is referred as spacer acquisition. In phase 2, the CRISPR loci are transcribed as a
whole and are termed as pre-CRISPR RNA. With the formation of crRNA/tracrRNA-Cas9 complex
and involvement of RNase III, the pre-crRNA is converted to mature CRISPR RNA, and this step is
known as biogenesis. With the emergence of mature crRNA, Cas9 forms complex with it and hunts
for the target sequence. The target sequence tends to lie next to the PAM motif, and it is
complementary to the spacer sequence of mature crRNA. This step of DNA cleavage is called
interference. (Figure reproduced with permission from Mali et al. 2013# (2013) Springer Nature)
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The leader sequence of CRISPR locus not only helps in spacer acquisition but
also helps to transcribe the CRISPR-RNA (crRNA). The leader sequence is present
on the upstream of the repeat-spacer architecture. Furthermore, promoter sequence is
embedded inside it (Carte et al. 2014). This sequence promotes the transcription of
the so-called repeat-spacer architecture as a whole, and the resultant RNA obtained is
called pre-crRNA. However, it is not the pre-crRNA but the mature crRNA
(in applicative biology called as gRNA) that guides the multi-domain Cas9 nuclease
to target the particular sequence (Brouns et al. 2008; Karvelis et al. 2013). RNase III
and tracrRNA are responsible to convert the pre-crRNA into the mature crRNAs
(Deltcheva et al. 2011; Garrett et al. 2015). A set of events that is performed
following the transcription of pre-crRNA to its maturation is categorized as biogen-
esis. The sequence of tracrRNA complements the repeat sequence found within the
pre-crRNA and is meant to form tracrRNA/pre-crRNA complex which is stabilized
by the Cas9 nuclease (Garrett et al. 2015).

The transcribed repeat-spacer architecture has hydrogen-bonded tracrRNA on
each and every repeat sequence of pre-crRNA. The gene corresponding to tracrRNA
is located within the CRISPR-Cas loci (Chylinski et al. 2013; Chylinski et al. 2014).
The role of RNase III in biogenesis is to cleave the tracrRNA:pre-crRNA complex at
the repeat sequence, thus leading to the formation of several crRNAs (Deltcheva
et al. 2011) (Fig. 12.1). The resultant crRNAs consist of a spacer and some flanking
repeat sequences (on both ends of crRNA) which are attached to the nucleotide
sequence of tracrRNA. The nucleotide sequences of repeats corresponding to the 5’
of the produced crRNAs as well as some nucleotide sequence of the spacer are
trimmed by some unknown nuclease to form a mature crRNA (Wright et al. 2016).

On the binding of mature crRNA to the Cas9 nuclease, there is a conformational
shift from its auto-inhibited state, thus allowing the Cas9 nuclease to look for the
target sequence (Jinek et al. 2014). Furthermore, two arginine residues found in the
PAM-interacting domain of the Cas9 would be pre-positioned to search for the PAM
motif in dsDNA (Wright et al. 2016). On recognizing the PAM motif, the nuclease
loses the first 10–12 nt sequences starting from the proximal end of PAM motif
found in dsDNA (Szczelkun et al. 2014). The first 10–12 nt sequences from the 3’
end of the PAM motif is called the seed sequence (Szczelkun et al. 2014). Once the
seed region and its distal end sequence have opened up, the mature crRNA forms
complementarity with the seed over and above its distal end nucleotide sequence.
Only a few, if not all, mismatches are tolerated in the seed region of the open DNA
with the mature crRNA (Wright et al. 2016). Once a perfect or near-perfect match is
achieved, the HNH domain of Cas9 nuclease is positioned in its catalytic active
position. This, in turn, allosterically regulates and activates the RuvC domain of that
particular nuclease (Sternberg et al. 2015). HNH and RuvC-like domain are meant to
cleave target and the nontarget strand of dsDNA, respectively (Jinek et al. 2012).
The entire process to hunt for the target sequence with the help of Cas9 nuclease is
termed as interference (Fig. 12.1). Along with CRISPR-Cas9 system, the molecular
mechanism of several other CRISPR-Cas systems is being studied, which promises
not only effective genome engineering but also pathogen detection (Knott and
Doudna 2018; Gootenberg et al. 2018; Khambhati et al. 2018).
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12.4 The CRISPR-Cas9 Genome Editing Technology

Investigating the biological systems does satisfy one’s curiosity, as it helps to give an
answer to a particular question. The efforts put by researchers are highly appreciated
as it helps unveil the behavior of the subjected system. However, if the knowledge
gained by investigating the basic biology is somehow translated to some kind of
applicative technology, then it would facilitate the upliftment of the human society.
For example, increased understanding with regards to the behavior of restriction
endonuclease has led to the development of several molecular cloning tools along
with several crime investigating techniques. The developed molecular cloning tools
have acted as a major support for biotechnology-based industries and also in
exploring the basic biology (Roberts 2005).

Likewise, much knowledge has been gained about the working principle of the
CRISPR-Cas9 system that has helped to develop an efficient and easy to use genome
engineering tool(s). The in vitro proof-of-concept was demonstrated by Jinek and
colleagues in 2012 (Jinek et al. 2012). The CRISPR-Cas9 can function as a tool for
making precise double-strand breaks by expressing Cas9 protein inside a cell with
the help of an expression vector. Simultaneously, gRNA can direct Cas9 towards the
target sequence (Cong et al. 2013). The introduction of double-stranded break leads
to the activation of repair mechanism by nonhomologous end joining (NHEJ) or by
the homology-directed repair (HDR) pathway. The activation of such a mechanism
facilitates the modification or replacement of the desired sequence or further can help
to create gene knockouts (Singh et al. 2017; Singh et al. 2018).

Rather than expressing the tracrRNA and the spacer sequence individually, the
single gRNA (sgRNA) can be chemically synthesized and expressed directly to
cleave the desired sequence via Cas9. The sgRNA includes a tracrRNA and spacer
sequence (12–13 nt target complementary sequence), which are physically linked as
one with the help of a linker sequence. However, the only requirement is that the
selected target sequence in dsDNA should be adjacent to the PAM motif (Jinek et al.
2012; Cong et al. 2013). A particular sequence of PAM motif corresponds to a
particular kind of Cas9 protein, consequently, by identifying the different variants of
Cas9 proteins and its corresponding PAM site (Singh et al. 2017) one can increase
the proximity of using the tool to target the wide range of sequence (Fig. 12.2).

The popularity of Cas9 is not only confined to make precise double-strand breaks
but also a mutant version named dead Cas9 (dCas9) is known for regulating the gene
expression (La Russa and Qi 2015). The dCas9 is unable to produce double-strand
breaks because of having mutation in the active domain of the protein (RuvC and
HNH domains). As its applicative side, one can program the dCas9 with the help of
gRNA molecule to recognize and anchor onto a particular promoter sequence. The
promoter sequence of choice could be upstream to the gene sequence of which the
downregulation is desired. The anchored dCas9 interferes with the RNA polymerase
that is supposed to bind with the promoter sequence and prevents it from carrying out
transcription. Furthermore, an ongoing transcription can be brought to a hold by
targeting the gene sequence rather than the promoter sequence (Bikard et al. 2013).
Thus, dCas9 can be used as a molecular tool to downregulate the gene expression. In
a similar manner, it can also help in the upregulation of the desired gene by allowing
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the fused form of dCas9 that binds onto the promoter sequence. For example, the
fusion of the trans-activator domain with dCas9 may allow us to activate the gene
expression. The fused dCas9 could possibly have omega (ω) subunit of RNA
polymerase (RNAP) linked to it, which allows the recruitment of RNAP to the
promoter region. The recombinant form of the dCas9 protein would recruit the RNA
polymerase onto the promoter sequence and activate the transcription of the desired
gene (Bikard et al. 2013).

12.5 Potential Application of CRISPR-Cas9 System for Removal
of Pathogens

12.5.1 Genome Editing of Fungi Using CRISPR-Cas9 System

Fungi are ubiquitous in nature that may either occur as a unicellular organism or as a
highly complex multicellular organization. Depending upon their habitat, fungi
delineate a range of infective properties. Being highly efficient decomposers, fungi
feed on the dead and decomposed the matter, channelizing the important elements
such as carbon, nitrogen, salts, and other organic matter back into the environment.
Other than its involvement in human disease and infections, they are the general
spoilers of food and crops. Fungi are also associated with synthesis of high value
naturally available biologically active products in agro-based, food, and pharmaceu-
tical industry. Parasitic fungi residing over plants and crops cause mildew and rust,
resulting in huge monetary losses every year. As far as the higher organisms are
concerned, the numbers of fungi involved in animal and plant diseases are relatively

Fig. 12.2 Schematic representation of genome editing using CRISPR-Cas9 system. The guide
RNA, which includes 20-nt spacer is linked to tracrRNA with the help of a linker sequence (forming
a loop). The Cas9 nuclease in the presence of guide RNA forms a complex that can bind with the
target region in the presence of PAM sequence that allows to create a double-strand breaks in order
to generate a gene knockout. (Jinek et al. 2012)
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less as compared to bacterial ones. Fungi are often characterized based on their
structure or the fruiting bodies they form, their life cycle, and the type and arrange-
ment of the spore (reproductive or distributional) they produce.

Predominantly, fungi are characterized into three major groups:

(i) Unicellular microscopic yeasts
Yeasts are single-celled, eukaryotic members of the fungus kingdom

constituting about 1% of the total fungal population. They are small, round
lemon-like cells sized �5 μm in diameter (Duina et al. 2014). Yeasts multiply
asexually by budding a daughter cell off from the parent cell (e.g., Saccharo-
myces cerevisiae and Schizosaccharomyces pombe).

(ii) Multicellular filamentous molds
Molds are composed of fine threadlike structures called hyphae. These

hyphae divide repeatedly at the tip and form mesh-like arrangements by
intertwining with neighboring hyphae. This mesh-like network is called myce-
lium. The digestive enzymes are present at the tips of the hyphae that digest the
organic matter surrounding their habitat which is then utilized as the source of
energy. Molds form spores on their aerial branches, which are nothing but their
reproductive structures enclosed within a protective covering in order to protect
them against harsh and unsuitable climatic condition or a state of starvation.
The spores spread via wind, insects, or rain. When the conditions become
favorable, the resistant spores germinate into a fresh new fungus and produce
new hyphae (e.g., Rhizopus nigricans and Spinellus fusiger).

(iii) Macroscopic filamentous fungi bearing large fruiting bodies
Similar to filamentous molds, mushrooms also bear spores that are utilized to

propagate and maintain their generations. However, a major difference that
distinguishes mushrooms from molds is that mushrooms form visible fruiting
bodies to hold the spores together. The fruiting body is commonly associated to
a cap-like structure of mushroom, which is composed of densely packed
hyphae, and the gills underneath the cap is where the spores reside (e.g.,
Agaricus bisporus (edible button mushrooms) and Amanita phalloides (deadly
poisonous mushroom)).

The close associations of the filamentous fungi with humans have led to the
thought of manipulation of the genome of higher fungi to extract high-value bulk and
fine bioactive natural compounds (Thrane et al. 2007). Owing to their simple
structure and genetic composition, yeast is used as model organism to study genetics.
Yeasts Saccharomyces are extensively used in the baking and brewing industries.
Considering their ability to synthesize large amounts of proteins along with the
presence of a complex yet efficient post-translational processing system, a diverse
range of fungus, namely, Aspergillus niger, Aspergillus oryzae and Trichoderma
reesei, are used in the synthesis of enzymes and valuable proteins, the species being
regarded safe by the US Food and Drug Administration (Ward 2012; Shi et al. 2017).

Filamentous fungi find applications in the synthesis of antibiotics, organic
compounds, novel drugs, pigments, and so on. Filamentous fungi are applied in
the synthesis of a variety of pharmaceutical products. Few of the cholesterol-
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lowering drugs are statins, such as lovastatin and mevastatin, produced from Asper-
gillus terreus and Penicillium citinium, respectively (Barrios-González and Miranda
2010). Antifungal medication such as griseofulvin that is used to treat infections of
the skin, scalp, nails, and groin is developed from the Tinea strains of fungi, and
echinocandins, popularly known as “penicillin of antifungals” (Kumar and Jha
2017), along with penicillins, cephalosporins (Hamad 2010), and a few other
antibiotics of the β-lactam class (Cho et al. 2014) that are derived from filamentous
fungi. Conversely, some fungi produce mycotoxins that are pernicious to humans
and plants. Some opportunistic pathogenic forms of yeasts such as Candida cause
infections in immunocompromised individuals. Toxins such as fumonisins,
trichothecenes, and aflatoxins from Fusarium verticillioides, Fusarium
graminearum, and Aspergillus flavus, respectively, are to name a few (Woloshuk
and Shim 2013), that contaminate the food products or infect crops, ultimately
leading to huge economic losses (Harris et al. 2016; Lecellier et al. 2015). Therefore,
to subside the adverse effects generated by fungi and potentiate their use for creating
valuable yet economic products, it is necessary to understand their genetic build-up
and reconstruct them accordingly. A pressing need has arisen to edit the fungal
genome in order to produce large amounts of complex and useful chemicals for
industrial and agricultural applications. Figure 12.3 shows a quick look of CRISPR-
Cas9-assisted genome editing in microbes and parasite.

Fig. 12.3 Applications of CRISPR-Cas9 technology toward plant protection and better growth. It
has demonstrated the inhibition of the plant pathogenic bacteria, fungi, and parasite. Plant has been
modified using CRISPR-Cas9 system for viral resistance
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The CRISPR-Cas9 platform offers to orchestrate the fungal genome and engineer its
synthetic gene circuits accordingly. The platform thus finds application in decoding
pathogenicity, synthesizing valuable metabolites and drugs, and boosting bioenergy
processes (Deng et al. 2017). A key aspect of designing a highly efficient CRISPR-
Cas9 tool is to have a coherent promoter. For the fungal system, often the poly III U6
promoter is used for expressing the sgRNA sequences, the promoter being excellent in
transcription (Miyagishi and Taira 2002). In case of unavailability of the U6 promoter,
Saccharomyces cerevisiae promoter SNR52 works fine in Aspergillus fumigatus (Fuller
et al. 2015) and Neurospora crassa (Matsu-ura et al. 2015), or the T7 promoter of
bacteriophage for activating sgRNA for Trichoderma reesei (Liu et al. 2015) and
Penicillium chrysogenum (Pohl et al. 2016) has been described.

The desirable Cas9 expression can be attained by incorporating suitable inducible
or constitutive promoters. Constitutive promoters that are used for the expression of
Cas9 in filamentous fungi include gpdA (Zhang et al. 2016) and translation-
elongation factor 1α (tef1) (Kuivanen et al. 2016; Liu et al. 2017). Codon optimiza-
tion of Cas9 could readily enhance the genome editing ability in filamentous fungi,
the proof of which has been observed in multiple strains including Aspergillus
(Fuller et al. 2015; Katayama et al. 2016; Weber et al. 2016), β-lactam-producing
Penicillium chrysogenum (formerly known as Penicillium notatum) (Pohl et al.
2016), Trichoderma reesei that is a rich source of industrially valuable cellulolytic
enzyme (Liu et al. 2015), and corn smut causing Ustilago maydis strain (Schuster
et al. 2016). Essentially, three main approaches are employed when it comes to
transforming the Cas9-sgRNA complex into filamentous fungi which include poly-
ethylene glycol (PEG) transformation, Agrobacterium-mediated transformation
(AMT), and blastospore-mediated transformation (Deng et al. 2017). The
PEG-CaCl2 transformation is relatively simple, and the method makes use of
protoplasts generated from hypha and germinated spores, whereas the
Agrobacterium and the host are directly co-cultured for AMT-based transformations.
Else ways, a blastospore transformation is facilitated by lithium acetate-mediated
delivery of DNA.

The mechanics of the CRISPR-Cas9 system can be regulated in several ways. The
inhibition of the system is delineated by a set of natural inhibitors, called anti-
CRISPR (Acr) proteins. The proteins bind with Cas9 in the CRISPR-Cas9 complex,
thereby functioning as its “off-switches” and thus get hold over the Cas9 activity. A
bright side of the anti-CRISPR (Acr) proteins is their involvement in reducing the
chances of CRISPR-Cas9 off-targeting and therefore diminishing the side effects
(Shin et al. 2017). For example, a CRISPR inhibitory protein called AcrIIA4, which
binds to the CRISPR-Cas9 complex involved in sgRNA-mediated targeting in
sniping off the mutated hemoglobin gene responsible for sickle cell anemia, reduces
the possibility of off-targeting by fourfold (Shin et al. 2017).

Light and chemical means have been used for corrections in the genome in
Aspergillus fumigatus and many other eukaryotic strains (Zhang et al. 2016).
Apart from this, it is also possible to maneuver genome editing by spatially and
temporally regulating Cas9 activity through the anti-CRISPR system (Pawluk et al.
2016; Rauch et al. 2017). Majority of fungal infections occur as a function of the
synergistic effect of multiple genes. CRISPR-Cas9 complex with utmost efficiency
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can target the toxin-producing genes in most fungal pathogens. Phytophthora sojae
is an oomycete (water mold) that attacks plants of agricultural and ornamental
importance. The plant pathogen causes the stem and root in soybean plants to rot,
leading to a whopping loss of soybean crops. Disrupting and replacing the Avr4/6
gene belonging to the superfamily of RXLR virulence effector proteins using
CRISPR-Cas9 enable a better control over the pathogen (Fang and Tyler 2016).

Attempts have also been taken to edit the genome of a commonly found saprophyte
(an organism that feeds on dead and decaying organic matter) A. fumigatus (Zhang et al.
2016). Modifications such as disrupting the polyketide synthase gene (pksP), an important
enzyme involved in toxin biosynthesis, hamper the ability ofA. fumigatus to produce toxic
compounds and consequently minimize the detrimental effects on the host (Fuller et al.
2015). Engineering entomopathogenic fungi Beauveria bassiana, a parasite that grows
over arthropods and causes white muscardine disease, can serve the purpose of insect or
pest management (Chen et al. 2017).

Cellulose is the most abundant biomass on earth and has proved to be a lucrative
resource for the paper, wood, fiber, fodder, cosmetic, and pharmaceutical industries
(Shokri and Adibkia 2013). The humongous quantity of agro-based waste can be
utilized to generate a profitable product. The degradation of cellulose is catalyzed by
an enzyme called cellulase. Some fungi belonging to the genus Aspergillus, Rhizo-
pus, Trichoderma, Fusarium, Neurospora, and Penicillium can very easily degrade
the cellulose into simple constituents (Sajith et al. 2016). Incorporating the CRISPR-
Cas9 system to enhance the production of cellulase in several fungal strains has
shown some assuring results in minimizing the size of the agro-waste generated.
CRISPR-Cas9-mediated upregulation of transcriptional factor (clr-2) results in an
increase of cellulases in Neurospora crassa (Matsu-ura et al. 2015).

Myceliophthora, an ascomycete (sac fungi), is a thermophilic fungus capable of
hydrolyzing cellulose and hemicellulose and utilizes that as the energy source during
the unavailability of proper carbon source, especially when the temperature rises and
the soil becomes dry. It is possible to increase the production of cellulase by fivefold
as compared to the parent strain just by disrupting 3–4 genes involved in the
biosynthetic pathway (Liu et al. 2017). The CRISPR-Cas9 system is currently less
explored in plant-beneficiary fungi, but most certainly that can be expanded to
achieve better agricultural productivity and yields.

12.5.2 CRISPR-Cas9 as Antiviral Agent

Viruses are small particles that can infect all types of organisms. Oftentimes, it
causes diseases and affects the health of plants and animals. According to the World
Health Organization, HIV infects the life of about 35 million people with over
70 million cases of infection reported until 2017 (WHO 2018). Lifelong antiretrovi-
ral therapy (ART) may help manage the disease to some extent, but it cannot cure the
disease completely. The virus delineates its infective properties by inserting its genes
into the host genome which then continues to replicate latently. The main targets of
the virus are the CD4+ cells, macrophages, and follicular dendritic cells. Restricting
the spread of the infection is pretty challenging because the available antiviral
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compounds fail to target the integrated proviral genome and the viruses are quick to
rebound after ART cessation. Other than this, the viruses even tend to hide into tissue
spaces of the central nervous system. Designing an RNA-guided CRISPR-Cas9 tool
to target the regulatory genes of HIV-1 can be an effective solution. A lentiviral
vector mode of transduction is a process where the gRNA cloned into
lentiCRISPRv2 has been used to specifically target the regulatory genes tat and
rev (Ophinni et al. 2018). Transduction of the tool into 293T and HeLa cell lines
successfully eliminated the stably expressing Tat and Rev proteins. As a result, the
functional assay of tat and rev genes revealed a significant reduction in the level of
HIV-1 promoter-driven luciferase expression and inhibition of gp120 activity
(Ophinni et al. 2018). Genome editing through CRISPR-Cas9 has also been used
for herpes viruses (Chen et al. 2018) including the herpes simplex virus 1 and
2 (HSV-1 and HSV-2) (Johnson et al. 2014; Diner et al. 2016; Xu et al. 2016;
Wang et al. 2018), cytomegalovirus (CMV) (Bierle et al. 2016), Epstein–Barr virus
(EBV) (Kanda et al. 2016), and Kaposi’s sarcoma herpesvirus (KSHV) (Avey et al.
2015; van Diemen and Lebbink 2017).

Annually, a huge sum of money is dissipated because of the loss of agriculturally
important crops owing to viral infections. This matter is, therefore, a serious hurdle
in assuring food security for the growing world population (Andolfo et al. 2016). A
possible solution to this is to engineer the genome of host plants so as to improve
their resistance against plant viruses (Khatodia et al. 2017). The CRISPR-Cas9
technology has the potential to serve as a novel antiviral agent for the protection
of plants (Zhang et al. 2015). The CRISPR-Cas9-mediated virus resistance is
broadly divided into two approaches: one is where the viral factors concerning the
viral genome are targeted, while the other is where the host factors involved in
supporting the viral cycle are meant to be targeted. However, using the CRISPR-
Cas9 to target viral genes has been so far restricted just to the model species Tobacco
and Arabidopsis (Khatodia et al. 2017).

Introducing the mutations at the attacking site of the virus through CRISPR-Cas9
protects the herbaceous plant Nicotiana benthamiana against the beet severe curly top
virus (BSCTV) (Ji et al. 2015). Similarly, the resistance to bean yellow dwarf virus
(BeYDV) has been also achieved by specifically knocking out the viral replication initiator
protein (Rep) gene in transgenic N. benthamiana plants (Baltes et al. 2015). A broad
spectrum resistance to a series of geminivirus including the tomato yellow leaf curl virus
(TYLCV), beet curly top virus (BCTV), and Merremia mosaic virus (MeMV) is possible
on Cas9-gRNA-mediated editing of the viral coat protein genes, Rep protein, and its
conserved intergenic region (IR) (Ali et al. 2015). Thus, it can be said that CRISPR-Cas9
system has presented a number of ways to eradicate animal and plant viruses. However,
with the limitless interactions of macromolecule found in the nature, more studies about
themwould definitely help to favor the efficient removal of plant pathogenic virus through
Cas9-dependent arsenals.

240 G. Bhattacharjee et al.



12.5.3 Genome Editing of Parasites Using CRISPR-Cas9 System

The CRISPR-Cas9 tool has been implemented for the genome editing of a number of
parasites including Toxoplasma gondii and Plasmodium falciparum (Ghorbal et al.
2014; Kuang et al. 2017; Payungwoung et al. 2018). On the other hand, CRISPR-
Cas9 has made its way into the genome editing of Trypanosoma cruzi and Leish-
mania. Expressing the Cas9 endonucleases under the control of dihydrofolate
reductase–thymidylate synthase (DHFR-TS) promoter and placing sgRNA under
the direct control of U6snRNA promoter and terminator give rise to null mutants in
Leishmania parasites (Sollelis et al. 2015). Another popular example is the Chagas
disease-causing T. cruzi (Bern et al. 2011). These parasites spread through the biting
of insects called Triatominae, commonly known as “kissing bugs.” Knocking out
genes (Pfr1, Pfr2, and Gp72) that are the key components of this particular parasite’s
flagellum revealed their association with flagellar attachment and cell motility
(Lander et al. 2015). Repressing the expression of β-galactofuranosyl
glycosyltransferase family of enzymes by multiplexing CRISPR-Cas9 in T. cruzi
is another approach to reduce the outcome of the enzymatic product. Such kind of
CRISPR-Cas9-based approaches may help to determine the drug and vaccine targets
designed against kinetoplastid parasites (Chiurillo et al. 2017).

Another classic example of CRISPR-Cas9-mediated pest control is of Plutella
xylostella. Popularly known as Diamondback moth, P. xylostella is responsible for
damaging cruciferous crops (cauliflower, broccoli, cabbage, Brussels sprouts, etc.).
Targeting the abdominal-A moth gene (Pxabd-A) involved in characterization and
functioning of the abdominal segment results in inheritable defects and malforma-
tion of appendages in both sexes (Huang et al. 2016). Currently, CRISPR-Cas9 is
less explored in plant pathogens. However, it can be further expanded in a wide
range of plant pathogens such as fungus, bacteria, and viruses for controlling and
managing diseases that allow us to improve the crop productivity.

12.5.4 CRISPR-Cas9 System for Removal of Bacteria

The Gram-negative bacterium Escherichia coli is among the most extensively
studied organism from the genome editing perspective. E. coli is associated with
70–95% of urinary tract infections (UTIs), delineating its pathogenesis by forming a
biofilm on the inner surfaces of the indwelling urinary catheter (Kucheria et al.
2005). Another member of the Enterobacteriaceae family, Klebsiella pneumoniae,
is known to behave in a similar manner as E. coli. Both the uropathogenic strains of
E. coli and K. pneumoniae trigger the catheter-associated urinary tract infections
(CAUTIs), which is a very common nosocomial infection. The ability of these
microbes to form biofilm over biotic and abiotic surfaces is principally regulated
through a phenomenon called quorum sensing (QS). QS is the mechanism in which
the bacterium establishes the cell-to-cell communication, senses the bacterial popu-
lation, and regulates its gene expression accordingly (Rutherford and Bassler 2012;
Gohil et al. 2018).
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Once the QS mechanism is activated, the bacteria release the signaling molecules
called autoinducers (AIs) into the intra- and extracellular environment. Once a
threshold of AIs in the extracellular environment is reached, the microbes upregulate
the biofilm formation or shape their protein expression accordingly (Sturbelle et al.
2015). To control this interaction, the Lux family of genes has been targeted through
the CRISPR-Cas9 system. Of the many QS pathways involved, such as LuxR-SdiA,
LuxS/AI-2, AI-3, and indole system, the LuxS/AI-2 system is reported to be directly
linked to the central metabolism of E. coli, while the AI-2 is known to be involved in
initiating the biofilm formation (De Keersmaecker et al. 2006). A precise deletion of
the involved AI-2-dependent LuxS gene through CRISPR-Cas9 tool results in the
downregulation of biofilm production (Kang et al. 2017).

The broad spectrum antibiotics tend to relentlessly kill the gut commensals. A
possible solution to this problem is to design RNA-guided nucleases that distinctly
target DNA sequences matching the organism of interest. The sgRNA-driven
CRISPR-Cas9 plasmid, introduced into the bacterial population via bacterial or
bacteriophage-based delivery, is designed in such a manner that selectively knocks
down any of the undesirable gene, which may include the genes that confer virulence
or those involved in antibiotic resistance. The tool works well for targeting the
carbapenem-resistant Enterobacteriaceae as well as enterohemorrhagic E. coli
(Citorik et al. 2014). A similar example of programmable removal of microbe,
particularly Staphylococcus aureus, has been achieved by targeting sequence-
specific guide-RNA-mediated antimicrobial action of CRISPR-Cas9 that snips off
the targeted virulence genes in the virulent strains, leaving untouched the avirulent
strains (Bikard et al. 2014). More often than not, the antibiotic-resistant genes reside
within the inherent plasmids and are transferred between the strains through the
exchange of such promiscuous plasmids. The abovementioned CRISPR-Cas9 sys-
tem specifically targets and destroys the staphylococcal plasmids bearing antibiotic-
resistant genes and prevents its spread among the avirulent staphylococcal strains
(Bikard et al. 2014).

So far, the employment of the gRNA driven Cas9-mediated removal of bacterial
pathogens that infect plants has been limited. However, by referring to the above
examples, it can be stated that the Cas9 shows the potential of eliminating the
undesired pathogens or their toxic and virulence property from a given environment.
It would take time to reach at a reliable stage as few barriers need to be overcome.
Delivery of the antimicrobial Cas9 vectors and the bacterial resistance (Pursey et al.
2018) against such vectors are the example of barriers that are to be conquered and
require thoughtful consideration.

12.6 Conclusion and Future Remarks

Since its development from the early 2013, the CRISPR-Cas9 technique has been
applied to a vast variety of biological studies. Compared to conventional transgenic
techniques, CRISPR-Cas9 is undoubtedly an accurate and constructive way of
genome editing. Therefore, employing the CRISPR-Cas9 system to manipulate the
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genome of the model strains may help to overcome the pathogenicity and multipli-
cation of the targeted organism or to derive important bioactive compounds from
them. This may in turn help to speed up either the development of programmed
novel strains with improved efficiency or to knockout undesirable genes. Even
though gRNA-mediated genome correction is in its infancy for some
microorganisms, this technology definitely promises a better future with functional
benefits. The CRISPR-Cas9 system has a great future ahead in plant biotechnology
for controlling microbial pathogens and allowing one to solubilize the complex
nutrients into a simpler form which can be easily made available to plants in order
to increase productivity and yields.
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Biosorption-Cum-Bioaccumulation
of Heavy Metals from Industrial Effluent by
Brown Algae: Deep Insight

13

Priyanka Yadav, Jyoti Singh, and Vishal Mishra

Abstract
Biosorption by marine brown algae is considered to be very effective as the
brown algae is found in diverse size and are having better efficiency in removing
the heavy metals form wastewater which is one of the most critical problem now a
days. Many micro and macroalgae are responsible for the recovery of different
heavy metals. The brown seaweeds have the highest sorption capacity or higher
rate of bioaccumulation for heavy metal ion than that of red and green seaweeds.
Marine algae are fast growing algae and can perform relatively better as it requires
a small amount of nutrients, CO2 and sunlight for its survival. The present
literature covers the biosorption by marine algae mainly the brown algae which
can be used all around the year. The carboxyl acid group present in these biomass
is found to be the most dominant as well as most abundant functional group that
are followed by fucoidan.

13.1 Introduction

Algae are everywhere on the earth like in rivers, lakes, seas, on soil and walls, in
plants and animals (as symbionts-partners collaborating together), or can say every
place where lights are present to carry out photosynthesis (El Gamal 2010). The
primary producer of the marine food chain is marine microalgae which show the
toxic impact on a higher level when the toxicants are consumed by the same
(Purbonegoro et al. 2018). Alga is considered to be an abundant and vastly accessi-
ble natural resource in a tropical ecosystem. It is observed that the brown algae have
better uptake capacity as compared to red and green and considered to be one of the
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best biosorbents for the retrieval of the heavy metals. Alginic acid and fucoidan are
present in their cell wall, and at neutral pH, the alginic acid yields sulfate ion as well
as carbohydrates (Sweetly 2014).Marine algae like Sargassum constitute of diverse
multifunctional groups which are present on the surface and have even distribution
of binding sites on the cell surface. There are many advantages of marine algae as
biosorbent like the requirement of minimal preparatory steps, retention capacity is
excellent and truly renewable, recyclable, and simply available all year around.

As biosorption is a passive mechanism, hence this process is faster than that of
active or bioaccumulation (Bilal et al. 2018). Algal biosorption attributes the cell
wall where complexation, as well as static attraction, plays a major role. Carboxyl
group is considered to be the dominating binding groups in brown algae. Brown
algae possess alginic acid and fucoidan in the cell wall matrix as well as in intercel-
lular material. Seaweed is considered to be better than that of microbial biomasses
because of the less variability in seawater than that of fermentation media. Marine
algae carry a large number of biopolymers that are helpful in the metal binding.

Seaweeds are larger enough so that there is no need for any complicated or costly
immobilization required (Schiewer and Volesky 2000). Seaweeds are accountable
for recovery of heavy metals due to macroscopic structures which provides a basis
for the formation of biosorbent particle. The brown alga Sargassum consists of gel
materials in their call wall termed as alginates that are very porous in nature, are
responsible for metal binding, and are also easily permeable to small ionic species.
Volesky et al. reported Sargassum (brown algae) seaweeds as the best biomass for
recovery of heavy metals (Vieira and Volesky 2000). In marine macroalgae, removal
of heavy metals is done either by ion exchange on the surface of the cell or by means
of intracellular transport of heavy metals (Sweetly 2014). Biosorption by marine
algae is considered to be very effective as the marine algae are found in diverse size
and are having better efficiency in removing heavy metals from wastewater which is
one of the most critical problems nowadays. Numerous micro- and macroalgae are
accountable for the recovery of different heavy metals. Marine algae or seaweeds
like brown, red, and green have the highest sorption capacity or higher rate of
bioaccumulation for the heavy metal ion. Out of these three seaweeds, brown
algae are considered more proficient in biosorption. Marine algae are fast-growing
algae and can perform relatively better as it requires a small amount of nutrients,
CO2, and sunlight for its survival.

Figure 13.1 shows three types of marine algae (also known as macroalgae) that
are responsible for the removal of heavy metals, and Table 13.1 shows the classifi-
cation of marine algae on the basis of their different characteristics.

13.2 Brown Algae

Brown algae are suitable for removing heavy metals as a consequence of its
polysaccharide content (Volesky and Holan 1995). They have the capability to
absorb heavy metals owing to chemical groups present on the surface, for instance,
sulfonate, amino, carboxyl as well as sulfhydryl (Umar Mustapha and Halimoon 2015).
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It is one of the most important plant groups that are successfully studied for the
biosorption of heavy metals from industrialized wastes.

Owing to the existence of large amounts of carotenoid fucoxanthin that are
located in the chloroplast of brown algae, the color becomes brown; these brown
algae are grown in marine environments. There are about 13 divisions of Phaeophyta
(a division of brown algae); out of which 2 orders called Laminariales and Fucales
are most important that are abundantly available in nature. The order Laminariales
are known as “kelp” and commercially applicable in the production of syrups,
dessert gels, ceramics (for stabilizing property), cleanser, welding rods, and so
on. The order Fucales is vast; therefore some of its species are mainly studied for
the properties of their biosorption or metal binding ability. Carboxylic groups are

Marine Algae/
Seaweed/

Macroalgae

Green
algae

(Chlorophyta)

Red
algae

(Rhodophyta)

Brown
algae

(Phaeophyta)

Fig. 13.1 Types of marine algae

Table 13.1 Characteristics of brown, red, and green algae

Characteristics Brown algae Red algae Green algae

Examples Fucus, Laminaria,
Macrocystis, Sargassum

Gracilaria, Porphyra,
Palmaria, Chondrus

Caulerpa,
Monostroma

Habitat Marine water Marine water Marine water

Photosynthetic
pigments

Chlorophyll-a and -c,
carotenoid, xanthophyll,
fucoxanthin

Phycoerythrin, phycocyanin,
chlorophyll-a and -d,
xanthophyll, carotenoid

Chlorophyll-
a and -b,
carotenoids

Stored food Laminarin, mannitol Floridean starch Starch

Cell wall Cellulose and alginate Cellulose, agar, and carrageen Cellulose
(mostly)

Key functional
group for
biosorption

Carboxylic group,
sulfate

Carboxylic group, hydroxyl,
amine, phosphate, C � O and
C¼O

Carboxylic
group

Height 30 cm–30 m long 30 cm–30 m long 30 cm–30 m
long
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abundantly present in brown algae that are important in the biosorption process by
reducing the cadmium and lead uptake (Fourest and Volesky 1996). After the
carboxylic group, sulfonic acid plays a secondary role in metal binding at lower
pH value.

Brown seaweed Sargassum baculari are useful for the biosorption of copper.
Large amounts of seaweeds are harvested from oceans and can be further cultured
for phycocolloid or food production. Lots of seaweeds are used for the testing of its
biosorptive properties in the laboratory as well as on large-scale operations that can
be easily conducted by the help of well-established activated carbon fixed-bed
system. The process equipments and design procedure are already available, that’s
why it is beneficial to implement the operations on fixed-bed configurations. The
investigation on biosorption of copper with brown seaweeds Sargassum baccularia
immobilized onto polyvinyl alcohol (PVA) gel beads in fixed-bed experiment (Chu
and Hashim 2007). The immobilization of seaweeds by PVA is done as it is easily
accessible and inexpensive and possesses the best abrasion resistance properties.
Chu et al. concluded that the immobilization process of seaweed biomass in PVA gel
was suited for removal of toxic metals like that of copper in fixed-bed column
operations as biosorbent exhibited favorable regeneration conditions and also the
biosorption capacity remains unchanged all through three cycles of biosorption-
desorption successfully (Chu and Hashim 2007).

In the recent years, detection of a huge number of heavy metal and low-cost
sorbents but brown algae is recognized as the most promising as well as the most
effective substrate for remediation of M+ (metal ion) (Davis et al. 2003). The marine
environment is considered to be the available source of the antimicrobial compounds
as numerous sea organisms yield bioactive metabolites on the development of the
chemical strategy and in response to the environmental stress (Maadane et al. 2017).
The binding of M+ on the surface of algae depends upon many factors like algal
species and ionic charge of metal ions (Sulaymon 2014). Brown algae are most
effective macroalgae because it contains a higher amount of alginate and on the other
side, a carboxylic group that is responsible for capturing the cations present in the
solution (Manuel et al. 2016). Figure 13.2 depicts the process of removal of heavy
metals by metabolite-dependent as well as metabolite-independent phenomena. As
we know that for the recovery of heavy metal, functional groups are responsible for
binding as commonly the ion-exchange process is done by algae during biosorption.
On the other side, bioaccumulation of heavy metals is either transformed or
accumulates in the vacuoles or cytoplast of the algae.

Figure 13.3 depicts algin or alginate and fucoidan are mainly present in the outer
layer, as well as the inner layer of brown algae due to which it is unique in
comparison to the red and green and sorption efficiency and is also better than
other ones. Alginic acid is a polymer of guluronic acid, mannuronic acid, salts of
sodium, potassium, magnesium, calcium, and sulfated polysaccharides (Davis et al.
2003; Sweetly 2014) that offers sulfate ions and anionic carbohydrate at neutral pH.
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13.3 Metabolic Pathway

The production of metabolites in brown algae was discussed by the help of “amino
acid derivatives” and peptides metabolism and “energy and carbohydrate
metabolism.”

Brown 
macroalgae

Binding  Groups
Amine
Thiol
Sulfonate
Carboxyl

Ligand Atoms
Nitrogen
Sulfur
Oxygen

Biopolymers
Amino acids
Peptidoglycan
Sulfonate polysaccharide 
fucoidan
Alginic acid

Fig. 13.2 Different binding groups of brown macroalgae

Fig. 13.3 Metal sorption by brown algae
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13.3.1 Amino Acid Derivatives and Peptides

A study was conducted by Belghit et al. in which 70 compounds possess significant
difference in relative abundance among 139 compounds related to amino acid
derivatives (Fig. 13.4).

Many of these compounds ascribed to the stress response. Seaweeds are subjected
to a variety of biotic and abiotic stress factors, and simultaneously they respond
against this by regulating their physiological profile, especially carbon (C) and
nitrogen (N) metabolism. N-enriched amino acids such as ornithine, glutamate,
and citrulline are found in brown algae that help them to tolerate stress in different
stress conditions (Belghit et al. 2017).

13.3.2 Energy and Carbohydrate Metabolism

Metabolites produced during glycolysis except glucose were more abundantly found
in brown algae in comparison to red. Several Krebs cycle intermediates (citrate,

Fig. 13.4 Typical metabolic pathway for the formation of metabolites possessed by brown algae
(glutamate, ornithine, and citrulline) that are involved in the urea cycle
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succinate, cis-aconitate, and isocitrate) are highly concentrated in brown algae that
protect them against oxidative stress. The metabolic pathway of their production is
demonstrated in Fig. 13.5 (Belghit et al. 2017).

13.4 Heavy Metals and their Toxicity

Nowadays, toxicity of heavy metals is a serious concern that causes a lot of
problems. The sources of such metals are mining industries, battery industries,
fertilizer and chemical industries, and nuclear power plant. To overcome this serious
problem, several methods were conducted like biosorption, bioaccumulation which
are responsible for recovery of these toxic metals from industrial runoffs by using
numerous biosorbents (Manuel et al. 2016).

Heavy metals like lead (Pb), zinc (Zn), arsenic (As), copper (Cu), mercury (Hg),
boron (B), manganese (Mn), aluminum (Al), and nickel (Ni) have density that is five
times higher than that of water. As a limited amount of metal is essential for human

Fig. 13.5 Metabolic
pathway of formation of
Krebs cycle intermediates
abundantly found in brown
algae
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health but if consumes in more amount, it causes hazardous effects on living beings
(Table 13.2). Copper is considered to be a component of several enzymes and
proteins that participate in a different metabolic pathways in algae (Purbonegoro
et al. 2018).

13.5 Biosorption

The term biosorption is a subclass of adsorption wherein the biological matrix is
sorbent. This process provides an economical, eco-friendly, reversible, and rapid
binding of M+ from solution against functional groups available on the biomass
surface. It is not dependent on cellular metabolism. It was found that among all the
biosorbents, algae were found to be most appreciable (Michalal et al. 2013).
Biosorption is responsible for removal of heavy metals and precious metals (Sweetly
2014). There are several conventional methods like precipitation, coagulation, ion
exchange, and membrane separation for removal of heavy metals but consist of
several disadvantages like requirements of higher energy, reagents, expensive, toxic

Table 13.2 Sources and toxicity of heavy metals

Heavy
metals Toxic effects Major sources References

Zinc Zinc fume causes damage to
nervous membrane that
possess corrosive effect on
the skin

Metal plating, refineries,
plumbing, brass
manufacture

Alluri et al.
(2007)

Arsenic Dermatitis, bronchitis Fungicides, pesticides, metal
smelters

Alluri et al.
(2007)

Lead Affects nervous system and
impairs mammalian
spermatogenesis

Automobile batteries, lead
batteries, lead paints,
herbicides, insecticides

Bilal et al. (2018)
and Umar
Mustapha and
Halimoon (2015)

Cadmium Carcinogenesis, pulmonary
irritation, kidney damage,
renal disorder, human
carcinogen

Metal industry, paint, food,
cigarette smoke, phosphate
fertilizers

Umar Mustapha
and Halimoon
(2015)

Barium Intestinal problem Aerospace, coal-burning
factories

Shafiq et al.
(2018)

Copper Carcinogenesis, diabetes,
liver damage, insomnia,
Wilson disease

Electroplating industries,
photovoltaic cells, leather
industry (tanning),
pesticides, fertilizers,
electroplating industry

Umar Mustapha
and Halimoon
(2015)

Nickel Cardiovascular diseases,
chest pain, dizziness,
dermatitis, shortness of
breath, headache, nausea,
lungs, and nasal cancer

Kitchen appliances, paints
and powders,
superphosphate fertilizers,
batteries’ processing units,
metal refining, galvanization

Umar Mustapha
and Halimoon
(2015)
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waste product generation, and not effective at low metal concentration. The adsorp-
tion mediated through activated carbon is considered to be the most effective
method, but it also carries some disadvantages like high cost and non-recyclable in
nature (Ramezani et al. 2013). The brown algae are considered to be one of the best
biosorbents for recovery of heavy metals (Aziz 2004). It was reported that the green
marine macroalgae possess the potential for removal of heavy metals such as Pb, Hg,
and Cd from the aqueous solution. It was found that the highest Cd and Pb uptake is
done by Chaetomorpha species and for Hg, C. sertularioides (Kumar and Goyal
2009). The excellent recovery of gold is shown by Sargassum natans (a brown alga)
as reported in US Patent no. 4,769,223 (Volesky and Kuyucak 1988).

Table 13.3 shows different authors who have investigated different aspects like
the usage of free/immobilized biomass in continuous/batch column experiment and
includes parameters affecting the process (pH, temperature, and functional group).
Thus, marine algae have a carboxylic group that is responsible for the heavy metal
recovery.

13.6 Bioaccumulation

As soon as a portion of metal is taken by microorganism, then the process of
bioaccumulation takes place. It is an active process wherein metal is metabolically
controlled like energy production and transformation (Arunakumara and Zhang
2008). Brown algae show higher accumulation of heavy metals in comparison to
green and red algae mainly because of the presence of polysaccharides and polyphe-
nolic substances that constitute their cellular wall (Wallenstein et al. 2009). Brown
algae are considered to be one of the better bioaccumulators of heavy metals and can
also be used as a universal bioaccumulator (Sweetly 2014). Bioaccumulation is a
complex process where metal level must be checked in the tissues from two adjacent
tropical levels in animals (Jakimska et al. 2011). Cladophora herpestica (green
algae) is considered as one of the dominating and abundantly growing on the Maruit
lake surface can accumulate residual nutrients in addition to heavy metal ions from
both atmospheric and aquatic environments (Al Maghraby and Hassan 2017). It was
found that the accumulation of Hg, Cd, Zn, and Ag is done by various marine algae
successfully (Fisher et al. 1984). Marine microalgae are considered to be a promising
indicator species for inorganic as well as organic pollutants because of their abun-
dance in the marine ecosystem that occupies the base of the food chain (Torres et al.
2008).

Table 13.4 depicts the bioaccumulation of various heavy metals by marine algae.
In a report, it was found that the capacity of metal recovery like Hg has been checked
by taking three algae, i.e., Ulva lactuca (green), Gracilaria gracilis (red), and Fucus
vesiculosus (brown), and the result shows that the green algae have displayed the
best performance in the recovery of Hg (Henriques et al. 2015). In a report, it was
found that the green algae, i.e., Ulva lactuca, has the capability to remove Fe, Mn,
Zn, Pb, Cr, and Cd metals except for Cu (Swaleh et al. 2016).
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13.7 Advantages of Algal Biomass Over Conventional Methods

There are numerous advantages of algal biomass as a biosorbent such as used in the
wastewater with high metal concentration, unlike the membrane process. Metal
uptake capacity and efficiency of metal removal are also high. In addition to this,
regeneration of biomass takes place and is cost-effective. These biomasses can be
easily reused in different adsorption/desorption cycles. These biomasses can be used
all year around. No generation of toxic chemicals takes place. Macroalgal biomass
does not need to be immobilized. Few chemicals for the regeneration and desorption
of biosorbent are needed. It is suitable for anaerobic as well as aerobic effluent
treatment units used in continuous as well as in discontinuous regime for the
selectivity of heavy metal ions. During acid treatment of algal biomass, the
polysaccharides that are present on the cell wall can dissolve up to some extent,
thus able to form additional binding sites generally the amino acids (González et al.
2011). As compared to the microbial biomasses that require immobilization for
industrial-scale application, algal biomass can be used without any pretreatment
(e.g., biosorption column) (Schiewer and Volesky 2000).

There are a lot of conventional methods used in the recovery of heavy metals like
ion exchange, reverse osmosis, precipitation, membrane filtration, filtration, and
coagulation, but each and every method has their own drawbacks like higher cost
and time-consuming. To overcome all these drawbacks, here comes the process of

Table 13.4 Bioaccumulation of heavy metals from wastewater using marine algae

Marine algae
Heavy
metals Wastewater Status Efficiency References

Chlorella vulgaris Cd(II) General Live 95.7% Cheng
et al.
(2016a, b)

Live consortium
consisting of Chlorella,
Chlamydomonas, Lyngbya
species

Pb(II) Biological
oxidation pond,
Wazirabad, New
Delhi

Live 33.3 mg/g Kumar
and Goyal
(2009)

Oscillatoria bornettia Zn, Fe,
Cu, Cd

_ Live 0.306,
0.302,
0.091,
0.276

Abirhire
and Kadiri
(2011)

Phacus curvicauda Al _ Live 0.439 Abirhire
and Kadiri
(2011)

U. lactuca Hg – Live 99% Henriques
et al.
(2015)

Chlorella vulgaris Cu, Pb – Live 92.53% Luciana
et al.
(2013)

98.70%
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biosorption. Biosorption poses numerous advantages over conventional methods
together with efficiency, cost-effectiveness, regeneration of biosorbent with the
possibility of metal recovery, and requirements of additional nutrients minimization
of biological/chemical sludge (Alluri et al. 2007).

13.8 Isotherm Models Used in the Biosorption Process

13.8.1 Langmuir Isotherm

This isotherm assumes a surface having equivalent sorption energies, homogeneous
binding sites also, and no interactions between species that are sorbed. In this
isotherm, once a site gets filled, then there will be no other sorption at that site
(Langmuir 1916).

Cq

Qeq
¼ 1

bQmax
þ Ceq

Qmax
ð15:1Þ

where

Qmax¼ Maximum amount of metal ions per unit weight of a bio sorbent(mg/g)
b ¼ Langmuir constant that relates to the energy of adsorption

Langmuir isotherm can also be calculated in terms of separation parameters
(dimensionless), i.e.,

RL ¼ 1= 1þ bC0ð Þ ð15:2Þ
Equation 13.2 indicates the shape of isotherm that helps to predict whether

adsorption is favorable or not.

Conditions:
1. Favorable when 0 <RL< 1
2. Unfavorable when RL> 1
3. Linear when RL¼ 1
4. Irreversible when RL¼ 0

13.8.2 Freundlich Isotherm

These isotherms are applicable to adsorption on the surface that is heterogeneous
with the interaction between the molecules that are adsorbed. On the basis of
sorption on the heterogeneous surface, the equation is as under:
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logQ ¼ logK f þ 1
n
logCe ð15:3Þ

where.

Kfand n ¼ Freundlich constant
n ¼ indicator of the degree of nonlinearity between adsorption and concentration of

the solution.

Freundlich equilibrium constants are determined by the plots of log Qeqvs. log
Ceq.

Conditions:
1. Linear adsorption occurs when n ¼ 1
2. Physical process adsorption occurs when n > 1
3. Chemical process adsorption occurs when n < 1

13.8.3 Redlich-Peterson Isotherm

It is considered to be a special case of Langmuir when constant g becomes unity. It
can be applied on the homogeneous surface or on a heterogeneous surface/system
(Abdel-Ghani et al. 2015).

Linear form ln
ACe

qe

� �
� 1

� �
¼ g ln Ceð Þ þ ln Bð Þ ð15:4Þ

where A, B, and g(0 < g < 1) that are represented are isotherm constant
At higher concentration, the isotherm equation reduced to form Freundlich

isotherm, and when g ¼ 1, then it reduced to Langmuir isotherm.

13.8.4 Sip Isotherm

An empirical formula was proposed by Sip and also termed as Langmuir-Freundlich
isotherm, which is often represented as (Abdel-Ghani et al. 2015):

qe ¼
KsCns

e

1þ asCns
e

ð15:5Þ

where

Ks ¼ Sip’s constant /affinity constant (Lmg�1)
ns ¼ heterogeneity coefficient
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At higher concentration of sorbate, Sip isotherm predicts as Langmuir isotherm.
At lower concentration of sorbate, Sip isotherm reduced to Freundlich isotherm

and did not obeys Henry law.

13.8.5 Temkin Isotherm

This isotherm provides an equal distribution of binding energies on various
exchange sites on the surface (Abdel-Ghani et al. 2015).

Linear Temkin isotherm qe ¼ B ln Aþ b ln Ce ð15:6Þ
where

B ¼ RT/b
R ¼ universal gas constant (8.314 Lmol�1 K�1)
T ¼ absolute temperature in Kelvin
B ¼ heat of sorption
A ¼ equilibrium binding constant

13.8.6 Dubinin-Radushkevich (D-R) Isotherm

This isotherm is a semi-empirical equation under which the adsorption follows a
mechanism of pore filling. It is applicable to the process of physical adsorption and
consists of van der Waals forces (Abdel-Ghani et al. 2015).

Linear form ln qe ¼ ln qd � βE2 ð15:7Þ
Where,

qd¼ D-R constant (mg g�1)
β ¼ constant related to free energy
T ¼ absolute temperature in Kelvin
E ¼ Polanyi potential

E ¼ RT ln 1þ 1=Ce½ � ð15:8Þ

13.9 Estimation of Equilibrium in Biosorption

The equilibrium in biosorption process is estimated by sorption isotherms which are
beneficial in evaluating the relationship between equilibrium concentration (Ce) of
the metal ions and the mass of metal ions bounded per (qe) unit mass of biosorbent.
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Most of the time, the equilibrium between solid and liquid is done by Langmuir
isotherm (Michalak et al. 2013). A chemical speciation computer program termed as
PHREEQCI 6.2 was used to calculate data corresponding to equilibrium condition
and compared with experimental data. At equilibrium, the data of M+ concentration
remaining in the solution is entered, and software is useful for calculating both the
number of unoccupied sites at equilibrium (qmax � q) and the amount of metal that is
taken up by biomass (availability of number of active sites for the occupied metal in
this condition). And finally, the program database was uploaded. This program
excellently reproduces the experimental results, with a better correlation between
calculated data and experimental data. Hence, PHREEQCI program has proven as
one of the important means for predicting the behavior of biomass after equilibrium
has attained (Romera et al. 2007).

13.10 Kinetics of Biosorption

Pseudo-first-order and pseudo-second-order kinetic model are utilized to study the
kinetics of heavy metals (Tálos et al. 2012). The kinetic study of the biosorption
process is done as it is useful in the determination of the time of contact that is
helpful in assessing sorption equilibrium and for the analysis of process parameters
like temperature, and pH that are helpful for the identification of the sorptive
properties of the given biosorbents (Michalak et al. 2013).

The spirulina biomass can be proficiently utilized for removal of rhenium from
the industrial effluent as well as batch solution. The biosorption of rhenium with the
help of spirulina biomass fits better in pseudo-second-order kinetic model
(Zinicovscaia et al. 2018). Different models related to kinetics are mentioned in
Table 13.5.

Spirulina platensis has the maximum attainable biosorption that is 97.1%, and the
equilibrium adsorption capacities of the adsorbent which are used for zinc ions were
investigated using the two isotherms that are Langmuir and Freundlich isotherms,
and Langmuir isotherm was found as a better correlation (Gaur and Dehankhar
2009). The term pseudo-second order has reaction constant K2 and was introduced in
the mid-1980s, but it was not very popular until 1999 when McKay and Ho
performed numerous experiments and concluded result. They analyzed that pseudo-
second-order kinetics offers excellent correlation of experimental data (Liu and Shen
2008; Simonin and Bouté 2016). It was investigated successfully that the adsorption
of metals like Cd2+ and Cu2+ has been defined more efficiently by pseudo-second
order (Dang et al. 2008).
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13.11 Discussion

In this chapter, marine algae are considered as an appropriate biosorbent for removal
of heavy metals attributable because of the presence of rich polysaccharides in their
cell wall. To support this, various models have been discussed. The utilization of
brown algae is mainly because of the reason that it possesses the best biosorptive as
well as bioaccumulative properties in comparison to red and green algae. It is

Table 13.5 Kinetic models for biosorption

Kinetic
models Uses Equation Nomenclature References

Pseudo-
first-
order
kinetic
model

Also termed as
Langergen’s
first-order
reaction that can
be applied only
for the initial
stage of
adsorption. It
depends upon
the same
concentration of
only one of the
two reactants

log qe � qtð Þ ¼ log qe � tk1
2:303

k1 ¼ constant
rate of
adsorption;
qeand qt ¼
adsorption
capacity at
equilibrium and
at time t; t¼ time

Moussout
(2018)

Pseudo-
second-
order
kinetic
model

Used for
depicting the
kinetic process
of M2+ onto
adsorbent media.
It offers the best
correlation of
experimental
data

t
qt
¼ 1

K2
q2e
þ t

qe
K2(g mg�1 min-
1/2) ¼ pseudo-
second-order
rate constant
adsorption; qe
and qt¼
equilibrium; t ¼
time

Akbar
et al.
(2018)

Weber
and
Morris
model

Analysis of the
diffusion model
takes place by
this model

qt ¼ kdit
1/2 + c kdi(mg g�1 min-

1/2) ¼ IPD rate
constant; c ¼
intercept to the
adsorption stage

Akbar
et al.
(2018)

Elovich
model

Used for the
determination of
kinetics of
chemisorption of
gases on the
surface of
heterogeneous
solids

dqt
dt ¼ αe�βqt α ¼ adsorption

rate
Dadwal
and
Mishra
(2016)

β ¼ desorption
constant
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concluded that the carboxylic group is the most abundant and dominant acidic
functional group followed by fucoidan. Due to the abundance in the extracellular
polymers and cell wall matrix polysaccharides, brown algae are most useful in the
removal of heavy metals from the industrial effluents.
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Linking Microbial Genomics to Renewable
Energy Production and Global Carbon
Management

14

Neha, Abhishek Singh, Suman Yadav, and Yashpal Bhardwaj

Abstract
The diminishing concentration of available fossil fuels and increasing global
demand of energy have obligated the need for the production of alternate fuels
to current petroleum-based fuels. Microbes have the potential to render renewable
and sustainable energy sources that are carbon-neutral to counter the elevated
concentration of greenhouse gases in the substantial climate changes. Various
advancements in sequencing technologies have enabled the study of the microbial
diversity and interpreting the variations within the entire genome of organisms
and concluding the most feasible pathway of substrate utilization in a compara-
tively cheaper and faster way. To completely exploit the biofuel-producing
potential of these microbes, various genomes have been sequenced and are now
available for study. Computational approaches like functional genomics,
genome-scale metabolic engineering, and flux balance analysis can be used to
improve the H2-producing efficiencies of microbes. Many microorganisms like
Enterobacter sp. IIT-BT 08 are reported to have a high rate of H2 production, and
its draft genome was generated at DOE Joint Genome Institute (JGI) using
Illumina data. The C. perfringens strain JJC was sequenced using the Illumina
MiSeq benchtop sequencer which uses a vast variety of carbohydrates producing
acetate, butyrate, lactate, ethanol, H2, and carbon dioxide and has various indus-
trial applications. Access to multiple microalgal genome sequences now provides
opportunities for application of “omic” approaches to decipher algal lipid metab-
olism and identify gene targets for the development of potentially engineered
strains with optimized lipid content from which biofuel can be produced.
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14.1 Introduction

Microorganisms are the most abundant and diverse forms of life and found in most
habitats on the Earth including those conducive to extreme environments like hot
springs, glaciers, miles beneath the soils, etc. The genetic, metabolic, and physio-
logical diversity of microbial species is far greater than that found in plants and
animals. The enormity of microbial species was estimated to be approximately 1011

to 1012 out of which most of the microbial species are still unknown. Of those
species that have been described, their biological diversity is extraordinary, having
adapted to grow under extreme temperature, pH, salt concentration, and oxygen
levels. Currently, various advancements in sequencing technologies have enabled
the study of microbial diversity and interpreting the variations within the entire
genome of organisms and concluding the most feasible pathway of substrate utiliza-
tion in a comparatively cheaper and faster way (Shendure and Ji 2008). The first
bacterial genome of Haemophilus influenzae was sequenced in 1995 and took more
than 13 months of effort to complete. Today, the entire genome of a microbial
species can be sequenced in a very short span of time and take less than 30 h to
sequence the entire genome. For example, presently sequencer like MiSeq produced
by Illumina was delineated as a fast, personal benchtop sequencer, with very less run
time as short as 10 h and outputs planned for targeted sequencing and small genome
sequencing (Reuter et al. 2015). The whole genome sequencing of DNA extracted
from culturable microorganisms or metagenome (genetic material isolated directly
from environmental samples) unveils preliminary idea of the gene associated in
numerous pathways related to energy production, metabolism, carbon sequestration,
etc. (Fig. 14.1) (Yadav and Dubey 2018).

The key aim of carbon management is to develop options and mechanisms to
reduce the causes and effects of climate change, including minimizing emissions and
removal of various GHGs through natural and anthropogenic methods. Microbes
have played a vital role in regulating the concentration of atmospheric GHGs (e.g.,
methane, carbon dioxide, nitrous oxide) that impact climate change. Study of
microbial diversity involved in cycling of GHGs and integration of microbial
genomics to global carbon management could enhance our capability to develop
and evaluate microbial strategies for capturing and sequestering atmospheric CO2.
Autotrophic microorganisms and macroalgae are known to contribute significantly
to CO2 assimilation in aquatic systems such as the oceans and wetlands but have not
generally been thought to have a key role in CO2 fixation and sequestration in soils.
This is despite the fact that microbial autotrophs have been reported in a number of
soil studies.

272 Neha et al.



The world is presently focusing on the development of sustainable and nonpol-
luting energy sources, which will restore fossil fuels in the post-fossil fuel era
(Rittmann et al. 2008). There are many alternative future fuels (e.g., hydrogen,
methane, ethanol, methanol, gasoline, etc.) among which bio-hydrogen seems to
be the most promising because it burns to water, which can be re-used in an
environment-friendly manner (Nielsen et al. 2001). The preliminary idea for the
production of renewable energy with microorganisms involves using communities
of anaerobic microorganisms to transform the energy value in biomass to useful
forms of energy. Waste and residues of agriculture, food processing, and other
industries contain a large amount of biomass (Pfaltzgraff et al. 2013). Converting
the biomass in these wastes in the form of energy provides two advantages at a time:
first the generation of renewable energy and second the minimization of environ-
mental pollution. The conversion of biomass to three valuable energy outputs (e.g.,
methane gas (CH4), hydrogen gas (H2), and electrons from bioelectricity) that are
produced by a microbial fuel cell (MFC) can be achieved by various communities of
anaerobic microorganisms (Logan 2004). Methanogenesis is already in widespread
use today, and microbial sources of H2 and electricity are being intensively
investigated. The second approach exploits photoautotrophic microorganisms
(e.g., cyanobacteria and eukaryotic algae) that capture the energy of sunlight to

Fig. 14.1 Overview of application of genomics and metagenomic approaches for the energy
production and carbon management
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grow and thereby produce biomass that can be harvested to augment the biomass
produced from nature and agriculture (Fig. 14.2) (Liao et al. 2016). Owing to their
high specific growth rates, year-round harvesting, and homogeneity, photosynthetic
microorganisms can produce larger (by 100-fold or more) biomass-based energy
stocks than plants (Misra et al. 2013). As a result, it might be feasible in production of
sufficient microbial biomass to replace fossil fuels. Genomic-based study of
microorganisms associated in energy production validated the base sequence of
the whole DNA, and all the vital biological reactions of microorganisms can be
decoded by the complete genome. On the basis of genomic data, the various
metabolic pathways of microbes have been finished with speedy evolution in
developing genome projects, a number of microorganisms have been sequenced
completely and some are partially sequenced, and annotation of genes from the
sequence information is done using bioinformatics (see http://www.ncbi.nlm.nih.
gov/cgi-bin/Entrez/genome_table_cgi). The enzymes that can be coded by their
genomes are discovered from the annotated sequence data, for example, the relation
of hydrogenases to the redox proteins and enzymes has been demonstrated by
biochemical work, and perhaps in the future through the compilation of sequence
data. Currently, more than 100 sequences of hydrogenases are accessible, and

Fig. 14.2 Plant residues and microbial biomass can be used for renewable energy sources that aid
in overall carbon flux in the atmosphere
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genomes of 80 microbes have been sequenced (Vignais et al. 2001). The imminent
requirement to face the challenges associated in enabling these microorganisms to
more realistic alternative for replacing the conventional fossil fuels using different
omics-based techniques has been conferred in this chapter with possible future
directions.

14.2 Carbon Management

To mitigate the effects of global environmental changes due to increasing emissions
of greenhouse gases (GHGs), mainly CO2 is one of the major problems of the
twenty-first century (Schmidt et al. 2011). The carbon (C) emitted into the atmo-
sphere was estimated to be 405 � 30 Gigatons and primarily due to anthropogenic
activities over the past 200 years, and as a result, the global atmospheric concentra-
tion of CO2 has risen from 280 to 382 ppm in 2007, with a current annual increase of
0.88 ppm (Canadell et al. 2007). Thus to ensure global environmental security and to
mitigate the effect of climate change, there is an immediate need to find cost-
effective strategies for minimizing anthropogenic CO2 emissions. There are three
main methods that can be used to manage carbon in various stages of discovery and
development: (i) near-term storage in the terrestrial biosphere where vegetation
would fix the CO2 and store it in biomass and soil; (ii) long-term storage in the
earth’s soil by pumping CO2 into existing or drilled/excavated sub-surface
reservoirs; and (iii) long-term storage in the earth’s oceans where CO2 would be
injected thousands of feet deep and trapped by the water. Terrestrial carbon seques-
tration is an important step towards mitigating anthropogenic CO2 emissions.
Increased CO2 concentrations in the atmosphere are thought to be partly contributed
by the soil under agriculture. According to an approximation, soils have contributed
55–878 billion tons (GT) of carbon to the total atmospheric CO2 (Kimble et al.
2002). Soil microorganisms are of great importance in soil carbon cycling. Carbon
sources are added externally to soil as crop residues undergo microbial decomposi-
tion which results in loss of 2/3 of the carbon. A small portion of it is absorbed as the
microbial biomass, and a major part of it is released into the environment as CO2. As
a result of this process accumulation of comparatively resistant SOC fraction, this is
slightly transformed and may be attacked in the future by the microbial population.
Carbon management requires the channelizing of CO2 in the atmosphere into long-
lived pools to mitigate or reduce their immediate remittance. Soil is a reservoir of
huge stock of potentially volatile C which act both as a buffer against atmospheric
CO2 increase and as a possible sink for additional C depending on the balance
between photosynthesis, the respiration of decomposer organisms, and stabilization
of C in soils (Lal 2004; Woodward et al. 2009). Soil C sequestration can significantly
contribute to the idea of mitigation and potentially offset a remarkable amount of
diffuse CO2 sources for which direct capture is not yet reasonable (King 2011). In
terrestrial habitats, plants dominate the uptake of CO2 from the atmosphere by net
primary production (NPP), but microorganisms contribute largely to ecosystem C
budgets with their roles as decomposers, plant symbionts, or pathogens, hence
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modifying nutrient availability and affecting C turnover and absorption in soil (King
2011; Lal 2004). Methane (CH4), the second most important greenhouse gas after
CO2, contributes to about 20% of the warming effects. Methane oxidation in aerobic
soils is mediated by methane-oxidizing bacteria (MOB; methanotrophs), a subset of
a physiological group of bacteria (methylotrophs). These bacteria utilize CH4 as the
sole carbon and energy source (Dubey 2005; Hanson and Hanson 1996). The role of
methanotrophs can never be underestimated as these are the important contributors
to attenuate CH4 flux at the oxic-anoxic interfaces (Dutaur and Verchot 2007). The
whole genome sequences of methanotrophic bacteria such as Methylocystis
sp. Strain Rockwell (ATCC 49242) and Methylomonas methanica MC09 provide
insights into the genomic and physiological information that can utilize further to
optimize the use of these bacteria in industry or biotechnological purposes (Boden
et al. 2011; Stein et al. 2011).

Land management and land use practices can manipulate the terrestrial ecosystem
development of distinct microbial communities that support C sequestration
(Bardgett et al. 2008; Singh et al. 2010). The fungal to bacterial ratio in soils has
been related with C sequestration capability with greater fungal population being
related to greater C storage. Recently, a cross-biome metagenomic research has
revealed that the ratio of fungal/bacterial rRNA reads showed variation across
different soils, among temperate and boreal forests having the highest fungal/bacte-
rial ratios (Fierer et al. 2007). Higher C storage in fungal-dominated soils can be
attributed to higher C use efficiency; longer retention of C in living biomass; and
recalcitrant necromass resulting in longer resident time of C (Strickland and Rousk
2010). Challenges in manipulating microbial community for enhanced C sequestra-
tion arise from the enormous diversity and unculturability of soil microbial
communities, which have precluded their comprehensive characterization and lim-
ited our understanding on their ecological functions. The new generation of omics
methods (e.g., genomics, transcriptomics, proteomics, metabolomics,
metagenomics) is proving instrumental in providing valuable information about
the taxonomic, genetic, and functional properties of soil microbial communities.
These techniques have begun to allow investigation of functional processes of
terrestrial microbial communities involved in C cycling that can be incorporated
into mechanistic and predictive ecological models (Larsen et al. 2012).

Based on the information gathered from full genome sequences, we infer that
bacteria belonging to Acidobacteria and Actinobacteria possess an impressive array
of genes allowing breakdown, utilization, and biosynthesis of diverse structural and
storage polysaccharides and resilience to stressful soil conditions making them truly
ubiquitous in terrestrial ecosystems. This finding supports the metagenomic evi-
dence of higher SOC in Acidobacteria- and Actinobacteria-dominated communities
and suggest that these groups promote soil C storage not only due to lifestyle (slow
growth and lower metabolic activities) but also by producing polysaccharides for
soil structural stability (Singh et al. 2010).

Metagenomic analysis has revealed that structure of microbial communities was
markedly different between ambient CO2 (aCO2) and elevated CO2 (eCO2) as
indicated by detrended correspondence analysis (DCA) of gene-based
pyrosequencing data and functional gene array data. While the abundance of genes
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involved in decomposing recalcitrant C remained unchanged, those involved in
labile C degradation and C and N fixation were significantly increased under
eCO2. Here, using metagenomic technologies, we showed that 10 years of field
exposure of a grassland ecosystem to eCO2 dramatically altered the structural and
functional potential of soil microbial communities (He et al. 2010).

Microbial communities living near the surface layers of oceans are the primary
photosynthetic organisms driving the biological pump. Absorbing CO2 and sunlight
to produce most oceanic organic materials, the organisms make up the foundation of
the marine food chain. Photosynthesis of phytoplankton such as diatoms,
dinoflagellates, and cyanobacteria converts about as much atmospheric carbon to
organic carbon in the ocean as plant photosynthesis does on land. Large variations in
phytoplankton abundance, therefore, can greatly impact the oceans’ ability to take up
atmospheric carbon. Phytoplankton photosynthesis (Rivkin and Legendre 2001)
fixes approximately 45 Pg C year�1 (Falkowski et al. 2000). Dominant organisms
in surface waters include such as cyanobacteria as Synechococcus sp. and
Prochlorococcus marinus, which capture CO2 and light to carry out photosynthesis.
Prochlorococci now are thought to be the most abundant photosynthetic organisms
on earth. Eukaryotic diatoms such as the recently sequenced Thalassiosira
pseudonana also live in surface waters and convert CO2 and other nutrients into
hard silicates. This process carries organically complexed carbon to ocean depths,
thus converting its relatively rapid cycling in surface waters (where it is returned to
the atmosphere) to a considerably slower one in ocean sediments. The main goal of
ocean carbon sequestration is to increase the export of deep ocean inventory of CO2.

Two approaches are taken into account: direct injection of a CO2 stream into the
ocean depths and iron fertilization to increase photosynthesis by phytoplankton in
the biological pump and thus enhance the uptake of carbon.

14.3 Energy Production

To mitigate the increased discharge of greenhouse gases in the atmosphere and to
fulfill the mounting global demand for energy to counter the decreasing concentra-
tion of fossil fuels have necessitated the production of alternate environment-
friendly fuels. Different biological processes for the production of fuels such as
ethanol, diesel, hydrogen (H2), methane, etc. have capability to furnish sustainable
energy system for the betterment of society (Angenent et al. 2004). In recent years,
the interest in the production of different kinds of biofuels by exploiting
microorganisms has been increasing steadily (Liao et al. 2016) especially because
of the metabolic variety of different microorganisms that makes possible the pro-
duction of biofuels from different substrates. For example, most of the bacteria can
effortlessly transform sugars into ethanol, and cellulolytic microbes can use plant-
driven substrates in the production of biofuels. Cyanobacteria and microalgae
possess the capability to reduce the atmospheric CO2 into biofuels photosyntheti-
cally, and methanotrophs can utilize methane to produce methanol (Liao et al. 2016).
The genomic data of sequenced microbes can be connected to biofuel production
yields. Genome sequence and metabolic pathway databases can be utilized for
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screening microbes. The National Center for Biotechnology Information (NCBI)
(http://www.ncbi.nlm.nih.gov) and the Kyoto Encyclopedia of Genes and Genomes
(KEGG) (http://www.genome.ad.jp) databases greatly facilitate such analyses.
Sequence analysis and pathway alignment of hydrogen metabolism in complete
and incomplete genomes have led to the identification of potential hydrogen
producers (Kalia et al. 2003) (Table 14.1). The work of Carere et al. (2012)
demonstrated that the presence or absence of specific genes dictating carbon and
electron flow towards end products may be used to infer end-product synthesis
patterns and help to develop informed metabolic engineering strategies for optimi-
zation of H2 and ethanol yields. Furthermore, certain genes may be used as suitable
biomarkers for screening novel microorganisms’ capability of producing optimal H2

or ethanol and may be suitable targets for metabolic engineering strategies for
optimization of either ethanol or H2 yields.

14.3.1 Biological Hydrogen Production

The biological hydrogen production procedure makes utilization of microorganisms
that tend to produce H2 from lignocellulosic biomass and waste material (Bakonyi
et al. 2014; Kumar et al. 2015). These materials are excellent source of fermentable
sugar and are present in complex form and hardly digestible (Kumar et al. 2008).
Direct or indirect biophotolysis, photo-fermentation, and dark fermentation methods
are exploited for biological hydrogen production. The lower level yield of H2 by
biological hydrogen production methods is one of the major challenges that need to
be addressed before it can be used for industrial purpose. Apart from wet lab
experiments, in silico approaches which include functional genomics, genome-
scale metabolic engineering, and flux balance analysis can be used to improve the
H2-producing capabilities. Many microorganisms are being explored for future
biohydrogen generation at industrial scales. Among them, Enterobacter sp. IIT-BT
08 is reported to have a high rate of H2 production, and its draft genome was
generated at DOE Joint Genome Institute (JGI) using Illumina data. A complete
genome sequence analysis was carried out for further enhancement of H2 production
by strain development (Khanna et al. 2013). Halanaerobium hydrogeniformans
isolated from the haloalkaline environment is an obligately anaerobic, Gram-
negative, nonmotile, nonsporulating, elongated rod. It can ferment a vast range of
carbohydrates with optimal growth at pH 11, and 33�C, and produce acetate,
formate, and H2 as major metabolic end products. The H. hydrogeniformans genome
was sequenced using a combination of Illumina and 454 technologies to improve
assessment of its metabolic and bioenergy potential for robust H2 production (Brown
et al. 2011). Similarly, Clostridium perfringens, a Gram-positive and spore-forming
strict anaerobe, can successfully utilize a vast variety of carbohydrates producing
acetate, butyrate, lactate, ethanol, H2, and carbon dioxide, which have industrial
applications. The genome sequencing of C. perfringens strain JJC was performed
using the Illumina MiSeq benchtop sequencer (2150-bp paired-end sequencing). The
whole-genome shotgun project of C. perfringens strain JJC containing its assembly
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and annotation has been deposited at DDBJ/EMBL/Gene Bank under the accession
no.AWRZ00000000 (Wong et al. 2014) for further applications.

14.3.2 Liquid Biofuels

Liquid biofuels from plants and microalgae feedstock represent a renewable sustain-
able alternative to petroleum energy. The greatly minimized acreage estimates, high
lipid or starch content, and biomass production rates that surpass those of terrestrial
plants suggest that biodiesel or ethanol derived from lipids or starch produced by
microalgae may circumvent many of the limitations ascribed to petroleum fuel and
first-generation plant-based biofuels. An in-depth knowledge of microalgae geno-
mics precludes these necessary increases in biological efficiency. Access to multiple
microalgal genome sequences now provides a wealth of opportunities for application
of “omic” approaches to unravel algal lipid metabolism and identify gene targets for
the development of potentially engineered strains with optimized lipid content (Beer
et al. 2009; Georgianna and Mayfield 2012; Mukhopadhyay et al. 2008; Rodríguez-
Moyá and Gonzalez 2010; Yu et al. 2011). Bio-oil from microalgae can be used
directly as fuel or chemically trans-esterified into biodiesel. Microalgae seem to be
an attractive way to produce biofuel due to their ability to accumulate lipids and their
very high actual photosynthetic yields; about 3–8% of solar energy can be converted
to biomass, whereas observed yields for terrestrial plants are about 0.5%. The
genetic information of the sequenced organisms has enabled the metabolic pathways
for the lipid synthesis and which can be used in genetic engineering process efforts
directed towards augmenting lipid accumulation in microalgae (Georgianna and
Mayfield 2012). KEGG (Kyoto Encyclopedia of Genes and Genomes) (http://
www.genome.jp/kegg/) is one of the most widely used comprehensive resources
of metabolic pathways including for several organisms (Kanehisa et al. 2010).
Currently, genome-wide studies have employed KEGG pathway database to identify
genes and reconstruct major lipid biosynthetic pathways in various oleaginous
microalgal species (Hashimoto et al. 2008; Misra et al. 2013; Rismani-Yazdi et al.
2011; Smith et al. 2012). Most of the omic-based studies undertaken so far have
primarily addressed identification of gene targets for improving lipid production in
microalgae. Now it is apparent that modification of the fatty acid profile to include
more stearic acid (C18:0) and oleic acid (C18:1) is also indispensable for improving
the algal-derived biofuel properties (Knothe 2009).

To date, ethanol accounts for up to 75% of the total biofuel use. Bioethanol
dominates the market with a sale of 58 billion dollars per year. Nearly 50% of global
sugar is utilized for ethanol production, and approximately 86,000 k ton/year ethanol
so produced is majorly used for biofuel application (Burk 2010). The United States
and Brazil are the leading producers dominantly using simple substrates such as corn
and sugarcane, respectively (Aro 2016). Even though India is the second largest
producer of sugarcane in the world, it contributes to only 2% of the global bioethanol
production. Despite the abundant supply of lignocelluloses, their commercial con-
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version to ethanol is limited to their recalcitrance (due to lignin sheath) to degrada-
tion and unique chemical composition (Zhao et al. 2012). In order to produce
bioethanol from lignocellulosic biomass that is economically feasible, sustainable,
and competitive with petroleum-based fuels, conventional process steps need to be
integrated into the consolidated process to avoid maximum production of inhibitory
sugar derivatives and achieve high ethanol titers. Environmental stresses and
inhibitors encountered by Saccharomyces cerevisiae strains are the main limiting
factors in bioethanol fermentation. Strains with different genetic backgrounds usu-
ally show diverse stress tolerance responses. An understanding of the mechanisms
underlying these phenotypic diversities within S. cerevisiae populations could guide
the construction of strains with desired traits. This kind of study, provided novel
transcriptomic information on microbes and their RNA-seq data were useful in
targeting genes involved in ethanol production for future genetic engineering
(Wang et al. 2016).

14.3.3 Microbial Fuel Cell (MFC)

MFC is a biochemical-catalyzed system, which generates electricity by oxidizing
soluble or dissolved organic wastes in the presence of either fermentative bacteria or
enzyme. MFC technology relies on the electrogenic nature of certain bacteria while
treating different wastewater and producing electrical energy. The microorganism
generally presents in the anode chamber of fuel cell act as biocatalyst and generates
electrons (e�) and protons (H+) by way of anaerobic respiration of organic substrate.
The electron transfer through the anode is integrated with an external circuit to
cathode and protons through the proton exchange membrane (which separates
cathode and anode chamber) into the cathode chamber where they combine with
the help of a mediator. The potential between the respiratory system and electron
acceptor generates the current and voltage needed to make electricity (Logan 2004).
Recently, a number of bacteria such as Shewanella putrefaciens, family of
Geobacteraceae, Rhodoferax ferrireducens, Bacillus subtilis, Geobacter
sulfurreducens, and Escherichia coli were reported in the literature and have the
ability to transfer produced electrons from oxidized fuel (substrate) to the electrode
without using artificial mediator, making it possible to establish mediator-less MFCs
(Kaufmann and Lovley 2001; Kim et al. 1999). The 16S rDNA analysis of anode
biofilm and suspended cells reveals predominance bacterial community involved in
electron transfer. Patil et al. (2009) studied the activated sludge-based microbial fuel
cell and analyzed the developed microbial community in the anode chamber and
reported the predominance of β-Proteobacteria clones with 50.6% followed by
unclassified bacteria (9.9%), α-Proteobacteria (9.1%), other Proteobacteria (9%),
Planctomycetes (5.8%), Firmicutes (4.9%), Nitrospora (3.3%), Spirochaetes
(3.3%), Bacteroides (2.4%), and γ-Proteobacteria (0.8%). Diverse bacterial groups
represented as members of the anode chamber community. They suggest that
chocolate wastewater has a potential for future MFC practical applications as it
can provide a readily biodegradable waste source for electricity generation.
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14.4 Conclusion and Future Prospective

Microbes have the potential to transform biomass into eco-friendly biofuels like
ethanol, H2, etc. through bioprocessing. To address the global energy crisis, geno-
mics shall play an important role. Through knowledge of different omics technol-
ogy, it will be easy to develop a better understanding to harness different renewable
and carbon-neutral energy sources like lignocellulosic biomass, microalgae, and
cyanobacteria. Moreover, the genetic engineering of different enzymes will be a
vital factor in optimizing the development of sustainable energy in the form of
biofuel. In the coming years, researchers will continue to look to nature for solutions
to the global energy crisis. By applying genomic research and engineering to
renewable fuel stocks and the bacteria and enzymes that convert those sources to
energy, scientists can optimize billions of years of evolution to meet our growing
energy needs in an environmentally friendly way.
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