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Communication



Large-range Bridge Beam-gap Displacement
Sensors Based on Cantilever Beam with Fiber

Bragg Grating

Guohui Lyu1, Chunming Bi1, Yan Zhang1, Chaozheng Wang1,
Mingyang Wang1, and Xu Jiang2(&)

1 Research Center for Fiber, Optic Sensing Technology National Local Joint
Engineering, and the College of Electronic Engineering, Heilongjiang

University, Harbin, China
lvguohui@hlju.edu.cn

2 College of Data Science and Technology, Heilongjiang University, Harbin,
China

lvguohui@hlju.edu.cn

Abstract. The bridge beam-gap between the beam body of the high-speed
railway bridge can reach 200–300 mm, and the traditional displacement sensor
is inconvenient to measure. A large-range bridge beam-gap displacement sensor
based on cantilever beam with fiber Bragg grating (FBG) is proposed in this
paper. Based on the structural characteristics of the beam joint, fully utilized the
effective space to enlarge the mechanical structure size of the cantilever beam to
realize displacement sensing. The cantilever beam displacement sensing is
simulated by ANSYS software. The sensor is designed and packaged according
to the numerical simulation result. A beam-gap changing device is designed to
develop the displacement experiment of the beam-gap. The results show that
when the bridge beam-gap displacement varies from 0 to 200 mm, the linear
correlation coefficient of the displacement–wavelength curve reaches 0.99852,
and the displacement detection sensitivity is 4.53 pm/mm, which meets the
requirements of beam-gap displacement monitoring. The sensor is structure
simple, easy to package layout, convenient to expand the range by lengthening
the cantilever beam, well durability, and suitable for long-term online moni-
toring applications of large-size beam-gap displacement.

Keywords: Fiber bragg grating (FBG) � Displacement sensor � Bridge beam-
gap � Cantilever beam structure

1 Introduction

In recent years, with the rapid development of China’s high-speed railway, many
large-span high-speed railway bridges have been built. The high-speed railway bridge
beam will expansion and deformation with the action of temperature change, load,
concrete shrinkage and creep. Therefore, when the large bridge body is spliced, enough
space should be left between adjacent two beam ends. In the actual application of the
bridge, it is necessary to monitor the size of the beam joint in real time, to sense the

© Springer Nature Singapore Pte Ltd. 2020
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change of beam joint which will have great influence on the track structure of high-
speed train. If the beam-gap is too large, the bearing spacing of the beam ends will
increase, and the vertical and lateral displacement will be caused in the middle of the
adjacent rail support points. The large gap will make the train produce an impact on the
track and the substructure, reducing the travelling comfort of passengers and shortening
the service life of the track and components, and at the same time, stress concentration
in the rail is easy to cause serious consequences of the breakage [1–4]. In actual
engineering, when the track passes through the beam joint mentioned above, in order to
ensure the continuity and smoothness of the track, it is necessary to lay the bridge
beam-end expansion device between the two beam ends, the beam end and the abut-
ment or at the hinge position of the bridge. The device ensures the safety of the track
structure in bridge expansion [5].

The track circuit of high-speed rail produces strong electromagnetic interference to
the traditional electronic displacement sensor, which affects the accuracy of displace-
ment measurement. The displacement sensor based on FBG has the unique advantages
of all-optical measurement and anti-electromagnetic interference, which is also suitable
for online monitoring of beam joints displacement on high-speed rail lines. At present,
most of China’s high-speed railway bridge lines use the supporting beam-end retractor
device designed by BWG Company [6]; the structure is shown in Fig. 1. Due to the
complicated structure of the hinged beam-end retractor device of BWG Company, after
the device is laid, the remaining space on both sides of the rail is insufficient, it is
difficult to lay the traditional long probe displacement sensor. It is urgent to study a
large-range beam-gap displacement sensor suitable for this kind of working condition.

In this paper, a large-range beam-gap displacement sensor based on cantilever beam
with FBG is designed based on the actual working conditions. And the space between
the beam bodies is fully utilized to enlarge the structure of the cantilever beam. It acts
not only as an elastic sensitive component but also as a telescopic probe. The sensor
installation and layout are convenient. As shown in Fig. 2, the Z-type sensor studied in
this paper is compared with the traditional one-dimensional long probe displacement
sensor.

Beam-gap to be tested

Beam end expansion device

Fig. 1 Beam-gap of high-speed railway bridge

4 G. Lyu et al.



2 Principle

2.1 Fiber Bragg Grating Sensing Principle

Fiber grating is a diffraction grating made by forming a periodic refractive index
modulation in a core by a physical process such as laser writing. It is an optical passive
device with small volume, low welding loss, full compatibility with optical fiber, and
burying into the smart material and other advantages. And its resonant wavelength is
sensitive to changes in the external environment such as temperature, strain, refractive
index, and concentration. So it has been widely used in the field of sensing, the
wavelength satisfied the Bragg condition (1) can be reflected by Bragg grating [7].

kB ¼ 2neffK ð1Þ

where kB represents the Bragg reflection wavelength, which is the center wavelength;
neff represents the effective refractive index in the core region of the fiber; K is the
period of the Bragg grating. neff and K are easily affected by the external environment
(such as temperature, strain, acceleration), causing the wavelength DkB that meets the
Bragg reflection condition to drift. When the external conditions change, such as
temperature, axial stress, and lateral stress, it can lead to changes in the FBG period and
the refractive index, and the total changes caused by these three external conditions can
be expressed as [8]:

DkB
kB

¼ ð1� PeÞex þðaþ nÞDT þ � 1� 2m
E

þ n2

2E
ð1� 2mÞð2P12 þP11Þ

� �
DP ð2Þ

In the formula, in the right end, three terms respectively indicate the influence of
axial strain, temperature, and lateral stress on the wavelength drift, where Pe is the
effective elastic coefficient, 0.22 for the quartz fiber; ex is the axial strain; a is the
expansion coefficient of the material; n is the thermo-optic coefficient; m is the Poisson’s
ratio; E is the elastic modulus; Pijðij ¼ 1; 2Þ is the linear electro-optic coefficient; DT
and DP are the values of the external temperature and the external transverse pressure,
respectively.

large-range beam-gap displacement sensor

Traditional bridge beam-gap displacement sensor

Fig. 2 Comparison of beam-gap displacement sensor

Large-range Bridge Beam-gap Displacement Sensors Based … 5



2.2 Equal-Strength Cantilever Beam Sensing Principle

The cantilever beam is a metal beam structure with one end fixed and one end free; it is
widely used in the field of optical fiber sensing applications. According to the cross-
sectional shape of the cantilever beam, it can be divided into equal-section cantilever
beam and equal-strength cantilever beam. The FBG is solidified on the equal-strength
cantilever beam, and the cantilever beam is fixed at one end. When the other end is
deformed by force, the wavelength change in the FBG is detected; after calibration, it
can be used to measure the change in the displacement. For equal-strength cantilever
beams as shown in Fig. 3, when the measured force F acts on the free end of the beam,
the strain at a certain position on the surface of the equal-strength beam can be cal-
culated as follows [9].

ex ¼ 6ðL� xÞ
EAH

F ð3Þ

In Eq. (3), x is the distance from a certain position to the fixed end; ex is the strain
value at x; L is the length of the beam; E is the elastic modulus of the material of the
beam; A is the section of the beam area; H is the thickness of the beam. For isosceles
trapezoidal cantilever beams, the cross-sectional area at different distances from the
fixed end is different, that is,

Ax ¼ Hbx ¼ H
b1Lþ b0ðL� xÞ

L
ð4Þ

Substituting (4) into (3), the strain at a point on the cantilever beam can be
obtained.

e ¼ 6LðL�xÞ
Eh2b1LþEh2b0ðL�xÞ ð5Þ

Fig. 3 Cantilever beam structure schematic

6 G. Lyu et al.



When the cantilever beam is subjected to axial strain, the fiber Bragg grating
attached to the cantilever beam is also subjected to axial strain. The relationship
between the wavelength drift of the fiber Bragg grating and the external strain when the
fiber Bragg grating is only subjected to axial strain is:

DkB
kB

¼ ð1� PeÞe ð6Þ

Substituting (5) into (6), the formula for wavelength drift of isosceles trapezoidal
cantilever beam surface fiber Bragg grating can be obtained.

DkB
kB

¼ ð1� PeÞ 6LðL�xÞ
Eh2b1LþEh2b0ðL�xÞ ð7Þ

3 Design and Simulation Analysis of Large-Sized Equal-
Strength Cantilever Beam

3.1 Structural Design of Large-Sized Equal-Strength Cantilever Beam

In this paper, the isosceles trapezoidal structure is used to design large-sized cantilever
beams, which can ensure the stability of the structure and reduce the weight of the
structure. In order to ensure the good flexibility and strength of the cantilever beam, we
choose 65 Mn as the material, and its tensile strength can reach 925 MPa. In practical
engineering applications, the size of the cantilever beam can be designed according to
the actual width of the beam to be tested. The large-sized cantilever beam design
structure is shown in Fig. 4.

3.2 Displacement Simulation Analysis of Large-Sized Equal-Strength
Cantilever Beam

In this paper, the mechanical simulation analysis of the deformation process of large-
sized cantilever beam is carried out. In the process of finite element analysis, a limit
position board is added to the upper and lower ends of the cantilever beam as the fixed
end and the moving end, respectively; overall, it looks like a Z-shaped structure. When

600mm

50
m

m

20
m

m50mm

Fig. 4 Large-sized cantilever beam design structure
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the lower splint is fixed and the upper splint is moved by the equidistant displacement,
the strain distribution of the cantilever beam under different displacement conditions is
simulated.

The specific simulation results are shown in Fig. 5. The displacement of the
moving end of the large-sized cantilever beam changes from 0 to 200 mm.

When the vertical downward equidistant displacement is applied to the upper
clamping plate, the strain data is obtained by ANSYS software and processed by Origin
software. The fitted curve is shown in Fig. 6, the displacement strain curve of the
cantilever beam has good linearity, and the fitted value is up to 0.9998.

Move end

Fixed end

Fig. 5 Large-sized cantilever beam simulation

Fig. 6 Large-sized cantilever beam strain-displacement curve
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4 Packaging and Manufacturing of Large-Range Beam-Gap
Displacement Sensor

The manufacturing process of the large-range bridge beam-gap displacement sensor
based on cantilever beam with FBG is that the FBG is cured to a selected position on
the metal surface of the cantilever beam. Polishing the surface of the cantilever beam of
the FBG with sandpaper to make it clean and smoothing. Then wipe the surface with
alcohol, place FBG at the centerline of the cantilever beam. A two-component high-
strength resin is spot-coated on both ends of the grating region of the FBG, and a
certain quality metal block is suspended at one end of the fiber to produce a prede-
termined pre-strain of the FBG, and the high-strength resin will be completely cured
after 24 h. Assembly drawing of large-range beam-gap displacement sensor is shown
in Fig. 7.

5 Experimental Study on Calibration of Beam-Gap
Displacement Sensor

5.1 Displacement Sensor Calibration Device

In order to analyze and measure the sensing characteristics based on the large-range
beam-gap displacement sensor, a simple displacement calibration device is designed to
simulate the displacement of beam-gap, and the displacement change can be accurate to
the order of millimeters. The calibration device is assembled by two identical standard
punched aluminum alloy parts. Each standard part has 86 small holes with a diameter
of 3.1 mm. The center distance of the hole is 5.08 mm.

The calibration device has a total length of 432 mm, a width of 23 mm, and a
height of 21 mm. The whole is fixed on the experimental platform for experiments.
During the experiment, the moving distance of block is between the two holes and
squeezes large-range cantilever beams while moving the block horizontally, so that the

Fig. 7 Assembly drawing of large-range beam-gap displacement sensor
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bending degree of the cantilever beam can be changed by changing the position of the
moving block. The displacement sensing calibration device also includes a FBG
wavelength demodulator and a computer with a software for collecting analysis data, as
shown in Fig. 8. During the calibration process, the wavelength of the FBG at different
displacements is collected by the demodulator and then transmitted to the PC through
the network cable.

5.2 Displacement Sensing Calibration Test

Displacement test of bridge beam-gap displacement sensor based on cantilever beam
with FBG is started from the zero point of the sensor, the displacement is smoothly
increased to the maximum measured value of 10.16 mm, and the output value of each
verification point during the forward stroke is recorded. The measurement range is from
0 to 203.2 mm, and the data is recorded for every 10.16 mm.

ComputerDemodulator

FBG
Displacement 

calibration device

Fig. 8 Displacement sensor calibration test platform

Fig. 9 Displacement sensor experimental FBG wavelength fitting Curve
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Linearly fit the curve of Fig. 9, the fit equation is:

y ¼ 1553:2þ 0:00434x

It can be seen from the calculation that the linear correlation coefficient of the
displacement sensor is 0.99841, and the sensitivity of the displacement sensor is
4.53 pm/mm, which meets the requirements of long-term online monitoring of beam
displacement changes.

6 Conclusion

In this paper, the large-range bridge beam-gap displacement sensor based on the
cantilever beam with FBG is designed and manufactured for the actual demand of the
displacement monitoring of the high-speed railway bridge beam joint. The cantilever
beam structure as the elastic sensitive component is designed into a telescopic probe,
the cantilever beam, and the two concrete sides of the beam joint form a Z-shaped
folding structure, which makes full use of the beam-gap space for installation and
layout. The software simulation and experimental calibration curves of the sensor are
linear, and the linear correlation coefficients are 0.9998 and 0.99841, respectively. The
two are highly consistent, indicating that the displacement sensor based on large-sized
equal-strength beam is feasible, and the displacement sensitivity is 4.53 pm/mm. The
structure is simple and convenient, and it is suitable for application in the long-term
online monitoring of high-speed railway bridge beam joints.
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Internal Photonic Modulation of Various
Spatial Polarization Modes Using Digital Laser
Transmission Across Fiber Optic Channels
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Abstract. A subsequent feature of the digital laser is the inexpensive ease to
generate shapes digitally using electronics, rather than employing costly spatial
optical lenses. This leads to a possibility of internally modulating data using
digitally generated shapes, specific to a mode of electric field polarizations.

Keywords: Laser � Polarization � Modulation � Fiber optic

1 Introduction: Digital Laser and Spatial Modes

The common methods to modulate digital information using a laser are to either
directly switch the driving source ‘On’/‘Off’ or use an electro-optic modulator
(EOM) to externally split the laser beam with constructive/destructive interference in
relation to the digital ones/zeroes, before combining the beams [1].

Another unique method exists, wherein spatial modes are employed to internally
modulate transverse modes, which are patterns of radiation that determine the intensity
distributions [2]. The simplest mode is the Gaussian mode. The longitudinal compo-
nent in the propagation direction z is found to be negligible in comparison with the
transverse component emanating in the x and y directions. Therefore, a mode is more
commonly referred to as transversely polarized, wherein the light is not completely
confined in the core but considered as a weakly guided approximation solution of the
wave equation. The fundamental mode is known as a linearly polarized (LP) mode with
rectangular symmetrical coordinates LP01.

Polarization is defined in relation to the electric field intensity distribution which
dominates in the transverse direction over its longitudinal magnetic component,
described as an originating point charge moving in an elliptical pattern in the plane of
the propagating light source [3]. The ellipsoid geometry includes the ratio of major to
minor axis, the angular orientation and handedness (direction of rotation) which
combine to describe the state of optical polarization. Some specific variations such as
linear and circular polarizations of the general elliptical polarization can be observed
when certain boundary conditions are met [4]. An alternative mathematical represen-
tation to describe light state of polarization (SOP) was proposed by George Gabriel
Stokes using the Poincare sphere and Stokes parametric matrices [5] (Fig. 1).
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1.1 Phase Relationship Analysis of the LP11 Polarized Mode

The lower order LP11 gray-scale image is sampled at incremental radial angles (ranging
from 0° to 360°) and applied as the input arguments to the ‘improfile’ function found in
MATLAB Image Processing Toolbox, the output of which is a 2D array plot of image
intensity values as a function of the angle (Fig. 2).

The waveform follows a continuous sinusoidal graphic, where the maximum image
intensities of the two lobes occur on the x-axis starting in an anticlockwise rotation at
0° and 180° with a period of 360°, which can be approximated by the cosine
trigonometric function.

The image intensities of both the lobes are of equal value with 180° phase shift
between the electric field orthogonal components, revealing a linear antipodal polarized
shape as confirmed by the Poincare sphere for the LP11 mode which correlates closely
to the Differential Phase Shift Keying (DPSK) modulation scheme.

LP mode 
designa�ons

Tradi�onal 
designa�ons 

Electric field 
distribu�on 

Intensity 
distribu�on

LP01 HE11 

LP11 TM01 

LP21 EH11 

(a)

(b)

Fig. 1 a Electric field vectors and intensity profiles of LP modes b Optical state of polarizations

Fig. 2 a LP11 light shape in RGB b Gray-scale conversion with an overlaid sampling circle
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The fast Fourier transform (FFT) is subsequently applied to the continuous image
intensity waveform. The Fourier coefficients corresponding to angles of maximum
amplitude intensity values are applied as a complex parameter to the ‘stokes’ function
found in MATLAB Phased Array System Toolbox (Fig. 3).

Thus, the two lobes of a LP11 light shape mode can be internally modulated, by
switching between the image patterns with differing orthogonal field intensities and
phase shifts. The orthogonal component related to the lobe with lowest power intensity
will be below the amplitude threshold at the detector, while the other higher intensity
orthogonal component will be detected at the corresponding phase.

The switching of image patterns in relation to the digital bit stream and phase shift
detection of the light carrier wave electric field components enables the transmission of
one bit per symbol similar to the conventional externally modulated DPSK
transmission.

1.2 Phase Relationship Analysis of the LP21 Polarized Mode

Following a similar approach to LP11 above, the higher order LP21 gray-scale image is
sampled (Fig. 4).

The maximum image intensities of the four lobes occur at a 45° azimuth in each
cartesian quadrant starting in an anticlockwise rotation at 45°, 135°, 225° and 315°
with a period of 180°, which can be approximated by the sine or cosine trigonometric
function.

The image intensities of each lobe are of different values with a 90° phase shift
between the electric field orthogonal components, revealing an elliptical polarized
shape as confirmed by the Poincare sphere for the LP21 which correlates closely to the
Quadrature Phase Shift Keying (QPSK) modulation scheme.

Thus, the four lobes of a LP21 light shape mode can be internally modulated, by
switching between the image patterns with differing orthogonal field intensities and

Fig. 3 Internal modulation of LP11 mode with image patterns representing a: a ‘1’ bit symbol
b ‘0’ bit symbol
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phase shifts. The orthogonal component related to the lobe with lowest power intensity
will be below the amplitude threshold at the detector, while the other higher intensity
orthogonal components will be detected at their corresponding phases (Fig. 5).

The switching of image patterns in relation to the digital bit stream and phase shift
detection of the light carrier wave electric field components enables the transmission of
two bits per symbol, similar to the conventional externally modulated QPSK
transmission.

2 Practical Block Diagram for a Transmission Model Using
Internal Modulation of Digitally Generated Light Shapes
to Transmit Data

See Fig. 6.
Light shapes produced from the various polarization modes (which are dualities of

externally modulated constructs) can be easily switched from one shape pattern to
another via a firmware command in relation to the binary information stream, where a

Fig. 4 a LP21 light shape in RGB b Gray-scale conversion with an overlaid sampling circle

Fig. 5 Internal modulation of LP21 mode with image patterns representing a: a ‘00’ bit symbol
b ‘01’ bit symbol c ‘10’ bit symbol d ‘11’ bit symbol
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gray-scale digital hologram picture (which represents a specific bit period symbol) is
written to the spatial light modulator (SLM) hardware [6].

High speed SLM types such as grating light valve (GLV) and digital micromirror
devices (DMD) capable of Giga bit per second speeds are required, to match and clock
synchronize the central processing unit (CPU) transmitted data rate and the refresh rate
of the SLM image projection, which standard liquid crystal display (LCD) SLMs
cannot cope with [7].

The binary encoded data stream can be digitally modulated internally together with
the digital hologram image via a programmable routine and SLM hardware, producing
shapes of light corresponding to a specific polarization mode index where the phases of
light carrier waves are manipulated for transmission across a fiber optic channel, which
can then be detected using conventional demodulation techniques and existing
hardware [8].

Thus, the entire modulation of the transmission phase is implemented in the digital
domain, such that no physical change out, realignment or additional high cost cus-
tomized optical elements are needed to produce the different shapes of light or
polarized modes. Another advantage of using internal modulation over external
modulation is that no electrical to light conversion EOM hardware such as a
Mach–Zehnder interferometer (MZI) is required outside the laser cavity before
transmission.

10011101
Symbol bits 
mapped to 

image 

Spa�al 
Light 

Modulator
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Signal 
Light 
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DIGITAL / ELECTRONIC DOMAIN

           OPTICAL DOMAIN
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Binary Data

Hardware
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Differen�al Phase 
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Hardware

1001110
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Binary Data

DIGITAL / ELECTRONIC DOMAIN

LP 
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Fig. 6 A design solution block diagram which uses digital laser hardware to internally modulate
information before transmission over a fiber optic channel
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2.1 Experiment 1: A Digital Laser Modulator Prototype

The design solution in Fig. 6 above is practically tested by building a prototype line-of-
sight (LOS) version for a visible light communication (VLC) application as shown
(Fig. 7).

The gray-scale images in Fig. 3 are transmitted via HDMI cable from a computer to
the LCD driver, which spatially projects the image after passing through a polarizer
filter using a collimated light emitting diode (LED) backlight source. A 540 nm laser
diode is used as the carrier signal which is superimposed on the image projection using
an optical focusing lens.

The oscilloscope output signals at the 540 nm photodiode receiver are displayed
below. As can be seen in Figs. 8 and 9 below, when switching from the image pattern
of Fig. 3a, b a phase shift of 50 ms occurs, thus validating the above theoretical
analysis of phase shift occurrences between orthogonal field components in polarized
modes.

One of the apparent advantages of this prototype design is the once off hardware
investment cost allowing transmission of higher order modes, by simply generating
new image patterns on a computer which is then digitally sent to the spatial projection
modulator.

Fig. 7 Practical implementation of a digital laser spatial mode modulator in a VLC application
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Fig. 8 Signal intensity output with no phase shift when the image from Fig. 3a is projected

Fig. 9 Signal intensity output with a 50 ms phase shift when the image from Fig. 3b is projected
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2.2 Experiment 2: An Alternate Spatial Mode Modulator Prototype

See Fig. 10.
In this alternate implementation, the gray-scale images in Fig. 3 are simulated and

correlated by using two 540 nm laser diodes, where each laser represents one of the
side lobe orthogonal components.

To achieve a digitized modulation of logical ‘1’s and ‘0’s, one of the lasers is
driven at a higher voltage (having a larger spot size and intensity) level compared to the
other laser and vice versa. Thereby achieving a similar switching effect between the
projected image patterns as demonstrated in the implementation above.

The oscilloscope output signals at the 540 nm photodiode receiver are displayed
below. As can be seen in Figs. 11 and 12 below, when simulating the switching effect
from the image pattern of Fig. 3a, b a phase shift of 50 ms occurs, thus also
independently validating the above theoretical analysis of phase shift occurrences
between orthogonal field components in polarized modes.

The main drawback of this alternate prototype is the requirement for an increase in
laser diodes proportionate to the polarization mode index, which will become costlier
and impractical for transmission of higher order modes.

Fig. 10 Alternate practical implementation of a digital laser spatial mode modulator in a VLC
application
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Fig. 11 Signal intensity output with no phase shift when the image from Fig. 3a is simulated

Fig. 12 Signal intensity output with a 50 ms phase shift when the image from Fig. 3b is simulated
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Focusing on a fiber optic application, the above block diagram design in Fig. 6 is
simulated to mimic internal polarized mode modulation by implementing a software-
based model in MATLAB and SIMULINK, accounting for real-world multi-mode fiber
optic transmission channel noise and non-linear fading effects in conjunction with
various digital modulation and detection techniques [9, 10]. The output results from the
fiber optic transmission simulation are explicated in the following subsections.

2.3 Internal Modulation of LP01 Image Shape Patterns

The fundamental linear polarized mode is LP01 as depicted above. Internal modulation
of this LP01 mode is achieved with a digital laser, by toggling the SLM using a
computer-clocked frequency, to project a LP01 image shape when representing the ‘On’
bit state and not producing any shape during the ‘Off’ bit state (Fig. 13).

The detected eye diagram below shows a reduced eye opening with the presence of
noise, waveform distortion and attenuation.

The threshold detection between bit states is difficult to correctly distinguish due to
the large amount of jitter. As noted from the simulated Bit Error Rate (BER) which is in
the order of e−2 at higher bit transmission rates.

Fig. 13 Eye diagram of the LP01 transmission at the input of the optical receiver
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The performance of LP01 modulated photonic systems is severely degraded due to
fiber impairments dominated by fiber dispersion and non-linearity over long trans-
mission distances.

Such deterioration in the performance due to fiber non-linearity results in the
occurrence of high-power spectral components at the carrier signal frequencies of the
modulated optical signals. In general, return to zero pulses have broader spectra which
are more susceptible to fiber dispersion effects compared to non-return to zero pulses.

2.4 Internal Modulation of LP11 Image Shape Patterns

The next lower order linear polarized mode is LP11. Internal modulation of this LP11
mode is achieved with a digital laser, by toggling the SLM using a computer-clocked
frequency, to project a LP11 image shape pattern when representing the ‘0’ bit state and
switching to a different LP11 image pattern during the ‘1’ bit state, as depicted in Fig. 3.
above.

This effectively alternates the optical transmission power of a light wave carrier
over the FO medium between the ‘On’ bit state and ‘Off’ bit state, by changing the
phases of the light carrier waves electric field components, to transmit one bit per
symbol (Fig. 14).

As evident in the simulated BERs which is in the order of e−6 and from the detected
eye diagram above, LP11 modulation offers a greater SNR improvement over LP01
modulation when using an optical-balanced receiver.

Fig. 14 Eye diagram of the LP11 transmission at the input of the optical receiver
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Other advantages include a high tolerance to fiber non-linearity, such as intra-
channel self-phase modulation (SPM) and inter-channel cross-phase modulation
(XPM). The spectra of LP11 modulated waveforms do not contain high-power fre-
quency components which offer more resistance to fiber non-linearity.

2.5 Internal Modulation of LP21 Image Shape Patterns

An ascending linear polarized mode index is LP21. Internal modulation of this LP21
mode is achieved with a digital laser, by toggling the SLM using a computer-clocked
frequency, to project a LP21 image shape pattern when representing the bit states for the
in-phase arm and switching to a different LP21 image pattern during the bit states for
the quadrature arm, as depicted in Fig. 5 above (Fig. 15).

As evident in the simulated BERs which are in the order of e−6 and from the
detected eye diagram above, LP21 modulation offers greater transmission rates over
LP11 modulation by transmitting twice as many bits per symbol, although the optical-
balanced receiver is of higher complexity in comparison with the LP11 receiver.

The spectra of LP21 modulated waveforms also do not contain high-power fre-
quency components which offer more resistance to fiber non-linearity. LP21 demodu-
lation and detection circuitry are more complex requiring more effort to reconstruct the
information stream.

Fig. 15 Eye diagram of the LP21 transmission at the input of the optical receiver
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3 Performance Summary

The test results indicate that a digital laser hardware implementation combining internal
modulation with conventional amplitude and differential phase demodulation can be
closely correlated with the performance, i.e., spectral efficiency and BER, of external
modulation techniques.

Albeit with reduced cost as polarized modes can be digitally generated and
manipulated via software. In comparison, external techniques require expensive
customized physical optical elements (i.e., filters, mirrors and lenses).

Furthermore, internal modulation employs a SLM which is a once off hardware
investment cost which can produce any amplitude or phase modulated polarized mode
at will, by changing the software input to the SLM. Whereas external modulation
requires beam splitters, an electro-optic phase modulator hardware such as MZI and
multiplexers in conjunction with individual optical elements for a specific polarized
mode, necessitating change-out of the optical element to produce other polarized
modes. The table below summarizes the various BER calculations for each LP mode
(Table 1).

The simulated BER is the result of the above design block diagrams implemented
in SIMULINK, while the statistical BER using ‘erfc’ and the ‘semianalytic’ MATLAB
functions are also used for comparison.

Further results are shown for each mode, in relation to the threshold transmission
distance for which the BER is beyond the acceptable tolerance levels required for
reliable communications.

4 Conclusion

4.1 Achievements

The rationale for seeking alternate ways to improve data transmission rates and
increasing channel capacities, while lowering the cost of implementation and main-
taining spectral efficiency, were drivers for the development of internal modulation

Table 1 BER performance comparisons between various LP modes

LP
mode

Simulated
BER @
100 km
Tx
distance

Statistical
BER @
100 km
Tx
distance

Semi
analytic
BER @
100 km
Tx
distance

Simulated
BER @
1000 km
Tx
distance
threshold

Simulated
BER @
7870 km
Tx
distance
threshold

Simulated
BER @
7900 km
Tx
distance
threshold

LP01 0.06957 0.0119 0.0419 0.1355
LP11 9.9e−06 3.08e−06 1.73e−06 1.23e−02
LP21 9.9e−06 1.55e−06 1.25e−06 1.6e−02
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techniques via manipulation of digitally generated shape patterns. Internally modulated
LP modes reveal a duality with direct and external modulation methodologies.
A practical internal modulated solution for implementation using a digital laser source
for data transmission was developed in SIMULINK and MATLAB.

Digital laser technology does not require expensive customized optical elements to
produce light shapes, coupled with the ability to change the light shape patterns on-the-
fly within the electrical domain, thus enabling internal digital modulation of data is
proven as the next evolutionary step in multi-mode optical fiber communications.

4.2 Future Research

Demodulation by Image Processing of Received Light Patterns

A cost-effective coherent detection method is to consider building an optical correlator,
comprising of Fourier transform lenses, beam splitter and SLMs. The received light
signal is split and passed through a lens and projected onto a SLM detector which has
been programmed with a filter for specific features of interest. The other split signal is
passed through a lens and projected onto a separate SLM detector with no filtering. The
output from both SLMs can be fed to a computer routine which correlates the light
images to demodulate the symbol bits.

Twisted Light Transmission Via Over the Air

Internal modulation can be used in conjunction with high-speed planar light valve
(PLV) SLMs, to modulate the orbital angular momentum polarized light shapes as
wireless non-line-of-sight transmission in free space over an unguided medium. This
solution can also be adapted to visible light communication (VLC) technology using a
Light Emitting Diode (LED) source in high speed line of sight communications.

Integrated Optical CPUs

The compact nature of the digital laser and high-speed SLMs combined with LP mode
phase modulation can be used to increase motherboard bus data speeds and save real
estate on the central processing unit (CPU) hardware design, thereby eliminating the
need for bulky optical elements currently used.
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Abstract. This paper aims at solving the explosion-proof problem in the field
of electronic thermal flow meter measuring gas flow, a new thermal flow sensor
based on optical fiber heat transfer instead of heating resistor was developed,
fiber Bragg gratings are used in place of conventional thermistors to measure the
temperature of gaseous media and heat dissipating units, heated light source
using 980 nm semiconductor laser, replacement of traditional heating resistors
with photothermal conversion films for all-optical no-electricity measurements,
intrinsically safe all-optical measurement design is implemented, the risk of
explosion from heating circuits is minimized. Experimental results show good
agreement between flow and temperature difference, the average mass flow
resolution is 0.072 g/s, the method to increase measurement sensitivity is
discussed.

Keywords: Fiber bragg grating � Thermal mass flowmeter � King’s law �
Constant power method � Photothermal conversion film

1 Introduction

Gas flow measurement is the key in the natural gas industry. In recent decades, thermal
mass flowmeter (thermal mass flowmeter, tmf) has been widely used in many kinds of
pipelines and different types of gases [1, 2]. Good reproducibility and other advantages
are widely used in gas flow measurement [3].

In traditional gas flow measurement applications, thermistors are often used as
temperature sensing components. In order to prevent short circuits or sparks, the
explosion-proof mechanism must be carefully designed, especially in the electric
heating section. At the same time, it should be pointed out that in recent years, in order
to reduce safety risks, the gas industry needs new technologies to replace traditional
electric heating flow sensing instruments.

We have proposed an FBG-based sensor for measuring the flow of gas, which has
many advantages compared to traditional electronic sensors [4], such as electroless
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measurement, anti-electromagnetic interference, intrinsic safety and high sensitivity,
easy to achieve multi-parameter measurement. It is also ideal for temperature and
pressure measurements in flammable and explosive environments. For FBG-based
thermal flow sensors, the structural design of the heat dissipation body is a challenging
part. In this paper, based on the special requirements of gas flow measurement in
flammable and explosive environment, a thermal flow sensor based on FBG is pro-
posed. The 980 nm laser is used as the heating source, and the photothermal conversion
structure which is different from the optical fiber dislocation welding scheme is
designed. The experiment shows that the sensor can realize the full light flow mea-
surement of explosion-proof safety.

2 Principle

2.1 Measurement Scheme

This paper proposes a fiber-grating gas flow sensor based on the measurement of
temperature difference to achieve flow measurement. Figure 1 shows the measurement
principle diagram. Two FBG-based temperature sensing units are integrated in the
measuring pipeline. One of the temperature sensing units is equipped with a light
heating module to form a photothermal conversion unit. The 980 nm laser of the light
source outputs a constant optical power for heating the photothermal conversion unit,
and the temperature difference between the two FBG temperature sensing units is
monitored in real time by the fiber-grating demodulation device. When there is no flow
in the pipeline, the temperature difference between the two FBG temperature measuring
units is the largest. When there is flow in the pipe, the gas flow will take away the heat
of the heating unit, causing the temperature of the heating unit to drop. In a short time,
due to the constant heating power and flow rate, the temperature of the heating unit will
stop falling and tend to be stable. Therefore, the temperature difference between the two
temperature measuring units will reach a lower stable value relative to the no flow
condition. The larger the gas flow rate, the smaller the temperature difference. By
measuring the temperature difference, the gas flow in the pipeline can be obtained.

Light Heating 
unit

FBG Temperature 
Sensing Unit 1

FBG Temperature 
Sensing Unit 2

980nm Laser
FBG 

Demodulator

Fig. 1 Diagram of the optical sensor of gas flow
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2.2 Measurement Principle

The basic measurement principles used in TMF can be divided into two categories.
According to the basic principles, TMF can be divided into thermal distributed (thermal
profile flowmeter) TMF and Kim’s law (King’s law thermal mass flowmeter) TMF.
The principle of flowmeter designed in this paper is based on Kim’s Law. According to
King’s Law, the heat dissipation rate of the heating wire in the gas flow field can be
expressed as [5, 6]:

H
L
¼ DT � kþ 2 p � k � cv � q � U � dð Þ12

h i
ð1Þ

In formula (1), H/L is a heat dissipation rate per unit length of the heating wire
when the gas flows, and the unit is J/(m h). DT is the average elevated temperature of
the heating wire in K. k is the thermal conductivity in units of J/(h m K). CV is the
constant volume specific heat capacity, and the unit is J/(kg K). q is the gas density in
kg/m3. U is the flow rate of the gas in m/h. d is the diameter of the heating wire in m.

Two temperature measuring elements are, respectively, placed in the measuring
pipe, and one of the temperature measuring elements measures the temperature T of the
gas. The other temperature measuring element has a self-heating function and is heated
as a heat dissipating body by a certain power, and its temperature is TV higher than the
temperature T of the gas. When the gas flow rate is increased, the heat on the self-
heating temperature measuring element is taken away, so that the temperature of the
self-heating temperature measuring element is lowered, and the temperature difference
between the two temperature measuring elements is DT ¼ TV � T . When the gas is
stationary and the flow rate is 0, the temperature TV is the highest, then the temperature
difference DT between the two temperature measuring elements is maximum; the larger
the gas flow rate, the heat exchange flow between the heat dissipating body and the
airflow is taken from the heating body. The more heat that is taken, the lower the
temperature TV and the lower the temperature difference.

When the heat dissipating body and the flowing gas in the pipe are in thermal
equilibrium state, the relationship between the heating power P consumed by the heat
dissipating body and the heat W dissipated by the heat dissipating body is:

W ¼ f � P � L ð2Þ

In formula (2), f is a constant and L is the length of the heating wire. According to
the heat conduction theory, the relationship between the heat loss of the heat dissipation
body and its heat dissipation rate is:

W ¼ H=L � L ð3Þ

The relationship between the power P of the heat dissipation body and the tem-
perature difference DT is:
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W ¼ f � P � L ¼ DT � kþ 2 p � k � cv � q � U � dð Þ12
h i

� L ð4Þ

P ¼ DT � kþ 2 p � k � cv � q � U � dð Þ12
h i.

f ð5Þ

From Eq. (5), the flow rate of the gas can be calculated, multiplied by the coeffi-
cient between the point flow rate and the average flow velocity of the pipe and the
density of the gas and the mass flow rate qm of the gas flow area.

P
DT

¼ DþE � qkm ð6Þ

In Eq. (6), E is a coefficient related to the physical. In Eq. (6), E is a coefficient
related to the physical properties of the gas to be tested. If the composition and physical
properties of the gas to be tested remain stable, E can be considered as a constant. D is a
constant related to the actual flow of the gas. When a constant heating power is
supplied to the heat dissipating body, the mass flow rate of the gas at this time can be
calculated by measuring the temperature difference DT between the two temperature
measuring elements, which is called constant power metering method. The flow meter
designed in this paper adopts the constant power measurement method. According to
the above formula, there is a significant negative correlation between the mass flow rate
qm and the temperature difference DT . The larger the qm, the lower the DT .

2.3 FBG Temperature Measurement Principle

FBG is a reflective narrow-bandwidth optical filter component. When incident light
enters FBG, the incident light is divided into two as transmitted light and reflected light
[7] and the reflected light needs to satisfy the Bragg condition of FBG,

kB ¼ 2 � neff � K ð7Þ

In formula (7), kB is the Bragg wavelength reflected by the FBG; neff is the
effective refractive index of the fiber core; Ʌ is the grating period of the FBG. Dif-
ferential Eq. (7)

DkB ¼ 2 � K � Dneff þ 2 � neff � DK ð8Þ

When the external parameters such as temperature, pressure, strain, and vibration
change slightly, the Ʌ and neff of FBG change, which causes the Bragg wavelength of
FBG to drift, and the single parameter variation and Bragg wavelength shift. There is a
certain relationship between the quantities, so the Bragg wavelength of the FBG is
modulated by changes in the external environmental parameters. Then, using the FBG
wavelength demodulation device to demodulate the value of the Bragg wavelength, the
change information of the physical parameter to be measured outside can be obtained,
which is the basic sensing principle of FBG.
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3 Thermal Flow Sensor Design

3.1 Structural Design of Large-Sized Equal-Strength Cantilever Beam

The overall design of the fiber-optic thermal gas flow sensor includes a metering pipe
section with a flange, and the FBG temperature sensing unit 1 with the light heating
unit and the FBG temperature sensing unit 2 are sequentially integrated in the flow pipe
section, as shown in Fig. 2.

The flow sensor designed in this paper uses laser heating module and FBG tem-
perature measuring module to replace heating and temperature measuring resistance
wire to prevent gas explosion caused by electric spark. As a transmission carrier of
optical energy, the optical fiber is coupled into the laser heating module through a
certain structural design, and the light is absorbed by the material on the inner surface
of the module and converted into thermal energy. The laser heating module selects the
light absorbing film as the light heating material and uses the ductility of the base
material to make the light absorbing coating inward into a hollow black-like structure.
The top of the laser heating module has a small diameter hole for the light-transmitting
fiber to enter the structure. For the temperature of the laser heating module, the FBG
temperature measurement module is used for measurement. As shown in Fig. 3, in
order to ensure the heating rate of the module and the heat balance with the gas, the
volume of the module should not be too large. FBG is a stress-free package. The metal
tube package temperature measurement FBG can prevent the FBG from being affected
by the vibration and pressure in the pipeline, and the stainless steel has high-
temperature sensitivity and good heat transfer performance. In actual processing, the
diameter of the fiber core is slightly smaller than the inner diameter of the thin metal
tube, ensuring that the metal tube does not affect the temperature sensitivity of the
FBG. The light heating unit and the temperature sensing unit are packaged in a stainless
steel tube, and Fig. 4 shows a physical diagram of sensor processing.

Gas metering 
pipe section

Photo heating unit and 
FBG temperature sensing 

unit 1

FBG temperature sensing 
unit 2

Fig. 2 Overall design of optical thermal gas flow sensor
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4 Sensor Experiment and Analysis

In order to verify the linearity of the temperature sensing unit, the FBG temperature
sensing unit 1 and the FBG temperature sensing unit 2 are, respectively, calibrated and
tested. The equipment mainly includes a cryostat and an FBG wavelength demodu-
lation device.

The calibration relationship between the wavelength drift amount and the tem-
perature is shown in Fig. 5. The temperature calibration range of the FBG temperature
sensing unit 1 is 10–80 °C, and the temperature change interval is 5 °C. The Bragg
wavelength reflected by FBG in this temperature range increased from 1531.091 to
1531.785 nm, the wavelength change amount was 0.694 nm, and the temperature
sensitivity coefficient was 9.9 pm/°C. The wavelength data of the FGB temperature
measurement module is linearly fitted with the temperature data. The linear correlation
coefficient of the fitting result is 0.99661, and the linearity is good, which meets the
experimental requirements.

The FBG temperature sensing unit 2 was subjected to a calibration test in the same
manner. The calibration test data of the sensor is shown in Fig. 6. The temperature
calibration range of the FBG gas temperature sensor is still 10–80 °C, and the Bragg

Temperature 
measurement FBG

Optical heating fiber

Light heating module

Fig. 3 Light heating and temperature sensing head

Fig. 4 Large-sized cantilever beam simulation
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wavelength range of FBG is 1546.013–1546.573 nm, and the wavelength variation is
0.56 nm. Linear fitting of the wavelength and temperature data, the linear correlation
coefficient of the fitting result is 0.99542, and the linearity is good.

The calibration test scheme adopted in this paper is the way to compare the
flowmeter to be calibrated with the standard flowmeter sensor. The flowmeter to be
calibrated and the standard flow sensor are placed in the same gas pipeline with
uniform gas flow, so that the two devices are as close as possible to reduce the flow
error between the two. The simulation experiment uses air instead of gas for flow
measurement. The equipment for providing gas source includes screw air compressor
and vertical gas storage tank, see Fig. 7. The 980 nm laser is used to heat the light
heating module, and the temperature sensing signal of the FBG is demodulated by the

Fig. 5 Sensor calibration data fitting curve

Fig. 6 Sensor calibration data fitting curve
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FBG demodulation device. Demodulation through the wavelength selection charac-
teristic of the Fabry-Perot (F-P) cavity. The narrowband spectrum reflected by the
sensing grating enters the F-P filter through the coupler. When the spectrum reflected
by the inductive grating coincides with the transmission spectrum of the filter, the
output optical power of the filter is the largest. The transmission spectrum of the F-P
cavity is related to its spacing, and the spacing of the F-P cavity is controlled by the
piezoelectric scanning voltage. Therefore, the reflected light wavelength demodulation
can be realized by detecting the scanning voltage corresponding to the maximum light
intensity value [8]. The parameters of the demodulation equipment and the 980 nm
laser are shown in Tables 1 and 2.

The relationship between the flow rate and the temperature difference of the central
wavelength shift reaction of the two FBG temperature measuring units was tested to
obtain a relationship between the temperature difference DT and the flow rate q, as
shown in Fig. 8. It can be seen from the curve that the relationship between the flow
rate qm and the temperature difference DT is in good agreement with the theoretical
prediction. It should be noted that in the low flow range in the curve, the temperature
difference for the measurement resolution is sufficiently large, and in the high flow
region, the temperature difference becomes small, which may cause the measurement
sensitivity to decrease. In practical measurement applications, this problem should be
solved by increasing the heating optical power, and the following factors that may
affect the measurement reliability need to be considered: the resolution of the FBG
demodulation device, the bandwidth of the FBG, and the accuracy of the calibration
flow meter, and the volatility of the flow. When the temperature difference drops by
1 °C, the average flow value changes by 0.72 g/s, and the resolution of the FBG
demodulation device is 1 pm, that is, 0.1 °C, the average mass flow resolution of the
system is 0.072 g/s.

Demodulator 

980nm laser

screw air compressor

vertical gas storage tank
Standard Flowmeter

Fig. 7 Diagram of the test system

Table 1 Parameters of FBG demodulation instrument

Parameters Value

Wavelength range 1525–1565 nm
Resolution 1 pm

34 G. Lyu et al.



5 Conclusion

To sum up, this paper presents a thermal gas flow sensor based on FBG, which has the
advantages of strong electromagnetic anti-jamming ability and reliable structure. The
experimental results show good agreement with the theoretical analysis. The sensor
probe based on light heating can ensure the explosion-proof safety characteristics in gas
flow measurement, which is of practical significance to the flow measurement in
flammable and explosive gas environment. The method of further improving the
accuracy of flow measurement is discussed. Through the calibration of the calibration
platform, the thermal response of the thermal gas flow sensor based on fiber grating is
sensitive, and the correspondence between temperature and flow is clear. The fiber-
optic grating thermal flow measurement method is feasible and has broad application
prospects in the flammable and explosive occasions of gas metering.

Table 2 Parameters of 980 nm laser

Parameters (25 °C) Value

Peak power 1.14 W
Central wavelength 980 nm
Center wavelength shift ±3 nm
3 dB width <3 mm
Threshold current 0.4A
Operating current <1.4A
Operating voltage 2.2 V
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Fig. 8 The fitting curve of flow temperature difference
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Abstract. Spectrum fragment is one of the most important issues in elastic
optical networks (EONs). To solve the shortcomings of traditional defragmen-
tation mechanisms, a policy-based comparison-triggered defragmentation
mechanism (P-CTD) is proposed. The improved mechanism will analyze the
arrived traffic request and current spectrum resource situation firstly, then
compare and judge whether to trigger spectrum defragmentation according to
preset policy. Theoretical analysis and numerical simulation results show that
compared with the traditional mechanisms, the proposed P-CTD mechanism can
reduce the bandwidth blocking probability (BBP) as 8.73% and improve the
resource utilization ratio as 15.26%, respectively.

Keywords: Elastic optical networks (EONs) � Spectrum defragmentation �
P-CTD � Bandwidth blocking probability (BBP) � Network utilization

1 Introduction

With the rapid development of many new services and applications such as big data,
cloud computing and artificial intelligence, the differences between customer traffic
requirements and network resource have been increasing, which raised continuous
growing requirements for flexibility, scalability, openness, etc. Compared with the
traditional wavelength-division multiplexing (WDM) technology, elastic optical net-
works (EONs) can provide many new features including more flexible network
architecture and finer spectrum granularity, which makes EON as one of the promising
technologies for the future Internet. EONs have been proved its flexible frequency
allocation for the dynamic bandwidth requirements environment which can improve
the network resource utilization and effectively reduces the blocking probability,
respectively [1, 2]. However, in the future complex network environment, some serious
spectrum fragmentation problems may occur due to the spectrum resources are con-
tinuously allocated and released, which will lead to spectrum fragments and affect the
resource allocation for subsequent coming traffic. Furthermore, the issue of fragments
may reduce the spectrum utilization and even cause network congestion [3]. Defrag-
mentation is widely accepted as effective ways to reduce or eliminate spectrum
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fragmentation while when to trigger the defragmentation mechanism and how to select
the suitable defragmentation mechanism is very important for EON.

Recently, many researchers have proposed some solutions. Wang R et al. suggested
to classify the spectrum defragmentation mechanism into two categories: active and
passive modes [4]. Further, Wang C et al. defined two defragmentation mechanisms
including batch defragmentation (BD) [5] and defragmentation upon blocking
(BTD) [6], respectively. The BD mechanism will implement spectrum defragmentation
regularly, and the BTD mechanism performs defragmentation only when the service
requirement on prime optical path is blocked. Unfortunately, the former BD mecha-
nism has little relationship with actual traffic requirement, which may lead to poor
network resource utilization. The BTD mechanism only triggers defragmentation when
the traffic is blocked, which may lead to higher bandwidth blocking probability (BBP).
Then, Cugini et al. proposed a push-pull defragmentation mechanism, which will
immediately allocate resource to the existing service once suitable spectrum resources
appearing [7]. It can also be classified as an active defragmentation mechanism
depending on the definition proposed by Wang R [4]. Although the proposed solution
in [7] can optimize traffic allocation, some shortcomings cannot be ignored such as the
high complexity and network resources wasting. In general, most traditional triggered
defragmentation mechanisms have obvious shortcomings, i.e., the active triggered
mechanism lacks corresponding relationship with traffic requirements, which may lead
to poor network resource utilization. On the contrary, the passive triggered mechanism
will suffer from poor bandwidth blocking performance, etc.

In this paper, we proposed a policy-based comparison-triggered defragmentation
mechanism (P-CTD). The proposed P-CTD mechanism will judge whether to imple-
ment triggered defragmentation procedure by comparing the current spectrum status
with the arriving traffic requirements, by which it can overcome the shortcomings of
the traditional triggered mechanism. The rest of this paper is organized as follows.
Section 2 presents the principles of the proposed triggered defragmentation mechanism.
Section 3 gives the numerical simulations and results analysis. Section 4 summarized
our conclusions.

2 Principle of P-CTD Mechanism

2.1 Policy-Based Comparison-Triggered Defragmentation Mechanism
(P-CTD)

Due to the implementation of flexible network nodes such as bandwidth variable
transceiver (BVT), EONs has good flexibility to transmit differentiated traffics [8].
However, considering the future complex network environment, the frequency spec-
trum may be allocated and released frequently. Thus more and more spectrum frag-
ments will appear. At this time, there will be difficult to allocate available spectrum for
arriving service requirements considering the frequency spectrum consistency and
continuity constraints in EON.

To solve this problem, the proposed P-CTD will implement comparison procedure
before trigging defragmentation. Firstly, the spectrum availability before defragmentation
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(abd) and traffic requirement (rti) will be calculated. Then these two values will be
compared to judge which value is bigger. Then the spectrum availability after defrag-
mentation (aad) should be calculated if the value of rti is bigger than abd. After that, the
value of rti and aad will be compared. Only can the defragmentation be triggered when rti
is larger than abd but less than or equal to aad. The detailed implementation procedure of
P-CTD mechanism is shown in Fig. 1.

Considering most commercial optical network equipment ports in current telecom
network are mainly 100 and 40 G, which will combine with the standard forward error
correction (FEC) scheme, the redundancy overhead is defined as about 25% at most.
Therefore, the minimum frequency slot unit in EONs can be set to 12.5 GHz, by which
we can calculate that the number of frequency slots required for a single traffic is
generally not more than 10 [9]. It is assumed that the traffic arrives within a fixed time
window and conform to the Poisson distribution and the number of frequency slots (fi)
required by the ith traffic is from 1 to 10.

Start

Calculate abd and rti

abd<rti

Calculate aad

aad rti

Trigger defragmentationDo not trigger 
defragmentation

Do not trigger 
defragmentation

Do allocation directly blockedThen do allocation

End

No

Yes

No

Yes

Fig. 1 Flowchart of P-CTD

Policy-Based Comparison-Triggered Defragmentation Mechanism … 39



The three important parameters denoted in Fig. 1, abd, aad, and rti, are defined as
follows

abd ¼ 1
L
�
Xn
i¼1

bi � bi
Pn
i¼1

bi

0
BB@

1
CCA ð1Þ

rti ¼ fi
L

ð2Þ

aad ¼ 1
L
�
Xn
i¼1

bi ð3Þ

Here bi indicates the number of frequency slots in the ith frequency block with free
frequency slots, n is the total number of frequency blocks with free frequency slots, fi is
the number of frequency slots required by the corresponding traffic, respectively.

2.2 Implementation Example of P-CTD, BD and BTD

Figure 2 shows an implementation example of two traditional triggered mechanisms
(BD and BTD) and proposed P-CTD mechanism.

Initial link status

f1=3 traffic arrives

BD: trigger

BTD: do not trigger

P-CTD: do not trigger

f2=6 traffic arrives

BD: trigger

BTD: trigger

P-CTD: trigger

f3=4 traffic arrives

BD: trigger and keep timing triggering

BTD: trigger and keep triggering for blocking

P-CTD: do not trigger

Fig. 2 An example of the three triggered mechanisms
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The dashed area of Fig. 2 indicates that the frequency slot has been already
occupied while the blank area indicates that the frequency slot is free. Assumed there
are totally 21 frequency slots on the link with 10 slots be occupied initially. The
remaining three free blocks have frequency slots with number of 3, 5 and 3, respec-
tively. In this paper, the default spectrum allocation mode is first fit (FF). Without loss
of generality, assuming that there are three traffic services arriving in a certain time
interval with bandwidth requirements of 3, 6 and 4 frequency slots, respectively. The
time interval between each request is the same and equal to the period of BD. Firstly,
the traffic with bandwidth request of 3 frequency slots arrives, the defragmentation will
be triggered under BD mechanism while there is no defragmentation under BTD for no
blocking is detected. According to the steps of P-CTD described in Fig. 1, we can
calculate that abd = 0.160 and rt1 = 0.143, and abd � rt1 which shows there is no need
to trigger defragmentation. The traffic with request of 3 frequency slots is then allocated
in this spectrum. Secondly, the traffic with bandwidth request of 6 frequency slots
arrives, it still has to perform defragmentation under BD mechanism. And this time, the
network detects the blocking event, so it also triggers defragmentation under BTD. As
for P-CTD mechanism, we can know that abd = 0.202 < rt2 = 0.286 by calculation.
Then we can calculate out aad and aad = 0.381 � rt2, which indicates that it is nec-
essary to perform defragmentation now. After defragmentation, the traffic with request
of 6 frequency slots can be allocated in this spectrum. Finally, the traffic with band-
width request of 4 frequency slots arrives. Defragmentation still be performed under
BD mechanism and will continue over time. The BTD mechanism will also trigger
defragmentation all the time for the current spectrum resource obviously cannot pro-
vide service to the traffic. Although we cannot change current situation at once, we will
not trigger the defragmentation under P-CTD because of aad = abd = 0.095 < rt3 =
0.190, which can save some network resources. Then we marked this traffic blocked.

It can be seen that the improved triggered defragmentation mechanism fully con-
siders both the current spectrum resources and the arrival traffic requests and maxi-
mizes the utilization ratio of the current spectrum resources by analyzing the requests,
so that the limited spectrum can accommodate as much traffic as possible, and
unnecessary defragmentation as well as the overall bandwidth blocking probability are
reduced.

3 Simulation and Discussion

In order to verify the performance of proposed P-CTD mechanism, numerical simu-
lation method is used to compare with different schemes, i.e., without defragmentation
(W/O D), BD mechanism, and BTD mechanism, respectively. The network topology
used in the simulation is the NSFNET network with 14 nodes and 21 links. Assumes
that there is only one fiber pair on each link and the total spectrum bandwidth of each
fiber is set as 4 THz. The selected frequency slot is 12.5 GHz and the number of
frequency slots is 320, respectively [10].

As mentioned above, P-CTD mechanism aims to reduce bandwidth blocking
probability (BBP), thus can optimize network resources utilization and provide
resource for subsequent coming traffic as much as possible. Therefore, the main
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performance evaluation for simulation is BBP and resource utilization ratio [11].
And BBP is defined as follows.

BBP ¼ BWb

BWa
ð4Þ

Here BWb is the blocked traffic bandwidth and BWa is the total bandwidth of the
traffic. Resource utilization ratio is defined as follows.

UR ¼ Ned

Nad
ð5Þ

Here Ned is the effective number of defragmentation and Nad is the total number of
defragmentation. Figures 3 and 4 show the simulation results of performance com-
parison of BBP and resource utilization ratio, respectively.
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It can be seen in Fig. 3 that the BBP performance of all the four mechanisms
decreases with the traffic load increasing, while P-CTD mechanism can achieve the
optimal performance. When traffic load is 500 Erl, the BBP for P-CTD is 8.32%, i.e.,
about 8.73% lower than that of BD, which provides the best performance among the
other three mechanisms. In Fig. 4, we can see that with the continuous increase of the
traffic load, P-CTD has maintained a high resource utilization ratio at about 90%, which
has a significant improvement compared with the performance under BTD and BD
scenarios. When the traffic load is 600 Erl, the resource utilization ratio of P-CTD is
86.71%, which makes about 15.26% higher than that of BTD. BD has been performing
spectrum defragmentation at a fixed frequency, so as the traffic load continues to
increase, the resource utilization ratio for BD mechanism arises firstly and then grad-
ually decreases after reaching the peak. When the traffic load is 450 Erl, the maximum
improvement of P-CTD compared to BD is about 21.6%. In general, P-CTD mecha-
nism has an exceeding improvement in BBP compared to the traditional triggered
defragmentation mechanism, which will in turn greatly save network resources.

4 Conclusion

Fragment is an urgent issue in EON which will influence network performance seri-
ously. Traditional frequency spectrum defragmentation triggered mechanism suffered
from poor bandwidth blocking probability (BBP) and network resource utilization
performance. A policy-based comparison-triggered defragmentation mechanism
(P-CTD) is proposed to solve this problem, which judges whether to trigger defrag-
mentation by analyzing and comparing the coming traffic requirement and current
frequency spectrum status. Theoretical analysis and simulation results show that pro-
posed P-CTD can effectively reduce the network’s BBP and optimize the use of net-
work resources.
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Abstract. An optical fiber sensor based on Fabry-Perot cavity is introduced;
the Fabry-Perot cavity was fabricated by two collimated fibers with smooth end
surfaces. The reflection spectrum of the Fabry-Perot cavity can be changed with
the ambient pressure, and the reflection spectrum can be transferred into cavity
length; thus, the cavity length can be measured to achieve the sensing of the
ambient pressure. For the multi-beam interference of the Fabry-Perot cavity, the
reflection spectrum was uniform waves with distinctive peaks and valleys. After
the Fabry-Perot cavity was well encapsulated with metal structures, the fiber
sensor can withstand high temperature of 150 °C and measure the pressure
because the cavity length can be linearly varied with the surrounding pressure
and the linear coefficient can be 0.99999. When the Fabry-Perot cavity-based
sensor was suffered from the upward and downward pressure from 0 to 71 MPa,
the cavity lengths of upward and downward were varied within 15 nm which
was equivalent of 0.04 MPa. The repeatability and return difference of the
sensor have also been studied and the parameters both verified the good property
of this kind of sensor. An optical fiber sensor based on Fabry-Perot cavity is
introduced, and the response of the cavity length to the ambient pressure, the
repeatability, and return difference of the sensor have been studied.

Keywords: FP cavity � Pressure sensing � Cavity length � Repeatability �
Return difference

1 Introduction

Research on optical fiber sensors has drawn more and more attention in recent years
especially in harsh environments such as high voltage transformers, nuclear radiation
environment, and coal and oil fields, where electronic sensors were prone to be affected
[1–3]. However, optical fibers are insensitive to electromagnetic interference, and
optical fiber sensors have been applied in the fields of resource exploration, electric
power system, defense safety monitoring, and so on. In optical fiber sensors, fiber Bragg
gratings (FBGs), Fabry-Perot (FP) cavity, and distributed sensing are typical compo-
nents. Among them, FP cavity can provide high accuracy and resolution and dynamic
measurement. In optical fiber sensors, FP cavities always made up of two collimated
fibers and the demodulation system is based on polarized light interference [4–7].
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In this article, a FP cavity-based optical fiber sensor for pressure sensing is
designed and its spectrum was recorded. In order to judge its property, the cavity length
response to pressure, the variation of the cavity length for different experiments, and
the return difference in the pressure range of 0–71 MPa were discussed in detail.

2 Structure and Spectrum of the Sensor

The FP cavity fiber sensor had two high reflective fiber end faces in a quartz capillary,
and the fibers were melted by hydrogen-oxygen flame or a CO2 laser and combined
with the capillary closely. When the FP cavity was formed, it was packaged with metal
shell and used in oil wells. Once the ambient pressure is changed, the capillary will
expand or shrink and thus the cavity lengths also change, resulting the altering of the
spectrum, and subsequently, the demodulation program will calculate the pressure
according to the response of the FP cavity length to the pressure [8–10].

Fig. 1 Structure of a typical FP cavity under electron microscopy

Fig. 2 Spectrum of a typical FP cavity
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2.1 Structure of the FP Cavity

The structure of a typical FP cavity fabricated with hydrogen-oxygen flame was shown
in Fig. 1; it is apparent that two collimated fibers with smooth end faces formed the FP
cavity, and the distance between the two end faces is defined as the FP cavity length d.

2.2 Spectrum of the FP Cavity

As shown in Fig. 2, the reflection light from the FP cavity experienced multiple beam
interference between the two fiber end faces and FP cavity length can be demodulated
from the wave peaks or valleys. In this article, the original FP cavity length in the air
was 128.9 lm at room temperature and the pressure in the following was the relative
value to a standard atmospheric pressure (1 atm). The property of a FP cavity can be
judged from the spectrum, and a good FP cavity must have spectrum with a loss of
peak to peak less than 0.5 dB and peak to valley larger than 7 dB.

3 Results and Discussions

When pressure was applied to the FP cavity-based fiber sensor, the capillary would
expand or shrink and the cavity length could change with the changing of the ambient
pressure. That is to say, the ambient pressure can be reflected by the FP cavity length.
Therefore, the response of the FP cavity length to the ambient pressure and the vari-
ation of the FP cavity length during pressure upward and downward were studied in
detail. In the following, the FP cavity-based fiber sensor was located at the temperature
of 150 °C; because of thermal expansion, the original cavity length was a little larger
than that at room temperature. The results are shown in Figs. 3, 4, and 5.

3.1 Response of the FP Cavity Length to Ambient Pressure

The response of the FP cavity length to the ambient pressure is shown in Fig. 3. The
ambient pressure was changed with a step of 10 MPa from 1 to 71 MPa and the FP
cavity length changed linearly. The response curve can be fitted by (1):

d ¼ �284:6Pþ 129038:2 ð1Þ

In (1), d refers to the FP cavity length with a unit of nanometer and P corresponds
to the ambient pressure with a unit of megapascal and (1) has a linear relative coef-
ficient of 0.99999. Since the FP cavity length d can be demodulated by the reflection
spectrum, using (1), the ambient pressure P can be sensed.
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Fig. 3 Response curve of the FP cavity length to ambient pressure at the temperature of 150 °C

Fig. 4 Variation curves of the FP cavity length during pressure a upward and b downward at the
temperature of 150 °C

48 H. Li et al.



3.2 Variation of the FP Cavity Length During Pressure Upward
and Downward

In order to value the property of a FP cavity-based fiber sensor, measurement of the
response of the FP cavity length to ambient pressure was carried out for several times;
Figs. 4 and 5 display measured results of two typical experiments at different days.

As can be seen from Fig. 4, the FP cavity length shows minor variations during the
ambient pressure going upward and downward for two different days and the variations
of the cavity length are entirely in the range of 15 nm with the altering of the pressure.
Despite the variation at the pressure of 6 and 11 MPa, other variations are all within
5 nm, which means the FP cavity has excellent stability. Changing the variation of the
cavity length into pressure, the maximum pressure variation is only 0.04 MPa and it’s
about 0.5‰ F. S. (full scale).

Therefore, variation curves of the FP cavity length during the ambient pressure
upward and downward in Fig. 4 demonstrate that the FP cavity-based fiber sensor has
favorable stability in the pressure range of 0–71 MPa.

3.3 Repeatability and Return Difference of the FP Cavity Sensor

The repeatability and return difference curves of the FP cavity-based fiber sensors at the
temperature of 150 °C were exhibited in Fig. 5. Repeatability refers to the maximum
cavity length difference value during the ambient pressure upward or downward, and
return difference means the maximum cavity length difference value between the
pressure-upward cavity length and the pressure-downward one in different experi-
ments. Therefore, the repeatability and return difference can characterize the properties
of a sensor [11, 12].

Apparently, the whole tendency of the repeatability and return difference of the
sensor is relatively smooth, and only when the pressure was set at 6 MPa, the value had
a little fluctuation. The repeatability and return difference were within 20 and 7 nm,
respectively, changing the length values into pressure, they correspond to 0.07 and
0.02 MPa which are 1 and 0.3‰ F.S. The results of repeatability and return difference
indicate that the FP cavity-based fiber sensor has excellent property and this fiber
sensor can find its applications in the oil fields to predict the petroleum content at the
exploration stage and monitor the safe production during the exploitation stage.
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Fig. 5 a Repeatability and b return difference curves of the FP cavity sensor at the temperature
of 150 °C

4 Conclusion

Fabry-Perot cavity-based optical fiber sensors were designed and manufactured for
pressure sensing. The FP cavity was formed by two collimated optical fibers in a
capillary by hydrogen-oxygen flame or a CO2 laser with cavity length of 128.9 lm.
The FP cavity length could be calculated from the reflection spectrum, and the ambient
pressure could be demodulated from the cavity length; thus, in this way, the fiber
sensor can be used as pressure sensor in harsh environment. At the temperature of
150 °C, the FP cavity sensor can endure a pressure high up to 71 MPa, and when the
ambient pressure was changed, the cavity length varied linearly with pressure and the
linear coefficient was up to 0.99999. The FP cavity-based sensor shows excellent
features in stability, repeatability, and return difference which are within 0.5, 1, and
0.3‰ F.S., respectively. Considering the superior characteristics, this kind of fiber
sensors can be applied in oil fields to measure the pressure under oil wells.
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Abstract. In view of the requirements for the evaluation of the adaptability of
the photoelectric system to the complex environment, the sun AC interference
signals under various ground background are measured, and the normal analysis
of the test data shows that the intensity of the sunlight interference signal
conforms to the normal distribution. This paper presents a method for the
modeling of the sun AC interference signal, which simulates the characteristics
of the number of interference signals, the intensity of the signal, the position of
the signal, the relative timing, and the law of change. Finally, the simulation
example of the interference signal under the weak, medium, and strong jamming
environment is given by synthesizing the various characteristics of the sunlight
AC jamming signal. The method presented in this paper can provide technical
reference and support for the modeling of sunlight AC interference signal and
the evaluation of photoelectric system adaptability under different sunlight and
background.

Keywords: Signal detection � Sunlight interference � Signal modeling �
Simulation

1 Introduction

Optoelectronic systems working in the field are generally affected by the optoelectronic
environment, such as sunlight, humidity, temperature, pressure, visibility, and other
factors, which may affect the actual performance of the photoelectric system [1–3].
When evaluating the performance of the photoelectric system, it is necessary to place
the photoelectric system in a typical field working environment to evaluate its impact
and extent. However, it is difficult to use a large number of field measurement methods
under the conditions of experimental cost and technology. At this time, the main
interference factors can be modeled by the means of simulation, and they are input into
the model of the photoelectric system. According to the degree of change of the
photoelectric system performance, the influence of the interference factors is evaluated.
Through a large number of simulation experiments, the statistical law of interference
can be found out, and then, field experiments under typical conditions can be carried
out to verify the credibility of the simulation. After several iterations, we can use the
simulation method to better evaluate the anti-jamming performance of the photoelectric
system.
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Aiming at the evaluation requirements of some photoelectric systems, this paper
mainly discusses the modeling method of sunlight interference signals.

2 Analysis of the Measured Data of Sun AC Interference
Signals

Since some optoelectronic systems can only extract the pulse light signal and have no
direct response to the DC sunlight signal, this paper uses the pulse light signal mea-
suring equipment to measure the AC sunlight signals in various ground objects, aiming
at analyzing the characteristics of the sunlight signal and modeling for the sunlight
interference signal.

2.1 Test Method

As shown in Fig. 1, the plane of ground object can be seen as an approximately
uniform quasi horizontal plane. The test point is the original point O, and the space
right angle coordinate system O-xyz is set up. The sun’s zenith angle of the sun relative
to the original point is beta, the azimuth angle is theta, the azimuth angle of the photo
detector relative to the test point is alpha, and the azimuth angle is phi.

The photoelectric detector is turned on to measure the sunlight AC interference
signal appearing in its field of view. In a certain period of time, n groups of mea-
surement data are measured. The photoelectric detector is moved to the other back-
ground, and the measurement data of sunlight AC interference signal under the other
background are obtained.

Fig. 1 Schematic diagram of test

Modeling Method of Sunlight Interference Signal 53



2.2 Test Layout

The sunlight AC interference signal data of shallow grassland, sandy land, and urban
buildings are measured, as shown in Figs. 2, 3 and 4.

According to the histogram of measured data, the data may be normal distribution.
Under the assumption that the overall parameters are unknown, the population mean
and standard deviation are usually replaced by the mean and standard deviation of the
sample.

Fig. 2 Test results of gravel

Fig. 3 Test results of grassland
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The Lilliefors test method [4, 5] is used to normality test for the results. The upper
bound KS is the difference between empirical cumulative probability and cumulative
probability of target distribution.

KS ¼ max
x

SCDF xð Þ � CDF xð Þj j ð1Þ

where SCDF is the empirical cdf estimated from the sample and CDF is the normal cdf
with mean and standard deviation equal to the mean and standard deviation of the
sample. If the original hypothesis is true, KS should be very small. If it is large, the
original hypothesis is not valid.

The test results show that the 4 sets of data are subject to normal distribution, and

the parameters are shown in Table 1.

3 Introduction Modeling Method of Sunlight Interference
Signal

The characteristics of the interference signal are mainly reflected in the number of
interference signals, the energy density of the signal, the position of the signal (the
relative position on the detector), the relative timing (relative to the guiding signal), and

Table 1 Table of test results

Parameter Gravel Shallow grassland Urban buildings

Mean 1.003e−14 9.486e−15 8.906e−15
Variance 4.269e−16 3.996e−16 5.326e−16

Fig. 4 Test results of buildings
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the law of the change of the signal parameters. These aspects are emphasized in the
modeling of interference signals.

3.1 Modeling of Sunlight Interference Signal Quantity and Distribution
Law

Assuming that the background is homogeneous and single background, it is considered
that the generation of AC interference signals at a certain time is in a uniform distri-
bution. The presence and absence of four channel signals are considered to be inde-
pendent of U (a, b). Its distribution density expression is

pu xð Þ ¼
1

b� a
; a� x� b

0; x\a or x[ b

8><
>:

�1\a\b\1

ð2Þ

The expression of the mean En and the variance Dn is

En ¼ aþ b
2

;Dn ¼ b� að Þ2
12

ð3Þ

Under different sunlight and background, the number of interference signals varies.
According to the difference of sunlight irradiation intensity and background type, the
interference signals are divided into three kinds of strong, medium, and weak inter-
ference intensity, and the number of interference signals in the three kinds of inter-
ference intensity decreases in turn. The number of interference signals can be adjusted
in the following ways.

The uniformly distributed random sequence X is regarded as an independent
variable, and the function is transformed by linear function.

Y ¼ aX � b ð4Þ

The parameters a and b have their bound as 0\a\1; b[ 0. By adjusting the size
of a and b, the number of interference signals, namely Y, can be controlled. The smaller
the A, the larger the B, and Y is smaller as a is smaller and b is larger.

In the simulation, the number of guide pulses that can be received during the whole
work process is recorded as m, and the number of interference signals is Y, and then,
the ratio of interference and guide signals is recorded as k.

k¼ Y
m
� 100% ð5Þ

Here, the environmental intensity of different sunlight alternating interference
signals is defined as follows.
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environmental intensity
strong: k� 30%
medium: 10%\k\30%
weak: k� 10%

8<
: ð6Þ

The classification standard of the AC sunlight interference environment is primarily
defined according to the influence of the interference signal on the simulation results.
The strong interference environment can make the performance more deviant, and the
weak interference has little effect on the performance deviation, and the medium
interference is between the two.

3.2 Modeling of the Energy Density Distribution of Sun Interference
Signals

Modeling of sunlight alternating signals caused by scintillation of ground objects
According to the results of the measured data analysis, the intensity of the interference
signals obeys the normal distribution N (l, r2), and the size of the four signal is
considered to be independent of the normal distribution. Its distribution density
expression is

pN xð Þ ¼ 1ffiffiffiffiffiffi
2p

p
r
e�

x�lð Þ2
2r2

�1\x\1;�1\l\1; r[ 0
ð7Þ

The expression of the mean En and the variance Dn is

En ¼ l

Dn ¼ r2
ð8Þ

Under different sunlight and background, the intensity of jamming signal varies.
The magnitude of signal intensity can be adjusted by adjusting mean and variance. For
strong interference environment, the mean value is E1 = 20, the variance D1 = 1.5, the
medium interference environment, the mean value E2 = 10, the variance D2 = 1, the
weak interference environment, E3 = 6, D3 = 0.5.

Modeling of AC signals caused by the movement of photoelectric system
According to the Bang–Bang control principle of the optoelectronic system, we can
simplify it to a sinusoidal modulation, and the amplitude A is the ratio of the maximum
reflectivity to the minimum reflectivity in the direction of the ground background, and
the typical A = 4. A can also be adjusted by the variation of object background. The
frequency omega is proportional to the frequency of the Bang–Bang control trans-
formation of the photoelectric system, where the typical omega = 0.25 rad/s, the initial
phase u = 0, y0 as the initial amplitude, y0 > A.

Therefore, the simulation modulation model of the AC signal in a typical case
caused by the motion of the photoelectric system can be obtained.
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y xð Þ ¼A cosðxxþ/Þþ y0 ¼ 4 cosð0:25xÞ
þ y00\x\1 ð9Þ

The interference effect caused by atmospheric turbulence is not considered at
present.

Time Sequence Modeling of Sunlight Interference Signal
The timing of the sun interference signal is also random. The preliminary analysis
shows that the timing of the interference signal is obeying the uniform distribution
U (a, b), and the time series of the four channel interference signals is considered to be
independent of the uniform distribution. Its distribution density expression is same as
(2).

The intensity and the relative timing of the interference signal is independent. The
relative timing of the interference and the guided signal can be adjusted by changing
the maximum value b of the uniform distribution.

Position Modeling of Sunlight Alternating Interference Signal on Detector

(a) Spatial distribution map                                                                          (b) Amplitude distribution map
* +: less than P1 in magnitude, o: greater than P1 and less than P2,     *q1~q4 : the four regions of the detector, the same below.  
◊: larger than P2; the same below. 
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Fig. 5 Simulation results of weak sunlight interference AC signals
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The position of the ground reflected sunlight interference signal on the detector is also
random. The preliminary analysis suggests that the position of the interference signal
on the detector obeys the uniform distribution U (a, b). The location of the four signals
is considered to be independent of each other. The distribution density expression is the
same as (2).

Because the detector is a four-element detector, the output of the signal on the
detector is only related to which quadrant, and has nothing to do with the specific
position on the quadrant. Therefore, it is considered that the position can be measured
by the angle, which can be divided into four angle ranges: 0°–90°, 90°–180°, 180°–
270°, 270°–360°. It is considered that the probability of interference occurring at a
certain location of the detector is independent of the intensity of the interference signal.

(a) Spatial distribution map                                                               (b) Amplitude distribution map
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Fig. 6 Simulation results of medium sunlight interference AC signals

(a) Spatial distribution map           (b) Amplitude distribution map
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Fig. 7 Simulation results of strong sunlight interference AC signals
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Simulation Results
Considering the number, intensity, time series, and position of the interference signal of
the sun, three kinds of weak, medium, and strong interference signals are simulated,
respectively. The typical results are shown in Figs. 5, 6 and 7.

4 Conclusion

The characteristics of the sunlight interference signal are related to many factors. In this
paper, a method of modeling the sun interference AC signal is presented, which is
mainly applied to the jamming signal simulation of the fixed reception angle under the
quasi uniform and single background. In the complex background, the dynamic sim-
ulation of the sun interference signal can be combined with the background distribution
and its reflection characteristics, as well as the optical and motion characteristics of the
photoelectric system. When all the factors are integrated in the simulation, the rela-
tively realistic and reliable sunlight interference signal is finally obtained, which can be
used to support the adaptability evaluation of the photoelectric system under the
complex optoelectronic environment.
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Abstract. This paper comes from the management needs of optical network
equipment. Large-scale optical networks require efficient network management
software for management. The automatic discovery of network equipment is the
key to implement the intelligent network management system and is the basis of
the network management software. The traditional automatic discovery method
for network devices is mainly based on the ICMP protocol. When ping the IP
address on the network one by one, the detection period is too long and the
network load is too heavy, so it is not suitable for real-time device discovery.
This paper proposes an automatic discovery method based on MDNS protocol.
This paper proves that this method can greatly shorten the automatic discovery
time of communication equipment and IP services.

Keywords: Optical NMS � ICMP � MDNS � Automatic discovery � Optical
communication device

1 Introduction

This paper is derived from the management needs of recent optical network equipment.
Large-scale optical networks require efficient network management software for
management. Optical network management is to manage the network in a certain way,
so that the network can run normally and efficiently [1]. It maintains the efficient
operation of the network system. Since the 1990s, some scholars and experts have
studied the network topology discovery technology and proposed corresponding
technologies and theories [2]. At the same time, many manufacturers have released
some commercial software products, and the automatic discovery of devices has been
realized to varying degrees.

Network topology is a method for indicating the relationship between logical
connections and physical connections of network devices [3]. Through it, network
administrators can intuitively grasp the current running status of network devices,
accurately locate fault points in the network, and accurately analyze the network. The
problems in the middle provide the basic data to optimize the network and improve the
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performance of the network. It can be said that the automatic discovery of network
devices is the technical key to realize the intelligent network management system and is
the basis of the network management software.

Automatic discovery method for network devices is mainly based on the ICMP
protocol [4]. ICMP (Internet Control Message Protocol) is a protocol for connection-
less. It is a sub-protocol of the TCP/IP protocol family and belongs to the network layer
protocol for IP. The control message is transmitted between the host and the router (the
network is unreachable, the host is reachable, the route is available, etc.). ICMP
messages are automatically sent when IP data cannot be accessed and the IP router
cannot forward packets at the current transmission rate. Although these control mes-
sages do not transmit user data, they play an important role in the transfer of user data.
Ping uses the ICMP protocol packet to detect if another host is reachable. The principle
is to send a request with ICMP with type code 0, and the host with the request responds
with ICMP with type code 8. Ping the program to calculate the interval and calculate
how many packets are delivered. When pinging the IP address on the network one by
one in this way, the detection period is long and the network load is large, so it is not
suitable for real-time device discovery.

In summary, we propose an automatic discovery method based on the MDNS
protocol. This paper proves that this method can greatly shorten the automatic dis-
covery time of communication equipment and IP services.

2 The Principle of Experimental Design

A novel framework based on the traditional INET Framework is proposed. In this
paper, we present an extension about MDNS to the INET Framework.

MDNS (Multicast DNS) [5] mainly enables hosts in the LAN to discover and
communicate with each other without a traditional DNS server. The port used is 5353,
which complies with the DNS protocol and uses the existing DNS information struc-
ture, name syntax, and resource record type. And no new action code or response code
is specified.

In a local area network, devices and devices need to know each other’s IP address
before communicating with each other. In most cases, the device’s ip is not a static IP
address, but an ip address dynamically assigned through the DHCP protocol. In this
case, you need to use MDNS to discover the device. The multicast address used by
MDNS is 224.0.0.251 and the port is 5353. MDNS is used inside the LAN. Each host
that enters the LAN will open to the LAN if the MDNS service is enabled. All hosts
multicast a message, who I am (domain name), and what my IP address is. Then other
hosts with MDNS service will respond and will tell you who it is (domain name) and
what its IP address is. When the device needs to be serviced, the MDNS is used to
query the corresponding IP address of the domain name [6]. After receiving the packet,
the corresponding device also responds by multicast. At this time, other host devices
can also receive the response packet, and other hosts also receive the response packet.
The domain name and ip, ttl, etc. are recorded, and the cache is updated.

Objective Modular Network Testbed in C++ (OMNet++) is a component-based
modular open network simulation platform that has become popular in science and
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industry in recent years. Can be used to solve problems in the following areas: wireless
communication network and wired communication network modeling, protocol sim-
ulation modeling, queuing network modeling, multiprocessor and distributed hardware
system modeling, hardware architecture verification and evaluating multifaceted per-
formance of complex software systems.

In general, it can be used for any system simulation and modeling using discrete
time methods, and it can be easily mapped to entities that rely on communication for
exchange of information. OMNet++ provides basic tools and mechanisms for writing
simulation code, but it does not provide any components specifically for computer
network simulation, system architecture simulation, and any other field; specific sim-
ulations are made up of simulation models and frameworks such as the Mobility
Framework or INET Framework to support.

Before the experiment started, we first expanded the implementation of the MDNS
protocol in the original framework and made the corresponding module. In the
experiment, we first add this module layer to each optical communication device to
realize automatic discovery feature of the optical device.

3 Simulation and Results

This network consists of four switches (etherSwitch1..etherSwitch4) and six endpoints:
two source hosts (source1, source2), two destination hosts (destination1, destination2)
and two other hosts (host1, host2) which are inactive in this simulation (Fig. 1).

This experiment consists of two parts. The first step, pinging the IP address of
destination1 with 32 bytes of data by source1, and pinging the IP address of destina-
tion2 with 32 bytes of data by source2, and then record the time, respectively, and

Fig. 1 The network created by this experiment
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repeat 20 times. In the second step, repeat step 1 by using the MDNS-based discovery
method instead of using ping and record the time in the same way.

The results are shown in the graph. And Fig. 2a is the result of step 1. Figure 2b is
the result of step 2.

From the chart results, it is not difficult to see that in each experiment, the time
taken by MDNS auto-discovery is less than the time of ping, and the average time
saved almost 28% is calculated. Through this experiment, we have shown that using
the MDNS method is more efficient than the traditional ping way for automatic
discovery.

4 Conclusion

The experimental results show that the proposed use of MDNS to achieve automatic
discovery of optical network equipment does save more time than the traditional
ICMP-based ping method in automatic discovery, saving almost 28% of the time.
Therefore, the MDNS-based automatic discovery optical network device method truly
optimizes device discovery time and improves NMS efficiency.
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Abstract. There are a number of architectural choices to improving feedback
and feedforward carrier phase recovery (CPR) algorithms: filter length, filter
shape, error signal, etc. The optimal choice depends on the relative strengths of
phase noise and additive noise. On the other hand, the optimal average length of
CPE used for filtering the phase noise estimate is quite subjective. In principle, a
short average length enables fast carrier phase tracking, and a longer average
length enables large ASE noise tolerance. Consequently, the optimal average
length becomes relatively so short in the presence of fiber nonlinearities when
phase noise is large to prevent any symbol with occurring large ASE noise from
severely distorting the CPE process. This may affect the stability of CPE per-
formance and subsequently causing performance degradation. For the steady
performance of CPE in the presence of large phase noise, this paper proposes
adaptive filtering technique to detect and isolate symbols with significantly large
ASE noise from the filtering process to improve stability and performance of
CPE algorithms. The results showed that the proposed adaptive filtering CPE
technique combined with normalization processing in CPE provides about
1.0 dB Q-factor performance improvement over the conventional CPE method
in mitigating the combined effects of laser linewidth and fiber nonlinearity for
coherent phase-modulated optical signals. The technique automatically identifies
and eliminates symbols with significantly large noise from the filtering process
to improve stability and estimation accuracy of the carrier phase estimators. The
complexity of additional hardware required to implement the scheme is quite
simple.

Keywords: Coherent optical fiber communication � Phase noise � Adaptive
carrier phase recovery

1 Introduction

Due to Kerr effect, interaction of signal and amplified spontaneous emission
(ASE) gives rise to Gordon–Mollenauer (GM) effect, a fiber transmission nonlinearity
that manifests itself as phase modulation [i.e., nonlinear phase noise (NLPN)] that adds
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up to the intrinsic phase noise generated due to the finite linewidth of the free-running
lasers used at both the transmitter and receiver, the latter acting as a phase reference for
the former. The impact of this combined phase noise is distortion and random rotation
of received signal constellation points, which leads to performance degradation when
phase-modulated formats [1] are employed in coherent optical fiber transmission net-
works. As a result, efficient carrier phase estimation (CPE) algorithm with better phase
noise tolerance is a prerequisite of digital coherent receivers to track and compensate
the carrier phase noise using digital signal processing (DSP) to ensure successful
detection of phase-modulated signal formats. There is evidence that the average length
is a key parameter that can be optimized in CPR algorithms to influence the perfor-
mance of digital coherent receivers in wavelength-division multiplexing (WDM) sys-
tems [2]. This can improve performance in low-nonlinearity systems or in the absence
of ASE noise but this benefit of CPE degrades in the presence of high-nonlinearity.
There are a number of architectural choices to improve the average length: filter length,
filter shape, error signal. The optimal choice depends on the relative strengths of phase
noise and additive noise. Thus, the optimal average length is a balance between phase
tracking and suppression of additive noise. In principle, a short average length enables
fast carrier phase tracking, and a longer average length enables large ASE noise tol-
erance. In the presence of fiber nonlinearities where phase noise is large, the optimal
average length consequently becomes relatively so short to prevent any symbol with
large occurring ASE noise from severely distorting the CPE process. This may affect
the stability of CPE performance and subsequently causing performance degradation.
For the steady performance of CPE in the presence of large phase noise, combined with
normalization processing in CPE, we propose adaptive phase estimation technique to
automatically detect and eliminate such signals with large ASE noise from the aver-
aging process.

2 Proposed Adaptive Filtering Technique

In order to minimize computation resources required for real-time implementation of
digital of CPR algorithms, most existing feedback and feedforward CPE algorithms [3]
demonstrated so far perform phase estimation in two chronological steps. The effect of
data modulation is first removed to derive a phase reference (PR) signal masked by
ASE noise. A block of neighboring PR signals is summed up to filter out this additive
noise distortion while tracking the varying phase. But the length of block used to filter
the PR signal is quite subjective: The faster the phase noise variation, the smaller the
average length, and vice versa. For high fiber launch power or longer fiber transmission
length beyond 1000 km in coherent optical communication systems, the optimum
average length therefore becomes inevitably small when phase noise is large during
fiber nonlinearity, such that it may be unable or challenging to average out any
occurring large ASE noise signal. This can meaningfully tilt the carrier phase away
from the actual value, causing performance degradation. It is therefore reasonable to get
rid of such large ASE noise signals from the averaging process to improve stability of
the phase estimation algorithm. Note that in the presence of fiber nonlinearity where
OSNR or fiber launch power is assumed to be high, since ASE noise is circularly

Adaptive Phase Estimation in the Presence of Nonlinear Phase … 67



Gaussian and independently and identically distributed with zero mean, medium-to-low
ASE noise occurs frequently than large ASE noise.

In principle, the proposed adaptive filtering technique first transformed the complex
input signal to the CPE unit into polar coordinates with magnitude and phase using the
basic Viterbi-Viterbi carrier phase estimator (V–V CPE) [4]. This is followed by nor-
malization processing to generate a modulation-free phase reference (PR) signal [5]. This
yields a normalized input signal with reduced noise distortions and avoids the use of
complex multipliers in M-th power nonlinearity approach for modulation removal [6].
Next, the PR signal is digitally low-pass filtered by summing up a block of consecutive
PR symbols. Since the two orthogonally polarized signals are affected by same phase
noise from same transceiver lasers used for transmitting and detecting both polarization-
demultiplexed signals, we adopt joint-polarization CPE algorithm [7] so that the nor-
malized complex phasors of both polarization branches are combined using arithmetic
mean to produce a single value before being passed through the low-pass filter. This
improves the SNR of the CPR by 3 dB and relaxes laser linewidth requirements for the
transceiver lasers (thereby reducing the system costs). Finally, the proposed scheme
localizes (detect and isolate) symbols with large ASE noise signals by comparing the
phase difference between the current PR signal and the previous output of the low-pass
filter (LPF) with a pre-defined threshold, and those found to be exceeding the bound are
assumed to be too noisy and discarded by setting the matching PR signal to zero. Thus,
the proposed adaptive technique measures the phase difference between and the output of
the LPF with a unit delay, and those exceed the pre-defined threshold are considered too
noisy and abandoned by setting the corresponding PR signal to zero. Mathematically, the
proposed adaptive filtering scheme can be summarized as:

hk ¼ 0 if uk�1 � hkj j[ dDmax ð1Þ

where hk is the normalized PR signal, uk is the averaged (filtered) signal, and Dmax is
the maximum conceivable phase variation between a signal with and without ASE
noise controlled by a threshold factor 0� d� 1. Figure 1 shows the principle of
operation of the proposed CPE scheme incorporating the adaptive filtering technique
where the final joint-polarization phase estimate for both blockwise and sliding aver-
aging can thus respectively be expressed as:
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Fig. 1 Block diagram of proposed adaptive filtering CPE
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where PU refers to phase unwrapping function applied to remove the fourfold phase
ambiguity of the wrapped estimated phase, L is the average length, and C is the channel
index which is 2 here (treating the polarization-multiplexed (PM) system implemented
here as a phase-coherent multi-channel transmission). Note that the running average
uses precursor and postcursor L symbols with block length as against L postcursor
symbols for blockwise average. The block length L is optimized for each averaging
method, while the threshold factor d is optimized for adaptive scheme and the phase
estimate is updated in each symbol period when using a running average or every
symbol period when using blockwise averaging.

3 Performance Evaluation

We assessed the performance of the proposed adaptive CPE scheme as detailed in Fig. 1
using both sliding [4] and blockwise [6] equal-weighted averaging V-V CPE. The
system for a canonical PM coherent optical fiber wavelength-division multiplexing
(WDM) transmission system spans seven CW channels between 1554.9 and 1550.1 nm
on a 100 GHz grid [8]. The fiber link is made up of a recirculating loop modeling several
80-km spans of an uncompensated standard single-mode fiber (SSMF), where the fiber
spans are assumed identical and the span loss was compensated by EDFA only modeled
with a gain of 16 dB and noise figure of 4 dB. The amplified spontaneous emission
(ASE) noise is added inline to guarantee that interaction between signal and noise is
acceptably captured. After transmission, the center channel at 1552.5 nm is extracted
and processed to compensate effects of CD and the average fixed nonlinear phase shift
simultaneously using DBP and polarization derotation using CMA, all these impair-
ments stemming from fiber transmission [8]. The optimized value of L (for both cases of
averaging) and the threshold factor d were respectively found to be 3 and 0.8 in all
instances. This is followed by carrier phase estimation using the proposed adaptive
scheme. In this setup, OSNR values do not offer intuitive insight into signal quality. As
such, we adopt the Q-factor as the signal quality metric. Figures 2 and 3 show both the
BER and Q-factor as functions of launch power after 1200 km fiber transmission. The
advantage of the adaptive approach can be seen to grow bigger as phase noise becomes
strong, especially for the blockwise averaging. The obvious performance difference
between block and sliding averaging method may be because the former shares a
common phase within a block, and thus, it is more sensitive to any phase inaccuracy.
Another reason could be that the optimal averaging length for the block averaging
method is typically smaller than that of the sliding window method.
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Furthermore, the performance of most CPE algorithms is usually measured by their
tolerance toward high phase noise values using SNR, BER, Q-factor, etc., as functions
of the strength of the phase noise. The mean square error (MSE) metric [6], calculated
as difference between the actual phase noise and the estimated phase noise, is also an
efficient benchmark to assess the performance of CPE algorithms. The better the
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performance, the lower will be MSE value of the CPE algorithm. We analyze the
performance of the proposed adaptive CPE algorithm using this MSE metric. Figure 4
shows the result of such assessment implemented using only sliding averaging which
validates our prediction using the proposed adaptive CPE. For different fiber trans-
mission lengths, the scheme shows similar performance no matter the value of the
launch power, even though there are fluctuations.

4 Conclusion

From the preceding results, we can conclude that the proposed adaptive filtering CPE
technique provides about 1.0 dB Q-factor performance improvement on the conven-
tional CPE method in mitigating the combined effects of laser linewidth and fiber
nonlinearity for coherent phase-modulated optical signals. The technique identifies and
eliminates symbols with significantly large noise from the filtering process to improve
stability and estimation accuracy of the carrier phase estimators. The complexity of
additional hardware required to implement the scheme is quite simple.
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Abstract. Based on the eigen-equation method, the eigenfunction is produced
to seek plasmon modes in square quantum dots with few atoms. Besides the
eigenfunction, charge-resonance peaks are also used to find plasmon. In the
process of finding plasmon modes, it is found that only parts of the plasmon
modes can be found by charge-resonance peaks, and all the plasmon modes can
be found by eigen-equation method. Furthermore, the influence of various
parameters on the plasmon shows that: the frequency of the plasmon shifts red
with the increase of the quantum-dots size and shifts blue with the increase of
the electron number. Moreover, the frequency of plasmon increases with the
increase of the on-site and the nearest-neighbor Coulomb interaction due to that
the excitation of plasmon needs higher energy under stronger Coulomb
interaction.

Keywords: Quantum dot � Plasmon modes � Eigen-equation method

1 Introduction

The researches of quantum dots have attracted much attention due to the excellent and
stable photoelectric properties [1, 2]. Now quantum dots are widely used to fabricate
ultra-high resolution microprobe [3, 4], bioluminescent probe [5–7], and micro-laser
device [8, 9]. The plasmon produced by the coupling of the external electromagnetic
field with the quantum-dot system plays an important role in the study of the photo-
electric properties of quantum dots. The capable of plasmon such as local field
enhancement and beyond the diffraction limit can bring technical breakthroughs in the
fields of microscopic detection, biosensor, and laser. In the future, the exploration of
new plasmon modes will go on providing guidance for the photoelectric characteristics
of quantum dots and providing the possibility for the discovery and regulation of new
light fields. With the miniaturization of quantum-dot devices, the quantum effect of
plasmon is very important in the process of finding the plasmon mode and studying
their excitation properties. To accurately describe the quantum effect of plasmon, the
existing research is mainly based on the quantum response theory [10–13]. However,
the results calculated by the quantum response theory depend on the external field, so it
is difficult to find all the plasmon modes under one type of external field, e.g., the
perturbation theory shows that dark-mode plasmons can only be found in symmetrical
plasma metals, but in the experimental, dark-mode plasmons are also found in
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symmetrically broken terahertz supermaterials [10]; Refs. [11, 12] reported that the
transverse electric field can only excite the transverse mode of plasmon, and the lon-
gitudinal electric field can only excite the longitudinal mode of plasmon; Refs. [13, 14]
reported that dipole plasmon cannot be excited by antisymmetric electric field and
quadrupole plasmon cannot be excited by uniform electric field. So the solution of
plasmon mode is not complete enough under one type of external field. To fully
explore all the models of the plasmon, it is necessary to develop the eigen-equation
method to find the plasmon modes due that the obtained results are not affected by the
applied electric field [15–17]. By using the eigen-equation method and the tight-
binding approximation, we have explored the plasmon modes in square quantum dots
and made a discussion about the influence of the quantum-dots size and electron
number on the plasmon.

2 Model and Theory

The model of square quantum dot is shown in Fig. 1. Here U is the on-site Coulomb
interaction, and V is the nearest-neighbor Coulomb interactions. Nx, Ny and Nz are
adopted to describe the lattice numbers in the x, y, and z directions, respectively.

Based on the tight-binding approximation and the linear response theory, in the
case of external field V exðl0;xÞe�ixt, the collective charge oscillations of the quantum
dot are calculated by:

X
l0

dll0 �
X
l00

Pðl; l00;xÞvl00l0
" #

Qðl0;xÞ ¼ e2
X
l0

Pðl; l0;xÞVexðl0;xÞ ð1Þ

where vl″l′ is the interactions between lattices l″ and l′

Fig. 1 The model of square quantum dot with few atoms
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vl00l0 ¼
U; l0 � l00j j ¼ 0
V ; l0 � l00j j ¼ 1
0; else

8<
: ð2Þ

Here, U is the on-site Coulomb interaction, and only nearest-neighbor Coulomb
interactions V is considered. Pðl; l0;xÞ is the Lindhard function
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where g is the scattering rate, f(En) is the Fermi function, En and wnðlÞ are the eigen
energy and eigen wave vector, respectively,
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where Lx = Nx + 1, Ly = Ny + 1 and Lz = Nz + 1 are, respectively, the length, width,
and height of the quantum dots. And mx = 1, 2, 3…Nx, my = 1, 2, 3…Ny, mz = 1, 2,
3…Nz. According to the Eq. (1), the plasmon frequency can be obtained by the
scollective oscillation peaks of QðxÞ ¼ P

l Qðl;xÞ in present of V exðl0;xÞ; however, it
is difficult to find all the plasmon modes under one type of external field, only parts of
the plasmon modes can be found through Eq. (1). So we make V exðl0;xÞ ¼ 0 and get
the eigen equation:

X
l0

dll0 �
X
l00

Pðl; l00;xÞvl00l0
" #

Qðl0;xÞ ¼ 0 ð5Þ

To get nonzero solutions of Qðl0;xÞ, the coefficient matrix of Eq. (5) has to satisfy

BðxÞ ¼ det½dll00 �
X
l00

Pðl; l00;xÞvl00l00 � ¼ 0 ð6Þ

Here, B(x) is the determinant of coefficient matrix of Eq. (5), which is a frequency
dependent function named as eigenfunction. And the value of B(x) will be zero at the
plasmon frequency. Due to the finite scattering rate η in Eq. (3), the eigenfunction B(x)
is a plural value, so the eigen plasmon frequency is generally found by Re[B(x)] = 0
with Im[B(x)] � 0, it also implies that Im[1/B(x)] will show a peak at plasmon
frequency. Thus, we can find plasmon both through the peaks of Im[1/B(x)] and the
zero point of Re[B(x)]. And all the eigen plasmon frequency can be solved by the zero
point of Re[B(x)] since its value is independent on the external field.
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3 Results and Discussions

In all the calculations, if it is not noticed, the parameters are U = 3.0 eV, V = 1.0 eV,
η = 0.005 eV. The unit of frequency is 2pc/h, with h the Planck constant. Arbitrary
units are applied for the values of the energy absorption and the charge. The system
size is described by Nx � Ny � Nz.

In Fig. 2, we show the plasmon by the eigenfunction and show the response of
charge to different types of external fields. The results in Fig. 2a1, a2 show that, in the
frequency range 1.55–1.65, the zero point of Re[B(x)] and the peak of Im[1/B(x)]
appear at the same frequency, which can be determined as the plasmon frequency.
Moreover, Fig. 2a3, a5 show the peaks of charge resonance at the plasmon frequency,
respectively, which implies that the plasmon in the frequency region 1.55–1.65 are

(a1) (b1)

(b2)

(b3)

(b4)

(b5)

(a2)

(a3)

(a4)

(a5)

Fig. 2 a1 and b1 Re[B(x)] varies with the frequency; a2 and b2 Im[1/B(x)] varies with the
frequency; a3–a5 and b3–b5 The charge response |Q| varies with the frequency of external fields.
Where the system size is 3 � 3 � 3, and Lx = Ly = Lz = 4, Ne = 2
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excited in the case of external potential V ex ¼ lx þ ly þ lz, V ex ¼ ðlx � Lx=2Þ2 þ
ðly � Ly=2Þ2 þðlz � Lz=2Þ2, and Vex ¼ ðl2x þ l2y þ l2z Þ�1=2. Figures 2b1, b2 also show a
plasmon mode in the frequency range 2.90–2.97. However, there are no charge-
resonance peaks in Fig. 2b3, b4, which implies that, the plasmon in the frequency region
2.90–2.97 are not excited by external potential Vex ¼ lx þ ly þ lz and

V ex ¼ ðlx � Lx=2Þ2 þðly � Ly=2Þ2 þðlz � Lz=2Þ2. So it is not reliable to find plasmons
based on charge resonance, because some plasmon modes may not be excited by an
external field. In contrast, it is feasible to find plasmon modes by the eigen-equation
method, and all plasmon modes can be found completely.

In Fig. 3a, the evolution of plasmon with system size shows that, from the bottom
to the top of the figure, the frequency of the leftest peaks shift red with the increase of
the system size, which mainly caused by the decrease of energy level in large size
system. Moreover, more peaks appear in system with larger size, which represents
more high order plasmons caused by the splitting of energy levels. In Fig. 3b, the
evolution of plasmon with electron number shows that, from the bottom to the top of
the figure, the frequency of the leftest peak shifts blue with the increase of the electron
number, which mainly caused by the increase of the energy level and fermi energy in
large size system.

In Fig. 4a, from the bottom to the top of the figure, the peaks of all the plasmons
slightly shift blue with the increase of the on-site Coulomb interaction U, which implies
that the on-site Coulomb interaction gives rise to a blue-shift in charge response. In
Fig. 4b, the peaks of all the plasmons shift blue with the increase of the nearest-
neighbor Coulomb interactions V. The results in Fig. 4a, b can be explained by that the
excitation of plasmon needs higher energy due to the increase of the Coulomb
interaction.

(a) (b)

Fig. 3 The charge response varies with the frequency of external potential Vex ¼ lx þ ly þ lz,
where, a for a fixed electron number Ne = 2, and the system sizes are 3 � 3 � 3 to 7 � 7 � 7
from bottom the top; b for a fixed system size is 4 � 4� 4, the electron number are Ne = 2 to
Ne = 10 from bottom the top
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4 Conclusions

On the basis of the eigen-equation method and the collective excitation of charges
under external fields, the plasmon in square quantum-dot system is observed. Through
the comparison of plasmons, respectively, found by the eigen function and charge
response, it is found that all plasmon modes can be found by the eigen equation
completely; however, some plasmon modes may not be found by the charge resonance
due to they are not be excited by some types of electric field. Furthermore, we have
studied the influence of various parameters on the plasmon and found that: the fre-
quency of the plasmon shifts red with the increase of the quantum dots size and shifts
blue with the increase of the electron number, and the frequency of plasmon shifts blue
with the increase of the on-site and the nearest-neighbor Coulomb interaction.
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Abstract. Lighting technologies change the life of human beings and bring
various applications in illumination and biological engineering. One case is the
phototaxis research by light controlling the spread of insects. Optical methods
by phototaxis of ultraviolet light have attracted much attention for capturing and
killing Musca domestica. However, the development of an effective and envi-
ronmentally acceptable light traps is still challenging due to the complex
responses of insects to wavelength and intensity. Herein, we developed the LED
light source for selectively attracting Musca domestica by investigating spectral
sensitivity of their compound eyes through electroretinograms (ERG) signal and
the phototactic behavior to different LEDs. The spectral sensitivity of the
compound eyes showed that both female and male had a primary peak at
360 nm and a secondary peak at 520 nm. The attraction efficiency of LEDs was
compared with different colors (wavelengths), which revealed that purple LED
(415 nm) attracted the most of Musca domesticas and will broaden the appli-
cations of purple LED in the insect pest control.

Keywords: LEDs applications � Phototaxis � Electroretinograms

1 Introduction

The phototaxis research to control the spread of insects [1, 2] has been known and
studied for decades [3, 4]. One application is the optical control of the most common
insect on the planet—Musca domestica, which are not only nuisance pests buzzing
around homes, carrying potential disease, but also transferring more than 100 different
pathogens harmful to both humans and pets [5–7]. The short lifespans but strong
reproductive capacity of Musca domestica make it one of the knottiest problems.
Therefore, lots of methods have been developed to fight against with Musca domestica
[8, 9]. However, the mushrooming of insecticides for Musca domestica succeeded in
controlling the quantities at first but later greatly increased environmental pollution and
insecticide resistance [10, 11]. Another method of biological method by natural ene-
mies reduced the efficiency and would become another disaster if breaking the balance
in the biological chain [12]. Besides, a sticky cylinder trap cannot eliminate the
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housefly populations either [13]. The optical phototaxis method of capturing and killing
Musca domestica with ultraviolet lights has attracted attention [14]. However, the
irresistible attraction to many insects disobeys the protection of the biological chain.
The exposure of UV will damage human eyes and bare skin in homelife [15]. To
develop a selective and visible light source, controlling Musca domestica becomes
necessary. The response of Musca domestica to light are attributed by the two forms of
central rhabdomeres of retinula cells in each ommatidium with four photoreceptors.

LED lighting technology has changed the life of human beings and brought various
applications for illumination, display and even biological engineering for promoting
integrated pest management [16–18]. Herein, based on electroretinographic
(ERG) signals, phototaxis response of Musca domestica to LEDs has been researched
to develop a method of LED light control of Musca domestica. ERG signals of
compound eyes were recorded monochromatic stimuli ranging from 300 to 700 nm.
Meanwhile, to understand the visual responses of the Musca domestica to light, the
absorption spectra of the visual pigment was obtained by dissolving compound eyes
into chemical solutions. In the ERG signals, a peak falling in the ultraviolet region of
360 nm was observed while another peak was in the green region (peak at 520 nm).
The spectral sensitivity curve was considered well matching to the absorption spectra
of the visual pigment. In phototactic behavior experiments, the attraction efficiency of
Musca domestica to light-emitting diodes (LEDs) with different central wavelengths
(415, 456, 520, 600 and 636 nm) was studied under the same photon flux density. The
results revealed Musca domesticas preferred shorter wavelength light—the purple LED
(415 nm) attracted the most while the red attracted the least.

2 Materials and Methods

2.1 Insect Offspring

Musca domestica were obtained from Applied Biology Center of Sumika Techno
Service Company. The offspring reproduction of theMusca domesticas was maintained
in the thermostatic chamber (C-007-50L, MRT, W425, D525, H435 mm) of National
Institute of Technology, Anan College. The Musca domestica used in the experiment
were obtained from laboratory breeding after eclosion for more than 10 days. The
Musca domestica only reared on horn sugar and distilled water were placed in a
thermostatic chamber at 25 °C under a photoperiod of 12 h:12 h (light period 6:00–
18:00).

The images of Musca domestica classified as female and male were shown on the
left and right side in Fig. 1a, respectively. Scanning electron microscope (SEM) images
of the Musca domestica compound eye at different magnifications were shown in
Fig. 1b, c. Each eye consisted of thousands of ommatidia which were hexagonal lens of
10–20 lm width and 5–10 lm high. The compound eye was the main photoreceptor of
Musca domestica which would be recorded by ERG signals. When light stimulated the
cell (photoreceptor) in the retina inside the ommatidia, electrons were excited and
would generate a potential difference referred to the state without light. This voltage
was usually defined as ERG signal (shown in Fig. 1d).
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2.2 Spectral Sensitivity of the Compound Eye

The measurement of ERG was briefly shown in Fig. 2. First, the reared adult Musca
domesticas in the laboratory were classified as female and male. Then five individuals
of each sex were used to measure the ERG response. An anesthetizedMusca domestica
was fixed on a glass piece with bees’ wax and mounted in the dark shield box. Two
tungsten needles (7P-010, Micro supporter) with diameter of about 10 lm were
inserted into the retina of the compound eye and abdomen to be the positive and
negative electrode, respectively. ERG responses were recorded by a preamplifier
(ADA400A, Tektronix) which was connected to an oscilloscope (TDS2014B, Tek-
tronix). The monochromatic stimuli were provided by a 500 W xenon arc lamp
(C7535, Hamamatsu) and an optical splitter (M10-k1, Spectrometer Co., Ltd.) ranging
from 300 to 700 nm with a 20 nm interval. The light was placed right on the com-
pound eye through an optical fiber (MC2000B, Thorlabs Inc.). The quantum flux of
each monochromatic stimuli was measured and adjusted to the same photon flux
density by using a photometer (Multichannel Voltage Recorder, MCR-4V) and an
optical filter. After keeping the Musca domestica in the dark shield box for 20 min, the
compound eye was irradiated with a series of monochromatic flashes of 100 ms
duration. After 60 s recovering, the wavelength was changed from short to long
wavelength and then in the reverse direction to record ERG responses. Based on the
response-stimulus intensity function recorded by a 4-log-unit intensity, the spectral

Fig. 1 Musca domestica compound eye morphology and electroretinogram. a An example of
female and male Musca domestica shown on the left and right rides. b, c SEM images of Musca
domestica compound eye. d Electroretinogram (ERG) response of Musca domestica compound
eye to light-stimulation for typically 1 s
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sensitivity curve of the compound eyes was calculated, as well as the relationship
between wavelength and ERG responses. Here the inset SEM image Fig. 2(iii) showed
the damaged eye by the needles.

2.3 Behavioral Experiments

The phototactic behaviors of adult Musca domestica were evaluated based on the
attraction to LEDs at various wavelengths through the dynamic tracking video in the
laboratory (shown in Fig. 3). The experiments were conducted in a dark room by
building a round basin with bottom and top diameter of 450 and 500 mm, two acrylic
plates (450 mm) placed in the middle of the round basin, and an acrylic plate of height
20 mm to form a closed behavioral space. A monitor wireless camera (WHC7M,
Masprc Electric Works) was fixed at the top of the round bowl to record the moving
route range of Musca domestica. A hole for LEDs was punched in the surrounding side
of the round basin. The area of the attraction range was counted in a arc area of radius
40 mm in the centre of the optical fiber. The LED was connected to the function
generator to illuminate the target area.

The light intensity at 4 cm far from the top of the fiber of each light source
was measured by a photometer and changed into number of photons (4 lmol/m2/s).
The LEDs with central wavelength of purple 415 nm, blue 456 nm, white, green
520 nm, yellow 600 nm and red 636 nm (Nichia Corp, Tokushima, Japan) were used
in the experiment (shown in the Fig. 3). The anesthetized Musca domesticas were
taken out of the thermostatic chamber, placed in the middle area of the round basin and

Fig. 2 Measurement system for ERG signal. The inset (i) is the whole setup. (ii) denotes close
sight. (iii) SEM image showed the Musca domestica eye after removing the needles
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covered with a black curtain keeping out other light. The monitor wireless camera
started capturing 5 min later after the Musca domestica resumed consciousness and
freely flying. The wavelength preference characteristics were evaluated based on the
time of Musca domestica staying near the light source in the 40 mm radius to the LED
light source. After 2 h of dynamic tracking video, the attraction ratio of the Musca
domesticas to different LEDs was analyzed by two-dimensional animation measure-
ment software (MoveTr2D, Library company). All the experiments were conducted at
25 °C after 18:00 in the evening and repeated three times.

3 Results and Discussions

3.1 Spectral Sensitivity of Compound Eyes

Figure 4 showed the average sensitivity of five females (black squares) and five males
(red circles). The data of each wavelength were measured by the average response-
energy curve from visual cells. The primary peak was found at 360 nm in the curves of

Fig. 3 Measurement setup for the phototactic behaviors to LEDs
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Fig. 4 Average spectral sensitivity of females (black squares) and males (red circles) measured
by ERG method
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both female and male. Besides, there was a secondary peak at 520 nm for both female
and male which was maybe due to the high sensitivity of photoreceptor in ultraviolet
and green wavelengths. The sensitivity of female and male Musca domesticas at
520 nm was about 66% and 77% of 360 nm, respectively. There was another peak
around 630–640 nm. The sensitivity became weaker when the wavelength was more
than 640 nm. The slightly stronger sensitivity of females than males revealed sexual
differences in the visible wavelength.

3.2 Absorption and Light Transporting Inside the Ommatidium

The absorption spectra of the visual pigments from Musca domesticas were measured
by ultraviolet visible spectrophotometer (shown in Fig. 5). The response of Musca
domestica to light was attributed by the two forms of central rhabdomeres of retinular
cells in each ommatidium with four photoreceptors. They were sensitive to different
wavelength, in other words, color vision [19]. There were three optical components in
Musca domestica compound eye determining the angular of photoreceptors: the light
diffracting facet lens, the wave-guiding rhabdomere and the light-absorbing visual
pigment in the rhabdomere [20]. The light absorption of visual pigments decreased
from 300 to 600 nm with two absorption peaks around 360 and 450 nm. The light
absorption became much weaker when the wavelength was more than 600 nm. These
absorption spectra of the visual pigments showed a good matching to the spectral
sensitivity curve especially at the peaks of 360 and 520 nm. It was inferred that the UV
and green-absorbing visual pigments expressed in the photoreceptor cells of Musca
domestica absorbed the light, excited electrons and generated the potentials for the
ERG signals.

The transmittance of LED lights inside an ommatidium of the compound eye was
simulated as shown in Fig. 6. The model was designed based on the SEM images of
the ommatidium structure shown in Fig. 1. The diameter of the cornea was 20 lm with
depth 10 lm as shown in Fig. 7a. A finite-difference time-domain (FDTD) method
was used to estimate the different wavelength (360, 520, 600 and 700 nm) by an
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Fig. 5 Absorption spectra of the visual pigments
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ommatidium, as shown in Fig. 7b. The light focus was gradually shifted upward and
the intensity of light absorption was gradually decreased as the wavelength becomes
longer. In this case, if purple light was right focused inside the sensory cell, obviously
the longer wavelength would lose the focus at the same position. This could be one
reason why the red light was not sensitive. Another reason was the less absorption of
materials at longer wavelength would make the sensitivity worse.

3.3 Attraction Rate by Different LED Colors

The attraction rate of Musca domesticas to LEDs of different colors was shown in
Fig. 7. Most of the Musca domesticas moved to the LEDs light source after 10 s,
staying near the edge of the light source and moving back and forth around the light

Fig. 6 Transmittance of light inside the ommatidium. a The general structure of a Musca
domestica ommatidium. b FDTD simulation of light transporting at various wavelengths in an
ommatidium eye
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source. In the case of different LEDs light, purple LED (415 nm) was the most
attractive color to Musca domesticas than other LEDs, about 35% ratio in 2 h staying
4 cm from the light source. The more next attractive LED color was blue LED
(456 nm) light with a probability of 30%. The third one was the white LED light. The
rate was similar to blue LED but higher than others due to the specific spectrum range
of the white LED including two peak wavelengths at 456 and 550 nm. Although the
secondary peak of the spectral sensitivity was 520 nm, Musca domesticas were much
less attracted to the green LED (520 nm) than purple and blue LED light. Orange and
red LEDs light were the least attractive light source to Musca domesticas at the same
level, which was reasonable from the spectrum or absorption curve (Fig. 7a).

4 Conclusions

Based on ERG measurement, the sevsitive spectrum of Musca domesticas to light has
been found a primary peak in the violet (360 nm), a secondary peak in the green
(520 nm) region and a third peak around 620 nm. The spectrum between male and
female revealed a little sexual difference. Absorption of the pigments has been mea-
sured showing well matching to spectrum sensitivity. Also, FDTD simulations were
conducted to show the light transporting inside ommatidia. Based on these analyses,
significant differences between different LEDs for the attraction rate of Musca
domestica have been found. The shorter wavelength tended to be most attractive while
the longer wavelength was the least, in which purple LEDs were the best while the red
LEDs were the worst. Therefore, red LED is recommended for illumination inside food
factories and store houses while a purple LED could be used at the gate to attract
Musca domestica out. Based on these results, a new method by combining different
light source for Musca domestica control could be established which will broaden the
applications of purple LED in the insect pest control.
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Abstract. In this paper, two kinds of gratings are used to represent seed
gratings of different intensities, which are obtained by conventional writing
(R � 70%) and saturation writing (R � 99%) on low-cost SMF-28 fibers
respectively. After same high-temperature annealing process, the performance of
the grating with saturation writing is more stable, and it is suitable for making a
high temperature sensor. By means of calibration tests, the wavelength of the
regenerative grating drifted by 15.3 nm during the temperature rise to 1100 °C,
and its full-scale temperature resolution was 0.073 °C/pm. In combination with
the engineering needs, the high temperature resistant capillary ceramic tube and
corundum tube are used to encapsulate the grating; therefore, the high tem-
perature resistance of the regenerative fiber grating is used to fabricate the
ceramic packaged fiber grating high temperature sensor. Sensing targets with the
temperature range from 0 to 1000 °C and an accuracy of 1 °C are implemented
ultimately.

Keywords: Fiber Bragg grating � Fiber grating thermal degradation �
Regenerative fiber grating � High temperature sensor

1 Introduction

In aerospace, metallurgy, petrochemical and other industrial fields, high temperatures
around 1000 °C are often needed to be measured. Thermocouple sensors are currently
widely used. However, the traditional thermocouple sensor is mostly made of precious
metals such as platinum and rhodium, and the internal metal of which will gradually
melt and evaporate in the high temperature environment, resulting in a decrease in
measurement accuracy. Therefore, it needs to be replaced frequently, which increases
the cost of use.

Fiber Bragg grating (FBG) sensors have advantages such as anti-electromagnetic
interference, easy to form distributed sensing arrays, small size, light weight, etc. Yet
the FBG produced by the common process unable to realize sensing due to the gradual
erasure when the temperature is higher than 300 °C. A. Martinez et al. wrote a grating
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point by point by employing a femtosecond laser on general communication SMF-28
fiber, which can work stably at temperatures below 900 °C; M. Forkine incorporated
fluorine and germanium elements into the fiber and wrote the grating with UV light;
then, through a specific high temperature, annealing procedure the “chemical compo-
sition grating” that can withstand temperatures above 1000 °C was finally obtained; S.
J. Mihailov et al. also wrote a grating by a high-power femtosecond laser and a phase
mask on an SMF-28 fiber, which can work stably at temperatures below 1050 °C [1–
3].

In this paper, a regenerative fiber grating high temperature sensor is designed based
on the actual needs of industrial high temperature measurement. The high temperature
annealing hydrogen-loaded grating is used to regenerate a new grating on the basis of
erasing the original grating, and the regenerated grating can withstand at a high tem-
perature of about 1000 °C [4–6]. Experiments have shown that it can achieve tem-
perature sensing in the range from 0 to 1000 °C.

2 Principle

2.1 Thermal Erasing Principle of Fiber Grating

The central reflection wavelength of the FBG is given as follows:

kB ¼ 2 � neff � K ð1Þ

where kB, neff and K represent the central reflection wavelength, the effective refractive
index and grating period of the FBG, respectively. Changes in parameters such as
ambient temperature, the effective refractive index neff and the grating period K will
alter the central reflection wavelength of the FBG. However, as the external temper-
ature gradually increases, the grating parameters will be erased and cannot be restored.
This phenomenon in which the periodic refractive index distribution gradually disap-
pears and the temperature sensing characteristics gradually decay is called the thermal
decline effect of FBG. Theoretical model of capture state is generally considered to be
the formation mechanism of thermal decline effect. According to this theory, as seen in
Fig. 1, in the process of writing a grating with a UV laser, carriers in the fiber core
material are excited and transitioned. Transition from a low energy level to a higher
energy level and trapped in a continuously distributed energy trap, thereby forming a
metastable FBG. This metastable structure is not permanent and the energy trap depth
of which is related to the heat release rate of the carriers. When the grating is heated to
a certain extent, carriers will overflow from the energy trap, resulting in the thermal
decline effect of the grating [7].

2.2 Regeneration Mechanism of Fiber Grating

The formation mechanism of regenerative grating mainly includes the principle of
periodic diffusion of chemical substances and the theory of stress relaxation. According
to the principle of periodic diffusion of chemical substances, the gratings are regen-
erated due to the oxygen modulation in water molecules. The large bond energy of
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water molecules makes it difficult to decompose and the dispersion of water molecules
from a high concentration region to a low region is very slow, which result the
regenerative grating has better high temperature stability than the ordinary grating.
According to the principle of stress relaxation model, the initial grating will form a
periodic stress distribution inside due to the intensity distribution of the irradiated laser,
which will result the difference of stress relaxation inside the fiber, and hydrogen
loading will strengthen this difference. Regenerative grating is more stable due to the
soft transition of quartz glass to another amorphous phase.

3 Fabrication Experiment of Regenerated Fiber Bragg
Grating

3.1 Fiber Grating Regeneration Experiment Process

The fabrication method of regenerated fiber gratings is to treat ordinary fiber gratings at
high temperature to erase the original gratings, and then maintain constant temperature
or elevate temperature to regenerate new gratings. The specific operation steps are as
follows: Firstly, the original grating is pretreated, remove the coating of the fiber grating
and cover with the high temperature resistance zirconia ceramic tube and put them in the
thermocouple verification furnace. The grating portion is located in the middle of the
high temperature furnace. Start the verification furnace and open the control software to
set some parameters. Set the temperature to 850 °C and start heating. After one hour of
heating, maintain the temperature at 850 °C about 3 h. When the regenerated grating is
observed saturated then raise the temperature to 1100 °C to perform post-annealing, and
maintain at this temperature for 20 min, then close the verification furnace and let it cool
down to the room temperature.

3.2 Experimental Platform and Device for Fiber Bragg Grating
Regeneration Experiment

For the above experiment process, the experimental platform is set up as shown in
Fig. 2. The fiber grating, encapsulated into the high-temperature resistant ceramic tube,

Fig. 1 Theoretical model of high temperature capture state: a UV excited carriers are confined to
potential trap. b Heat release of carriers

High Temperature Sensor Based on Regenerative Fiber Bragg Grating 91



was inserted into the high-precision heating furnace and the other end of the fiber was
connected to the demodulator, then make the demodulator connected to the upper
computer.

Two kinds of fiber gratings are used in the experiment, one of which is a con-
ventional low reflectivity fiber grating with its reflectivity � 70%, and the other is a
high reflectivity fiber grating, whose reflectivity is � 99%. The pressure of hydrogen
loading is 120 standard atmospheres and the time of hydrogen loading is 7–10 days.

4 Experimental Results and Analysis

4.1 Experimental Results and Analysis of Regenerated Fiber Bragg
Gratings

In this paper, the low reflectivity FBG is tested and the variation process of the FBG’s
central reflection wavelength and reflected power with temperature is obtained, as
shown in Figs. 3 and 4.

From the experimental results, it can be seen that the low reflectivity FBG, which is
written by conventional method, regenerated saturation reflected light intensity is about
10% of the original reflection intensity and the central reflection wavelength drift
20.0981 nm. The regenerated grating is gradually erased in the process of high tem-
perature annealing. The variation process of the center reflected wavelength and
reflected power of the high reflectivity FBG with the temperature is obtained, as shown
in Figs. 5 and 6.

From the experimental results, it can be seen that the high reflectivity fiber grating,
which is written by high-power laser, regenerated saturation reflected light intensity is
about 40% of the original reflection intensity and the central reflection wavelength drift
15.3 nm. The variation of the spectrum of reflected light with the corresponding
temperature during the regeneration process is shown in Fig. 7.

High-precision heating furnaceDemodulator

Upper computer

Ceramic tube

Fiber grating

Fig. 2 Experimental platform for grating regeneration
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Fig. 3 The variation process of the central reflection wavelength with temperature of low
reflectivity fiber grating
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Fig. 4 The variation process of the central reflection light intensity with temperature of low
reflectivity fiber grating
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Fig. 5 The variation process of the central reflection wavelength with temperature of high
reflectivity fiber grating
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5 Calibration Results and Analysis of Regenerated Fiber
Bragg Gratings

The calibration test of regenerated fiber Bragg grating (FBG) is carried out. The cal-
ibrated experimental instrument and platform are the same as those used in the fabri-
cation of regenerated grating. The regenerated grating is put into the high temperature
verification furnace, because the calibrating temperature range of the thermocouple
verification furnace is 300–1200 °C. Therefore, the wavelength values of the nine
temperature points of 300 °C/400 °C/500 °C/600 °C/700 °C/800 °C/900 °C/1000 °
C/1100 °C are recorded, the curves of the variation of wavelength with temperature as
shown in Fig. 8. Since there may be other factors affecting the spacing or effective
refractive index of fiber gratings during heating, the variation of temperature with
wavelength is quadratic fitted, and the curve of the relationship between temperature
and wavelength is shown in Fig. 9. The fitting curve shows the fitting formula and
fitting degree, and the fitting degree is 0.9987, which shows that the fitting curve can
well reflect the relationship between temperature and wavelength, and the change of
temperature can be obtained by detecting the change of wavelength.

Fig. 7 The variation process of the central reflection light intensity with temperature of high
reflectivity fiber grating
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6 Packaging Design of Regenerated Fiber Bragg Grating

Because the high temperature can make the optical fiber surface to produce microcrack
and the mechanical properties are greatly reduced, it needs to be packaged and pro-
tected. The regenerated grating is packaged by ceramic tube and alloy steel. Contrast
the thermo-optical response characteristics of regenerated fiber gratings with or without
packaging. The response characteristics of the package and unpackaged regenerated
fiber Bragg grating are found to be very similar, that is, the package does not affect the
sensing characteristics of the grating.
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Fig. 8 Calibration curve of two high reflectivity fiber gratings

Fig. 9 Quadratic fitting curve of temperature and wavelength of regenerated grating
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7 Conclusion

In summary, comparing the two experiments of FBG with different reflectivity, a
regenerative FBG high-temperature sensor capable of sensing temperature range from 0
to 1000 °C is fabricated, and it has broad application prospects at high temperature
measurement applications.
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Abstract. Surface plasmon filters have a wide range of applications in nano-
integrated optics because of simple structure and easy integration. Traditional
noble metals used for surface plasmon filters are expensive. In this paper, we
propose an infrared filter by using TiN. By adjusting the thickness of the metal
replacement layer TiN and the photoresist waveguide layer, a pure 2 lm
infrared filter is obtained. The full width at half maximum reaches 21.26 nm.
Furthermore, the wavelength of peak of filter can be adjusted conveniently from
0.8 to 2.5 µm by modulating the period. Our study provides a theoretical basis
for finding cheap alternatives to the materials used in plasma filters.

Keywords: Filter � Surface plasmon � TiN film � FDTD � SPP

1 Introduction

An optical filter is a device that has a wavelength selective character in a certain
wavelength of an electromagnetic wave; for example, a filter having a wavelength
selective character in a near-infrared light band can selectively absorb and reflect a part
of infrared light. The surface plasmon effect can greatly down the size of the device,
making it ideal for using such filters in integrated and miniaturized display devices. It
also can manipulate the intensity, phase, and polarization of the scattered light effec-
tively for excellent optical response and wide color adjustability [1–5]. Although
plasmonic nanostructures have so many advantages and great potentials in their
applications, they must be cut on a large scale if they are to be used in commercial
applications [6–8]. We have proposed the replacement of noble metal materials in
optical filters with relatively inexpensive titanium nitride materials. TiN is a transition
metal nitride composed of a mixture of metal bonds, ionic bonds, and covalent bonds
[9, 10]. The TiN film is translucent in the visible region and highly reflective in the
infrared region, which makes it possible to replace precious metals [11–13].
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In the study of surface plasmon-based components, the resolution processed based
on Maxwell’s equations needs high accuracy in consideration of the difference in
geometrical dimensions and dielectric parameters of metal microstructures. As a result,
the time domain finite difference method (FDTD) is used in this paper for it is the most
simple and intuitive, less approximate and high precision micro/nano-optical device
simulation method.

In this paper, an NIR optical filter using TiN is simulated. By modulating the
structure period, the peak wavelength of the filter can be adjusted from 0.8 to 2.5 lm.
The thickness of the TiN and the photoresist waveguide layer of the adjusted metal
were obtained by FDTD simulation calculation, and a pure 2 lm infrared filter was
obtained, of which full width at half maximum of the spectrum reaches 21.26 nm.

2 Simulation Structure and Method

The structure of NIR optical filter used in simulation is shown in Fig. 1. The simple
structure is composed of a SiO2 substrate, thin TiN layer with periodic slits, and a
capping layer of optical adhesive, which is on the top to TiN. Periodic sub-wavelength
slits on TiN form a grating structure. Here, the thicknesses of optical adhesive on top of
TiN thin layer, TiN thin layer, and SiO2 substrate are set to T1, T2, and T3. The period
of grating is p, and the width of slit is w. The simulation is carried out by a commercial
FDTD software of Lumerical Corp.

Fig. 1 a Schematic of a plasmonic metallic grating filter. For geometrical parameters, T2 is the
gold layer thickness, w is the gold slit width, T1 is the waveguide layer thickness, and P is the
grating period. b Substituting TiN for Au
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In the simulation, a plane electromagnetic wave with transverse magnetic field
polarization is used as light source. The wavelength range is from 1200 to 2500 nm.
The light is incident from the bottom of substrate and propagates along the forward
direction of z-axis. The boundary conditions of simulation area at x-axis and y-axis are
periodic. In order to completely absorb the scattered light and prevent it from returning
to the position of the structure, which causes errors in the simulation results, we have
used the perfect matching layer boundary condition (PML) at z-direction.

Fig. 2 a Refractive index of optical adhesive. b The real and imaginary parts of complex
permittivity of TiN

100 L. Wang et al.



The refractive index of optical adhesive is shown in Fig. 2a. The extinction coef-
ficient of optical adhesive in the studied wavelength range is zero. The real and
imaginary parts of the complex permittivity of TiN film are shown in Fig. 2b. It is
straightforward that the real part of the TiN permittivity remains negative in the
wavelength range from 500 to 2500 nm. It is well known that the negative real part of
complex permittivity of material indicates the material will possess metallic charac-
teristic. That is also a necessary condition for the plasma wave excitation on the surface
of metallic TiN layer.

3 Results and Discussion

In order to investigate the relation between those parameters of devices’ structure and
wavelength selective characteristic, the four structural parameters of T1, T2, W, and
P are adjusted sequentially. At first, T2, W, and P are set to 40 nm, 300 nm, and 1 lm,
respectively. Then, the thickness of the optical adhesive layer on top of TiN is adjusted
from 0 nm to 1 lm. The transmittance evolution of the filter is shown in Fig. 3a.

It can be seen from the figure that narrow band with high transmittance emerges at
1.45 lm as the thickness of optical adhesive layer exceeds 0.6 lm. When T1 is
800 nm, the transmittance at 1.45 lm reaches maximum. As T1 keeps on increasing,
there is a slight shift in the position of peak which means a weak effect of thickness of
optical adhesive on the wavelength selection of filter.

Similar to the Fabry-Perot (FP) resonance, the resonance in the cavity composed of
the two metal ends of slit plays an extremely important role in the enhanced
transmission of subwavelength metal grating structures, which has been reported in the
work [14, 15]. In the sub-wavelength range, when light is incident on the surface of the
metal grating, the metal slit can be regarded as a miniature FP cavity, unlike the micro-
structured FP cavity. The TiN material can still be considered as two mirrors with a
certain reflectivity. The height of the grating is the cavity length, which constitutes a
structure similar to the FP cavity. When the FP cavity matching condition is satisfied,
resonance enhancement occurs, and the transmittance is reluctant. We fixed the
thickness of the waveguide layer T1 to 800 nm and optimized the thickness of the TiN
layer with metal characteristics. The scanning result is shown in Fig. 3b. The numerical
simulation results show that as the height of the grating increases, the maximum
transmission value will gradually decrease, because the higher the height of the metal
grating, the longer the propagating distance of the light in the metal, resulting in a
greater loss of light energy.

Since the thickness of the waveguide layer and TiN is fixed, the effect of the width
of the metal slit on the transmission spectrum of the structure is investigated further.
Figure 4a depicts the transmission spectrum as a function of incident wavelength at
different slit widths. As can be seen from the figure, when the slit width w = 100–
400 nm, the filtering performance is better.

For the metal grating structure, the SPP resonance excitation of the upper and lower
surfaces of the metal medium satisfies the following condition [16, 17]:
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Fig. 3 a Schematic diagram of the change in transmittance of the filter under variations in
optical adhesive thickness and wavelength. b Schematic representation of the change in
transmittance of the filter as a function of thickness and wavelength of the TiN material layer

2p
k0

sin hþ m2p
P

¼ � 2p
k0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
e2e1

e1 þ e2

r
¼ KSPP m ¼ �1;�2; . . . ð1Þ

where P, m, and KSPP are the grating period, the grating level, and the wave vector of
the SPP mode. Under this resonant condition, the incident light transfers energy to the
SPP waves propagating along the upper and lower surfaces of the metal grating.
Figure 4b discusses the effect of grating period on transmittance. When the period of
the structure varies from 50 to 2000 nm, there are three transmission maximum bands
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Fig. 4 a Schematic diagram of the change in transmittance of the filter under slit width and
wavelength variation. b Schematic diagram of the change in transmittance of the filter over the
period width and wavelength

when the grating period is greater than 700 nm. According to the formula, they are
derived from the excitation of the SPP mode on the metal surface, corresponding to the
SPP mode with the order of m = 1, 2, 3. Based on the above analysis, we can conclude
that the transmission maximum in the metal grating structure is formed by the exci-
tation of different levels of the SPP mode on the surface of the metal grating. We also
analyzed the electric field distribution of the structure, as shown in Fig. 5, showing the
coupling between the surface plasmons at the interface of the metallic material and the
waveguide layer and the narrow-slit waveguide mode.
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We choose the grating period P = 1350 nm, the grating metal slit width
w = 420 nm, the thickness of the metal replacement layer TiN material T2 = 46 nm,
and the waveguide layer photoresist thickness T1 = 1140 nm as the optimal combi-
nation of parameters, as shown in Fig. 6. A pure infrared filter at 2 lm was obtained

Fig. 5 Hybrid electric field distribution of the simulation structural model

Fig. 6 Transmitted spectrum of device with FWHM of 21.26 nm, the wavelength of peak is
2000 nm
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with a full width at half maximum (FWHM) of 21.26 nm. At last, the very narrow
FWHM gives rise to a quality factor (Q-factor) as high as *94 (Q ¼ k=Dkð Þ).

4 Conclusion

In summary, a simple near-infrared optical filter using TiN is demonstrated theoreti-
cally. By simulating, a continuous shift of peak from 0.8 to 2.5 lm is obtained. The
filter presents a favorable selectivity of wavelength. The half-width of the spectrum at
2 lm can reach 21.26 nm. Our study provides a new way to realize NIR optical filter
without any noble metals. Such simple structure is also helpful for practical utilization
of NIR optical filter.
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Abstract. A multimode interference-based fiber cavity sensor was proposed. It
was a single-mode–multimode–single-mode cascaded structure with an inner air
cavity. The sensitivities of microcavity-based fiber sensor were theoretically
analyzed. The sensitivities of temperature and axial strain were formula derived.
A microcavity model was established with COMSOL software to study the
sensitivities affecting factors. The transmission modes in cavity wall were
analyzed, and the effective refractive indexes of them were simulated. With
these simulation results, a conclusion could be obtained that the effective
refractive indexes were depended on the mode order and the cavity diameter.
The temperature and axial strain sensitivities were decided by the effective
refractive indexes, and the size of the cavity was the key factor. The larger the
size of the microcavity and the higher of the transmission modes, the higher the
sensitivity of the sensor could be obtained. It can be a theoretical guidance to
design and fabricate fiber cavity sensors.

Keywords: Fiber optic sensing � Cascade structure � Microcavity � Sensitivity

1 Introduction

In recent years, fiber optic sensors have been widely used in the measurement of
temperature [1–3], strain [4–6], refractive index [7] due to their high sensitivity, strong
anti-electromagnetic interference capability and low cost. Temperature and strain are
important parameters needing monitor in industrial production, environmental moni-
toring and food testing. To date, there are many fiber structures could be applied in
temperature and strain measurement. Among them, the microcavity structure in optical
fiber is widely used with the advantages of simple structure, strong adaptability and
high mechanical strength. Jauregui-Vazquez et al. [8] fabricated a spherical air
microcavity sensor with air-core photonic crystal fiber (PCF) and got temperature
sensitivity of 3.66 pm/°C. Wang et al. formed an ellipsoidal air cavity by cascading
single mode fiber and PCF for temperature measurement [9], the sensitivity was
1.67 pm/°C. Men et al. [10] fabricated a fiber sandwich structure with two micro-
cavities to realize temperature and strain measurement simultaneously. The sensitivity
of temperature and strain were 98.8 pm/°C and −1.2 pm/le, respectively. From these
research reports, it can be found that the temperature sensitivities were on the level of
dozens of picometer per centigrade and the strain sensitivities were on the level of
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several picometers per microstrain. However, the main factors to the sensitivities were
not studied. The application was limited by the lack of theoretical research.

In this manuscript, the sensitivities of microcavity-based fiber sensor were theo-
retically analyzed. A microcavity model was established with COMSOL software. The
transmission modes in cavity wall were analyzed, and the effective refractive indexes of
them were simulated. They would be a theoretical guidance of such kind of microcavity
fiber sensors.

2 Principles

A cascaded air cavity fiber sensor is shown in Fig. 1. The cascaded structure is made
with single mode fiber (SMF) and multimode fiber (MMF), and the sphere air cavity is
located in at the center of MMF.

The incident light from a broadband source travels in the core of SMF. When
arriving at the facet of SMF and MMF, the light scatters in the core of MMF. At the
facet of MMF and air cavity, the light scatters again. Part of light travels in the air
cavity, the others travel in the cavity wall. At the end of the air cavity, the light
recombines in the core of MMF and is recorded by an optical spectrum analyzer. The
optical path difference induced by the transmission modes in air cavity and cavity wall
results in a mode interferometer. The interference intensity can be expressed as:

I ¼ I1 þ I2 þ 2
ffiffiffiffiffiffiffi
I1I2

p
cos

2pDL
k

� �
ð1Þ

where I1 and I2 represent the intensity of light beam passing through the inner air cavity
and traveling along cavity wall, k is the incident light wavelength, L is the cavity
length, Dn = ncl − nco denotes the effective RI difference between the air cavity mode
and the wall mode, nco and ncl are the effective RI of the core mode and the cladding
mode, respectively. When the phase term satisfies the condition 2pLDn/k = (2m + 1)p,
where m is an integer, the intensity dip appears at the wavelength of

dkdip � k2

DnL
ð2Þ

Fig. 1 Optical fiber sensor structure
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The cascade fiber structure could be used as a temperature and axial strain sensor by
monitoring the dip wavelength. The dip wavelength shift could be obtained by dif-
ferentiating (2):

dkdip
kdip

¼ 1
Dn

@Dn
@T

þ a

� �
DT þ 1þ 1

Dn
@Dn
@e

� �
e ð3Þ

Here, DT represents the change of temperature; ∂L/∂T is the variation of inner air
cavity length induced by thermal expansion of the material; a is the thermo-expansion
coefficient (a = ∂L/L∂T) which is *5 � 10−7/°C for pure silica; e is the axial strain
applied on the fiber device and defined as e = DL/L; DL is the extended length due to
tensile strain. According to Eq. (3), the sensitivity of temperature and strain at kdip can
be expressed as

ST ¼ dkdip
DT

¼ 1
Dn

@Dn
@T

þ a

� �
kdip ð4Þ

Se ¼ dkdip
e

¼ 1þ 1
Dn

@Dn
@e

� �
kdip ð5Þ

It can be seen from (4) and (5) that there are three factors affecting on the sensi-
tivities: the RI difference (Dn) the gradient of RI difference (∂Dn/L∂T or ∂Dn/L∂e) and
the dip wavelength (kdip).

3 Simulation Results and Discussions

To study the sensitivities affecting factors, a simulation model was build with COM-
SOL at the cavity plane. The cavity was filled with air with RI of 1, the cavity wall was
set as pure silica with RI of 1.444, the outside RI was 1. The diameters of the
microcavity were 35, 50, 65 and 80 lm, respectively. In the simulation results, there
were several kinds of transmission modes in the cavity wall. Depending on the number
of intensity rings, the transmission modes could be defined as fundamental modes and
high order modes, as shown in Figs. 2 and 3. The effective RI of these modes was plot
in Fig. 4. It could be concluded that the effective RI was decided by the cavity size and
the order of modes. A cascade fiber with small cavity has thick cavity wall, the RI of
modes are higher than those of bigger cavities. As the simulation wavelength becomes
longer, the effective refractive index of the cavity wall mode decreases, that is, the
dispersion slope is negative, and the larger the diameter of the microcavity, the higher
the mode of the cavity wall transmission mode, the faster the effective refractive index
declines.

Research on Cascade Inner Microcavity-Based Fiber Sensor 109



Fig. 2 Fundamental modes in cavity wall with different cavity diameters: a 35 lm, b 50 lm,
c 65 lm, d 80 lm

Fig. 3 High order modes in cavity wall with different cavity diameters: a 35 lm, b 50 lm,
c 65 lm, d 80 lm
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When the temperature changing or applying axial strain on the fiber device, the RI
of air in the cavity would not change, the sensing sensitivity is decided by the RI
difference (Dn) and the changing ratio of Dn (∂Dn/L∂T or ∂Dn/L∂e). To study the
changing ratio of Dn, a temperature change and strain change were applied to the
simulation modal. The simulated temperature range is 0–75 °C, and the strain range is
0–800 lm. The effective RI of these modes was shown in Figs. 5 and 6.

Fig. 4 Effective RI of transmission modes in microcavity walls

Fig. 5 Effective RI evolution with changing temperature
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Figure 5 reveals thermal change of the difference between the mode indices. It can
be seen from that both the mode refractive index increase linearly with temperature
increasement. The changing rate of effective RI to temperature (∂Dn/∂DT) will not
change with the transmission modes or the size of microcavity changes. Therefore, we
can draw conclusions from Fig. 5 that ∂Dn/∂DT will not change with the temperature
change. The temperature sensitivity of the fiber microcavity sensor is only related to the
effective RI difference between the core mode and the cladding mode Dn.

Figure 6 reveals strain change of the difference between the mode indices. It can be
seen from this figure that the effective RI increases linearly with strain change. And the
changing rate of effective RI value to strain (∂Dn/∂e) will not change as the mode or
size of the microcavity changes. Therefore, we can draw conclusions from Fig. 6 that
∂Dn/∂e will not change with the strain change. The strain sensitivity of the fiber
microcavity sensor is only related to the effective RI difference between the core mode
and the cladding mode Dn.

According to the simulation results, we can conclude that the temperature and the
strain sensitivity of the cascade inner microcavity-based fiber sensor are only related to
the effective RI difference between the air cavity mode and the cavity wall mode
Dn. The temperature and strain sensitivities become larger as the size of the micro-
cavity increases and the higher order of the transmission modes.

4 Conclusions

In this manuscript, we simulated a multimode interference-based fiber sensor which
was proposed. It was a single mode-multimode-single mode cascaded structure with an
inner air cavity. The transmission modes were analyzed with simulations. The effective
refractive indexes were depended on the mode order and the cavity diameter. The
sensing sensitivities of temperature and axial strain were formula derived. With these
simulation results, a conclusion could be obtained that the temperature and axial strain

Fig. 6 Effective RI evolution with changing strain
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sensitivities were decided by the effective refractive indexes, and the size of the cavity
was the key factor. The larger the size of the microcavity, the higher of the transmission
modes, the higher the sensitivity of the sensor. It can be a theoretical guidance to design
and fabricate fiber cavity sensors.
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Abstract. A fiber sensor with simply a section of SMF inserted in a syringe
head for steady micro-flow rate measurement has been proposed and experi-
mentally demonstrated. The end face of the SMF and the measured steady
micro-flow is formed as an F-P cavity. The length of the formed F-P cavity is
easily be modulated by the fluctuation of the steady micro-flow rate. The
experimental results show that the highest sensitivities of steady micro-flow rate
is 0.020 nm/(lL/min) and obtained by saline water under 10% concentration at
the rate of 100 lL/min.

Keywords: Rate measurement � Steady micro-flow � Optical fiber

1 Introduction

Flow rate measurement, especially micro-flow rate measurement, is widely demanded
in the field such as blood vessels, microfluidics preparation, tissue fluid extraction, and
so on. In medical research, flow rate sensors have been used in ventilated patients, such
as hot wire anemometers and ultrasonic flow meters [1, 2]. In industry fields, differ-
ential pressure flow meters, for instance, thermal mass flow meter and soft sensor based
on LSSVR [3] have been extensively applied. The former existing conventional flow
rate sensors own quite a few disadvantages such as complicated structure, low sensi-
tivity, and weak performance to electromagnetic interference [4]. Although there have
also had many mature techniques such as LDV (Laser Doppler Velocimetry) [5], PIV
(Particle Image Velocimetry) [6, 7], and thermal flow sensors [8] in detecting flow rate
of micro-flow channel, but all these methods are operated complicatedly and their
experimental conditions are relatively prepared with rigor. With the development of
fiber sensor technology, fiber-optics-based flow rate sensors have been designed with
the ability of high sensitivity and electromagnetic immunity. Many related researches
have been reported in recent years. A microfluidic flow sensor utilizing the principle of
flow-induced vibration on an optical cantilever has been applied in flow rate mea-
surement [9]. An optical fiber-based humidity sensor is applied to solve the problem of
breathing diagnostics [10]. All the researched methods let the fiber-optics-based sen-
sors boom in flow rate measurement.
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In this paper, a low-cost optical fiber sensor for steady micro-flow rate measure-
ment is proposed. The sensor is simply composed by a section of SMF inserted parallel
in the syringe needle. The SMF inserted in the syringe needle is fixed with the syringe
needle by Vaseline and can be easily moved to adjust the end face between the SMF
and the syringe needle. The proposed sensor is mainly based on F-P interference, in
which the end face between the SMF and the syringe needle is formed as the F-P
cavity. The output interference spectrum is changed by the fluctuation of the steady
micro-flow rate and is used for micro-flow rate monitoring. The proposed sensor can
provide a reference for steady micro-flow rate measuring fields in narrow channels.

2 Operation Principles

The proposed sensor is shown in Fig. 1. It just consists of a SMF and a syringe head.
One section of cleaved SMF is inserted inside the syringe head. The distance between
the end face of the SMF (M1) and the end face of the syringe head is 80 lm. The
diameter of the SMF is 125 lm and the inner diameter of the syringe head is 150 lm.
The gap between the SMF and syringe head is sealed by Vaseline. When the sensor is
inserted to a microchannel, the end face of the syringe head is sealed by the measured
micro-flow. Then the F-P cavity is formed by the measured micro-flow and the pro-
posed sensor head. Vaseline used in sensor can not only tactfully avoid the capillarity
but also make SMF move easily to change the length of the F-P cavity.

When the light transmits through the SMF and arrives at M1, a portion light is
reflected by M1, another portion still transmits straightly and finally reflected by the
micro-flow surface (M2). As a result, two portions of light are encountered and
interfered with each other. The output interference spectrum is shown in Fig. 2 The
whole process of light propagating follows the principle of F-P interferometer which is
used in the following experiments.

Fig. 1 Structure of the proposed sensor
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During the measurement, a polytetrafluoroethylene (PTFE) tube is used for steady
micro-flow channel. The proposed sensor is vertically inserted to the PTFE tube. The
whole setup of the steady micro-flow rate measurement is shown in Fig. 3. Light from
the BBS is transmitted from the port 1 of optic circulator into port 2. F-P-based
interference phenomenon then occurs by the proposed sensor. Finally, the interference
light is outputted from port 3 and monitored by OSA. Specifically, the measured steady
micro-flows with different rates are pumped by single channel syringe pump modeled
WHSP01.

When the steady micro-flow is passed through the PTFE tube, it exerts a static press
(Pmf) on the side of the PTFE Tube. The static press obeys the Bernoulli’s equation and
can be expressed as [11]:

Pmf ¼ C � qv2

2
ð1Þ

Fig. 2 Output interference spectrum with the cavity length of 80 lm

Fig. 3 Setup of the measuring system
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where C is a constant, q is the liquid density, v is the velocity of the liquid. When the
micro-flow is passing through the connection of the sensor and the PTFE tube at the
position Z in Fig. 3, it will be pressed to form a section of water column at point Z. The
water column also imposes a press Pwc which can be expressed as [11]:

Pwc ¼ qgh ð2Þ

where g is the acceleration of gravity, h is height of water column in sensor. When
Pmf ¼ Pwc, the height of the water column will reach the transient stability and can be
deduced as:

h ¼ C
qg

� qv2

2qg
ð3Þ

When the velocity of the steady micro-flow fluctuates, the balance between Pmf and
Pwc is broken and the height of water column h is changed accordingly. The change of
h can be obtained as follows by differentiating Eq. (3):

Dh ¼ � v
g
Dv ð4Þ

According to the formula of flow rate which is expressed as Q ¼ vS, where S is the
cross-sectional area of the microchannel, the relationship between the change of h and
the fluctuation of Q is as follows:

Dh ¼ � Q
gS2

DQ ð5Þ

According to the principle of F-P cavity, the relationship between shift of the output
interference wavelength and length change of the F-P cavity is known as follows [12]:

Dk ¼ Dh
ha

k0 ð6Þ

where k0 is the transmission peak wavelength, ha is the original length of the F-P
cavity. Combined Eq. (6) with Eq. (5), the relationship between cavity length change
and rate is obtained as:

Dk ¼ �k0Q
hagS2

DQ ð7Þ

It can be seen that the shifting of the wavelength is caused by fluctuation of the
micro-flow rate. Therefore the micro-flow rate can be measured by monitor the output
spectrum change of the F-P interferometer.
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3 Experimental Results and Discussions

In the experiment, all measurements are performed at standard environment with the
temperature of 27 °C, air pressure of 1 bar and the humidity of 45% in order to avoid
the impacts brought by the environment. Saline water with different concentrations of
0, 10 and 20% is prepared for steady micro-flow rate measurement. Three different
concentrations with the rate from 0 to 500 lL/min by the step of 100 lL/min are
injected to the PTFE tube to monitor the output spectral change. When the steady
micro-flow is selected as pure water, that is to say the concentration is at 0%, the output
wavelength is shifted from 1545.58 to 1543.92 nm by the rate changing from 0 to
500 lL/min. The output spectra are shown in Fig. 4a. When the steady micro-flow is
replaced by the saline water with the concentration of 20%, the output wavelength is
shifted from 1548.92 to 1543.52 nm, which are shown in Fig. 4b. It can be seen
different concentrations of saline water at 0 lL/min result in different original peak
wavelength. The phenomenon is caused by different surface tension owned by different
liquid, which causes the micro-change of the length of the original F-P cavity.
Therefore, relative wavelength shift is used for fitting of steady micro-flow rate. Fig-
ure 5 shows change of the relative output spectra shift under different steady micro-
flow concentrations with different rates.

Fig. 4 Output spectra with different micro-flow rate at concentrations of 0 and 20%

Fig. 5 Relationship between relative wavelength shift and micro-flow rate under different
concentrations
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From the fitting curve, the highest rate sensitivity is 0.020 nm/(lL/min) and
obtained by saline water under 10% concentration at rate of 100 lL/min. Samples of
different concentration are only three and cannot be deduced for further regularity. It is
a defect and should be avoided in further experiment.

4 Conclusions

In this paper, a fiber sensor with a section of SMF inserted in a syringe head for steady
micro-flow rate measurement has been experimentally demonstrated. Three different
concentrations of saline water at 0, 10, 20% have been matched for steady micro-flow
rate measurement. Experimental results show that the highest sensitivities of steady
micro-flow rate is 0.020 nm/(lL/min) and obtained by saline water under 10% con-
centration at the rate of 100 lL/min. Compared with the existing optical fiber methods,
the proposed sensor is capable of steady micro-flow rate measurement with simple
fabrication, low-cost and robust structure. It can be widely used in the field of narrow
channel such as blood vessels and microfluidics chip design.
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Abstract. Low driving voltage, high luminance, and high efficiency are the
important parameters of organic light-emitting diodes (OLEDs) for their appli-
cation of display and lighting. Usually, synthesis of new materials, doping
technique and designing suitable device structures were the main methods to use
for realizing the aim of the wide application of OLEDs. In this paper, we try to
obtain a high efficiency and low driving voltage tandem OLED with ultrathin
films through optimizing the thickness of hole transporting layer (HTL), electron
transport layer (ETL), emission layer (EML), and charge generation layer
(CGL). As a result, we got the ultrathin tandem OLED with a very low driving
voltage of 7.44 V, the luminance of 16,080 cd/m2, the current efficiency of
16.08 cd/A, and power efficiency of 6.28 lm/W, respectively. This research not
only saves the cost and improves the power efficiency, which may supply a
theoretical basis for the development of OLEDs in the lighting field.

Keywords: Driving voltage � Tandem Organic Light-Emitting Diodes
(OLEDs) � Efficiency

1 Introduction

In tandem organic light-emitting diodes (OLEDs), the luminance and current efficiency
are multi-fold growth with the increasing number of electroluminescence (EL) unit, but
also the multi-fold growth of driving voltage, which means that the power efficiency of
tandem OLED is not improved, and not conducive to its practical application, espe-
cially in lighting field. So, reduction in the driving voltage of OLEDs is a key issue to
improve the power efficiency in the application of flat panel displays and solid-state
lighting [1]. Usually, there are several methods to reduce the driving voltage of
OLEDs. One of the most powerful solutions is to use doping concept in the carrier
transporting or injection layer [1–11]. From the electrical doping mechanism of organic
semiconductor, the doping process can be regarded as a charge transfer process, which
is the host material to obtain hole or electron from acceptor or donor, and realize p- or
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n-doped. For example, p-doped occurs through the charge transfer from the highest
occupied molecular orbital (HOMO) of the host material to the lowest unoccupied
molecular orbital (LUMO) of the dopant material [12], while n-doped occurs through
the charge transfer from the HOMO of the dopant material to the LUMO of the host
material. As we know, p- and n-type doping is widely used to improve or change the
device electrical characteristics. If using the proper doped systems, it can be increased
the conductivity of film with several orders of magnitude and can also realize ohmic
contact between the electrode and the organic layer, reduce the injection barrier at the
electrode/organic interface, and provide excellent hole or electron injection from
electrode to organic layer [13]. Inserting a buffer layer with suitable thickness like
MoOx [14], SiO2 [15], CFx [16], LiF [17], Ag2O [18], TCNQ [19] can improve
balance of the hole and electron injections. And synthesis of organic materials with
high mobility and proper energy level [20–24] can conducive to achieve good charge
balance and confine excitons in the EML [23–26].

In this work, we try to realize an ultrathin tandem OLED with low driving voltage,
high brightness, and high efficiency through optimizing the thickness of organic layers.
Basing on our early works [10, 27, 28], we firstly design several single devices (given
in Table 1) and then fabricate serial tandem devices with different thickness of function
layers. As a result, we obtained the ultrathin tandem OLED with a very low driving
voltage of 7.44 V and high power efficiency of 6.28 lm/W.

2 Experimental Methods

In this work, all organic devices were fabricated on the indium-tin-oxide (ITO) coated
glass with a sheet resistance of 20 X/sq by evaporation method without breaking the
vacuum (<2 � 10−6 Torr). The ITO surface was cleaned with ultrapurified water and
organic solvents, dry-cleaned for 30 min, and treated by UV–ozone for 15 min before
put into high-vacuum thermal evaporation system. A shadow mask was used to define
the Al cathode to form an emissive area of 10 mm2. The evaporation rates of all organic
layers were 2 Å/s, LiF layer was 0.1 Å/s, and Al cathode was 5 Å/s, respectively.

The fabricated devices were encapsulated immediately by using epoxy resin and
glass lids prior to the measurement. The current density–voltage–luminance, current
efficiency–current density–power efficiency characteristics, and EL spectra were
recorded on a computer-controlled programmable Keithley model 2400 power source
with a Photo Research 655 spectrometer.

Table 1 Structures of single-EL-unit devices with different thickness of organic layers

Devices Layer structure
A ITO/NPB(20 nm)/C545T:Alq3(1 wt%, 10 nm)/BPhen(20 nm)/LiF(0.5 nm)/Al (100 nm)
B ITO/NPB(20 nm)/C545T:Alq3(1 wt%, 10 nm)/BPhen(30 nm)/LiF(0.5 nm)/Al (100 nm)
C ITO/NPB(20 nm)/C545T:Alq3(1 wt%, 20 nm)/BPhen(20 nm)/LiF(0.5 nm)/Al (100 nm)
D ITO/NPB(20 nm)/C545T:Alq3(1 wt%, 20 nm)/BPhen(30 nm)/LiF(0.5 nm)/Al (100 nm)
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3 Results and Discussion

To get the low driving voltage of tandem OLEDs, firstly, four single-unit OLEDs with
different thickness of organic layers were fabricated. The structures of single-unit
devices are listed in Table 1, the corresponding performance is displayed in Fig. 1, and
more detailed performance parameters are shown in Table 2. It is known that the
driving voltage and luminance increased with the thickness of organic layers, which
appears that the thinnest device A has the lowest driving voltage, and the thickest
device D has the best luminance. With the aim to realize the device with low driving

Fig. 1 a Current density–voltage–luminance and b current efficiency–current density–power
characteristics of devices listed in Table 1
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voltage and high efficiency, we chose the thinner EL unit for further research and
designed a serial structure of tandem devices based on these kinds of EL unit through
changing the thickness of hole transporting layers (HTL), electron transporting layers
(ETL), emission layers (EML), and charge generation layer (CGL), respectively.

3.1 Optimizing the Thickness of HTL

First of all, we try to changing the thickness of HTL on the second EL unit with the
structure of ITO/NPB(20 nm)/C545T:Alq3(1 wt%, 10 nm)/BPhen(20 nm)/Mg:BPhen
(10 wt%, 10 nm)/MoO3(5 nm)/NPB(x nm)/C545T:Alq3(1 wt%, 20 nm)/BPhen
(40 nm)/LiF(0.5 nm)/Al(100 nm). Here, x is 20 nm for device E and 40 nm for device F.
The current density–voltage–luminance and current efficiency–current density–power
efficiency characteristics of devices E–F are shown in Fig. 2. According to Fig. 2, we can
know that the thickness of HTL on the second EL unit plays an important role in driving
voltage and device efficiencies. With a thickness difference of 20 nm in NPB layer, the
device performance exhibits a large difference. The driving voltage of devices E and F is
7.44 and 8.09 V at J = 1 mA/cm2, and their luminance is 14,950 and 16,340 cd/m2 at the
current density of 100 mA/cm2. But the driving voltage is still very high, and the effi-
ciency is not as perfect as we anticipated.

3.2 Optimizing the Thickness of EML

In this part, we modify the thickness of EML for further research and design this kind of
device: ITO/NPB(20 nm)/C545T:Alq3(1 wt%, y nm)/BPhen(20 nm)/Mg:BPhen(10 wt
%, 10 nm)/MoO3(3 nm)/NPB(20 nm)/C545T:Alq3(1 wt%, z nm)/BPhen(20 nm)/LiF
(0.5 nm)/Al(100 nm), y and z are 10 and 10 nm for device G, 10 and 20 nm for device
H, and 20 and 20 nm for device I, respectively. It is shown in Fig. 3 that device H has
the largest luminance and efficiency, which are 15230 cd/m2 and 15.23 cd/A at
J = 100 mA/cm2, while the driving voltage is a bit higher than device G, which are 7.10
and 6.71 V at J = 1 mA/cm2.

3.3 Optimizing the Thickness of ETL

Then, we attempt to get the device with low driving voltage by optimizing the
thickness of ETL, and use device structure: ITO/NPB(20 nm)/C545T:Alq3(1 wt%,
10 nm)/BPhen(m nm)/Mg:BPhen(10 wt%, 10 nm)/MoO3(3 nm)/NPB(20 nm)/C545T:

Table 2 Performances of devices A–D. Vd is driving voltage at J = 1 mA/cm2, L, ηc, and ηp are
the maximum luminance, current efficiency, and power efficiency, respectively

Devices Vd (V) L (cd/m2) ηc (cd/A) ηp (lm/W) EL peak (nm)

A 2.95 7323 7.7 8.09 520
B 3.11 8818 9.3 9.39 520
C 3.35 9066 9.31 8.60 520
D 3.43 10,490 10.61 9.70 520
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Alq3(1 wt%, 20 nm)/BPhen(n nm)/LiF(0.5 nm)/Al(100 nm). Here, m and n are 20 and
20 nm for device H, 20 and 30 nm for device J, 30 and 30 nm for device K, respec-
tively. Figure 4 compares the electrical and luminescent properties of devices H, J, and
K, they show the same variation trend as a comparison of devices G–I, the thinnest
device has the lowest driving voltage, and the device with middle thickness has the
highest current efficiency and power efficiency, and a bit higher driving voltage than
the thinnest device. This phenomenon may be due to the suitable energy level of this

Fig. 2 Performance of tandem devices E–F with 20 nm thick difference in the HTL of the
second EL unit
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kind of organic layers and its adjacent layers, which is convenient for carriers trans-
porting and promote the effective combination of charge within the device.

3.4 Optimizing the Thickness of CGL

It is reported that the device performance may be affected by the thickness of the charge
generation layer [29]. And how the thickness of CGL affects the device performance
still needs study. In this part, several devices were designed to make clear of this
problem, which are: (H) ITO/NPB(20 nm)/C545T:Alq3(1 wt%, 10 nm)/BPhen(20 nm)/

Fig. 3 a Current density–voltage–luminance and b current efficiency–current density–power
efficiency curves of tandem devices G–I with different thickness of EML

(a) (b)

Fig. 4 a Current density–voltage–luminance and b current efficiency–current density–power
efficiency characteristics of tandem devices with different thickness of ETL
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Mg:BPhen(10 wt%, 10 nm)/MoO3(3 nm)/NPB(20 nm)/C545T:Alq3(1 wt%, 20 nm)/
BPhen(20 nm)/LiF(0.5 nm)/Al(100 nm); (L)ITO/NPB(20 nm)/C545T:Alq3 (1 wt%,
10 nm)/BPhen(20 nm)/Mg:BPhen(10 wt%, 5 nm)/MoO3(1 nm)/NPB(20 nm)/C545T:
Alq3(1 wt%, 20 nm)/BPhen(20 nm)/LiF(0.5 nm)/Al(100 nm); (M) ITO/NPB(20 nm)/
C545T:Alq3(1 wt%, 10 nm)/BPhen(20 nm)/Mg:BPhen(10 wt%, 5 nm)/MoO3(3 nm)/
NPB(20 nm)/C545T:Alq3(1 wt%, 20 nm)/BPhen(20 nm)/LiF(0.5 nm)/Al(100 nm);
(N) ITO/NPB(20 nm)/C545T:Alq3(1 wt%, 10 nm)/BPhen(20 nm)/Mg:BPhen(10 wt%,
10 nm)/MoO3(1 nm)/NPB(20 nm)/C545T:Alq3(1 wt%, 20 nm)/BPhen(20 nm)/LiF
(0.5 nm)/Al(100 nm). As shown in Fig. 5, device H shows the largest efficiencies and
the lowest driving voltage. Comparing the devices H and N, which is different in
thickness of MoO3, the thicker of MoO3, the better of device performance, the same
phenomenon can be seen in the comparison of devices L and M. It seems like that 5-nm
and 10-nm-thick Mg:BPhen layer displays very little effect on the luminance and current
efficiency, but large effect on the driving voltage and power efficiency of devices H and
M. There appears the same worse performances of devices L and N, though they are
different in thickness of Mg:BPhen layer, which may be due to 1-nm-thick MoO3 film is
very thin, its evaporation is too little and cannot form a continuous film, and finally
exhibit a great impact on the generation and transmission capacity of carriers.

3.5 Comparison of Two Tandem OLEDs

Figure 6 compares the performances of the optimized device J and reference device O.
Here, the thickness and structure of the reference device are we usually used, which is
ITO/NPB(40 nm)/C545T:Alq3(1 wt%, 20 nm)/BPhen(40 nm)/Mg:BPhen(10 wt%,
10 nm)/MoO3(5 nm)/NPB(40 nm)/C545T:Alq3(1 wt%, 20 nm)/BPhen(40 nm)/LiF
(0.5 nm)/Al(100 nm). From Fig. 6, we can know that with a total difference of 80 nm
thick in organic layers, the driving voltage of devices J and O is 7.44 and 10.21 V at
the current density of 1 mA/cm2, the maxim current efficiency is 16.08 and 19.64 cd/A,

Fig. 5 a Current density–voltage–luminance and b current efficiency–current density–power
efficiency curves of tandem devices H, L, M, and N
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and the maxim power efficiency is 6.28 and 5.28 lm/W. It is obvious that the driving
voltage is reduced and the power efficiency is increased after optimizing, this is a good
phenomenon that we see, but there is still a long way to realize a lower driving voltage
and higher power efficiency device, and need that we make more efforts.

4 Summary

We fabricated an ultrathin tandem device with a driving voltage of 7.44 V and power
efficiency of 6.28 lm/W. This is implemented to reduce cost and enhance the efficiency
of the device. We believe that further optimization of device parameters will more
ascension the device performance, and hope this study can provide a train of thought
for the OLED application.
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Abstract. The tandem organic light-emitting diodes (tandem OLEDs), which
having two or more electroluminescence (EL) units vertically stacked in series
through charge generation layer (CGL), were widely used in flat-panel displays
and solid state lighting because of their advantages of enhanced current efficiency
and luminance at low current densities, as well as their prolonged lifetime as
compared to the conventional single-unit devices. In a tandem OLEDs, the CGLs
play an important role, serving as the charge generation layer, and it is critical for
the performance of tandem OLEDs. It is the basis of fabrication high-efficiency
tandem OLEDs to deeply understand the working mechanism of CGL. Organic
heterojunctions (OHJs) layers are frequently used as CGLs in the construction of
high-efficiency tandem OLEDs. In order to understand the working mechanism
of organic heterojunctions CGLs, the device with the structure of glass/ITO/tris
(8-hydroxyquino line) aluminium (Alq3) (60 nm)/C60(x nm)/pentacene((40-x)
nm)/N,N′-bis(naphthalen-1-yl)-N,N′-bis(phenyl)-benzidine (NPB) (40 nm)/Al
(100 nm) were successfully fabricated, here the organic heterojunction
C60/pentacene was used as CGL. The experiment results demonstrated that the
organic heterojunction CGL with the structure of C60 (15 nm)/pentacene (25 nm)
with the most effective charge generation ability. By analyzing the carrier
transport characteristics in device, the device current can be attributed to the
organic heterojunction CGL. Finally, by numerically analyzing the current–
voltage (J–V) characteristics of devices, the results showed the charge generation
mechanism of organic heterojunction was in accord with quantum tunneling
process. The obtained results can help ones deeply understand the working
mechanism of organic heterojunction CGLs and fabricate high-efficiency
OLEDs.

Keywords: Tandem organic light-emitting diodes � Charge generation layer �
Working mechanism � Organic heterojunctions layer
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1 Introduction

Organic light-emitting diodes (OLEDs) have been widely used in flat-panel displays
and solid state lighting due to their advantages resulting from surface emitting, the ease
of manufacturing large areas, the possibility for flexible and transparent applications,
and the vast number of available materials for specific demands. In general, a long
operating lifetime and high efficiency must be ensured before mass-production of
OLEDs for practical use. In order to obtain the higher brightness, one should increase
the device current density; however, experiment results have indicated that the oper-
ating lifetime of OLEDs is inversely proportional to the device current density, so there
is a conflict between the high-luminance and long operating lifetime [1]. Many
methods have been used to solve this issues, among them, tandem OLEDs having two
or more electroluminescence units vertically stacked in series through charge genera-
tion layers (CGLs) can meet this requirement, because they have the advantages of
enhanced current efficiency and luminance at a relative low current density, the lifetime
of devices can be prolonged as compared to conventional single-unit devices [2–15]. In
tandem OLEDs, the CGLs play a crucial role in determining the effectiveness of the
stacked EL units. Up to now, many high-performance CGLs have been developed and
successfully used in tandem OLEDs. Usually, the CGLs used in tandem OLEDs have a
bilayer structure, which can be formed by a metal–metal (or metal oxide) bilayer [2, 3],
an organic–metal (or metal oxide) bilayer [4, 5], an organic–organic bilayer [6, 7], a
bulk heterojunction [8], or a hybrid interconnector layer [9, 10]. In those CGLs, organic
heterojunction (OHJ) CGLs were widely used in tandem OLEDs for their good light
transmittance and technological compatibility with OLEDs. To deeply understand the
working mechanism of CGLs, the Ultraviolet photoelectron spectroscopy (UPS) and
X-ray photoelectron spectroscopy (XPS) technology were used to analyze the working
mechanism of CGLs, on the other hand, many theoretical models were proposed to
explain the working mechanism of CGLs. Such as the thermally assisted charge
generation mode was used to express the working mechanism of transition metal
oxides (TMOs) CGLs [11]. Fowler–Nordheim model has been introduced to explain
the tunneling process for charge generation in the organic heterojunction CGLs [12].
Kleemann et al. introduced the Zener tunneling model to simulate the I–V character-
istics of a homojunction under reverse voltage [13]. Sun et al. used the same model to
explain the charge generation process of the HAT-CN/m-MTDATA heterojunction
under reverse bias [14]. In this paper, we designed a series of devices and obtained the
devices current density generated by the OHLs CGLs. By numerical analysis methods,
we found the working mechanism of OHJs charge generation layers is in accord with
quantum tunneling; the results obtained in this work can help us to deeply understand
the working mechanism of OHC layer.

2 Experiments

The OHJs always are made up of two kinds of organic thin film, one is p-typed organic
materials, and another is n-typed organic materials, such as F16CuPc/CuPc, C60/Pen-
tacene, C60/ZnPc, C60/H2Pc, and C60/Thiophenes. In order to indicate the OHJ layer
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can effectively generate current and obtain the current density only generated by the
OHJ layers, several devices were fabricated, as shown in Fig. 1. All materials used in
this work have purity higher than 99% and the active area of each device is 0.09 cm2

(3 mm � 3 mm). All devices were grown on clean glass substrates with a 100 nm
thick layer of ITO with a sheet resistance of 10 per square, and a thermally deposited Al
film was used as the cathode. ITO substrates were ultrasonically cleaned in acetone,
ethanol, and deionized water successively, then treated by O2 plasma at the pressure
42 Pa for 10 min, at last, directly placed into vacuum chamber without exposing air.
All the films were thermally evaporated in a UHV growth chamber without breaking
vacuum. Organic thin films were thermally evaporated in a UHV growth chamber at a
base pressure of around 1.5*1.9 � 10−7 Torr. The cathode Al film was thermally
evaporated at a base pressure of around 2 � 10−6 Torr. The evaporation rate was
controlled with a quartz thickness monitor. For organic and Al materials are 1*1.3 A/s
and 3 A/s, respectively. The current density–voltage characteristics of the devices were
measured using a Keithley 2450 source measure unit at room temperature in air after
the device fabrication immediately.

Fig. 1 Structure of devices
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3 Results and Discussion

Figure 2 is the J–V characteristic of devices. Table 1 shows the parameters of all organic
materials used in this work. We can see from Table 1 that the electron mobility is higher
than the hole mobility in Alq3, and the hole mobility is higher than electron mobility in
NPB, so the Alq3 and NPB are considered as electron transport and hole transport
materials, respectively. On the other hand, when upon applying the voltage, the holes
need overcome a barrier about 0.5 eV when injected from anode ITO into Alq3, and the
electrons need overcome a barrier about 0.8 eV when injected from cathode Al into
NPB, so due to the high-injection barrier (holes injected from anode into Alq3 thin film
layer and electrons injected into NPB thin film layer) and very low carrier mobility (hole
transport in Alq3 thin film and electron transport in NPB thin film), the device with the
structure of ITO/Alq3/NPB/Al (device 1) has very little current density under an applied
voltage even approached to 20 V. When inserting an organic thin film (C60 or Pentacene
(device 2 and device 3, respectively)) with the thickness of 40 nm into the interface of
NPB/Alq3, the device current density is almost same with above device 1. This situation
was changed when inserting a OHJ layer (C60 (15 nm)/Pentacene (25 nm)) into the
interface of NPB/Alq3 (device 4), the current density can be greatly improved compared
with device 1, device 2 and device 3. Those results show that OHJ layer (C60 (15 nm)/
Pentacene (25 nm)) thin film is an essential to the charge generation and separation
process in device. According to above analysis, we can deduce that the devices current
density of device 4 can be attributed to the OHC layer.

Figure 3 shows the J–V characteristics of device 4 in the double logarithmic
coordinate plot, we can see the relationship between device current density and applied
voltage is nearly linear when the applied voltage lower than 12 V, and deviated linear
relationship when applied voltage over 12 V, the reason of deviated can be attributed to
that, which is a strong hint that the charge generation and injection process is a

J 
(A

/m
2 )

Applied voltage (V)

dC60
=0 nm dPentacene=0 nm

dC60
=0 nm dPentacene=40 nm

dC60
=40 nm dPentacene=0 nm

dC60
=15 nm dPentacene=20 nm

Fig. 2 J–V characteristic of devices
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tunneling process. The Fowler–Nordheim (F–N) tunneling model proposed by Fowler
and Nordheim [15] was used to express this mechanism:

I / E2 exp
k
E

� �
ð1Þ

where I is the current, E is the electric field intensity, k is a constant which is related to
the height of the tunneling barrier. We can obtain the following relation according to
Eq. (1),

ln
J
E2

� �
/ ln

1
E

� �
ð2Þ

We can see from Eq. (2) that the relationship between ln(J/E2) and ln(1/E2) is
linear. Figure 4 shows the experimental results of ln(J/E2) and ln(1/E2), which is in
line with the Eq. (2), it demonstrated that the working mechanism of organic hetero-
junction CGL is in line with Fowler–Nordheim (F–N) tunneling.

J 
(A

/m
2 )

Applied voltage (V)

Fig. 3 J–V curves of device 2 in the double logarithmic coordinates

Table 1 Parameters of materials

Material Electron mobility
(cm2V−1 s−1)

Hole mobility
(cm2V−1 s−1)

HOMO
(eV)

LUMO
(eV)

NPB 6.1�10−6 6.1�10−4 5.5 2.4
Alq3 1.0�10−6 2.0�10−8 5.7 3.1
C60 8.5�10−2 6.42 4.12
CuPc 2.4�10−4 4.81 2.92
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4 Conclusions

By design series of devices, we found that the OHJ layer with the structure of C60

(15 nm)/Pentacene (25 nm) can effectively generate charges, and the device current
density of device 4 can be attributed to the OHC layer (C60 (15 nm)/Pentacene
(25 nm). By numerically analyzing the current–voltage (J–V) characteristics of devi-
ces, the results showed the charge generation mechanism of organic heterojunction was
in accord with quantum tunneling process. The obtained results can help ones deeply
understand the working mechanism of organic heterojunction charge generation layer
and fabricate high-efficiency OLEDs.
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Abstract. We carry out the Cs, O activation experiment of AlGaN photo-
cathodes and find the photocurrent is different from that of AlGaAs in the Cs, O
coadsorption stage of activation. This is mainly due to there are dimers and
trenches on the surfaces of AlGaAs photocathodes, and they provide enough
position for Cs, O atoms to attach. Then pure surface model and the other two
defect surface models with Ga or N vacancy are built. The result shows that the
work function on the defect surface will have a significant decline at the stage of
O adsorption. Thus, the photocurrent of AlGaN with defect surface will increase
obviously at the second activation stage which is consistent with our
experiment.

Keywords: Activation experiment � Defect AlGaN photocathodes � Work
function

1 Introduction

There are many studies of alkali-metal adsorption on solid surfaces have been reported
over the last decade. The AlGaN-based photocathodes are currently attracting great
interest due to their potential application in ultraviolet regions [1]. Cs, O coadsorption
is the most popular method for activation of III-V semiconductor photocathodes to
obtain negative electron affinity (NEA) [2–4]. Many experimental researches show that
Cs, O coadsorption on AlGaN surfaces will result in a lower work function and a
higher photocurrent when the Cs source and the O source enter in the correct order. Yo-
Yo activation method was widely applied, in which the activation procedure consists of
two stages. The first stage is Cs-only activation, and the second stage is Cs, O coad-
sorption [5]. Many Cs activations show that there will appear a phenomenon called
‘Cs-kill’ when the surface is over-cesiated [6, 7]. However, this will not appear in the
Cs activation experiments of GaAs and AlGaAs photocathodes.
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It is known that GaAs and AlGaAs have a zinc blende structure while GaN and
AlGaN are wurtzite structure. There are many studies on the surface morphology of
GaAs and AlGaAs [8, 9], so we can find that there are dimers and trenches on the
surfaces of GaAs and AlGaAs photocathodes. The surfaces of GaN and AlGaN are
smooth, which cannot provide enough space for Cs, O atoms to attach. Previous study
[10] have reported that the photocurrent increases 4–5 times at the second activation
stage for GaAs and AlGaAs photocathodes, while it rises slightly for GaN and AlGaN
photocathodes. In order to make an effective Cs activation experiment, firstly,we
conducted a Cs, O activation comparison experiment between AlGaN photocathode
and AlGaAs photocathode. Secondly, Al0.25Ga0.75N (0001) surface models with Ga
and N vacancy defects were built. Then, we make a comparison of Cs, O coadsorption
between clean Al0.25Ga0.75N (0001) surface models and surface models with vacancy
defects.

2 Cs/O Coadsorption Activation Experiments

We have carried out the Cs, O coadsorption on AlGaN photocathode experiment. For
this activation experiment, the samples were grown by metal organic chemical vapor
deposition (MOCVD) on sapphire substrates. In order to decrease the lattice mismatch,
a 150 nm AlN buffer layer was added. For the AlGaN emission layer, the best Al
component is 0.25, while the final Al component of the sample is 0.24 because of the
error in the process of epitaxial growth. And the thickness of Al0.24Ga0.76N emission
layer is 150 nm. To keep high symmetry and simplify the calculation, the Al com-
ponent in theoretical models is set as 0.25, which is close to the experiment sample.

The AlGaN photocathodes activation and evaluation system is established, the
diagrammatic sketch is shown in Fig. 1. The ultra-high vacuum activating unit is used
for Cs, O coadsorption activation experiment, and the NEA AlGaN photocathode was
obtained. Photocurrent and spectral response are detected by multi-information online
monitoring system. The quadruple mass spectrometer (QMS) system is used to analyze
the composition of residual gas after activation experiment. The surface analysis sys-
tem is composed of XPS [11] and UPS, which aim to detect the surface information.

In this article, we adopt the standard activation method called ‘yo-yo’ activation
method to perform the experiment. The experimental process is as follows: reaction of
Cs source with AlGaN sample at room temperature until a maximum photocurrent is
obtained. Cs atoms deposition continues under a constant Cs source, and O source is
not admitted into the chamber until the photocurrent stops increasing. When the
photocurrent gets a new peak, re-enter the Cs source and close the O source, and the
photocurrent drops again in Cs atmosphere, then the O source is opened again. When
there is no significant increase between the present photocurrent peak and the previous
one, the activation experiment is ended, while the activation experiment usually ends
with a short time of exposure to Cs vapor.
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The photocurrent detected by multi-information online monitoring system is shown
as Fig. 2a. And the photocurrent of AlGaAs photocathode prepared by Chen et al. [2]
was shown in Fig. 2b. At Cs-only activation stage, it can be found the photocurrent
increases with the increase of Cs activation time for both photocathodes. And the
AlGaN photocurrent peak (631.83 nA) appears at 27 min while the AlGaAs pho-
tocurrent peak (579.52 nA) appears at 22 min. For Cs, O alternate activation stage, the
photocurrent of AlGaAs photocathode has a significant increase when compared with
AlGaN photocathode. By contrast experiments, we get that both AlGaN and AlGaAs
photocathodes have a consistent activation efficiency at Cs-only activation stage. While
the activation efficiency of AlGaN photocathode at the second stage is much lower than
that of AlGaAs photocathodes.

Fig. 1 AlGaN photocathodes activation and evaluation system

Fig. 2 Photocurrents as function of activation time. a AlGaN photocathode, b AlGaAs
photocathode
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3 Models and Methods

In this paper, all calculation methods are implemented from the software package
Cambridge sequential total energy package (CASTEP). Density functional theory-
general gradient approximate (DFT-GGA) [12] framework with the pseudopotential
plane wave method was used in the calculations. Geometry optimizations were
undergone using Broyden–Flecher–Goldfarb–Shanno (BFGS) algorithm before total
energy calculations. After a series of convergence tests, the plane wave cut-off energy
was taken as 700 eV; a 7 � 7 � 1 Monkhorst-Pack k point grid was used to sample
the Brillouin zone (BZ) of the surface. Ultrasoft pseudopotentials (USP) [13] were used
for all atomic species, and nonlinear core corrections (NLCC) [14] were adopted for Ga
atoms.

Three surface models were built based on optimized bulk supercells (shown as
Fig. 3), consisting of cleaning surface model (Fig. 3a), Ga vacancy (Fig. 3b) and N
vacancy (Fig. 3c). The defective surface was obtained by removing a Ga/N atom from
the clean AlGaN (0001) surface. The clean surface and surfaces with defects were all
simulated with periodically repeating supercells of eight AlGaN slab layers separated
by vacuum regions. Nitrogen dangling bonds were saturated with a layer of fractionally
charged pseudohydrogen.

4 Work Function and Dipole Moment

The photoemission of NEA photocathodes performed to follow a ‘three-step-model’
proposed by Spicer et al. [15], including photon adsorption, electrons heating and escape
into the vacuum. The QE of photocathodes is closely related to the escape probability of
photoelectron, and the work function is the minimum energy that electrons need to
escape into the vacuum. Therefore, the lower work function is necessary for AlGaN
photocathodes materials. The work function can be expressed as [16]:

Fig. 3 a Clean AlGaN (0001) surface model, b Ga-defect surface model, c N-defect surface
model
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/ ¼ Evac � EF ð1Þ

where Evac and EF represent the vacuum level and the surface Fermi level, respectively.
Figure 4 shows the work function values of Al0.25Ga0.75N photocathode with different
hCs. The results indicating that the clean Al0.25Ga0.75N (0001) surface obtains the lowest
work function (1.855 eV) when the hCs is 0.5ML, but with the further increase of hCs, the
work function will increase slightly. This ‘Cs-kill’ phenomenon is mainly because the
adjacent Cs atoms share electrons more easily than transfer electrons to surface.

In order to study the effect of Cs, O coadsorption activation on defect Al0.25Ga0.75N
(0001) surface, we have set up three sets of control experiments. They are ‘1ML Cs ada-
toms’, ‘1 ML Cs and 0.25 ML O adatoms’ and ‘1 ML Cs and 0.5 ML O adatoms’,

Fig. 4 Work function of Cs adsorption on clean AlGaN (0001) surface with different hCs

Fig. 5 Work function of 1 ML Cs, 1 ML Cs and 0.25 ML O adatoms and 1 ML Cs and 0.5
ML O adatoms adsorption on clean and defect Al0.25Ga0.75N (0001) surface
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respectively . The result is shown in Fig. 5. It can be found that it has a significant influence
on loweringwork functionwhenOatoms adsorptiononover-cesiatedAl0.25Ga0.75N (0001)
surface. For clean Al0.25Ga0.75N (0001) surface, the decrease trend of work function
becomes slower with the increase of hO. But for defect surface, the decrease of work
function is still obvious with the increase of hO. And this difference between clean surface
and defect surface can be explained by Cs-O dipole moments.

The schematic diagram of Cs induced single dipole moment and Cs, O induced
double dipole moments is shown in Fig. 6.

From Fig. 6a, Cs induced single dipole moment Cs-Al0.25Ga0.75N is perpendicular
to Al0.25Ga0.75N (0001) surface and it is oriented to substrate, so Cs-Al0.25Ga0.75N
dipoles are helpful for lowering work function. From Fig. 6b, it can be found that the
Cs-O dipoles are almost parallel to clean Al0.25Ga0.75N (0001) surface, and they will be
neutralized because they are oriented to every direction along the surface. So, O
adsorption on clean Al0.25Ga0.75N (0001) surface just makes a little change on the work
function of the surface. But for defect Al0.25Ga0.75N (0001) surface, there is a position
for O adatom to locate. So O adatom is below Cs atom, and Cs-O dipole is oriented to
substrate. The difference of lowering work function at the stage of O adsorption is
mainly due to the Ga or N vacancy defect on Al0.25Ga0.75N (0001) surface.

5 Conclusion

In this paper, the Cs, O activation experiment for AlGaN photocathodes was carried
out. We get that both AlGaN and AlGaAs photocathodes have a consistent activation
efficiency at Cs-only activation stage. While the activation efficiency of AlGaN pho-
tocathode at Cs, O coadsorption activation stage is much lower than that of AlGaAs
photocathode. Besides, the first principle calculations of Cs, O coadsorption on clean
and defect Al0.25Ga0.75N (0001) surfaces were performed. For Cs-only activation stage,

Fig. 6 Schematic diagram of Cs induced single dipole moment (a) and Cs, O induced double
dipole moments (b, c)
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the calculated work function decreases when hCs is from 0 to 0.5 ML, while it has a
slight increase when hCs reaches 0.75 ML. For Cs, O coadsorption activation stage, O
adsorption on the clean surface has less influence on work function than defect surface.
This is mainly because the Cs-O dipole is parallel to clean Al0.25Ga0.75N (0001)
surface, which is ineffective to lower work function. However, there exist vacancy
positions on defect surface, so O atom will locate the position and form Cs-O dipoles
which are perpendicular to the defect Al0.25Ga0.75N (0001) surface. While the work
function on the defect surface will have a significant decline at the stage of O
adsorption, and the photocurrent will increase obviously at the second activation stage.
We can prepare defective AlGaN surface structure, and it will be an important issue to
improve the quantum efficiency of AlGaN photocathodes.
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Abstract. Successfully prepared Er3+-doped NaYF4 micron crystal by
hydrothermal method. The experimental results show that the Er3+-doped
NaYF4 exhibits a strong up-conversion fluorescence emission. Er3+-doped
NaYF4 micron crystals exhibit strong green emission and can be used in
phosphors and micro-optical devices. The energy band structure and electron
density of NaYF4 before and after doping were studied by first principle cal-
culation. It is verified that NaYF4 is a good up-conversion luminescent material,
and the stability of Er3+ ion is enhanced by doping.

Keywords: Glass ceramic � Rare earth ions � First-principles

1 Introduction

In recent years, rare-earth ion-doped up-conversion luminescent materials have been
widely used in the fields of laser, optical communication, flat panel display and medical
imaging and have attracted more and more attention and research. Sodium yttrium
fluoride (NaYF4) is considered to be one of the most favorable substrates for up-
conversion luminescence of rare-earth ions. This is mainly due to its small phonon
energy, which is beneficial to the up-conversion luminescence of rare-earth ions [1, 2].
There are two phases in NaYF4: cubic phase and hexagonal phase. In cubic phase
NaYF4 (a-NaYF4), Y

3+ ion only corresponds to one crystallographic lattice, while in
b-NaYF4, Y

3+ ion has three crystallographic sites, so the luminescence intensity is
improved effectively. The change of the crystal phase of the rare-earth ion-doped
NaYF4 will have certain influence on the luminescence ability of the material itself, so
it is necessary to study the controllability of the crystal phase of the product. In this
paper, Er3+ is doped into NaYF4, and the first principle calculation is done on it [3, 4].
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2 Experimental

2.1 Preparation Process

A certain amount of Y2O3, Er203, NH4HF2 and NaF were sequentially added to the
beaker, and then the nitrate solution was added to dissolve it, and the mixture was
uniformly stirred. The NH4F solution was added to maintain the pH at 8. The prepared
solution was placed in a Teflon-lined stainless steel reaction vessel with a filling degree
of about 55%. The reaction vessel was placed in an oven and dried at 280 °C for 24 h.
After allowing it to cool naturally, it was taken out, washed with deionized water,
centrifuged and repeated 4 times. It was dried in an oven for 24 h, naturally cooled,
placed in a muffle furnace and annealed at a temperature of 500 °C to obtain a product.

2.2 First Principle Calculation

In this paper, the influence of rare-earth ion Er3+ on the crystal and electronic structure
of NaYF4 is calculated by first principle, adopting Castep Module in Material Studio
6.0 Software of NeoTrident Company.

When the model is established, Na and Y are arranged at intervals on the corre-
sponding random occupancy grid points. Similarly, Na and vacancies are also arranged
at intervals on the corresponding random occupancy grid points. The structural model
constructed is shown in Fig. 1.

The interaction potential between electron and electron adopts generalized gradient
approximation (GGA). The plane wave energy of the NaYF4 system is 410 eV; the K
point is set to 5 � 5 � 4; the pseudopotential selects the super-soft pseudopotential;
the energy convergence criterion of the atom is 5 � 10−6 eV/atom; and the conver-
gence criterion of the interaction force between atoms is 0.01 eV/Å. The internal stress

Fig. 1 NaYF4 structure model diagram
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convergence criterion is 0.02 GPa, and the maximum displacement convergence cri-
terion is 5 � 10−4 Å.

Then, the Y3+ ion doped in the NaYF4 is replaced with an Er3+ ion. The NaYF4
structure constructed above is a unit cell and is replaced by a 2 � 2 � 1 supercell after
doping, as shown in Fig. 2.

The plane wave energy of the Er3+ ion doped in the NaYF4 system is 410 eV; the K
point is set to 2 � 2 � 4; the pseudopotential selects the super-soft pseudopotential;
the energy convergence criterion of the atom is 5 � 10−6 eV/atom; and the conver-
gence criterion of the interaction force between atoms is 0.01 eV/Å. The internal stress
convergence criterion is 0.02 GPa, and the maximum displacement convergence cri-
terion is 5 � 10−4 Å.

3 Results and Discussions

3.1 Band Structure Analysis

After Er3+ doping, the Er3+ impurity level is formed in the forbidden band of NaYF4.
The valence band top and the conduction band bottom are located in the Brillouin zone,
which is a direct bandgap semiconductor. The Fermi level is at the impurity level. After
Er3+ doping, the forbidden bandwidth of NaYF4 is smaller than that of the eigenstate
NaYF4, as shown in Fig. 3.

3.2 Electron Density Analysis

The electron density of states (PDOS) diagram of the intrinsic state NaYF4 and Er3
+ doped NaYF4 shows that the valence bands of the two groups are roughly composed
of three parts. The undoped ones are the bottom valence band of −95 to −92 eV, the

Fig. 2 NaYF4 structure model doped with Er3+ ions
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Fig. 3 a NaYF4 band structure diagram before Er3+ doping, b NaYF4 band structure diagram
after Er3+ doping
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lower valence band of −70 to −19 eV and the upper valence band of −10 to 2 eV. The
NaYF4 doped with Er3+ is the bottom valence band of −97 to −94 eV, the lower
valence band of −74 to −19 eV and the upper valence band of −12 to 4 eV. The
conduction band is in the range of 7–16 eV [5]. But there is a big difference between
the two in Fermi level, The Fermi level of doped NaYF4 is 25 eV, while that of doped
NaYF4 is 75 eV, as shown in Fig. 4. After doping with Er3+ , the band gap of NaYF4
decreases, the impurity energy level is formed, and the electron excited transition
energy is reduced. Therefore, Er3+ element can improve the photocatalytic performance
of NaYF4.

(a)

(b)

Fig. 4 a NaYF4 electron density analysis before Er3+ doping, b NaYF4 electron density analysis
after Er3+ doping
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The bottom valence band of NaYF4 is mainly contributed by the 2s orbital electrons
of Na. The peak type of the valence band is sharp and the electron localization is
strong, and it does not bond with other electrons. Therefore, the influence of this
valence band on the overall properties of the material is relatively small. The lower
valence band is mainly contributed by the 2s orbital electron of F and the 2p orbital
electron of Na, and there is resonance between the 2s orbital of F and the 2p orbital of
Na, which indicates that the orbital hybrid effect occurs between the 2s orbital of F and
the 2p orbital of Na. The upper valence band is mainly contributed by the 2p orbital
electrons of F and the 4d orbital electrons of Y, and the corresponding orbital
hybridization effect is also found between them. The 2p orbital of F is widened to some
extent, which indicates that it has strong delocalization and important contribution to
the bonding of the system.

3.3 Cohesive Energy Analysis

Cohesive energy is a parameter that measures the interaction between aggregated
substances. It refers to the energy required for condensed matter to eliminate the
intermolecular force of gasification. Since the free atomic constituent compound is
generally an exothermic process, the cohesive energy is usually a negative value, and
the smaller the value, the more stable the material. The calculation method of cohesive
energy is (EAB − nA � EA − nB � EB)/ntotal, where EAB is the total energy of
material AB, EA and EB are the energy of single A atom and B atom respectively, and
nA and nB are respectively The number of A atoms and B atoms in the middle, and
ntotal is the total number of atoms contained in the system [6].

The cohesive energy of NaYF4 is −5.65 eV/atom, which is a better material for up-
converting the luminescent substrate from the viewpoint of stability. After doping with
Er3+ ions, the cohesive energy of NaYF4 became −5.69, indicating that Er3+ enhanced
its stability.

3.4 Population Analysis

In NaYF4, F is −0.54 valence, mainly at 2p orbital. Na loses 0.88 electrons. The
number of electrons in each orbit is found to be mainly lost in 3s orbit, and Y is +1.28
valence. Its ability to lose electrons is stronger than that of Na, because it fails to lose
all electrons, so it cannot reach +3 valence as shown in Table 1 [7].

Table 1 Electron population of atoms in NaYF4

Atom s p d Total Effective charge

F 1.93 5.59 0 7.75 −0.57
Na 2.09 6.01 0 8.15 0.88
Y 0.22 0.30 1.16 1.72 1.27
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When NaYF4 is doped into Er3+ , the electrons are lost in the 6s orbit, the electrons
also appear in the d orbital, and the electrons in the f orbit decrease, which is due to the
transition of the 4f orbital in the doping process, as shown in Table 2.

Table 3 shows the overlapping population of NaYF4, Na-F is relatively pure,
slightly larger than Y-F. The formation of Er-F covalent bond after doping into Er can
prove that the stability of NaYF4 is better than that of NaYF4 doped with Er element.

4 Conclusions

Er3+-doped NaYF4 was successfully prepared by hydrothermal method. The energy
band structure and electron density of NaYF4 before and after doping were studied by
first principle calculation. It is verified that NaYF4 is a good up-conversion luminescent
material, and the stability of Er ion is enhanced by doping.
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Abstract. This paper mainly studies the advantages and disadvantages of LED
and high-pressure sodium lamp and further evaluates the development trend of
public lighting systems by comparing the color temperature, color rendering
index, fog permeability, energy efficiency and economic benefits of the two
sources.
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1 Introduction

The public lighting systems occupy a large part of the total electrical energy. Currently,
as two widely used light sources LED and high-pressure sodium lamp (HPS) need to be
comprehensively analyzed.

2 The Color Temperature and Color Rendering Analysis

2.1 Color Temperature Selection

Different light has different color temperature. From the perspective of human vision,
the low color temperature makes people warm and stable, while the high color tem-
perature makes people calmness and refreshment.

From Table 1 [1], the color temperature value of the HPS ranges from 1950 to
2250 K, and people will only see the yellow light under the human vision. However,
LED can create some light sources with different color temperatures, so it can offer
more choice to road lighting.
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2.2 Color Temperature Selection

Usually, light source with higher color rendering index has better color reproduction
ability. As shown in Fig. 1, it can be seen that unlike the LED, the blue, green and red
spectral content of the sodium lamp is low, which also directly leads to the low color
rendering index of the high-pressure sodium lamp.

As can be seen from Table 2 [2], the LED has better color rendering and stronger
color reproduction ability. Street lamp with higher color rendering index has richer the
spectral content. That is benefit to identify object.

Table 1 Color temperature of some common light sources

Light sources Color temperature
(K)

Light sources Color
temperature

Candlelight 2000 Warm fluorescent lamp 2500–3000
High-pressure sodium
lamp

1950–2250 High-pressure mercury
lamp

3450–3750

Tungsten lamp 2700 Metal halide lamp 4000–4600

Fig. 1 Spectral distribution of high-pressure sodium lamps and LED

Table 2 LED and high-pressure sodium lamp parameters comparison

Light
source

Power/W Actual power
consumption

Luminous
flux/lm

Luminaire
efficiency

Effective
luminous
flux/lm

Ra Average
life/h

HPS 100 120 11,000 0.6 6600 20–30 24,000
LED 99 99 7650 0.85 6502.5 80 60,000
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3 LED and High-Pressure Sodium Lamp’s Performance

3.1 LED and the High-Pressure Sodium Lamp on the Fog Permeability

From the aspect of the capability to penetrate the fog, the fog permeability of light at
different wavelengths is different. As shown in Table 3, we can learn that the high-
pressure sodium lamp emitting a yellow light wavelength has a higher fog permeability
than the white LED in the case of a heavy fog.

However, as shown in Table 2, high-pressure sodium lamp color rendering index is
not high, under the irradiation of high-pressure sodium lamp, most of the objects
appear yellow, and some objects appear blue. The objects of green and red may even
appear black, that is, when the light of the sodium lamp is irradiated onto the objects of
these colors, almost no reflected light emits. Under such lighting, if a person drives in
the rainy and foggy night, the driver will can’t see the pedestrians in green or red
clearly, because these clothes appear black and are easily submerged in the background
light, which increase the ratio of the traffic accident. However, if LED lighting is used,
because of higher color rendering index, some traffic accident can be avoided. The
objects in any color have reflected light in the fog, which is helpful for identifying the
object. Therefore, compared with color rendering, white LED street lights are better
than high-pressure sodium lamps.

3.2 Comparative Analysis of Energy Efficiency of the LED
and the High-Pressure Sodium Lamp

It can be seen from Table 4 that the LED light efficiency is higher than that of the high-
pressure sodium lamp under the same lighting time, and the average illuminance of the
high-pressure sodium lamp is higher than 160 W LED, but the power consumption is
more than twice that of the 160 W LED. It can conclude that the LED consumes less
power and is more efficient.

Table 3 Transmittance of various color lights at different fog concentrations

Fog concentration
(gear position)

White
light (%)

Red
light (%)

Yellow
light (%)

Green
light (%)

Blue
light (%)

0 100 100 100 100 100
10 75.90 75. 95 96.29 75.76 74.21
12 51.20 54.73 67.17 50.36 50.84
14 22.80 22.88 29.34 19.55 21.75
16 10.10 6.21 9.02 6.70 6.33
18 5.90 3.87 4.29 3.06 2.86
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4 Comparison of Economic Benefits Between the LED
and HPS

As shown in Table 5 [3], we use the public lighting system of a certain urban road in
Brazil as a reference. From the perspective of social benefits, though the cost of LED is
higher, such light sources have longer life, higher stability and less consume power
than the high-pressure sodium lamps, and the maintenance costs of high-pressure
sodium lamps are extremely high. Sum up, LED can fully achieve the energy saving,
emission reduction and low-carbon effects, which are in line with our sustainable
development requirements.

5 Conclusions

In summary, both LED lights and high-pressure sodium lamps have their own
advantages. With the improvement in LED’s performance and the breaking in the key
technical problems, as well as the reduction of LED tunnel light products’ price, LED
lighting will not only reflect energy-saving effects better and reduce the initial
investment and operating expenses, so achieving good economic benefit.
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Table 4 Data statistics for road test

Type of
lamp

Total turn-
on time
(h)

Power consumption
per unit time
(kWh/h)

Total
luminous
flux

Lighting
effect
(lm/W)

Average
illumination
(lx)

400 W
HPS

60 7.14 34,748 82 55.6

160 W
LED

60 3.94 16,131 95.4 33.4

Table 5 Cost comparison between LED and high-pressure sodium lamp

Type
of
lamp

Total turn-
on time (h)

Power
consumption
(kWh)

Electricity price
unit (degree/yuan)

Average
life (h)

Total
price
(yuan)

HPS 3650 15.68*3650 0.9 20,000 51,508.8
LED 3650 6.72*3650 0.9 70,000 22,075.2
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Abstract. Quantum dots (QDs) enhancement film (QDEF) is a QD contained
film, used in LCD system to improve display color quality. The uniformity of
QD in QDEF directly affects the color rendering ability of quantum dot display
devices. Custom-built equipment was set up for investigating the uniformity.
The blue light absorption, the green light conversion efficiency and red light
conversion efficiency were used as the tools in judging the uniformity of the QD
films. The results showed that the QD concentration is higher in the middle
region than edge region, and the conversion efficiency of green light is about
twice as high as that of red light.
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1 Introduction

Quantum dots (QDs), as a new type of inorganic fluorescent materials, have attracted
large attention in both academic and industrious fields recently. Compared with tra-
ditional organic phosphors, the QDs possess the advantages of broader absorption
spectrum, narrower emission spectrum and better luminescent stability [1–4]. Now, the
research of QDs in the field of display technology mainly includes two aspects. One is
QD light-emitting diode technology (QLED), and the other is QD backlight unit
(QD-BLU) [5–8] in liquid crystal display (LCD). QLEDs cannot be commercialized
due to the imperfection of the existing technology, so the QD-BLU technology is
applied in the LCD on the market [9, 10]. One of the current technologies for QDs to be
applied in QD-BLU exists in the form of optical films, named QDEF. The effect on the
color rendering ability of display devices will depend on the quality of QDEF. So the
research and analysis of defects in QDEF can be useful for improving the performance
and yield of QDEF, which is an effective means to reduce cost. The QDEF is mainly
composed of two parts: the quantum dot layer and the protection layer [11]. The
demerits of QDEF mainly include the nonuniform thickness of the films, the impurities
in the films and the nonuniform distribution of quantum dots in the protection layer.
This work focuses on establishing a set of simple testing equipment to test the uni-
formity of QDs in the film. The blue light absorption and the conversion efficiencies of
green light and red light are applied for judging the uniformity of the measured QDEF.
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2 Experiment

2.1 Equipment

A set of equipment was designed and established (Fig. 1). A diffusion film was placed
on a blue light source, which is regarded as the excitation light source in order to obtain
the uniform emitting light. Then, select a region of 15 cm � 15 cm on the diffusion
film, in which 25 spots were marked with an interval of 3 cm. Finally, the USB4000
was connected to the computer, and the spectrum of the sample QDEF can be measured
with SpectraSuite software.

2.2 Method

The test was divided into two steps. The first step, the dark spectrum was saved and
removed. This step mainly aims at eliminating the influence of the spectrometer. The
second step, the 25-point spectral data of blue light source without or with QDEF were
measured and recorded via setting the parameters in the SpectraSuite software with the
integration time to 120 us and the smoothness to 10 (to make the spectral curve
smoother). The measured spectral data are plotted into spectral curves, and the integral
area of each peak was calculated to represent the number of photons emitted by each
peak. There are two methods to evaluate the uniformity of QDEF. One is based on the
number of blue photons absorbed, and the other is based on the green light conversion
efficiency and red light conversion efficiency.

QDs absorb photons and re-emit photons, so the number of blue photons absorbed
represents the number of quantum dots at the measured point. The absorbed number of
blue light photons by QDEF can be calculated according to the following (1):

N � Nt ¼ Nb ð1Þ

where N is the number of photons emitted by the blue light source, Nt is the number of
blue photons transmitted, and Nb is the number of blue photons absorbed. The light

Fig. 1 Schematic of testing equipment
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conversion efficiency in different regions of the QDEF can be obtained according to the
absorbed number of blue photons emitted, green photon emitted and red photon
emitted, as shown in (2) and (3).

Ng=Nb � 100% ¼ gg ð2Þ

Nr=Nb � 100% ¼ gr ð3Þ

Among them, ηg and ηr are green light conversion rate and red light conversion rate,
Ng and Nr are the numbers of green photons and red photons emitted, respectively.

3 Discussion

Three QDEF films were used for this experiment and named as B-1, B-2 and B-3. The
spectral data of the sample film are measured via the above test equipment and method,
and these data are recorded and plotted into spectrograms and are used for calculating
the number of photons emitted, ignoring the reabsorption of green emission by red QDs.
Then according to the above formula, the absorbed number of blue light photon and the
light conversion efficiency included green light and red light conversion rates are cal-
culated. In order to show the concentration difference of QDs at different locations on
the same sample and the concentration difference between B-1, B-2 and B-3 samples
more clearly, the absorption number of blue photon and the light conversion rate were
plotted by origin plotting software. Figure 2 shows the number of blue photons
absorbed for B-1, B-2 and B-3, respectively. The red region presents higher absorption
of blue photon. As seen from each single graph, the concentration of QDs in different
regions of a single quantum dot film is obviously different. The absorbed amount of blue
light in the middle region is larger than that in the edge region. This shows that the
concentration of QDs in the middle region is higher than that in the edge region.

By comparing three graphs, it can be seen that the overall concentration distribution
trend of B-1, B-2 and B-3 is approximately the same. The overall concentration dis-
tribution and variation trend of B-2 and B-3 are similar. The overall concentration of
B-1 is lower than that of B-2 and B-3, and the color variation of B-1 is relatively flat
compared to B-2 and B-3. These results suggest that the concentration uniformity of
B-1 is better than that of B-2 and B-3.

Figure 3 shows the conversion rate of green light and the conversion rate of red
light of B-1, B-2 and B-3, respectively. The red region indicates the high conversion
rate. As seen, the conversion rate of green light is much higher than that of red light,
which indicates that the concentration of green fluorescent QDs in the sample film is
higher than that of red fluorescent QDs.

By comparing the green conversion rate of B-1, B-2 and B-3, it can be seen that the
difference of green light conversion rate between different regions of B-2 is the largest,
followed by B-1, and B-3 is the smallest. However, from the red light conversion rate
of them, the difference between different regions of B-3 is the greatest, followed by
B-2, and B-1 is the smallest. So based on the comparison of the above two methods, it
comes to a conclusion that the uniformity of QDs in B-1 is better.
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Fig. 2 a Absorption number of blue photon for B-1. b Absorption number of blue photon for
B-2. c Absorption number of blue photon for B-3

162 Y. Feng et al.



4 Conclusion

We have designed a set of simple test equipment for testing the uniformity of QDs
distribution in the film. By investigating the three samples of QDEF, it can be seen that
the difference in concentration distribution of various QDEF is small, and all samples
exhibit a high concentration in the intermediate region, which may be due to the QDs

Fig. 3 a–b Conversion efficiency of green light and red light for B-1, respectively.
c–d Conversion efficiency of green light and red light for B-2, respectively. e–f Conversion
efficiency of green light and red light for B-3, respectively
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colloidal mixture ejected from the center of the sprinkler resulting in a lot of accu-
mulation in the process of printing. In addition, the green light conversion efficiency of
the samples is much higher than that of the red light (about twice), and the conversion
efficiency is not directly related to the concentration of QDs. QDEF is used widely in
display technology, and the requirements for QD film quality are in urgent need. At
present, the equipment for quality testing of QDEF needs to be designed and devel-
oped. The standards for evaluating QDEF based on the blue light absorption, the green
light conversion efficiency and red light conversion efficiency need to be established.
This paper provides a simple test method in the uniformity of QDEF, and the data and
the evaluation criteria of QDEF quality need to be further improved.
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Abstract. Organic photodiode array has recently attracted a lot of attention for
large-area light detection applications and imaging. In this work, Organic
photodiode 3 � 2 (Sample A), 4 � 3 (Sample B), 5 � 4 (Sample C), and 6 � 5
(Sample D) arrays based on copper phthalocyanine (CuPc)/C60 planar hetero-
junction in which CuPc used as optical sensitive material were fabricated and
characterized. It is found that the dark current density of the device increases as
the array increases through experimental data. A circuit model was constructed
to analyze the cause of this phenomenon, and an analytical expression between
dark current density and array size was obtained.

Keywords: OPD � Array � Size

1 Introduction

Organic photodiodes (OPDs) have attracted wide attention due to the advantages of
large-area fabrication, low-cost, flexibility and light-weighted, in which improving the
quantum efficiency has been the research hot spot in organic devices [1–3]. And
organic photodiode array has recently attracted a lot of attention for large-area light
detection applications and imaging [4–6]. They combine light absorption in the region
of the spectrum from ultraviolet to near-infrared effectively with good photogeneration
yield, sensitivity, and response time. As organic semiconductor materials have low
dielectric constants and rather high exciton binding energies (0.1–1.4 eV), OPDs are
preferably based on the concept of heteromorphic planar heterojunction structure [7, 8].
In a typical heteromorphic planar heterojunction, the donor and acceptor organic
materials are layered between the two electrodes to form a planar donor–acceptor
heterojunction interface. The photogenerated excitons generated in the planar hetero-
junction diffuse to the interface of the heterojunction and dissociate into free electrons
and holes which participate in the conductive transport. So the charge separation
efficiency of the planar heterojunction is higher than the single layer. Moreover, the
probability of recombination of free charges in the organic layer is also reduced, so the
device performance is also higher than that of a single layer device. While the per-
formance of single OPDs can be considered as sufficiently well developed for most
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demands, the integration in complex, pixelated detector arrays is significantly less
progressed.

Within this contribution, four different scales of array were fabricated to analyze the
effects of the array scale on the current density–voltage properties of the organic
photodiodes array.

2 Experimental

All the organic materials were commercially obtained and used as received. Organic
photodiode arrays with the size of 3 � 2 (Sample A), 4 � 3 (Sample B), 5 � 4
(Sample C), and 6 � 5 (Sample D) were fabricated, in which the single device areas
are of 6, 4, 2, and 1.5 mm2, respectively. The sample structure is schematically
illustrated in Fig. 1. The heterogeneous planar heterojunction consists of fullerene (C60)
and copper phthalocyanine (CuPc). CuPc is a p-type organic semiconductor with high
optical absorption in the range of 600–800 nm. C60 is an n-type organic semiconductor
material with low LUMO level and widely used as electron acceptor in organic solar
cells, OPDs, and photosensitive organic field-effect transistors. Patterned ITO-coated
glass substrates with the sheet resistance of 10 X sq−1 were ultrasonically cleaned by
acetone, ethanol, and deionized water sequentially. Then, the ITO substrates were dried
with N2 gas blowing before baked in an oven with a temperature of 60 °C for 30 min.
CuPc (50 nm)/C60 (50 nm)/BCP (10 nm) were thermally deposited on the ITO sub-
strates under a vacuum of 2.5 � 10−3 Pa. The thickness of the organic and metal thin
films was monitored by a quartz crystal microbalance which was located in the vicinity
of the samples. The change in the resonant frequency of the quartz is proportional to the
film thickness. The deposition rate was kept constant at approximately 0.15 Å s−1. The
sample fabrication was completed by thermal deposition of 100-nm-thick Al strips
perpendicular to ITO strips.

Fig. 1 a Schematic structure of superlattice photodiodes based on CuPc and C60, b schematic
diagram of organic photodiode 4 � 3 array structure
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Current–voltage characteristics were measured by a semiconductor characterization
system under dark and illumination conditions. By the characterization of optoelec-
tronics performance of sample, a laser diode with the optical intensity of 162 and
424 mW/cm2 was used. Light is incident from the ITO side into the active layer. All
measurements were carried out at pressures less than 10 Pa.

3 Result and Discussions

For Organic photodiode array, photoresponsivity (R) and photosentivity (P) are two
key parameters to evaluate the photosensitive performance, which can be expressed as

R ¼ Iph
PincA

ð1Þ

P ¼ Iph
Idarkj j ¼

Iill � Idarkj j
Idarkj j ð2Þ

where Pinc is the power of the incident light per unit area (i.e., illumination intensity),
and A is the effective irradiated area of the device; Iph is the photocurrent which equals
to the difference between the current under illumination (Iill) and in the dark (Idark),
characterizing a net enhancement of current induced by illumination. The external
quantum efficiency (EQE) represents the ability to provide photogenerated carriers per
single incident photon, which can be defined as

EQE ¼ hc
qk

ð3Þ

Here, q is the elementary charge (1.602 � 10−19 C), h and c represent Planck’s
constant and velocity of light, respectively, and k stands for the light wavelength.

Figure 2 shows the I–V characteristics of the OPD array with four different scales
in the dark and under illumination. As shown in Fig. 2a, b, under illumination with
incident optical power density of 162 mW/cm2, the device current density under
illumination (Iill) of the Samples A and B at −10 V reverse bias were in the range of
16.5–19.0 mA/cm2, and 20.0–30.0 mA/cm2, respectively. Representative current
density–voltage (J–V) curves characteristic of the OPDs under a 424 mW/cm2 illu-
mination are presented in Figs. 2c, d. Iill is relatively elevated in −10 V reverse bias,
with the range of 55–79 mA/cm2 and 45–65 mA/cm2 for Samples C and D. As the
scale of the array increases, the Sample C and Sample D have significantly larger
photocurrents than Samples A and B. The main reason is that in order to cover a large
area, the laser spot size is increased when measuring 3 � 2 and 4 � 3 arrays, resulting
in a decrease in light intensity, and accordingly, the corresponding photocurrent is
smaller. As seen in Fig. 1, the dark current values are 0.15 * 0.41 mA/cm2 (Sample
A), 0.10–0.28 mA/cm2 (Sample B), 0.23–1.61 mA/cm2 (Sample C), and 0.59–
1.75 mA/cm2 (Sample D) in −10 V reverse bias, respectively. As summarized in
Table 1, as the scale of OPD array increases, the dark density of OPD array also shows
the trend of increasing.
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In the case of the same structure and fabrication process, the dark current of the
discrete diode is directly proportional to the effective area of the diode, and the current
density should remain unchanged. However, the trends exhibited in the arrays prepared
herein are different. From a relatively simple structural analysis, an n � 2 organic
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Fig. 2 Current–voltage characteristics of organic photodiode arrays with the sizes of 3 � 2 (a),
4 � 3 (b), 5 � 4 (c), and 6 � 5 (d) measured both in the dark and under illumination. The light
in a, b is 162 mW/cm2, while that in c, d are 424 mW/cm2. The inset in (a), (b), (c), and
(d) shows the dark current curve

Table 1 Summary of device parameter details in the experiment

Jdark (mA/cm2)a Jill (mA/cm2)a Pmix
a R (mA/W)a EQE (%)

Sample A 0.391 ± 0.131 17.6 ± 0.8b 45b 106.188b 39.22
Sample B 0.694 ± 0.720 25.2 ± 2.3b 32b 154.772b 25.63
Sample C 0.900 ± 0.475 65.8 ± 4.4c 28c 152.93c 32.1
Sample D 1.01 ± 0.38 55.3 ± 6.0c 39c 128.05c 27.4
aThe bias voltage is −10 V
bPinc = 162 mW/cm2

cPinc = 424 mW/cm2
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photodiode array of the size shown in Fig. 3a. The interlace of ITO strip electrode and
Al strip electrode are OPDs. Applying a proper negative voltage (V) to the intersection
(OPD 1.1) of the No. 1 ITO electrode and the No. 1 Al electrode in the array under dark
conditions, the parallel circuit has a reverse biased OPD on one of the branches, and the
other branches have two reverse biased OPDs in series with the forward biased OPD.
The diode in the forward conduction state can be considered as short-circuit state due to
its extremely small resistance in the forward bias.

From Fig. 3b, measuring dark current density (J) can be expressed as

J ¼ Jd Vð Þþ Jd V1ð Þ ð4Þ

where

Jd V1ð Þ ¼ n� 1ð Þ � Jd V2ð Þ ð5Þ

And

Fig. 3 Schematic diagram and equivalent circuit diagram of n � 2 organic photodiode array
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V1 þV2 ¼ V ð6Þ

Now assume that the organic photodiode array is 2 � 2, meaning that is n = 2.
Figure 3c shows the equivalent circuit diagram at this time, from which one obtains

J2 ¼ Jd Vð Þþ Jd V=2ð Þ ð7Þ

And Fig. 3d shows the equivalent circuit diagram which n is close to infinity and
one then gets

Jn ¼ Jd Vð Þþ Jd Vð Þ ¼ 2� Jd Vð Þ ð8Þ

For an organic photodiode operating in a reverse bias state, Jd(V) > Jd(V/2) can be
found from its volt–current characteristic curve and, therefore, have Jn > J2.

4 Conclusion

In conclusion, a series of planar heterojunction-based OPD arrays were fabricated and
characterized, and the performance of each device was analyzed in detail. The results
show that, with the increase of array size, the dark current of diodes in the array
increases correspondingly. A circuit model was constructed to analyze the cause of this
phenomenon, and an analytical expression between dark current density and array size
was obtained.
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Abstract. Near-infrared (NIR) photosensitivity organic field-effect transistors
(PhOFETs) have drawn substantial attention due to their applications in the field
of industry and science. It is difficult to fabricate the device with high photo-
sensitivity and high photoresponsivity, which greatly limits their development.
In this paper, a high photosensitivity (NIR) PhOFETs based on lead phthalo-
cyanine (PbPc):C60 bulk heterojunction were proposed. For NIR light with a
wavelength of 808 nm, the device exhibited a relative high photosensitivity
through the applied gate voltage and the maximum photosensitivity as high as
2300, which was attributed to the inherent high exciton dissociation efficiency
and the relatively low carrier mobility of the BHJ active layer.

Keywords: Photoresponsive � Bulk heterojunction � Photoresponsivity

1 Introduction

Optical detection of near-infrared (NIR) regions using organic electronic devices is
currently a hot research topic due to wide application of NIR light in industry, agri-
culture, transportation, and other areas [1–4]. NIR photosensitivity organic field-effect
transistors (PhOFETs) are a kind of PhOFETs which contain a sort of organic NIR
photosensitive semiconductors. They have received widespread attention in recent
years because of their advantages, such as low-cost, lightweight, mechanical flexibility,
and large-area fabrication [5].

To characterize the PhOFETs, an important parameter of the phototransistor is
photosensitivity P, which is defined as the ratio of the photocurrent (Iph) to the dark
current (Idark) [6].

P ¼ Iph
Idark

¼ Iill � Idark
Idark

ð1Þ

where Iill is the drain current under illumination. Another important parameter is
photoresponsivity R, defined as the ratio of the photocurrent to the incident optical
power on the channel area of the device Popt
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R ¼ Iph
Popt

ð2Þ

In an PhOFET, large output current and mobility can be achieved by optimizing the
contacts of the source/drain electrodes to the active material. Ohmic or near ohmic
contacts are often used due to the significant low overall resistance of the device.
However, for a PhOFET, large dark current and mobility will lead to a low photo-
sensitivity. Moreover, photocurrent increases with the increase of the gate voltage,
leading to a high photoresponsivity of the PhOFETs at a high gate voltage [8, 9]. As a
result, the relatively low photosensitivity value occurs in the condition of the maximum
photoresponsivity in most works on PhOFETs [6–8]. For example, Zühal Alpaslan
Kösemen et al. fabricated a PhOFET based on a planar heterojunction structure of 3-
hexylthiophene-2, 5-diyl, and copper phthalocyanine. The photoresponsivity of the
device can reach 497 A/W, but the photosensitivity is only 1.23 at the same condition
[10]. Anamika Dey et al. reported a zinc phthalocyanine-based PhOFET with the
inorganic aluminium oxide/poly(vinyl alcohol)/organic nonpolar poly(methyl
methacrylate) trilayer dielectric configuration. A high photoresponsivity of the device
9689.39 A/W was obtained while the photosensitivity (1.49) is much smaller [11].
Concluding the summary of the recent publications, it is difficult to fabricate PhOFETs
with both of the high photosensitivity and photoresponsivity. In order to solve this
problem, Y. Peng et al. proposed a PhOFET based on palladium phthalocyanine by
using Al as source/drain electrodes. The device exhibited a high photosensitivity and a
high photoresponsivity simultaneously due to low dark current which was mainly
caused by the Schottky contacts between the Al source/drain electrodes and PbPc [12].

In general, large quantities of studies focused on the improvement of the device
performance such as mobility, absorption, and photogenerated exciton dissociation
efficiency [13–16]. Among them, active layer structure of PhOFETs includes single
layer [13], planar heterojunction [14], bulk heterojunction (BHJ) [15], and hybrid
planar-bulk heterojunction [16] were studied to realize high photoresponsivity. In
particular, BHJs constituent of photosensitive electron donor and high mobility electron
acceptor demonstrate high efficiency in photogenerated exciton dissociation and high
internal quantum efficiency [17]. In this paper, a NIR PhOFET based on PbPc:C60 BHJ
which exhibited a high photosensitivity through the applied gate voltage was proposed.
The high photosensitivity was attributed to the inherent high exciton dissociation
efficiency and the relatively low carrier mobility of the BHJ active layer.

2 Experiment Detail

PbPc and C60 were purchased from Acros, Tci. and Lum. Tech. Ltd., respectively, and
used as received. The configuration of bottom-gate top-contact PhOFETs and the
chemical structure of PbPc and C60 are shown in Fig. 1. Heavily n-doped Si substrates
with a resistivity of 0.03 Ohm cm acts as the gate electrode with a 1000 nm thermally
grown SiO2 layer (capacitance per unit area, Cox= 3.18 nF/cm2) as the gate dielectric.
The substrate was ultrasonically cleaned with acetone, ethanol, and deionized water for
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10 min each and baked in a vacuum oven at 60 °C for 20 min. PbPc:C60 (weight ratio
1:1) bulk heterojunction (BHJ) was used as the photosensitive layer, depositing on the
substrate by vacuum thermal evaporation. After deposition of the organic layer, Au
source/drain electrodes were thermally deposited on the top of the sample through a
shadow mask which defined a channel length (L)/width (W) of 25 lm/3 mm. During
all materials deposition, the chamber pressure was kept at a value of less than
8.0 � 10−4 Pa and the evaporation rate were maintained in the range of 0.10–0.2 Å/s,
monitored by a quartz crystal oscillator.

After device fabrication, the samples were immediately transferred into a vacuum
chamber (vacuum level *10 Pa) and measured by using an organic semiconductor
characterization system. For the measurements of photoeffects, a NIR laser diode with a
wavelength of 808 nm and a power density of 175 mW/cm2 were used.

3 Results and Discussion

The output and transfer characteristics of the device in the dark and under illumination
were plotted in Fig. 2. The typical n-type unipolar FET characteristics were observed.
In the dark, a small saturation drain current (Id) of −6 nA was obtained at a drain
voltage (Vd) of −50 V and a gate voltage (Vg) of −100 V. Under illumination, the
saturation drain current increased dramatically and reached 368 nA at the same Vg and
Vd, which was 61 times larger than that in the dark. From Fig. 3c, the threshold voltage
(Vth) and the electron mobility in the dark were extracted of 37 V and 2.84 � 10−5

cm2 V−1 s−1, respectively. In addition, with the increased negative Vg, Id decreased to a
very low value less than 0.1 nA and did not show any increasing tendency, which
indicated that the electrons in the channel were gradually depleted, and the holes in the
channel were not effectively accumulated and transported. When excited by the inci-
dent NIR light (Fig. 2d), the threshold voltage reduced to −74 V, and the electron
mobility increased to 1.13 � 10−4 cm2 V−1 s−1, respectively. Under illumination, two
effects, i.e., the photovoltaic effect and photoconductive effect were assumed to occur

Fig. 1 Schematic configuration and illustration of as-fabricated PbPc:C60 bulk heterojunction
PhOFET. The insert is the molecular structure of PbPc and C60
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depending on the gate voltage Vg. It was suggested that the threshold voltage shift,
defined as the difference between the threshold voltage under illumination and that in
the dark was caused by the photovoltaic effect resulting from the accumulating or
trapping of less mobile carriers in PhOFETs. And the large drain current Id of 106 nA
at a Vd = −50 V and Vg< Vth was achieved under illumination which was 1020 times
larger than that in the dark, attributing to the photoconductive effect.

Figures 3a, b show the dependences of photosensitivity on drain voltages and gate
voltages, respectively. With the increased Vd, the P increased monotonically. Mean-
while, the P decreased with the increased Vg. As a result, the device cannot work at a
gate and drain voltages with both high photosensitivity and high photoresponsivity,
which is in consistent with that reported in literature [10, 11]. However, the device
fabricated in this work exhibited much larger photosensitivity than that of PhOFETs
based on single layer, planar heterojunction and hybrid planar-bulk heterojunction
active layer [7–11]. The larger P was due to the following two reasons: (i) the BHJ
active layer structure mixed by donor and acceptor materials resulted a very low carrier
mobility and output current in the dark; (ii) the inherent high exciton dissociation
efficiency in the BHJ active layer resulted a larger photocurrent under illumination.
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Fig. 2 Output characteristics of the device a in the dark and, b under illumination. Transfer
characteristics c in the dark and, d under illumination
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4 Conclusion

NIR PhOFETs based on PbPc:C60, BHJ were fabricated and characterized. For NIR
light with a wavelength of 808 nm, the device exhibited a relative high photosensitivity
through the applied gate voltage and the maximum photosensitivity was 2300, which
was attributed to the inherent high exciton dissociation efficiency and the relatively low
carrier mobility of the BHJ active layer.
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Abstract. In this study, photosensitive organic field-effect transistors (PhO-
FETs) based on palladium phthalocyanine (PdPc) active layer with different
thickness were fabricated and characterized. The photoelectric measurement
results demonstrated that the device with 46.7-nm-thick PdPc film exhibited the
best photoresponsivity of 1.47 mA/W and the maximum saturation field-effect
mobility of 1.88 � 10−3 cm2/Vs in all devices. In addition, for drain voltage
Vd = −50 V and gate voltage Vg = −50 V, the device photosensitivity of 20-
nm-thick PdPc film reached a maximum at 5.77 compared with other devices in
the same condition. Herein, we assumed that the different characteristics with a
series thickness were dependent on the grain size and contact resistances in PdPc
films. For which the grain size in PdPc films increased to a certain thickness
around 46.7 nm and exhibited improved PhOFETs performances. Hereafter, the
performance declined due to increasing contact resistances with thickness.

Keywords: Photosensitive organic field-effect transistors (PhOFETs) �
Thickness � Palladium phthalocyanine (PdPc)

1 Introduction

The organic field-effect transistors (OFETs [1–3]) have made a remarkable contribution
to lowering production prices for organic circuitry over the past decades due to their
attractive advantages, such as low cost [4], lightweight [5], and large-area fabrication
[6]. Among them, the photosensitive organic field-effect transistors (PhOFETs [7]), in
which light was used as an additional control quantity to create photo-generated car-
riers, have drawn substantial attention in academia [8]. Performance of PhOFETs is
mainly determined by the ability of channel carrier transport, the capacity of light
absorption, and the dissociation efficiency of photo-generated excitons. Thus, to
simultaneously achieve high mobility, strong light absorption and high exciton dis-
sociation efficiency in a single-layer-based PhOFETs is an effective way to obtain high
performance.
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One of the important researches to deal with above-mentioned questions is the
dependence of device performance on the organic semiconductor layer thickness [9].
For widely known aspect as, most of the charge is accumulated in few nanometers of
the semiconductor near the insulator [10]. Consequently, the saturation field-effect
mobility and photoresponsivity under the same bias should be unaffected by the active
layer thickness in the devices. However, several studies in OFETs about the depen-
dence of device performance on the active layer thickness have been investigated. For
example, Satoshi Hoshino et al. reported the device properties of copper phthalocya-
nine (CuPc)-based OFETs with various active layer thicknesses [11]. The device with
80-nm-thick CuPc film showed the maximum field-effect mobility of
3.53 � 10−3 cm2/Vs. They attributed the thickness dependence to a significantly trap-
affected carrier transport process in the conduction channel which formed in the
vicinity of the gate insulator. Dipti Gupta et al. investigated the dependence of OFETs
characteristics with pentacene thickness utilizing two-dimensional drift–diffusion
simulation [12]. The atomic force micrographs (AFM) revealed the fact that grain size
was a dominant reason for the existence of optimum pentacene thickness (*35 nm).
Paul V. Pesavento et al. described variable temperature contact resistances measure-
ments on pentacene-based OFETs via a gated four-probe technique [13]. And the
contact resistances depending on film thickness were approximately 2 � 103–
7 � 106 X cm which was not determined by the barrier at the metal–pentacene
interface but the drift/diffusion of carriers near the metal–pentacene interface. However,
concluding the summary of the recent publications, there have been very few studies of
the performance dependence on active layer thickness in PhOFETs.

In this paper, PhOFETs formed by conventional bottom-gate top-contact geometry
with different thickness of PdPc films were fabricated and investigated. It was noted
that the photo/dark current ratio (P) was decreased with increasing PdPc thickness and
showed a small value due to large dark current caused by the low carrier injection
barrier at Au/PdPc interface. Furthermore, we observed that the device performance
such as photoresponsivity (R) and saturation field-effect mobility (l) all had a maxi-
mum value which was depended on the PdPc active layer thickness. For 46.7-nm-thick
PdPc film PhOFET, the largest R and maximum l were 1.47 mA/W and
1.88 � 10−3 cm2/Vs, respectively. Thus, we proposed that the increasing performance
of PhOFETs was attributed to the growing grain size. After reaching a certain size, the
performance reduced due to large contact resistances which were affected by active
layer thickness.

2 Experimental Details

PdPc was synthesized according to procedures detailed in the literature [14]. As shown
in Fig. 1a, PdPc-based OFETs with different thickness (denoted as x, x = 20, 26.7,
33.3, 40, 46.7, 53.3, and 60 nm) and bottom-gate top-contact geometry were fabri-
cated. A heavily n-doped Si substrate (the resistivity is 0.03 X cm) acts as the gate
electrode with a 1000 nm thermally grown SiO2 layer (capacitance per unit area,
Cox = 3.18 nF/cm2) as the gate dielectric. The substrates were ultrasonically cleaned by
acetone, ethanol, and deionized water, then dried with N2 gas blowing and baked in the

Thickness-Dependent Performance of Photosensitive Organic … 181



oven with a temperature of 60 °C for 20 min. PdPc films with different thickness were
firstly deposited on the substrates. Subsequently, Au source/drain electrodes were
deposited through a shadow mask which defined a channel length (L)/width (W) of
25 lm/3 mm. All the organic active layers and metal electrodes were deposited by
vacuum thermal evaporation. During the deposition, the chamber pressure was kept at
4 � 10−4 Pa, and the evaporation rate was kept at 0.10–0.15 Å/s monitored by a quartz
crystal oscillator.

After devices fabrication, the samples were immediately transferred into a vacuum
chamber (vacuum level *10 Pa) and measured by an organic semiconductor charac-
terization system. For optical absorption measurements, a 20-nm-thick PdPc film was
deposited on a cleaned quartz substrate and measured by TU-1901 spectrometer (see
Fig. 1b). For the measurements of photo-effects, a red laser diode with a wavelength of
650 nm and a power density of 100 mW/cm2 was used.

3 Results and Discussion

To characterize a PhOFET, the photo/dark current ratio (P), the photoresponsivity (R),
and the saturation field-effect mobility (l) are three key performance parameters. Of
which, the photo/dark current ratio is expressed as [15]

P ¼ Iph
Idarkj j ¼

Iill � Idarkj j
Idarkj j ð1Þ

Wherein Iph is the drain photocurrent, and Idark and Iill are the drain photocurrent in
the dark and illumination. The photoresponsivity is defined as the ratio of drain pho-
tocurrent to optical power density [15].

Fig. 1 a Devices structure with different thickness of PdPc films. “x” denotes the thickness (20,
26.7, 33.3, 40, 46.7, 53.3, and 60 nm), b optical absorption spectrum of a 20-nm-thick PdPc film
on a quartz substrate
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R ¼ Iph
Pinc

¼ Iill � Idark
PoptA

ð2Þ

Wherein Pinc and Popt are the optical power density and incident optical power, and
A is the device area. The saturation field-effect mobility which in the saturation regime
can be extracted from [15]

Id ¼ W
2L

lCox Vg � VTh
� �2 ð3Þ

Wherein Id is the drain current, Cox is the gate dielectric capacitance per unit area,
and VTh is the saturation threshold voltage.

All the devices exhibited typical p-type field-effect transistor characteristics. As
shown in Fig. 2, the drain current–drain voltage (Id–Vd) output characteristics depen-
dence on various PdPc active layer thickness (x = 20, 26.7, 33.3, 40, 46.7, 53.3, and
60 nm) were observed. In the dark, drain current firstly increased and then decreased
with x growing up. Similarly, the drain current rose continually until PdPc thickness
reached to 46.7 nm, but over the critical 46.7 nm, it rather declined under illumination.
At gate voltage Vg = −50 V and Vd = −50 V, the drain current at x = 46.7 nm man-
ifested −61.10 nA which was maximum in the dark, while it increased by a factor of
*1.8 times and reached to −171.41 nA under illumination in the same condition.

Furthermore, the photoresponsivity and saturation field-effect mobility dependence
on PdPc thickness had a similar trend to that of drain current (see Fig. 3). Considering
the grain size varies with different film thickness, we assumed that the thinner PdPc
organic active layer demonstrated a lower l due to discontinuous films. That is, the
dispersed islands which formed interfacial scattering centers obstructed channel carriers
transport. It was concluded that the grain size in PdPc films rose continually with
thickness and reached to maximum at a certain value around 46.7 nm. In addition, the
photo/dark current ratio was decreased with PdPc thickness changed from 20 to 60 nm
and showed a small value due to large dark current caused by the energy barrier for

Fig. 2 Output characteristic (Vg = −50 V) of devices, a in the dark and b under illumination

Thickness-Dependent Performance of Photosensitive Organic … 183



holes transport at Au/PdPc interfaces. Just as shown in Fig. 3a, at Vg = −50 V, Vd =
−50 V, and x = 20 nm, the photo/dark current ratio was as large as 5.77, while at the
same gate and drain voltage it obtained 1.12 in 60-nm-thick PdPc film OFETs.

According to Mott–Schottky [16], the contact of source/drain electrodes with the
organic semiconductor is generally considered to be a metal–semiconductor hetero-
junction. Simultaneously, it is regarded as an ohmic contact because of the work
function of the metal is close to the highest occupied molecule orbital (HOMO) of a p-
type organic semiconductor. In this paper, Au (the work function is*5.1 eV [17]) was
used as source/drain electrodes, and PdPc was used as the active layer material. Thus,
the contact resistances including two elements were generated. One was produced by
the energy level difference between the Fermi level (EF) of Au and PdPc at their
interface. The other was induced by the parasitic resistances in the charge accumulation
region. For top-contact devices, the carriers are injected into active layer from source
electrode, transported a distance in the semiconductor, and extracted from the drain
electrode. Thereby, the contact resistances can significantly affect carriers transport. It
is assumed that the channel resistance Rch is in series with the contact resistance RC (see
Fig. 3c). Thus, the total on-resistance RON can be expressed as [18, 19]

Fig. 3 a Iph, Idark, Iill, and P, b l and R dependent on thickness (Vg = −50 V, Vd = −50 V) of
devices in the dark and under illumination, c schematic diagram of channel resistance Rch and
contact resistance RC in a PhOFET
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RON ¼ Rch þRC ¼ L

lchCoxW Vg � VTh
� � þRC ð4Þ

Wherein lch is the mobility of holes in the channel. Since the channel resistance Rch

is a function of channel length W, the total on-resistance RON is almost unaffected by it.
Thus, the thickness of the PdPc films will dramatically affect by contact resistance RC.
As shown in Fig. 3b, the saturation field-effect mobility in the dark and under the
illumination of 46.7-nm-thick device was determined to be 9.31 � 10−4 and
1.88 � 10−3 cm2/Vs, respectively. Moreover, the photoresponsivity manifested a
maximum value of 1.47 mA/W at x = 46.7 nm which is *2.49 times of 60-nm-thick
device. After that, the decline of them was attributed to the increased contact resis-
tances. Theoretically speaking, the thicker the film was, the longer the carriers will
transport in the vertical direction. Thus, the contact resistance increased as the thickness
grew up and resulted in a decline of PhOFETs characteristics.

4 Conclusions

In this paper, the PhOFETs formed by conventional bottom-gate top-contact geometry
with different thickness of PdPc films were fabricated and investigated. The photo-
electric characteristics suggested that the 46.7-nm-thick PhOFET exhibited the largest
R of 1.47 mA/W and a maximum l of 1.88 � 10−3 cm2/Vs in all devices. In addition,
at Vg = −50 V, Vd = − 50 V, and x = 20 nm, the photo/dark current ratio was as large
as 5.77. For this, we assumed that the grain size in PdPc films had increased continually
with thickness and reached to maximum at a certain value around 46.7 nm. After that,
the contact resistances grew up with thickness which resulted in the decline of PhO-
FETs characteristics.
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Abstract. In this paper, planar photodiodes based on perovskite were fabri-
cated and characterized. We explored the relationship between channel length
and photo-generated current. The study demonstrates that the photo-generated
current generated by planar photodiode at weak light is hardly affected by the
channel length. However, due to the influence of the diffusion mechanism, the
photo-generated current gradually increases with the channel length under
strong light. Our study provides a reasonable explanation for the diffusion
mechanism of photo-generated carriers in horizontal structure.

Keywords: Planar structure � Perovskite � Diffusion mechanism

1 Introduction

Organic photodetectors have advantages of low cost, large area detection, wide material
selection, and flexible device fabrication [1–4]. All of these make organic photodiodes
have special research value and broad application prospects in the traditional photo-
electricity field. Under the current situation that the comprehensive performance of
organic photodetectors is behind of inorganic photodetectors, utilizing the inherent
advantages of organic photosensitive materials and improving device structure to
optimize device performance are methods for shortening the gap.

As we all know, perovskite has been proven to be a promising photoelectric device
material that applying to solar cells [5], light-emitting diodes [6, 7], photodetectors [8–
10], and lasers [11], due to their excellent optical and electrical properties with large
absorption cross-section, long photo-generated carrier diffusion length, and high charge
mobility [12, 13]. In this paper, in order to prove the relationship between channel
length and photo-generated current, we fabricated planar photodiodes by using per-
ovskite as light absorber and carriers’ transport layer. Finally, our study provides a
reasonable explanation for the diffusion mechanism of photo-generated carriers in
horizontal structure.
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2 Experiment

2.1 Materials and Device Fabrication

In the experiment, all reagents were of analytical grade. The perovskite was obtained
by dissolving CH3NH3I and PbCl2 (3:1 molar ratio) in DMF at room temperature. As
shown in Fig. 1a, the perovskite film was spin-coated on the cleaned glass substrate
and two gold electrodes were deposited as electrodes of planar photodiodes. The glass
substrates were firstly cleaned in the order of acetone, alcohol, and deionized water for
10 min each, and then were dried with floating N2 gas and baked in a vacuum oven at
60 °C for 20 min. After that, 300-nm-thick perovskite films were spin-coated on clean
glass substrates with 1500 rad/min for 40 s, and then baked in a vacuum oven with a
temperature of 100 °C for 1 h. Next, 45-nm-thick gold electrodes were vacuum
evaporated on perovskite films by using shadow masks to define the channel lengths of
18, 25, 35, 50, and 130 µm, respectively, and the width of all channels was 3 mm. The
chamber pressure during the deposition of gold was maintained at 2 � 10−3 Pa and the
evaporation rate was kept at 0.2–0.3 Å/s.

2.2 Measurement and Characterizations

The absorption spectra of perovskite film were measured by used TU-1901 spec-
trometer. All measurements were conducted using a semiconductor characterization
system in a dark chamber at room temperature. Laser diodes with wavelengths covered
at 405, 532, 655, and 808 nm were used as the light source, and the different optical
powers were realized by using neutral density filters.

3 Results and Discussion

Figure 2 shows the absorption spectra of a 300-nm-thick perovskite film on quartz
glass. It is seen that the perovskite film has a strong light absorption in the visible
region from 400 to 700 nm and weak light absorption in the near-infrared region.

Fig. 1 a Schematic structure of devices and b perovskite molecular structure
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Figure 3 shows the representative I–V characteristics of devices with a channel
length of 35 µm at different wavelengths (405, 532, 655, and 808 nm). It is seen that
the photocurrent (Iph) increases as reverse bias voltage and incident light intensity, and

Fig. 2 Absorption spectra of perovskite film on quartz glass

Fig. 3 Representative I–V characteristics of devices at different wavelengths of 405 nm (a),
532 nm (b), 655 nm (c), and 808 nm (d), respectively
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the Iph is gradually reduced in the wavelength range from 405 to 808 nm. At the light
intensity of 1.6 mW/cm2, the significant Iph value (*700 nA) is obtained under 405
and 532 nm illumination compared to the Iph value (*10 nA) for 808-nm illumination.

For photodetectors, the photoresponsivity (R) is a key performance parameter
defined as the ratio of Iph to the incident optical power (Pin) that can be expressed as
[10]

R ¼ Iph
Pin

: ð1Þ

From the photoresponsivity (R), the external quantum efficiency (EQE) can be
described as [10]

EQE ¼ hc
qk

R; ð2Þ

where h is the Planck constant, c is the velocity of light in vacuum, q is the elementary
electric charge, k is the wavelength of incident light.

Figure 4 shows the dependence of R and EQE on the wavelength of incident light
for an incident optical power of *1.6 mW/cm2 at a reverse voltage bias of 15 V. Both
R and EQE decrease with increasing wavelength from 400 to 700 nm, which
demonstrates that the light absorption from visible light to near-infrared light of per-
ovskite is gradually weakening.

Figure 5 shows the representative I–V characteristics of perovskite planar photo-
diodes of different channel lengths irradiated by 405-nm laser with different light
intensities. It can be found that the photo-generated currents of the devices of different
channel lengths are not much different when the incident light intensity is less than

Fig. 4 Dependence of photoresponsivity and the external quantum efficiency on the wavelength
of incident light
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1.6 mW/cm2. When the incident light intensity is increased to 8 and 40 mW/cm2, the
photo-generated current increases as channel length. Moreover, it is worth noting that
in Fig. 5d, e, the channel length is increased by 2.6 times, but the photo-generated
current is only increased from 2800 to 3800 nA. For these interesting phenomena, we
have analyzed the mechanism. When the perovskite thin film was illuminated by the
incident light, excitons are generated, and the dissociated electrons and holes drift
toward the anode and cathode under the action of the electric field. But the carrier
diffusion length in perovskites is limited, which causes most of the carriers to
recombine before being extracted by the electrodes. Therefore, the channel length
hardly affects the photo-generated current below the light intensity of 1.6 mW/cm2.

Fig. 5 Representative I–V characteristics of devices under illumination of k = 405 nm with
channel lengths of 18 µm (a), 25 µm (b), 35 µm (c), 50 µm (d), and 130 µm (e), respectively
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However, when the incident light intensity is greater than 1.6 mW/cm2, we infer that
more high-energy excitons are easily generated by the device of longer channel, then
there are carriers with greater probability of being extracted by the electrodes. But
recombination of photoexcited carriers still exists, most carriers cannot reach elec-
trodes. This may cause the photo-generated current to gradually increase as the length
of the channel.

4 Conclusion

In summary, we have fabricated and characterized horizontal photodiodes with dif-
ferent channel lengths based on perovskite. The photo-generated current of the device
is hardly affected by the channel length at weak light, owing to the carrier diffusion
length in perovskites is limited, and most of the carriers have recombined before being
extracted by the electrodes. As the incident light density increases, the photo-generated
current gradually increases as the channel length, resulting from more high-energy
excitons generated in longer channel under strong light, and more carriers extracted by
the electrodes.
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No. 2016YFF0203605, and the Natural Science Foundation of Zhejiang Province Grant
No. LY18F050009.
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Abstract. The new organic photoelectric detector with great potential has been
widely concerned and researched, especially for the photoresponsive organic
field-effect transistor (photOFET). However, it is still rare for the researches on
green-light photOFET. This paper aimed at green-light photOFET. The green-
light photOFETs were fabricated by utilizing organic heterojunction based on
PTCDA and pentacene. Under a green-light illumination (the wavelength is
532 nm), it exhibited a maximum photosensitivity of 56.15 (with power
intensity of 16.5 mW/cm2) and a maximum photoresponsivity of 19.62 A/W
(with power intensity of 0.0033 mW/cm2), which were greater than that of
PTCDA single-layer photOFET. These results indicate that the heterojunction
photOFET based on PTCDA and pentacene is proved to be a green-light pho-
todetector with good performance.

Keywords: Green-light � PhotOFET � Pentacene � PTCDA � Heterojunction

1 Introduction

Electrophotonic detector has been widely used in various fields of military and national
economy, and they are paid more and more attention because of their advantages of
low cost, flexibility and large area. Common organic photodetectors included organic
photodiodes [1], organic bipolar transistors [2] and photosensitive organic field-effect
transistors [3–5] (photOFET). Due to the high photosensitivity and low noise [6–8],
photOFET has played an important role in the field of light detection.

There are relatively few reports on green-light organic photodetector, while the
other organic devices have received lots of attention. Leem et al. reported that an
organic phototransistor formed with N,N-dimethylquinacridone and dicyanovinyl-
terthiophene had a quantum effect of 52% under the wavelength of 540 nm, which
could be used in full-color organic image sensor [9]. Lee et al. proposed a green
sensitive organic photodetector with good photoresponsivity and spectral selectivity
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based on boron subphthalocyanine chloride (SubPc) derivatives [10]. Kim et al.
researched an organic photoelectric detector with excellent green translucent selection
method with the detection sensitivity of 2.1 � 10−12 cm Hz1/2/W at 530 nm wave-
length, which was better than those using metal electrodes [11]. In the current study,
the research of green photOFET is relatively insufficient, especially in the research
focused on perylene formic acid anhydride materials. PTCDA (3, 4, 9, 10-
perylenetetracaboxylic dianhydride) is a kind of weak n-type organic semiconductor
material with wide band gap of 2.5 eV. Although PTCDA’s mobility is relatively low
in organic semiconductors, it is an ideal material for great green-light photosensitivity
with the absorption peak between 500 and 550 nm [12]. Pentacene is a representative
p-type organic semiconductor material with a band gap of 1.9 eV and high hole
mobility, which can form a heterojunction with PTCDA. The heterojunction structure
is effective to improve the performance of photOFET, especially for heterotypic
heterojunction consisting of the donors (D) and acceptors (A). The exciton at the D-
A interface can be effectively separated into free electrons and holes that can effectively
improve the device efficiency [13–15].

In the field of green photosensitive photOFET, this paper studied the photOFET
devices with the structure of single layer of PTCDA and the structure of
pentacene/PTCDA planar heterojunction. The photOFET with pentacene/PTCDA
planar heterojunction has a better performance.

2 Experience

As shown in Fig. 1, it is a schematic diagram of the photOFET based on PTCDA and
pentacene. The gate insulation is a layer of 1000 nm SiO2 through thermal oxide
growth based on the substrate layer of heavily doped n+–Si. The SiO2 substrate was
cleaned by ultrasonication with acetone, ethanol, deionized water and blown dry by N2

and then dried in a vacuum oven at 60 °C for 10 min. Then, the modified layer of OTS

Fig. 1 Schematic diagram of organic green photosensitive field-effect transistor based on
pentacene/PTCDA planar heterojunction
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monolayer was formed through OTS processing in the vacuum oven at 120 °C for 2 h.
Hole transport layer was deposited on 50 nm pentacene film through evaporation at
0.5 nm/min with the substrate temperature of 75 °C and the PTCDA layer of 30 nm
was evaporated on the pentacene layer with the same rate at room temperature. Source
and drain electrodes of 30 nm thick were formed with Au at evaporation rate of
4.7 nm/min. The vacuum degree of the vacuum oven used for the forming of organic
layer and metal electrode is 2.1 � 10−3 Pa. The length and width of the device channel
in this paper are 50 and 2 nm, respectively, and the laser used for test is standard green
laser with the output wavelength of 532 nm at the light intensity of 50 mW/cm2.

3 Results and Discussion

Figure 2 shows the output characteristic of single-layer PTCDA photOFET devices
with the typical characteristic of n-channel. The output current is small for the reason of
the limitation to low mobility of PTCDA. As a result, it is not suitable for the actual
application with high threshold voltage and low 0.8 nA output current even at the gate
voltage of −100 V and at the drain voltage of −50 V. Table 1 gives the summary sheet
of the performance of different batches of single-layer PTCDA photOFET devices. It
can be seen that the mobility of the device is in the order of 10−5–10−4, and the average
mobility is 8.01 � 10−5 cm2/(V s), which shows the low mobility and poor perfor-
mance. The device needs to add a large gate voltage to open with high power con-
sumption and the threshold voltage between 65 and 90 V with the average voltage at
71.68 V. Therefore, it is not ideal to use single-layer PTCDA as the semiconductor
channel layer of the field-effect transistor, and it is necessary to select the other high
mobility semiconductor materials as the carrier channel transport layer. Figure 3 shows
the absorption spectra of PTCDA films and pentacene films. As it is shown, PTCDA
exhibits two significant absorption peaks at the wavelength of 483 and 561 nm, and the
wavelength of green light is 532 nm just between those two peaks. That means PTCDA
is a kind of good photosensitive material and can be used in green-light OFETs.

Table 1 Performance of single-layer PTCDA photOFET devices

Heading
level

Device 1 Device 2 Device 3 Device 4 Average

Mobility
(cm2/
(V s))

9.53 � 10−5 1.14 � 10−5 8.72 � 10−5 2.38 � 10−5 8.01 � 10−5

Threshold
voltage
(V)

66.36 66.01 66.06 88.29 71.68
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In the meantime, the absorption peaks of pentacene at 586 and 675 nm are still
weak compared with PTCDA. And the photOFET based on pentacene/PTCDA is
fabricated, in which the photoexciton generation and dissociation are realized mainly in
the pentacene/PTCDA interface, while the transport of field-effect current occurs in
high mobility channel layer based on pentacene. Additionally, bottom-gate top-contact
geometry is used to fabricate the photOFETs.

In Fig. 1, the surface of SiO2 after OTS processing is changed from hydrophilic to
hydrophobic, its flatness is improved, and the surface suspension keys and traps are
reduced, which is conducive to the growth of organic compounds during vacuum
evaporation and the preparation of high-quality organic films. Figure 4a shows the
AFM image of pentacene film deposited on the OTS substrate, which demonstrates a
flat film interface with uniform grain size, and RMS is 8.248 nm. After depositing

Fig. 2 a Output characteristics and b transfer characteristics of pentacene/PTCDA photOFET
devices
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30 nm PTCDA on pentacene film, as shown in Fig. 4b, the RMS is slightly increased
at 11.248 nm. It is concluded that photOFET based on pentacene/PTCDA demon-
strates a good smoothness and medium grain size after OTS processing.

The pentacene/PTCDA OFET devices exhibited a typical p-channel characteristic
under the negative gate voltage and the negative drain voltage due to its pentacene
heterojunction structure. From Fig. 5, we can see an obvious difference between the
source-drain current (Ids) under the dark and light conditions. The reason for the great
rise of device photocurrent is that the device produced a large number of excitons under
the light and affected by the heterojunction interface strong electric field, and the
excitons dissociated fast at the interface of pentacene/PTCDA leading to the formation
of free holes and electrons. Figure 5a shows the output characteristic curve of
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Fig. 4 a AFM (pentacene) and b pentacene/PTCDA heterojunction thin films
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pentacene/PTCDA photOFET, even when the light intensity is weak to only
0.033 mW/cm2, at the −50 V gate voltage and drain voltage, the output current
increased by 166.7%. The source-drain current under the condition of illumination
increased rapidly, showing a good photosensitivity. The transfer curve is shown in
Fig. 5b.

Light–dark current ratio P is an important parameter of organic photosensitive field-
effect transistor, which is defined as follows [16]:
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P ¼ Iph
Idark

¼ Iill � Idark
Idark

ð1Þ

where Iph is the photocurrent, Idark is the dark current, and the Iill is the drain current
under illumination. Another important parameter is the R, which is defined as [16]:

R ¼ Iph
Popt

¼ Iill � Idark
PincA

ð2Þ

Popt is the incident light power, Pinc is the light intensity, A is the effective area of
illumination.

As shown in Fig. 5, the device mobility lFET = 1.73 � 10−2 cm2/(V s) and
threshold voltage VT = −20.26 V in the dark. Under the illumination, the device
mobility lFET = 4.63 � 10−2 cm2/(V s) and the threshold VT = −4.37 V. While the
incident intensity is 16.5 mW/cm2, the Vg= −50 V and the Vds = −50 V, the Pmax of
pentacene/PTCDA planar heterojunction devices is 56.15. When incident light inten-
sity is 0.0033 mW/cm2, the VG = −50 V and the VD = −50 V, R of the device can
reach at 19.62 A/W, showing a good photosensitivity.

The photogenerated carriers formed from the exciton dissociation in the PTCDA
layer can be transmitted efficiently by using the high mobility material pentacene as the
conductive channel layer of the device. The planar heterojunction interface formed by
p-type pentacene and n-type material PTCDA is also favorable for the dissociation of
excitons. The generation and transportation of photogenerated carriers can effectively
improve the performance of devices. According to the analysis of AFM image men-
tioned above, the surface of the pentacene film exhibited a structure like cobblestone
with low roughness. The large PTCDA grains cannot fill the concave on the surface of
pentacene thin film while forming the PTCDA layer using vacuum evaporation so that
the roughness of PTCDA layer increased slightly but the overall effect of film
roughness is in the controllable range. In addition, structure like needle on the surface
of PTCDA film increases the contact area with Au, improves the conductive efficiency
of the electrode and makes the electrons and holes to composite faster in the channel,
with the mobility and photosensitivity of device improving.

4 Conclusion

This paper analyzed two kinds of photOFETs with pentacene/PTCDA planar hetero-
junction structure and single PTCDA layer, respectively. The output characteristics of
single-layer PTCDA photOFET devices indicate that it has a typical n-channel, weak
output current and high threshold voltage. PhotOFET with pentacene/PTCDA planar
heterojunction has a p-channel and achieves the highest photosensitivity of 56.15,
while incident light intensity was 16.5 mW/cm2, and both gate voltage and drain
voltage was −50 V. And while incident light intensity was 0.0033 mW/cm2 with the
same gate voltage and drain voltage, the photoresponsivity reaches the maximum at
19.62 A/W. The performance gets significant optimization compared with the single-
layer PTCDA photOFET.
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Abstract. Highly photosensitive flexible organic phototransistors (OPTs) with
an organic thin film of copper phthalocyanine (CuPc) as an active layer were
prepared. The performance was investigated in different bending cycles. The
photo responsivity reduced to 147.2 mA/W from the initial 253 mA/W and the
photocurrent to 1510 nA from the initial 2300 nA after 20 cycles; while for
bending cycle of 100 and 200, the photo responsivity and photocurrent kept
almost unchanged.

Keywords: Phototransistor � Bending cycle � Mobility

1 Introduction

The field of plastic electronics is evolving at a rapid pace, particularly with the market
entry of organic light-emitting diode based displays and screens [1]. Other applications
include solar energy conversion, memory circuits for intelligent packaging, amplifiers
ordered by light excitation, detection circuits and sensors of ultrasensitive images; in
these last applications, the basic component is organic phototransistors (OPTs) [2–5].
Flexible organic phototransistors (FOPTs) based on conjugated polymers and small
molecular materials have developed rapidly. The performance of FOPTs has been
continuously improved by optimizing the FOPTs structure and synthesizing some
soluble organic semiconductor materials. FOPT has the advantages of flexibility, large
area feasibility, low cost, low operating temperature, etc. There are many potential
applications of flexible display devices. These applications require better bending
capability of the device, so a major challenge now is to enhance the stability and
mechanical flexibility of the FOPTs for a variety of applications [6, 7]. In this paper, we
have demonstrated FOPTs by using copper phthalocyanine (CuPc) active material with
the structure of polyethylene terephthalate (PET)/indium tin oxide (ITO)/polyvinyl
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alcohol (PVA)(700 lm)/CuPc(50 nm)/Au(100 nm) and investigated the bending
characteristics. The results show that the mobility decreases with the number of
bending cycles.

2 Experiment

Organic semiconductor material CuPc was purchased from J&K Chemical Ltd., PVA
from Alfa Aesar and PET coated with indium tin oxide (ITO) from Zhuhai Kaivo
Optoelectronic Technology Co., Ltd. Organic phototransistors adopted the conven-
tional bottom gate contact structure; the structure of this paper work was shown in
Fig. 1a and was fabricated on 30X/square (ITO) which coated flexible PET substrates.
For the fabrication of device samples, at first, the PET/ITO substrates were cleaned in
acetone, absolute ethanol and deionized water and were dried in a drying oven with a
temperature of 60 °C. Then a 1-lm-thick PVA film was spin coated with a speed of
3000 r/min from 0.2 g/ml water solution and baked for an hour in an oven at 200 °C.
Thereafter, a monolayer of octadecyltrichlorosilane (OTS) was self-assembled by
vacuum sublimation; by the self-assembling of an OTS monolayer, a culture dish with
20 lL OTS liquid was quickly placed in the vacuum drying oven in which
PET/ITO/PVA samples were loaded, and the temperature was then raised to 120 °C.
After the OTS was volatilized, chloroform was used to rinse it. After that a 50-nm-thick
CuPc films were deposited on the top of PET/ITO/PVA/OTS surface at a deposition
rate of around 6.25 Å/min. At last, Au source-drain electrode film with a thickness of
200 nm was deposited through a shadow mask to define the channel length of 25 lm
and width of 20 mm. The vacuum level during the film deposition was 5 � 10−4 Pa.
All the current voltage (I–V) characteristics were measured in a vacuum chamber
(10 Pa) by a home-made organic semiconductor characterization system OSDmeas8.0.

Fig. 1 a The structure schematic of the FOPTs, b schematic of bending structure parallel to the
channel direction
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For the bending test, the device was attached to the glass rod with a radius of
10 mm for several cycles, as shown in Fig. 1b. The performance parameters of OPTs
including threshold voltage (Vth), mobility (l), photocurrent (Iph) and photo respon-
sivity (R) in dependence of the bending cycle were extracted.

3 Results and Discussion

For OPTs, the saturation region field-effect mobility (lsat), threshold voltage (Vth),
photoresponsivity (R) and photocurrent (Iph) are four key performance parameters. l,
Iph and Vth can be extracted from the following equations [8]:

Iph ¼ Id;ill � Id;dark ð1Þ

Id ¼ W
2L

Coxlsat Vg � Vth
� �2

; . . . Vds [Vg � Vth
� �

: ð2Þ

where Id,ill and Id,dark are drain current under illumination and drain current in dark,
respectively. ID is the drain current, W and L are the channel width and length,
respectively. In this paper, W = 20 mm, L = 25 lm, COX is the dielectric capacitance
per unit area of the gate dielectric.

Another key parameter of OPTs, R is defined as the ratio of photocurrent to the
incident optical power on the device channel [9]

R ¼ Iph
Popt

¼ Iph
PincA

ð3Þ

where Pinc is the incident light intensity on the channel of the device, and Popt is the
light power, which can be calculated from incident light intensity multiplied by the
effective illuminated area (A) of the device (W � L).

In order to study the effect of bending cycles on the device performance, the
relationships between l, Iph, Vth and R as a function of bending cycles were calculated
by measuring the transfer characteristics and output characteristics of the devices. The
cycles bending test of the horizontal direction of the transistors was performed for 20,
50, 100 and 200 cycles at a fixed bending radius of 10 mm. Figure 2a shows the output
characteristics (source-drain current versus source-drain voltage) for the devices
without bending measured at gate voltages (Vg) varying from 0 to −20 V with a step of
5 V. Figure 2c, e show the output characteristics for the devices when the bending
cycles are 100 and 200 measured at Vg varying from 0 to −20 V with a step of 5 V,
respectively. Figure 2d, f show the transfer characteristics of the device in the
dark and under illumination for the mechanical bending cycles of 100 and 200,
respectively. It can be clearly seen from Fig. 2 that the dark current of the device
increases with the number of bends cycles. According to the transfer characteristics and
output characteristic curves in Fig. 2, l, Iph, Vth and R were calculated for different
bending cycles.
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Figure 3 shows the variation trends of R and Iph with the number of bending cycles.
Both R and Iph decrease rapidly at first and then kept almost constant at large bending
cycles. R reduced to 147.2 mA/W from the initial 253 mA/W and Iph to 1510 nA from
the initial 2300 nA after 20 cycles; while for bending cycle of 100 and 200, R and Iph
kept almost unchanged. The decrease of R and Iph may be related to the destruction of
the channel layer during bending [10].

The Vth is directly related to the concentration of carriers in the conductive channel,
which determines the conductivity of the device. As shown in Fig. 3b, Vth is always
positive, and the reason may be the modification of PVA surface by OTS monolayer.
After the surface processed with OTS, the contact between CuPc crystals increased and
the conductivity of the channel during charge accumulation thus causes Vth of the

Fig. 2 Output and transfer characteristics of the device at a, b no bending, c, d 100 cycles
bending, e, f 200 cycles bending
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device to be positive [11]. During the increase of the number of bending cycles, the
molecular spacing of the organic layer CuPc is affected by the bending and turns to
larger, and the charge transport is hindered causes an increase in Vth and decrease in l.

4 Conclusion

In summary, we have demonstrated FOPTs by using CuPc active material, the bending
cycles tests were performed. Both R and Iph decrease rapidly at first and then kept
almost constant at large bending cycles. R reduced to 147.2 mA/W from the initial
253 mA/W and Iph reduced to 1510 nA from the initial 2300 nA after 20 cycles; while
for bending cycle of 100 and 200, R and Iph kept almost unchanged.
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Abstract. The organic–inorganic hybrid perovskite is a new material obtained
by compounding an inorganic component and an organic component on a
molecular structure, and has the advantages of them, so that the material has
good electroluminescence and photoluminescence effect, good mechanical
processing characteristics, etc. In this paper, we synthesized
(C6H5C2H4NH3)2PbX4 (X=Cl, Br, I) by using a liquid phase method. The
structure and luminescence properties of perovskite materials were controlled by
adjusting the reaction temperature and using different halogen elements. The
experimental results show that the (C6H5C2H4NH3)2PbI4 materials obtained at
different reaction temperatures have a layered structure, and their crystallization
quality decrease with increasing temperature. In addition, when the X ion is
replaced by Br and Cl ions, both synthesized materials have an obvious layered
crystal structure, indicating that the type of halogen ion does not affect the
crystallization process and the layered structure. However, the photolumines-
cence spectrum peaks of the materials with different halogen ion are obviously
different, verifying that the energy band structure of the material can be well
regulated by changing the halogen ions.

Keywords: Liquid phase synthesis � Crystal quality � Perovskite

1 Introduction

Lead-halide perovskite materials have attracted the attention of researchers in recent
years due to their perfect optoelectronic properties: high fluorescence quantum effi-
ciency, low defect density, and continuous adjustable band [1–4]. Among the solar
cells, light-emitting diodes and lasers, lead-halide perovskite materials have shown
excellent application potential [5–7]. The structural formula of the perovskite material
can be expressed as ABX3. According to the A-site ion and the B-site ion, the material
can be classified into organic perovskite material, inorganic perovskite material, and
organic–inorganic hybrid perovskite material [8]. Organic–inorganic hybrid perovskite
material has shown a combination of organic and inorganic components at the
molecular level. This material combines good electrical properties, magnetic properties,
thermal stability and mechanical stability of inorganic components [9–12], and the
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structural variability and machinability of organic components [13]. This research use
layer-structured perovskite material phenylethylamine (C6H5C2H4NH2) to study the
structure and photoluminescent properties influenced by halogen ions.

2 Experiment

2.1 Materials Used

In this experiment, hydroiodic acid (45.0%, Aladdin company), hydrobromic acid
(40.0%, Aladdin company), hydrochloric acid (36.0%*38.0%, Aladdin company),
lead iodide (98.0%, Aladdin company), lead bromide (98.0%, Aladdin company), lead
chloride (99.0%, Aladdin company), and b-phenylethylamine (98.0%) are used without
further purification.

2.2 Equipment and Instrument

Constant temperature water bath heating pot (DF101S, Shanghai Yushen Instrument
Co., Ltd.) and vacuum drying oven (DZF-6050, Shanghai Yushen Instrument Co.,
Ltd.) were used for synthesis.

X-ray diffraction (XRD) (D2 PHASER), field emission scanning electron micro-
scopy (SEM) (su-8010), and photoluminescence spectrometer (FlexOne) were used for
characterization.

2.3 Experimental Steps

In this experiment, crystal powder was synthesized by two-step reaction in liquid phase
method, as described by the following equations:

C6H5C2H4NH2 þHX ! C6H5C2H4NH3X

2C6H5C2H4NH3Xþ PbX2 ! C6H5C2H4NH3ð Þ2PbX4 X ¼ Cl,Br,Ið Þ

Synthesis of organic amine salts The haloid acid and b-phenethylamine (molar ratio
1:1.2) were added to a beaker to react, taking well control the adding speed to avoid
evaporation of phenethylamine, as the reaction is exothermic. After the reaction, heated
the reacted liquid in 90 °C water bath to get preliminary dried solid powder, which was
dried in a vacuum drying oven at 80 °C for two hours, a solid amine salt powder was
obtained.

Synthesis of target products Haloid acid was selected as the solvent. The organic
amine salt obtained in (1) and PbX2 (molar ratio 2:1) was added to the excessive
solvent and stirred with a glass rod until the powder was completely dissolved. Then
heated the solution in a water bath with 50, 65, 80 °C, respectively, for two hours,
using magnetic stirring to make the reaction more complete. After completion of the
reaction, the mixture was cooled down to room temperature, and the precipitate was
filtered, dried in a vacuum drying oven for five hours at 80 °C to obtain a solid powder.
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3 Results and Discussion

3.1 Effect of Reaction Temperature

For studying the effect of reaction temperature, choose I ion as X ion, and select
reaction temperatures as 50, 65, and 80 °C, respectively. It can be seen from Fig. 1 that
different synthesis temperatures have none effect on the position of the fluorescence
peak of the product, but the luminescence intensity is different, indicating a difference
in crystal quality.

Figure 2 shows the XRD diffraction pattern of the product crystal. For three dif-
ferent reaction temperatures, the distance among the diffraction peaks is obviously
equal. The material has an obvious preferred orientation in the direction of (002l).
Because the diffraction peaks are equidistant and perpendicular to the c-axis, the
product has a two-dimensional layered structure. The best layered structure is with a
product which was obtained at a reaction temperature of 50 °C, with the highest
diffraction peaks. When the temperature is raised to 80 °C, the intensity of the
diffraction peak become small, together with the appearance of other crystal planes, the
layered structure is not as obvious as to those reacted at 50 and 65 °C. Such crystal
structure characteristics are also consistent with the luminescence spectral properties of
the material.

Fig. 1 Fluorescence spectrum of (C6H5C2H4NH3)2PbI4 crystal powder prepared at different
reaction temperatures (50 °C, 65 °C, 80 °C) (excitation wavelength: 300 nm)
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3.2 Effect of Halogen Species

Figure 3 is scanning electron micrographs of (C6H5C2H4NH3)2PbI4, (C6H5C2H4

NH3)2-PbBr4 and (C6H5C2H4NH3)2PbCl4, and product crystal. It can be seen on the
scale of 2 lm that all crystal powders have layered structure. The layered structure
characteristics of organic and inorganic hybrid perovskite materials mainly depend on
the types of organic compounds rather than halogen ions; we infer that further struc-
tural adjustment of perovskite materials can focus on the selection of A-site ions.

Figures 4 and 5 show the XRD diffraction patterns of (C6H5C2H4NH3)2PbBr4 and
(C6H5C2H4NH3)2PbCl4 prepared at a reaction temperature of 50 °C. It can be seen that
the diffraction peaks are all from the direction of (002l), indicating that the crystal has
good selective growth in this direction and shows a good layered structure.

The specific comparison data of Fig. 6 is shown in Table 1. As the halogen passing
from Cl to Br to I, the position of the fluorescent peak is redshifted, and the intensity is
gradually enhanced. Because when halogen elements are different, the energy level
structure of the material changes, resulting in the change of the material band
gap. Verifying that the energy band structure of the material can be well regulated by
changing the halogen ions. In addition, the spectrum of (C6H5C2H4NH3)2 PbCl4
showed the characteristics of the superposition of multiple photoluminescence peak
(main peak at 380 nm and three satellite peaks at 360, 400, and 480 nm). The full
width at half maximum of the spectrum is wider than the previous two materials. Such
spectral characteristics are due to the different luminescence mechanisms caused by the
uneven particle size distribution of crystalline powder.

Fig. 2 XRD pattern of (C6H5C2H4NH3)2PbI4 crystal powder prepared at different reaction
temperatures a 50 °C, b 65 °C, c 80 °C
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Fig. 3 SEM of crystal powder under the conditions of 50 °C synthesis a,
b (C6H5C2H4NH3)2PbI4, c, d (C6H5C2H4NH3)2PbBr4, e, f (C6H5C2H4NH3)2PbCl4 (left scale:
50 lm, right scale: 2 lm)
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Fig. 4 XRD pattern of (C6H5C2H4NH3)2PbBr4 crystal powder synthesized at 50 °C

Fig. 5 XRD pattern of (C6H5C2H4NH3)2PbCl4 crystal powder synthesized at 50 °C
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4 Conclusion

In this paper, the perovskite (C6H5C2H4NH3)2PbX4 (X=Cl, Br, I) was synthesized by
the liquid phase method. The structure and luminescence properties of perovskite
materials were controlled by adjusting the reaction temperature and using different
halogen elements during the synthesis. The experiment results show that the layered
structure of the composite material is not affected by temperature, but the quality of the
material crystal will change. (C6H5C2H4NH3)2-PbX4 material has good, selectively,
growth in the direction of (002l). The position of the materials’ fluorescence peak shifts
with the change of halogen ions, verifying that the band structure of the material can be
well regulated by changing the halogen ions, so we can obtain perovskite materials
with specific luminous wavelength.

Fig. 6 Fluorescence spectrum of (C6H5C2H4NH3)2PbX4 (X=Cl, Br, I) crystal powder at 50 °C

Table 1 Different perovskite parameters of product crystal (reaction temperature is 50 °C)

Synthetic material Central wavelength
(nm)

FWHM
(nm)

Maximum emission
intensity (a.u.)

(C6H5C2H4NH3)2PbI4 608 10 1875
(C6H5C2H4NH3)2PbBr4 423 34 1392
(C6H5C2H4NH3)2PbCl4 380 75 1080
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Abstract. Calibrating the absolute spectral responsivity is of great importance,
because this guides the design and application of terahertz detectors. In this
paper, we build a calibration system, and this system can be used to calibrate
absolute spectral responsivity of terahertz detectors at a serial of frequencies
such as 0.84, 1.63, 2.52, 4.25 THz et al. The key components of the system
include a standard terahertz detector and a terahertz gas laser, and other com-
ponents such as TPX lens and ultrasensitive voltmeter are also included. The
calibration system was employed to calibrate a terahertz detector with the model
of 12D-3S-VP produced by Gentec Inc., and the absolute spectral responsivity
of 193.8 mV/W at 2.52 THz was obtained. The measurement uncertainty is
analyzed to be 6.0%. This work not only offers method and system to terahertz
detector calibration, but also contributes to high accuracy terahertz power
measurement and terahertz device calibration.

Keywords: Terahertz detector � Absolute spectral responsivity � Calibration

1 Introduction

Absolute spectral responsivity is one of the key parameters of terahertz detector.
Calibration of this parameter is very important, because it is the precondition to apply
the detector to many areas such as remote sensing and security inspection.

Many groups report their fruitful works on this area. Researchers from PTB
modified a cryogenic to make it as a measurable absorbance in the terahertz region, and
they considered it as the primary standard detector in the terahertz region. In other
words, they extended the application scope of cryogenic radiometer from the visible
and infrared region to the terahertz region. In the calibration experiment, they measured
the output power of a QCL at the frequency of 2.52 THz with the cryogenic
radiometer, and the responsivity of a pyroelectric detector was calibrated from the
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measured power and the electrical output of the pyroelectric detector. After this pro-
cedure, the pyroelectric detector became a transfer standard, and it has the qualification
to calibrate the terahertz power for the industrial application, and the uncertainty was
reported as 7.3% at the frequency of 2.52 THz [1–3]. PTB offered their terahertz power
calibration service for the first time in the world in 2009 with this calibration system.
Though the terahertz power metrology is realized by the modified cryogenic
radiometer, the calibration uncertainty is not so satisfying because of the limited
knowledge of the absorbance of the cryogenic radiometer cavity. Later, researchers
from this group started to improve this calibration work, they modified a terahertz
detector bought from Ophir Company and characterized the absorption of the absorber
precisely. As a result, they got better terahertz power calibration accuracy by using this
standard detector [4–6]. Deng and Sun [7, 8] from National Institute of Metrology of
China (NIM) adopted the velvet material as absorber to design a standard terahertz
detector. Its dynamic range was from several microwatts to milliwatt grades. They built
an absolute spectral responsivity calibration system of terahertz detector based on this
standard. In their calibration system, a BWO was employed as the radiation source.

Other works focusing on the standard detector design were also reported; these are
not directly related to detector calibration, but as is known, standard detector is the key
components of the calibration system, so we still make a brief summarization here.
Researchers from NIST found the dense and ultra-long carbon nanotube array has high
absorption to the incident terahertz wave, based on this they designed a standard
detector which set the nanotube array as the absorber [9]. NIST, PTB and NIM par-
ticipated in the international terahertz power comparison [10, 11] use their own
detector, as a result, they obtained a satisfying result. More recently, researchers from
National Metrology Institute of Japan presented a highly sensitive terahertz calorimeter
developed using a magnetically loaded epoxy as a broadband absorber; the reflection
loss of the absorber is less than 0.04, and measurement uncertainties of this detector at a
95% confidence level were 6.2% for 13 lW at 300 GHz and 5.6% for 1.5 lW at 1THz
[12].

In this paper, a calibration system was built to calibrate absolute spectral respon-
sivity of terahertz detectors. A terahertz detector with the model of 12D-3S-VP pro-
duced by Gentec Inc. was calibrated, and the measurement uncertainty was also
analyzed.

2 Calibration Experiment

2.1 Calibration Method

The substitution method is commonly used to calibrate responsivity of detectors,
because this method can eliminate some uncertainty factors caused by splitters and
mirrors. In this method, a standard detector with known responsivity Rs is applied to
detect the radiation from the laser source, and the output electric signal Us is indexed as
the response of the standard detector. Then, move the standard detector away from the
light beam, and move the detector under test to the beam path. It is necessary to make
the detector under test have the same position with the standard detector before moved
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it away. Next, the output electric signal Ud is obtained, and the responsivity Rd of the
detector under test can be depicted as follows:

Rd ¼ UdRs

Us

2.2 Calibration System and Experiment

Based on the substitution method above, we built an absolute spectral responsivity
calibration system as shown in Fig. 1. The components of the system include a tera-
hertz standard detector, a CO2 pumped gas terahertz laser, two digital voltmeters, data
acquisition and electric displacement guide controlling system.

The terahertz source used in the experiment is FIRL-100 CO2 pumped gas THz
laser produced by the Edinburgh Company. We use the CO2 laser’s 9P36 line as the
pump light to excite methanol molecules to get terahertz wave with frequency of
2.52 THz. The terahertz standard detector has good absorption property in the whole
terahertz range, and its traceability is resolved via National Institute of Metrology of
China. The detector under test (DUT) is a commercial terahertz detector with the model
of 12D-3S-VP produced by Gentec Inc., and its absolute spectral responsivity is given
as 200 mV/W by the manufacturer. In addition, we use an interrupter to shut off the
terahertz beam to measure the dark output signal of the detectors.

The calibration experiment was carried out by the following procedure.

(1) Turn on the CO2 pumped gas THz laser, and use the power stable module to
realize a stable terahertz power output. Turn on and connect other electrical
devices.

(2) Tune the size of the optical aperture to make sure the terahertz power reached to
the detectors has the proper value. In this paper, we adopt a power value of
10 mW.

(3) Fix the standard detector and the detector under test in the electric displacement
guide. Use the computer to control the movement of the electric displacement
guide.

Interrupter

Terahertz laser TPX lens Optical 
aperture

Digital 
voltmeter Computer

Terahertz 
standard 
detector

DUT

Fig. 1 Schematic of the terahertz detector calibration system
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(4) Move the standard detector into the terahertz beam. Use the interrupter to shut off
the beam, and index the output dark electric signal UNs of the standard detector.
Then move away the interrupter, and index the response voltage Us when the
voltage value is stable.

(5) Move the detector under test into the terahertz beam, and the beam is also cut off
by the interrupter to get the dark electric signal UNd. Then the interrupter is moved
away to let the terahertz beam reach the detector, and the response voltage is
indexed as Ud.

(6) The absolute spectral responsivity Rd is calculated as the following equation:

Rd ¼ Ud � UNd

Us � UNs
� Rs

where Rs is the absolute spectral responsivity of the standard detector, in this paper,
Rs = 274.4 mV/W.

3 Results and Measurement Uncertainty Analysis

The experiment was carried out at room temperature, and the environment humidity
was 42%. The data acquisition system was used to index the values of UNs, Us, UNd

and Ud. The experiment was carried out 6 times, and the result was shown in Table 1.

The average of Rd at 2.52 THz was calculated as 193.8 mV/W, and this is in
accordance with the value of 200 mV/W given by the manufacturer.

From the calibration method and procedure, the measurement uncertainty origins
from the following factors: absolute spectral responsivity of the standard detector u1,
the output electric signal of the standard detector u2, the output electric signal of the
detector under test u3, the stability of terahertz laser u4, disturbance from the envi-
ronment u5, nonlinearity of the standard detector u6 and other unknown factors u7 (such
as repeatability of the detector position and the stability of the standard detector). In
addition, repeatability of the calibration results u8 is also one origin of uncertainty.

Table 1 Experiment data and results

Times UNs Us UNd Ud Rd

1 2.457 0.005 1.726 0.007 192.371
2 2.406 0.006 1.742 0.006 198.483
3 2.339 0.004 1.657 0.006 194.019
4 2.316 0.006 1.636 0.005 193.743
5 2.337 0.005 1.658 0.008 194.151
6 2.322 0.006 1.612 0.007 190.160
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We analyzed the uncertainty as shown in Table 2. From the table, we can see the
uncertainty information of each item. Among the eight items, u1, u2, u3, u4 and u6 were
obtained from the certificates. u5 and u7 were cited from the data of our laboratory. u8
was calculated from the data of Rd in Table 1. The combined uncertainty is as follows:

uc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
X8
i¼1

u2i

vuut ¼ 3:0%

Thus, an expanded uncertainty of U = 6.0% (k = 2) was obtained.

4 Conclusion

With the development of terahertz technology and its application, terahertz detector
calibration becomes more and more important. In this study, we built a calibration
system on absolute spectral responsivity of terahertz detector. A terahertz gas laser was
adopted as terahertz source, and a novel terahertz radiometry was employed as a
standard detector. We carried out calibration experiments in the laboratory, and a
detector with the model of 12D-3S-VP was calibrated at 2.52 THz. The result showed
the absolute spectral responsivity is 193.8 mV/W at 2.52 THz, and this is in accor-
dance with the value given by the manufacture. The uncertainty was also analyzed, and
we got an expanded uncertainty of 6.0%. The calibration system can work at a serial of
frequencies, and thus, calibration at other frequencies is also available.
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Abstract. Carrier mobility is a basic parameter of organic semiconductors. In
this paper, hole mobility of zinc phthalocyanine (ZnPc) thin films was deter-
mined by light-intensity-dependent current–voltage characteristics. Firstly, built-
in voltage, Vbi, of the organic diode with the structure of “ITO/zinc phthalo-
cyanine (ZnPc)/2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline (BCP)/Al” was
measured as 0.45 V by using saturation photovoltage method. Based on the
value of Vbi, the hole mobility of ZnPc thin film was (1.619 ± 0.06) � 10−6

cm2 V−1 s−1 by fitting the measured photocurrent–voltage characteristic with
the established theory of space-charge-limited photocurrent conduction. The
measured carrier mobility coincides with that reported in other literature.

Keywords: Carrier mobility � Built-in voltage � SCLC

1 Introduction

Phthalocyanines are aromatic organic compounds which have semiconductor proper-
ties. Its chemical stability and color density are used as pigments in textile. In the past
few decades, metal-substituted phthalocyanine (MPc) film was often used as charge
injection layer in organic light-emitting diodes and photovoltaic devices. In the
materials of MPc, zinc phthalocyanine (ZnPc) is one of the most promising choices for
photovoltaic electrical appliances, such as organic light-emitting devices (OLEDs), gas
sensors, and perovskite solar cells [1, 2].

Most organic diodes exhibit built-in voltages, and organic diodes perform different
potentials for samples composed of different active layers. There are many ways to
measure the built-in voltage in organic diodes, in which saturation photovoltage
method [3] has several advantages as simple and reliable. The carrier mobility is one of
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the fundamental properties of semiconductors, so measuring the value of carrier
mobility is crucial to the research of photovoltaic devices. The available transport
characterization methods include space-charge-limited current (SCLC) [4], time of
flight (TOF) [5], transient electroluminescence [6], however, SCLC is much more
convenient than other existing methods.

In transient electroluminescent method, it needs a pulse generator connected to the
two electrodes and provides square wave voltage pulses. In devices, the holes are
injected from the anode and the electrons from the cathode. Because of the low carrier
mobility of organic semiconductor materials, the holes and electrons’ flow produce
compound luminescence after a certain time-delay (td), then use the light-intensity
detector to capture the light-intensity signal. The mobility of minority carriers can be
calculated by td. SCLC does not need expensive equipments as pulsed laser or high-
speed amplifier in TOF neither. All the measuring devices used in SCLC include
common laser diodes, light-intensity meters, conventional voltage, and current source
meters.

In this paper, the carrier mobility was determined by light-intensity-dependent
current–voltage characteristics. The built-in voltage Vbi of ZnPc in diodes was mea-
sured as 0.45 V by saturation photovoltage method, and the hole mobility of ZnPc thin
film was (1.619 ± 0.06) � 10−6 cm2 V−1 s−1, which is coincided with the results in
other literatures.

2 Experimental

Organic semiconductor material zinc phthalocyanine (ZnPc) was purchased from J&K
Chemical Ltd, and 2,7,9-dimethyl-4-diphenyl-1,10-phenanthroline (BCP) from
Jilin OLED Co. Ltd. The organic films were deposited at a pressure of 1.5 � 10−3 pa,
the deposition rate of the evaporated materials was 1–2 nm min−1, and the film
thicknesses were controlled by a quartz crystal oscillator near the samples.

The manufacturing process of organic diodes is: Firstly, the substrates were cleaned
with acetone, ethanol, and de-ionized water sequentially, then dried by blowing high-
pure N2 and baked in a vacuum oven with temperature of 60 °C about 45 min, next
treated with ozone. Secondly, ZnPc and BCP were thermally evaporated on the ITO
substrate in sequence. Finally, the top electrode was deposited by evaporation of
aluminum (Al) through a shadow mask, defining a device area of 4 mm2. By the
photoelectric measurements, a red light laser of 655 nm wavelength with power of
50 mW was used as the light source, and a home-made measurement system was used
to measure the current–voltage (I–V) characteristics. For the I–V measurements, the
voltage was applied at the ITO electrode in reference to the Al electrode, and the device
sample was located in a chamber with vacuum of below 10 Pa.
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3 Results and Discussion

3.1 The Built-in Voltage of ZnPc-Based Diodes

In order to get the hole mobility of ZnPc film, the saturation photovoltage method was
used to measure the built-in voltage (Vbi) of the organic diode. Figure 1 shows the I–
V curves under light irradiation of different intensities. It is seen that at reverse biases,
the device current increases with the light intensities, and the position of jjphj minimum
is the open-circuit voltage (Voc). Figure 2 shows the dependence of Voc on the incident
light power extracted from Fig. 1. It is clear that Voc rises steeply at low-light inten-
sities, flattens out at high-light intensities, and gradually gets the saturation value close
to 0.45 V. Consequently, the Vbi of the device was 0.45 V, which is in the range of
0.4–0.5 V reported in literature [7].

Fig. 1 I–V characteristics of ITO/ZnPc(200 nm)/BCP(15 nm)/Al diodes under 655-nm light
illumination at different intensities

Fig. 2 Voc, as a function of the incident optical power, extracted from Fig. 1
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In fact, the upper limit of Vbi in a single-layer organic diode can be estimated by
using the metal-insulator-metal (MIM) model from the work functions of anode (Wa)
and cathode (Wc), LUMO and HOMO energy levels of organic molecules [8]:

Vbi ¼ 1
q
MIN Wa;HOMOð Þ �MAX Wc;LUMOð Þ½ � ð1Þ

where q is elementary charge. Figure 3 shows the energy level diagram with the
structure of ‘ITO/ZnPc(200 nm)/BCP(15 nm)/Al’. As reported in other literature, the
work function of the BCP/Al double-layer cathode is 4.2 eV. Taken the work function
of ITO to be 4.7 eV, the Vbi in MIM model is calculated to be 0.5 V from Eq. (1),
which is reasonably larger than the measured value of 0.45 V.

3.2 Hole Mobility of ZnPc Thin Film

Under light illumination, the photonic excitons are gathered near the Al electrode,
where there form the photoholes and photoelectrons. At the positive bias, the applied
electric field is opposite with the internal electric field, and the field is weakened, which
results in low dissociation. At the reverse bias, the applied electric field is parallel with
the internal electric field, so the ability of exciton dissociation is enhanced. The BCP/Al
electrode collects the photoelectrons, causing the photoholes near the BCP/Al cathode
to drift toward the ITO electrode. The contribution of the current flow in the device is
dominantly from the drift of photoholes across the ZnPc layer toward the ITO elec-
trode, and the current density is given by the equation:

Fig. 3 Schematic energy level diagram of the diodes with the structure of “ITO/ZnPc/BCP/Al”
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jph ¼ 9
8
e0erl

V � Vbið Þ2
d3

ð2Þ

where er is the dielectric constant of ZnPc film, e0 is the vacuum permittivity, d is film
thickness, and l is the hole mobility. Change Eq. (2) to the following [9]:

ffiffiffiffiffi
jph

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
9e0erl
8d3

r
V � Vbið Þ ð3Þ

Figure 4 shows the current density sqrt(Jph) upon light in different intensities.

Taken er = 5.4 [10], d = 200 nm, we can get the hole mobility l from Eq. (3) and
the hole mobility of ZnPc thin film was measured to be (1.619 ± 0.06) � 10−6 cm2

V−1 s−1, the hole mobility is in the range of 10−7–10−5 cm2/V s [11].

4 Conclusion

The hole mobility of ZnPc thin films was measured by using the light-intensity-
dependent I–V characteristics. The Vbi of the organic diodes with the structure of
“ITO/ZnPc/BCP/Al” was measured as 0.45 V by saturation photovoltage method.
Based on this value of Vbi, the hole mobility of ZnPc thin film was calculated as
(1.619 ± 0.06) � 10−6 cm2 V−1 s−1 by fitting the measured photocurrent–voltage
characteristic with the established theory of space-charge-limited photocurrent con-
duction. The measured value of carrier mobility coincides with that reported in other
literatures.

Fig. 4 sqrt (Jph)–(V–Vbi) characteristics of ITO/ZnPc(200 nm)/BCP(15 nm)/Al diode under
655-nm light at different intensities
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Abstract. Tunneling-induced nonlinear absorption properties are investigated
in coupled quantum dots. Tunneling causes constructive interference for the fifth
nonlinearity and total absorption is enhanced dramatically. The nonlinear
absorption provides sensitive detection for inter-dot tunneling.

Keywords: Tunneling measurement � Nonlinear absorption � Coupled
quantum dots

1 Introduction

Coherent absorption is related with the imaginary part of medium susceptibility and is
widely used in laser-matter interaction process. Broadband absorption spectrum is
highly desirable for solar photovoltaics, stealth and optical modulator [1, 2]. Narrow
absorption spectrum can be considered for sensor applications [3–6]. Many methods
are proposed to enhance medium absorption by using, for example, electromagnetically
induced transparency (EIT) [7], metamaterials [1], cavity quantum electrodynamics
(CQED) [8] and tunneling-induced transparency (TIT) [9]. The main difference
between TIT method and others is that TIT arises from tunneling-induced coherence
that is an inherent coherence determined by structure. While EIT relies on external
field-induced coherence for atoms, inter-mode interference for metamaterials and
strong coupling for CQED.

In this work, we investigate tunneling-induced nonlinear absorption of coupled
quantum dots (CQDs). Previously, we studied large nonlinear absorption in the weak-
coupling regime [9]. Here we further consider strong nonlinear absorption in the
strong-coupling regime. Resonant tunneling causes constructive interference for the
fifth-order nonlinearity, whose strength is a few ten times larger than the linear
absorption. The enhanced nonlinear absorption is very sensitive to inter-dot tunneling
changes. The sensitivity with strong coupling is several times larger than that with the
weak coupling.
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2 Model, Equation and Results

The CQD model we considered is shown in Fig. 1. CQDs are produced on GaAs(001)
substrates by a unique combination of precise in situ atomic layer etching and
molecular beam epitaxy. It provides homogeneous ensembles of CQDs with a low
density. The two dots of a CQD are aligned along the [1�10] direction. We use the
symbol XeL;hL

eR;hR to denote the exciton states of the CQDs, where the superscript (sub-
script) represents the numbers of electrons and holes in the left (right) dot. The state
X0;0
0;0 denotes the ground state |1> without excitation. X1;1

0;0 represents the exciton state |

2> directly excited by a probe field. X0;1
1;0 denotes the indirect exciton state |3>, where

the excited electron tunnels to the neighbor dot with a bias voltage. X0;1
2;1 represents the

biexciton state |4> excited by another signal field. Using the density matrix master
equation, _q ¼ �i½H; q� þ Lq [7, 8] with the system Hamiltonian H [9] and the decay
term Lq[10], in the interaction picture and with rotating wave approximation, we get
the medium susceptibility v ¼ vL þ vNL [10]. The linear susceptibility is

vL=N ¼ � iC4 þD2 þx24ð Þ D2 � D4 þx24ð Þ � X2
c

� ��
Z1: ð1Þ

The nonlinear susceptibility is

vNL=N ¼ vð3Þ
.
Nþ vð5Þ

.
N; ð2Þ

where the third-order nonlinear term

vð3Þ ¼ D2 � D4 þx24ð Þ T2
e iC4 þD4ð Þ � D2 � D4 þx24ð Þ C2

4 þ 2iC4 D2 þx24ð Þ��

þ 3 D2 þx24ð Þ2
io

X2
c

.
Z3 Z3j j2

� �
;

ð3Þ

Fig. 1 a Four-level CQD model with coupling configuration and b its dressed-state presentation
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and the fifth-order nonlinear term

vð5Þ ¼ � T2
e � 3D2

2D4 � 6D2x24 þ 3D4x24 � 3x2
24

� 	�

�iC4 D2 � D4 þx24ð Þ�X4
c

.
Z3 Z3j j2

� �
;

ð4Þ

with

Z1 ¼ �T2
e D2 � D4 þx24ð Þþ iC2 þD1ð Þ iC4 þD2 þx24ð Þ D2 � D4 þx24ð Þ � X2

c

� �
;

Z2 ¼ D2 � D4 þx24ð Þ T2
e þ C2 þ iD2ð Þ C4 þ i D2 þx24ð Þ½ �� 
þ �iC2 þD2ð ÞX2

c ;

Z3 ¼ T2
e D2 � D4 þx24ð Þþ C2 � iD2ð Þ C4 D2 � D4 þx24ð Þf

�i D2
2 � D2D4 þ 2D2 � D4 þx24j j � X2

c

� �

;

N ¼ 2 l21j j2Copt
�ðe0�hVXpÞ. Copt is the optical confinement factor describing the frac-

tion of power guided in QDs, and V is the volume of single CQDs. Xj is Rabi frequency
of coupling fields. D2 and D4 are their frequency detunings.

Figure 2 shows the linear and nonlinear absorptions, assuming C2 = C4 = C= 10
eV for simplicity. When bias voltage turns off, inter-dot tunneling is weak and can be
ignored due to different dot sizes. The CQDs behave like a two-level absorption
medium. There is strong linear absorption (Fig. 2a1) and no nonlinear absorptions
(Fig. 2b1, c1) at a resonance frequency (D2 = 0). When the bias voltage is applied,
electron levels in conductance bands come closely and tunneling arises. Resonant
tunneling induced constructive interference in the linear and nonlinear absorptions. In
the weak-coupling regime, e.g., Te = 5 leV, a sharp peak appears on the top of the
linear absorption spectrum Im[vL] (Fig. 2a2), and a strong nonlinear peak appears in
the fifth-order nonlinear term Im[v(5)] (Fig. 2c2). In the strong-coupling regime, e.g.,
Te = 15 leV, the linear absorption peak becomes separated from the background
absorption with little change of the peak value (Fig. 2a3); the nonlinear absorption
increases dramatically with amplitude of *60C (Fig. 2c3), which is about ten times
larger than the nonlinear absorption in weak-coupling regime, 6C. This may be
understood in the dress-state picture. The tunneling couples the states |2> and |3> and
two new eigenstates appear, |±> = (|2>±|3>)/2. There are two optical paths with
coupling fields Xp and Xs, |1> − |±> − |4>. The inter-path interference leads to the
enhanced nonlinear absorption.

We find the nonlinear absorption is sensitive to the tunneling strength, which can be
used to probe inter-dot tunneling changes. The probe sensitivity of tunneling can be
defined as S = |∂Im[vNL]/∂Te| according to sensitivity expression in Ref. [11]. The
numerical results in Fig. 3 show that the sensitivity in the strong-coupling regime (e.g.,
S * 2 for Te = 40 leV) is one order of magnitude of larger than that in the weak-
coupling one (e.g., S * 0.2 for Te = 5 leV). This can also be understood from Fig. 2.
In the weak-coupling regime, FWHM is *0.01 leV. The narrower linewidth the
absorption spectrum has, the better sensitivity the probe has. The scheme may help to
design novel nonlinear optical sensing devices [12].
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Fig. 2 Linear Im[vL/N] (first row), third nonlinear Im[v(3)/N] (second row) and fifth-order
nonlinear Im[v(5)/N] (third row) absorptions with no tunneling Te = 0 (left column), weak
coupling Te = 0.5 leV (central column) and strong coupling Te = 15 leV (right column).
Xs = 2 leV, D2 = 0, D4 = 0 and x23 = 0

Fig. 3 Sensitivity of nonlinear absorption about tunneling with other parameters as Fig. 2
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Abstract. The schematic diagram of the optical cavity design has been intro-
duced in detail; meanwhile, the principle of measuring gas concentration with
optical resonator is also introduced. Using the optical cavity spectroscopy
technology, the gas component detection system is set up to realize high pre-
cision online monitoring of gas components such as HF. The detection system
uses narrow line-width semiconductor laser to select the characteristic gas
spectrum and output the absorption peak wavelength. Three kinds of gas con-
centration are measured by time division multiplexing, and the online sampling
device of closed loop gas is integrated to complete the monitoring platform of
high precision. The system needs the saw-tooth wave of 1 Hz, which can be
generated by internal DA of ADSP-403. At the same time, the system needs a
modulation signal of about 5 kHz, and the debugging signal with such high
frequency cannot be generated by DA of micro-controller itself. The system uses
DDS generator AD9850 to generate sinusoidal modulation signal which is
superimposed on the saw-tooth wave to drive the laser. The paper has developed
the SF6 composition monitoring device based on optical attenuation technology,
which provides the new research method for the online monitoring of gas
components such as HF with the high accuracy of 3 ppm.

Keywords: Optical resonator � Online monitoring �
Characteristic gas spectrum � Absorption peak wavelength

1 Introduction

Sulfur hexafluoride (SF6) gas as excellent insulation and arcing medium has been
widely applied in the sulfur hexafluoride gas-insulated circuit breakers, gas-insulated
combination electric appliance (gas-insulated substation-GIS), transformers, trans-
former, power cable, etc [1]. Electrical equipment in the process of running in the high-
voltage electric arc or energetic factor will happen under the action of SF6 gas
decomposition, producing hydrogen fluoride (HF), sulfur dioxide (SO2), hydrogen
sulfide (H2S), carbon monoxide (CO), fluoride thionyl SOF2, sulfuryl fluoride (SO2F2),
and other compounds. With HF as important the decomposition product of the first,
high-voltage equipment of HF gas detection is very important, but because of its
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chemical properties and lively, strong physical adsorption, offline detection means is
difficult to detect [2].

Based on the analysis of tunable laser technology (TDLAS), using the laser energy
is absorbed by gas molecules frequency selective principle of high resolution spectrum
of a gas concentration measurement and designs a suitable for high-voltage switch of
the online detection system, to realize online detection of HF gas [3]. For high-voltage
electrical equipment, HF gas pressure in the gas absorption spectral lines broadening
serious problem through theoretical analysis put forward a kind of different concen-
tration of high-voltage electrical equipment pressure correction algorithm, and algo-
rithm is verified in the experiment.

2 Theoretical Analysis of HF Gas Concentration Detection

2.1 Principle of TDLAS Technology

The theoretical basis of TDLAS technology is Lambert–Beer law. It makes the laser
emitted by the laser attenuation occurs after the absorption of the gas being measured,
the absorption attenuation of laser signal is amplified when handling and collection, get
information of measured gas concentration [4]. According to the Lambert–Beer’s law,
the incoming light intensity of laser is I0, and the absorption path of the laser is L (cm),
and the outgoing light intensity after absorption attenuation is It, which is shown in
Fig. 1.

The expression of Lambert–Bill’s law can be described as follows [5], where C is
the concentration of the measured gas, the /ðvÞ, P and S(T) correspond to absorption
coefficient, pressure, the linear intensity of lines, respectively. Using the TDLAS
technology to detect the HF gas concentration, according to formula (1):

It
I0

¼ exp½�SðTÞ/ðmÞpCL� ð1Þ

If the absorption line of HF gas is obtained, the spectral information of the atten-
uation can be obtained, and the gas concentration is deduced. In the study of gas
detection, the linear form of gas spectra plays an important role in gas detection. The
gas absorption spectrum observed by the spectrometer is a nonlinear geometric line of
width, which is formed by the broadening mechanism of gas molecules. Common three
kinds of molecular broadening are: Gaussian linear, Lorentz lines, and Voigt lines, by

Fig. 1 Schematic diagram of Lambert–Beer law
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detecting the absorption spectral lines of measured gas molecules can grasp information
[6]. In view of the high gas pressure selected in this experiment, the main effect is
collision broadening of HF gas, and the absorption spectrum line of the gas molecules
can be described by Lorentz line, as shown below.

/L v; v0ð Þ ¼ 2
DvG

ln 2
p

� �1=2a
p

Zþ1

�1

exp �y2ð Þdy
a2 þ w� yð Þ2 ð2Þ

2.2 Selection of HF Gas Absorption Line

The infrared absorption spectra of HF gas were obtained through the HITRAN standard
spectral bank [6]. As shown in Fig. 2, the HF gas had a strong absorption peak at
2.47 lm (4039 cm−1)–2.67 lm (3742 cm−1), while there was absorption peak around
1.26 lm (7936 cm−1)–1.36 m (7352 cm−1).

Considering that SF6 gas encountered arc and high temperature, it may produce
SO2, H2S, CO, CO2, CF4, SOF2, SO2F2, and other gases, due to the long-term use of
gas leakage in high-voltage electrical equipment, there will be steam generation, and
they may also interfere with HF measurement. Contrast material absorption spectra
peaks above, further to determine the characteristics of the HF gas absorption lines,
H2O, H2S, SO2 in 2.5 lm (near 4000 cm−1) there are different levels of absorption, can
produce interference of HF detection, on the other hand, although there is strong
absorption peak near 2.5 lm, but the laser’s work in this area requires a higher cost of
providing a cooling system for the light source and detector. To sum up, the absorption
line of the circle is locally amplified, and 1.273 lm (7855 cm−1) is selected as the
optimal absorption line for HF gas detection.

Fig. 2 Infrared absorption spectra of HF gas (sub-graph is the effect of local amplification)
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3 Experimental Equipment Overview

Based on the previous research results, a TDLAS detection system was developed. The
laser driver and the detection adopt the second harmonic technique, temperature con-
trol, harmonic generation and harmonic detection, equipment display UI interface and
communication parts are realized by chip MAX8520E, ADUC7026, and AM335X,
respectively. In order to realize the online trace measurement of HF gas based on
TDLAS technology, this research has developed a set of optical path structure suitable
for the online detection of HF gas of high-voltage electrical equipment, as shown in
Fig. 3. Mainly in selecting the appropriate measurement channel on both ends of the
high-voltage equipment, a laser is emitted by a laser, after collaboration through the
measured gas in the high-voltage equipment, reach high-voltage equipment at the other
end this prism, the prism again through the high-voltage equipment after reflection,
finally after focus into indium gallium arsenic detector is converted to electrical signals
driven plate, after laser driver board for photoelectric conversion signal, through the
synchronous demodulation second harmonic signal, the application of TDLAS detec-
tion system as shown in Fig. 4.

Fig. 3 Optical path diagram of HF gas high-voltage online detection device

Fig. 4 Physical diagram of HF gas high-voltage online detection device
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4 Test Results and Analysis

After the TDLAS detection device is installed in the high-voltage equipment, the gas
cylinder of the HF standard gas with a concentration of 20 ppm (SF6 gas as the
background) will be connected with the equipment to minimize the length of pipeline
connection between HF standard gas and high-voltage equipment. Before the experi-
ment, vacuum treatment of high-pressure equipment gas chamber, first, the HF standard
gas of 0.1 MPa is connected to the air chamber, and the pressure reducing valve is
connected to the same amount of HF gas in the air chamber successively, and the
pressure of the high-pressure equipment is gradually increased to 0.6 MPa. The current
range of DC modulated signal is 20–70 mA, and the range of sine wave scanning
signal is 8 mA. In the experimental process, the air chamber pressure recorded a set of
data with each increment of 0.1 MPa, and 6 sets of data were recorded. The absorption
spectrum line under different pressures was shown in Fig. 5.

With the increase of gas pressure, harmonic intensity of HF gas decreases and the
broadening is increased. Because the HF gas increases the absorption line width with
the pressure, the same tuning parameters cannot obtain excellent harmonic data to
invert the gas concentration under high pressure. Based on previous experience, this
study adjusted the amplitude of sinusoidal excitation signal and conducted set of
experiments for each 5 mA sinusoidal signal, recording 10 sets of different data
respectively. As shown in Fig. 6, the amplitude of the second harmonic signal increases
with the amplitude of sinusoidal excitation in the pressure of 0.6 MPa. According to
the data fitting function, the extreme value should be greater than 50 mA, but it is
limited by the laser threshold current and cannot further increase the excitation current.

The increase of pressure makes the amplitude of the second harmonic signal
decrease, which leads to the decrease of signal-to-noise ratio and inaccurate detection

Fig. 5 Absorption lines of HF gas under different pressure
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results. In order to solve this problem, this study applies AD5615 adjustable digital
resistors combined with the adder to realize the dynamic adjustment of the sinusoidal
excitation signal in the use of the equipment. The principle is shown in Fig. 7.

In the process of HF gas discharge in high-pressure electrical equipment gas
chamber, the measured gas pressure parameters were dynamically compensated, and

Fig. 6 Amplitude of the second harmonic signal varies with the sinusoidal signal

Fig. 7 Dynamic adjustment schematic of a sinusoidal signal
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the gas pressure in the experiment was reduced by 1 atm to collect a set of data. In each
group of experiments, the control program to adjust the digital resistance tolerance of
the sine wave amplitude change, and select the highest absorption peak, compared with
fixed sine wave amplitude of the first set of experimental data, as shown in Fig. 8,
second harmonic amplitude significantly increased after compensation, in the practical
application of HF gas concentration detection effect is well.

The project team investigated the structural characteristics of high-voltage electrical
equipment and proposed two optical structures suitable for online measurement of HF
gas using TDLAS technology. One of them is the overhaul flange of 220 kV high-
pressure equipment. As shown in Fig. 9, measuring chamber is set on it, and the HF
gas in the high-pressure equipment and high voltage is diffused into the chamber for
online measurement. Another form is based on the observation window of high-voltage
equipment, on which a pair-through window is set so that the laser can pass through the
whole high-voltage electrical equipment to realize the real-time online measurement of

Fig. 8 Comparison of second harmonic amplitude before and after automatic compensation
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HF gas. The increase of pressure makes the amplitude of the second harmonic signal
decrease, which leads to the decrease of signal-to-noise ratio and inaccurate detection
results. In the process of the HF gas discharge in high-pressure electrical equipment gas
chamber, the measured gas pressure parameters were dynamically compensated, and
the gas pressure in the experiment was reduced by 1 atm to collect a set of data. In each
group of experiments, the control program to adjust the digital resistance tolerance of
the sine wave amplitude change, and select the highest absorption peak, compared with
fixed sine wave amplitude of the first set of experimental data, as shown in Fig. 8,
second harmonic amplitude significantly increased after compensation, in the practical
application of HF gas concentration detection effect is well.

Compared with the direct absorption prototype, the laser driver circuit, the tem-
perature control circuit, and pre-amplifier circuit are not much different because the
phase-locked function is completely completed by software. Because of the superpo-
sition of harmonic signals, the analog signal modulation circuit is quite different from
the direct absorption circuit. According to the design expectation, the system needs the
saw-tooth wave of 1 Hz, which can be generated by internal DA of ADSP-403. At the
same time, the system needs a modulation signal of about 5 kHz, and the debugging
signal with such high frequency cannot be generated by DA of micro-controller itself.
The system uses DDS generator AD9850 to generate sinusoidal modulation signal
which is superimposed on the saw-tooth wave to drive the laser.

5 Conclusion

The optical cavity is the main body of laser, in order to meet the measurement of HF,
CO, and H2S gas, and the absorption spectra of the three gases are 1568 nm, 1578 nm,
and 1305 nm, respectively. Structure design of the gas absorption chamber can basi-
cally meet the requirement of the GIS gas pressure. According to the design expec-
tation, the system needs the saw-tooth wave of 1 Hz, which can be generated by

Fig. 9 High-voltage switching device for experiments
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internal DA of ADSP-403. At the same time, the system needs a modulation signal of
about 5 kHz, and the debugging signal with such high frequency cannot be generated
by DA of micro-controller itself. The system uses DDS generator AD9850 to generate
sinusoidal modulation signal which is superimposed on the saw-tooth wave to drive the
laser.
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Abstract. In order to improve the excitation efficiency and stability of the oil
analysis spectrometer, this paper studies the application of adjustable frequency
DC-Spark in oil analysis spectrometer and the feasibility of the excitation source
is verified. The adjustable frequency DC-Spark is based on PWM (pulse width
modulation) technology. By controlling the duty cycle of the PWM to affect the
frequency and average energy of the spectral excitation, the warm-up time is
shortened and the excitation frequency is optimized. The performance of the
adjustable frequency DC-Spark and the AC arc excitation source were tested
respectively in an oil analysis spectrometer system based on the rotating disk
electrode (RDE: rotation disk electrode). The standard oil of 0, 10, 50 and
100 ppm of Conostan company was tested. The experimental results show that
compared with the AC arc excitation source, the adjustable frequency DC-Spark
has better excitation and less heat generation. The test results of Fe, Cu and Mg
elements in the 100 ppm oil were taken as examples; the repeatabilities were
3.6, 3.5 and 4.1, and the reproducibilities were 2.6, 5.1 and 1.5, which were
better than the detection values of AC arc excitation source.

Keywords: Spectrometer adjustable frequency DC-Spark � Repeatability �
Reproducibility

1 Introduction

With the increase of the using time and the slight mismatch of the design and instal-
lation, the mechanical equipment will produce a small amount of abrasion during
operation. These abrasions will produce metallic and non-metallic abrasive particles in
the lubrication system of the equipment. It will affect the lubrication effect and even
lead to serious accidents or complete damage of the equipment [1]. Therefore, in some
mechanical operation situations that are likely to cause accidents, the conventional and
accurate lubricating oil spectrum detection cannot only supervise the health condition
of the mechanical equipment, but also provide early warning to the equipment abrasion
failure, thus effectively ensuring the normal operation of the equipment [2–4]. At
present, the domestic conventional testing of lubricating metal abrasive particles is
mainly used in the aviation machinery. The main method is atomic emission spec-
trometry based on the rotating disk electrode (RED). AC arc or AC-Spark is widely
used in excitation source, but its arc intensity varies with the level of the voltage, and
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the stability is poor. Meanwhile, because of its difficulty to compress width of pulse,
the peak energy is low and the average energy is high. Therefore, the background noise
in element analysis is large, which is not conducive to the accuracy of elements
analysis [5, 6]. However, the DC arc excitation source will cause strong self-absorption
phenomenon, resulting in poor precision of analysis results, serious matrix effect and
narrow linear dynamic range. These shortcomings hinder the development and appli-
cation of this excitation source. Compared with the DC arc excitation source, the main
advantages of adjustable frequency DC-Spark are high sensitivity to the elements that
are difficult to be excited, wide dynamic range and good reproducibility of results [7].
With the emergence of high-power semiconductor devices, adjustable frequency
DC-Spark has been widely used in the elements analysis. Besides, it has the advantages
of simple structure, easy operation, low consumption and high sensitivity [8, 9].
However, as far as we know, there is no report of using adjustable frequency DC-Spark
for lubricating oil spectrum detection. In view of the above shortcomings of AC arc and
DC arc, considering the different excitation energies of different elements, in order to
obtain high-quality atomic emission spectra, this paper uses a self-developed adjustable
frequency DC-Spark for oil analysis spectrometer. The adjustable frequency DC-Spark
has the advantages of short warm-up time, befitting excitation frequency and stable
excitation spectrum [10, 11]. In this paper, the feasibility of applying adjustable fre-
quency DC-Spark to oil analysis spectrometer is verified by experiments.

2 Test Principle

By measuring the concentration of various metal components in lubricating oil, we can
assess the degree of abrasion of machinery and the health condition of equipment. In
addition to this, we can predict mechanical failure. The detection of the metal com-
ponent can be completed by measuring the atomic emission spectrum. When the atom
receives the external energy, the outer electrons are excited to a higher energy level,
and when the electrons at the high energy level return to the ground state, it will radiate
energy in the form of photons. Each element has its own unique energy level and
spectrum, so according to the position of the atomic emission spectrum line, the type of
element contained in the object can be ascertained, and the content of the element can
be determined according to the intensity of the emission spectrum. The relationship
between the spectrum intensity (I) and the content of the element (C) is expressed by
the Scheibe-Lomakin formula:

I ¼ aCb ð1Þ

where a and b are constants related to experimental conditions.
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3 System Structure

As shown in Fig. 1, the oil analysis spectrometer system is mainly composed of
adjustable frequency DC-Spark, excitation chamber, spectral acquisition module and
computer.

The excitation chamber is used to excite the oil sample, including disk electrode,
rod electrode and oil sample. The spectrum acquisition module is used to collect
spectrum, mainly including collimating lens, grating and CCD. The computer is used to
analyze the spectrum and calculate the content of metallic elements in the oil sample.

As shown in Fig. 2, the testing process is mainly divided into three steps. First step,
turn on the power supply and set the disk electrode rotating at a certain speed, and then
the oil sample can be partially transmitted to the gap between the rod electrode and disk
electrode where the oil sample is heated and evaporated. After that, the atomic emission
spectrum of the sample oil is acquired. In the second step, the spectrum is collimated
through the lens and then transmitted to the ultraviolet spectrometer by the quartz fiber.
In the third step, ultraviolet spectrometer transmits the spectrum data to computer for
analysis, and then the software calculates the content of the element.

Fig. 1 The system block diagram

Fig. 2 Flow diagram of lubricating oil spectrum detection
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4 Experiment and Discussion

In order to study the application of adjustable frequency DC-Spark in oil analysis
spectrometer and compare it with AC arc, the text designed the following experimental
scheme. In the same oil analysis spectrometer system, AC arc and adjustable frequency
DC-Spark are used respectively to detect the standard oil of different concentrations.
The standard oil of each concentration needs to be tested 10 times. Analyze the test
data, calculate its repeatability and reproducibility, then compare the test data of two
power sources.

Respectively using AC arc and adjustable frequency DC-Spark, on the oil analysis
spectrometer system, and then test 100 ppm standard oil of Conostan company, oil
sample was tested 10 times, analyze the test data, calculate its repeatability and
reproducibility.

Taking the most used elements of Fe, Cu and Mg as an example, calculate its
repeatability and reproducibility of 10 times test data.

Repeatability ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NðPX2

i Þ � ðPXiÞ2
q

N N � 1ð Þ ð2Þ

Reproducibility ¼ Theoretical Value � ð
X

XiÞ=N ð3Þ

N test times.
Xi test data.

As shown in Table 1, under the AC arc conditions, the repeatability of Fe, Cu and
Mg was 9.4, 7.7 and 10.8, and the reproducibility was 2.7, 4.2 and 6.9. As shown in

Table 1 Test data of AC arc

Element Fe Cu Mg

Value1 108 99.8 103.1
Value2 98.3 107.7 106.3
Value3 103.1 97.9 109.8
Value4 112.7 103.2 120.4
Value5 115.6 110.8 118.6
Valued 94.2 95.2 98.3
Value7 88.2 114 109.4
Value8 109.1 107.3 112.1
Value9 107 92.2 115.2
Valuel0 90.7 113.4 114.9
Repeatability 9.4 7.7 10.8
Reproducibility 2.7 4.2 6.9
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Table 2, under the adjustable frequency DC-Spark conditions, the repeatability of Fe,
Cu and Mg was 3.6, 3.5 and 4.1, and the reproducibility was 2.6, 5.1 and 1.5.

5 Conclusion

In this paper, according to the requirements for the determination of elements in
lubricating oil, an adjustable frequency DC-Spark is used based on the principle of
atomic emission spectrum, which has the short warm-up time and better excitation
frequency. Take the test result of Fe, Cu and Mg in the 100 ppm standard oil as an
example, the values of repeatability are 3.6, 3.5 and 4.1, respectively, the repro-
ducibility are 2.6, 5.1 and 1.5, respectively, which are superior to the test values of the
AC arc.
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Abstract. One method for three-dimensional (3D) measurement based on 23
binary structured light patterns is proposed for the medical electronic endoscope
in the present study. The patterns are designed by using simple logical opera-
tions and tools from combinatorial mathematics. First, we project these patterns
onto the objects in proper order, and all the modulated patterns are captured by a
CMOS camera. Then, a series of preprocessing methods which contain
projector-camera calibration, reflection detection and suppression, radial and
tangential distortion correction are used to process these modulated patterns.
Finally, we decode the patterns and reconstruct the shape of objects by struc-
tured light triangulation. An experimental prototype endoscope is built and the
results of experiments on real pig stomach show that the proposed method is
effective. The precise of depth measurement at the working distance of 80 mm is
better than 0.5 mm.

Keywords: Reconstruction � Structure light � Medical electric endoscope

1 Introduction

3D shape measurement plays an important role in several applications including
industrial automation, human–computer interaction and surgery. It is particularly the
case in medical applications for which the developments of robotic-assisted minimally
invasive surgery (MIS) are remarkable. References [1, 2] use stereovision to recon-
struct the soft tissue structures of the abdomen. However, stereovision principle always
fails with poor textured scene. To tackle this, structured light-based methods are pre-
sented. The structured light technique replaces one of the cameras of the classical
stereovision system by an active device which projects one or several known coded
patterns onto the tissue [3]. Reference [4] combines two endoscopes, a laser-beam strip
and a high-speed camera to obtain geometry of a given organ. This whole set of
equipment is a little complicated. Reference [5] uses a miniature fiber probe to project a
colored spot pattern onto the tissue surface. The probe has a small diameter and
produces a pattern of high brightness making it suitable for use with biological tissue.
However, the number of spots is not enough to obtain a high measurement accuracy,
which is limited by the diameter of each fiber. Reference [6] computed monochromatic
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patterns according to the theory of Perfect Map and presented non-grid-based patterns
to speed up the decoding process. Although this technique can get real-time organs’
surface reconstruction with GPU processing, it is not robust because of the organ’s or
tissue’s surface is not always smooth. When the surface is wrinkled, it is hard to solve
the well-known correspondences problem and thus get a wrong code of each window.
Reference [7] generated the structured light of black and white strips by using four
LED point sources to illuminate the grating mask plate. The same, this method is not
robust when scene points receive illumination indirectly in the form of interreflections,
subsurface or volumetric scattering.

In comparison with previous articles about the 3D measurement methods which
applied in endoscope, in this article, we consider binary structured light patterns, which
are perhaps the simplest to implement in medical electronic endoscope. On the other
hand, structure light has good potential to be used in surgical environments as they
have the advantage of performing well even on relatively featureless objects [8].
However, currently the applicability of most structured light techniques is limited to
well-behaved scenes. Obviously, these techniques are not suitable for those surgical
scenarios which have overexposed areas or shiny spots. Based on this analysis, the 10-
bit binary Gray code with the maximum known min-SW that proposed by Goddyn in
[9] is adopted, and the entire 3D reconstruction system only requires a single camera
and a projector. We demonstrate reconstructions on scenes with complex geometry and
material properties. In particular, the experiments on pig stomach show promising
reconstruction results.

2 Methods

Figure 1 shows the synopsis of preprocessing and how the 3D medical electronic
endoscope works. The projector projects 23 binary structured light patterns onto the
objects in proper order, and the endoscope captures all these patterns which modulated
by objects. Then, modulated patterns are processed with a series of methods which are
all for decoding.

Fig. 1 The proposed structured light system
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2.1 Coded Patterns

For real-world scenarios, scene points receive illumination not only directly from the
light source but also indirectly in the form of interreflections, subsurface or volumetric
scattering [10]. To reduce the effect of indirect illumination, most currently used pat-
terns contain a combination of both low and high spatial frequencies. Our design of
patterns takes long-range interreflections and short-range subsurface scattering and
requests to have large minimum stripe-widths (SW) and high frequencies.

The 10-bit binary Gray code with the maximum min-SW (8 pixels) was proposed
by Goddyn et al. Because our projector resolution is 1280 � 720, 11-bit binary Gray
code is needed to code all pixels’ column. Based on 10-bit maximum min-SW Gray
codes, 11-bit codes are designed to fit our experimental scene by us. Consequently,
21 patterns are designed as 11 patterns for column stripes (Fig. 2) and 10 for row
stripes and 2 patterns that one is black for all pixels and one is white for all pixels are
added to our patterns for restricting the illuminated area by the projector and the
threshold for binarization. Therefore, every pixel in the projected pattern has its own
unique 21-bit code.

2.2 Projector-Camera Calibration

To determine the correspondence between the projected images and the 3D points is an
indispensable step for reconstruction. Our structured light systems take projector-
camera pair as experimental equipment to reconstruct the 3D shape. It is known that
camera calibration is an indispensable part in the calibration of the system. There are
already many calibration algorithms in the literature [11–14]. However, projector
calibration algorithms are applied not in all 3D shape reconstruction system but just in
the structured light system. Based on the fact that a projector can be regarded as an
inverse pinhole model camera, Ref. [15] proposes a plane-based calibration technique
that the camera and projector are calibrated separately. The camera is calibrated first
and the projector is calibrated respect to the camera, using a projected pattern that is
designed as a checkerboard. The design of the checkerboard and the algorithm is
optimized by us and suits for our experimental environment.

Fig. 2 The 11 Maximum min-SW gray coded patterns for column stripe
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2.3 Reflection Detection and Suppression

Specular reflections are a common problem causing inaccurate depth estimation and
map reconstruction. Therefore, eliminating specular artifacts is a fundamental endo-
scopic image preprocessing step to ensure Lambertian surface properties and increase
the quality of the 3D map. For the reflection detection task, we adopt the method that
proposed by Turan et al. [16]. Then, the inpainting method proposed by Telea [17] is
applied to suppress the saturated pixels by replacing the specularity by an intensity
value derived from a combination of neighboring pixel values.

2.4 Pattern Decoding

The images taken by camera are shown in Fig. 3a. Each image should be preprocessed
to reduce the effect of uneven illumination and binarize every pixel’s code. The pre-
processed image is shown in Fig. 3b. For the white and black pattern has restricted the
illuminated area of projector and reflection effect on images has been suppressed, every
pixel in the illuminated area has its own unique 21-bit code, which can be matched with
the projected pattern pixel. Certainly, there are a number of mismatched points and
points that are not matched, but these points can be removed in the process of
reconstruction and will not affect the accuracy of the whole system for our dense
reconstruction. Point clouds can be generated by calculating the 3D coordinates of
matched points.

3 Experiments and Results

An experimental prototype endoscope was built according to the proposed method. It is
composed of a high-definition CMOS camera module developed by ourselves and a
video-projector (see Fig. 4). Experiments were undertaken to evaluate the choice of the
coded patterns and to validate the proposed methods in the laboratory environment.

Fig. 3 a The image taken by camera; b Image after preprocessing
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3.1 Reconstruction of Real Pig Stomach

For the application of interest, the 23 coded patterns were projected onto the inside
surface of real pig stomach in succession, and the images were acquired with an
endoscopic camera. Then, the series of methods proposed above were applied to
process these images. Finally, structured light triangulation was used to reconstruct the
3D shape. Figure 5 shows that even the small rugae of mucosa is well reconstructed.

3.2 Measurement Accuracy

To evaluate the measurement accuracy, we projected the patterns on parallel flat sur-
faces. First, one of the two flat surfaces is fitted with least square method after
acquiring 3D coordinate. Then, the distance is measured from each point in another
plane to the fit plane. The distance between the two flat surfaces is 9.75 mm. Figure 6b
showcases the reconstruction result. The statistics demonstrate that the accuracy of
surface reconstruction is very high using the proposed method under strict calibration

Fig. 4 The experimental prototype endoscope with coded pattern

Fig. 5 3D reconstruction of real pig stomach. a The image captured by CMOS camera; b 3D
reconstruction without texture mapping

A Three-Dimensional Measurement Method Based on Binary … 255



and perfect pattern decoding, with average error 0.475 mm and maximum error
0.985 mm.

4 Conclusions and Future Work

We adopted the maximum min-SW Gray codes as structured light and did 3D
reconstruction for several static objects including real animal organ and tissue. The
reconstruction results demonstrate our method is robust and effective. The result of real
pig stomach shows that the proposed method is insensitive to fine shiny spots, thus this
method has good potential application in surgical environments.

The final objective, which exceeds the framework of paper, is to reconstruct
moving surfaces in real time and to integrate our patterns in an endoscopic tool taking
advantage of the diffractive optics technology or other state of the art techniques.
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Abstract. Angle measuring devices are widely used in many fields, such as
wearable devices, human-computer interaction interfaces, and intelligent sur-
gical robots. Compared with electrical signal sensors, optical angle sensors
provide a new way for the implementation of wearable data gloves because they
are immune to electromagnetic interference and can be integrated in multiple
channels. In this paper, an angle measuring device for flexible fiber data gloves
is designed, which is composed of an LED light source, a CMOS image sensor,
and two coupling lenses. Through a fiber coupling lens, the divergence angle of
the LED light source matches with the numerical aperture of the flexible fiber
and high-efficiency energy coupling is achieved. An imaging coupling lens with
3 mm length is used to ensure that each fiber image of the fiber bundles occupies
more than 64 pixels on the CMOS photosensitive surface, achieving a 16-bit
data accuracy of signal measurement. The experimental results show that the
device can measure the angle change of the data gloves of 5 finger flexures at the
same time, and the flexure resolution of each finger is better than 0.5°.

Keywords: Angle measuring device � CMOS image sensor � Multichannel
integration

1 Introduction

The angle measurement is an important part of geometric measurement technology, and
the comprehensive application of various measurement methods makes the measure-
ment accuracy reach a high level. The earliest researches in angle measurement tech-
nology are mechanical angle measurement technology and electromagnetic angle
measurement technology, such as multi-tooth indexing tables and circular magnetic
grids. However, these methods need to be implemented manually, which are not easy
to automate, and the measurement accuracies are limited. With the rapid developments
of light sources, optoelectronic materials and devices, optical angle measurement
technology has begun to develop rapidly. Optical angle measurement has higher pre-
cision than general mechanical and electromagnetic measurement [1]. In addition, it is
easier to automate in the subdivision and measurement process, and it has the char-
acteristics of non-contact measurement. Therefore, optical angle sensors are increas-
ingly utilized in the fields of medicine [2], underwater exploration detections [3],
aerospace [4], and wearable devices [5–7].
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The bending characteristics of optical fibers provide a new way for optical angle
measurement [8]. A spectrometer is used to measure the output light energy of the fiber,
and the corresponding fiber bending angle is determined by the change of light
intensity, so that the angle of measurement can be achieved. However, the cost of the
spectrometer is high and the volume is large, which are difficult to meet the require-
ments of integration and multichannel measurements. In order to solve the above
problems, we present a miniaturized device for measuring flexure angles of flexible
fiber data gloves, which consists of a light-emitting diode (LED) light source, a
complementary–metal–oxide semiconductor (CMOS) detector array and a 3 mm
imaging objective lens. Meanwhile, the device has simple structure and can be inte-
grated with multiple channels.

2 Design of the Device

2.1 General Design of the Device

As shown in Fig. 1, the device is composed of a light source module, a simulated hand
bending module and an imaging module. In order to ensure the high-efficiency cou-
pling of energy, a fiber-coupled lens is used to make that the divergence angle of the
LED light source matches with the numerical aperture of mono-mode fiber. At the
same time, the pitching table is used to simulate the bending of the hand joint, which
can control angular flexure precisely. The imaging module consists of a Grey Point’s
CMOS sensor, a self-designed imaging lens and a camera interface, to make sure that
the fiber distal end has a clearly monochrome picture on the CMOS sensor.

In order to ensure wearable and miniaturized integration of data gloves, it is nec-
essary to use a highly integrated detection unit to detect multiple optical fibers in
parallel. As shown in Fig. 2, the self-designed optical coupling lens is used to amplify
imaging, so that each fiber end can occupy as many pixels as possible on the CMOS
sensor. A 16-bit data accuracy or higher can be achieved, in the case that the effective
gray value of the CMOS sensor is only 8–10 bits. The lens has three spherical struc-
tures, and the fourth plane is the protective glass window of the CMOS sensor. The
angles of the chief rays, which transfer from each field of view to the CMOS photo-
sensitive unit, meet the chief ray angle (CRA) requirements. The lens parameters are
optimized in the optical design software. As shown in Fig. 3, the modulation transfer
function is obtained at the optimal imaging. In the 0.5 field of view, the modulation

Fig. 1 Device schematic diagram
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degree of the lens is reduced to 0.3, the resolution of the image plane is about
105 lp/mm, which ensures that each fiber image can occupy more than 64 pixels on the
photosensitive surface of the CMOS.

2.2 Angle Measurement Method

The fiber coupling device couples the light emitted by the LED light source into the
flexible fiber bundle. When the bending angle of a certain fiber in the flexible fiber
bundle changes, the output light energy of that changes. The exit surface of the fiber
distal end is clearly imaged on the photosensitive surface of the CMOS sensor through
the imaging coupling lens, and the change of the light energy is finally reflected as the
light and dark gray scale change of the image. The image is transmitted to the central
processor through the Universal Serial Bus (USB) interface in real time. The gray value
of the effective area of the image is calculated using Eq. (1), and the relationship
between the change of the gray value and the bending angle is determined, thereby
determining the accurate bending angle of the optical fiber. Here, I represents the

Fig. 2 a Ray trace of the lens, b picture of the lens

Fig. 3 MTF curve of the coupling lens
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intensity of the effective image area, and p(i, j) is the gray value of a certain pixel in the
effective area.

I ¼
X

p i; jð Þ ð1Þ

After obtaining the light intensity of each angle, the standard deviation is calculated
using Eq. (2), where Ii represents the gray value of a certain angle, and l represents the
average of the gray value.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

Ii � lð Þ
vuut ð2Þ

According to the above standard deviation of the gray value of each angle, the
average of the standard deviation can be calculated using Eq. (3), where ri represents
the standard deviation of a certain angle.

ravg ¼ 1
n

Xn

i¼1

ri ð3Þ

The sensitivity of the device is calculated using Eq. (4), where I0 represents the
light intensity value of 0°, In represents the light intensity value of 90°, and ravg
represents the average value of the standard deviation.

Savg ¼ 90�

I0 � Inð Þ= 3� ravg
� � ð4Þ

3 Device Characteristics

Firstly, the angle sensor of the flexible fiber is sensitive to the wavelength change of the
light source. Therefore, the constant current drive mode LED light source is adopted to
ensure the stability of the central wavelength. Because the CMOS image sensor has the
highest sensitivity to yellow light, the LED selects the LYW5SN of the OSRAM,
whose central wavelength is 590 nm. Secondly, the fiber coupling device couples the
light emitted by the LED light source into the flexible fiber bundle as more efficiently
as possible. The higher the coupling efficiency, the more power-saving the LED driver
is, and the low power consumption can be achieved. Finally, the imaging objective lens
can perform 3 mm imaging with a small size and chromatic aberration correction for
the full range of visible to near-infrared light. The CMOS sensor surface can capture
images of 5 or more angle sensors at the same time, ensuring that each fiber on the end
face of the fiber bundle occupies more than 64 pixels on the CMOS photosensitive
surface. The CMOS sensor has a data accuracy of 10 bits per pixel, thus ensuring that
the data accuracy of each fiber reaches 16 bits. A wearable flexible fiber data glove with
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five joint detection functions is shown in Fig. 4. Five flexible fiber-optic sensors are
placed on the five finger joints of the glove. The light source and detector are packaged
in a cassette and connected to the computer through the data line to realize the control
of the movement of the artificial hand model.

4 Experimental Result

The curve of the gray value in the effective area of the CMOS sensor obtained by the
experiment is shown in Fig. 5. In the figure, the abscissa is the bending angle of the
fiber, and the ordinate is the gray value of the image in the effective area. In the actual
calculation, 10 sets of different angles are selected, and 10 sets of gray values are
selected for each angle to calculate the average of the standard deviation. The minimum
angles that can be resolved by the five sets of experiments can be calculated by using
Eqs. (2), (3), and (4). The result is shown in Table 1.

Fig. 4 Flexible fiber data glove and angle measuring device

Fig. 5 Gray value of five fibers at different angles

262 J. Zhang et al.



5 Conclusion

The device for measuring flexure angle of flexible fiber data gloves has the advantages
of small size and integration, which is designed and presented in this paper. The
experimental results show that the data accuracy of the device can reach 16 bits, and the
angle change of the data gloves of 5 parts can be measured at the same time. At the
same time, the bending angle measurement of each part is better 0.5°. Therefore, the
device can be well applied to flexible fiber data gloves.
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Table 1 Resolution of the device

No. The gray value of 0° The gray value of 90° Mean of S.D Angular resolution (°)

1 1.25 � 107 2.86 � 106 1.6 � 104 0.45
2 1.36 � 107 1.26 � 106 1.4 � 104 0.3
3 1.20 � 107 1.52 � 106 1.90 � 104 0.49
4 1.58 � 107 4.12 � 106 2.12 � 104 0.49
5 1.48 � 107 3.67 � 106 1.88 � 104 0.46
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Abstract. The artificial intelligence technology has achieved great progress
recently and has potential in the applications of military, intelligent industry,
transportation and logistics, intelligent security check, national security, bio-
medicine, intelligent agriculture, intelligent services, and so on. Human-like
sensor and algorithm are two pillars of artificial intelligence technology, cor-
responding to the ‘senses’ and ‘brains’ of intelligent machines, respectively.
Based on traditional sensor technology, the artificial intelligence human-like
sensor combines the novel complementary metal oxide semiconductor (CMOS),
micro-electro-mechanical systems (MEMS), nanotechnology, big data and cloud
computing, Internet technology, and so on, leading to the great improvement of
the sensors performance. In this paper, the artificial intelligence human per-
ception is divided into five categories: vision, hearing, smell, taste, and touch,
and corresponding research progress and application of the sensors were
introduced.

Keywords: Artificial intelligence � Human-like perception � Visual sensing �
Auditory sensing � Olfactory sensing � Taste sensing � Tactile sensing

1 Introduction

Artificial intelligence (AI) is a new technical science that studies and develops theories,
methods, techniques, and application systems for simulating and extending the human
intelligence. It has developed rapidly in recent years, in the applications of military and
intellectual industry, transportation logistics, smart security, national security, biome-
dicine, smart agriculture, and services. It attempts to understand the essence of intel-
ligence and produce a new intelligent machine that responds in a manner similar to
human intelligence. Clouds and algorithms are the ‘brains’ of intelligent machines, and
sensors with various functions are equivalent to the ‘sensory’ of intelligent machines.
Analogous to human sensory functions, we divide artificial intelligence human-like
sensor into five categories: visual, auditory, olfactory, taste, and touch. This article
details the research progress of these five types of sensors.
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2 Vision Sensor

Image sensor is the most widely used vision sensor, with a market share of more than
40%. It is widely used in driverless, robotic, drone, AR and VR, mobile phones, PC
cameras, web cameras, security surveillance, driving recorders, video conferencing,
traffic sign recognition, etc.

C. Soo proposed an offset pixel aperture technique implemented on a single CMOS
image sensor chip to obtain depth information without increasing hardware cost and
additional light sources [1]. F. Li proposed that the image acquisition and compression
unit be integrated into the photodetector array chip, which greatly saves the power,
volume, and weight of the common vehicle image compression unit [2]. E. Guerrero
proposed a new continuous time equalization method to overcome the limited band-
width of integrated CMOS photodetectors [3]. S. Seo developed a phase-locked pixel
CMOS image sensor with large full-well capacity and low-time noise, achieving an
internal response less than 500 ps at 635 nm [4].

E. R. Fossum first developed a new type of quantum imaging sensors (QISs) [5]. As
a third-generation solid-state imaging detector technology (photon counting imaging),
the device surpasses existing CMOS image sensor technology and photon counting
technology, adopts 3-D back-illuminated CMOS image sensor technology, and has no
avalanche at room temperature. Another type of detector with photon counting imaging
capabilities is a single photon avalanche photodiode array (SPAD array) [6].
Each SPAD photocell implements a single photon response by avalanche multiplica-
tion, and a readout circuit is designed inside the cell to achieve independent output of
the signal.

The future development trend of vision sensors is: (1) long distance, large field of
view, high image resolution; (2) fast response, low detection limit, large dynamic
range; (3) miniaturization, low power consumption, low cost, robustness; (4) highly
integrated with image processing algorithms, Internet technologies, etc., with good
remote intelligent imaging capabilities.

3 Auditory Sensor

The function of the auditory sensor is to convert the acoustic signal into an electrical
signal and to be recognized by humans, similar to the function of the human ear. The
sensors, with the capabilities of audio positioning and automatic speech recognition,
have shown great application prospects in emerging fields such as wearable devices
and voice-controlled vehicle systems. Compared with traditional electrical micro-
phones, such as electret condenser microphones, MEMS microphones are ideal for
smart hearing sensors because of their high sensitivity, high stability, good consistency,
miniaturization, low power consumption, low cost, and compatibility with integrated
circuit processes.

In order to meet the market demand for high sound quality, the key to the
advancement of MEMS microphone technology is the improvement of sensitivity with
following three methods. The first method is the improvements of the device structure.
For example, J. Manz proposed a novel microphone read through a comb-like capacitor
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to overcome the noise caused by viscous damping losses in conventional capacitive
MEMS microphones [7]. I. Yoo improved the sensitivity of capacitive MEMS
microphones with a signal-to-noise ratio of 70 dB through a flexible slit film [8]. The
second method is to optimize the readout portion of the device. S. Walser program-
matically fine-tunes the bias voltage of the capacitive film-backplane system and the
gain factor of the output preamplifier to achieve a signal-to-noise ratio of 66 dB(A) and
a sensitivity of −38 dB [9]. The third method is the use of device arrays. For example,
Z. Wang introduced a method of connecting four MEMS microphones in parallel to a
single chip, reducing the overall acoustic noise by 6 dB while maintaining the same
sensitivity [10].

In the field of artificial intelligence hearing sensing, MEMS microphones currently
have two main applications. The first is sound source localization. J. Tiete developed a
new sound sensor Sound Compass capable of measuring local noise levels and sound
field directivity [11]. M. Turqueti introduced a new intelligent acoustic sensor array
system consisting of a MEMS microphone array embedded in an FPGA platform for
real-time data acquisition, signal processing, and network communication [12]. The
second application is the speech recognition. A. Palla proposed a speech enhancement
system based on MEMS microphone array and digital signal processor to increase the
signal-to-noise ratio of user speech [13]. Z. Skordilis developed a new MEMS
microphone array for multi-channel speech enhancement, exploring the effectiveness of
array geometry for noise suppression in diffuse and local noise fields [14].

The performance of smart hearing sensors in the future includes: (1) high acoustic
sensitivity, environmental noise reduction, active noise reduction; (2) positioning
function; (3) miniaturization, low power consumption, low cost, and robustness;
(4) combined with deep neural network, machine learning, Internet, and other tech-
nologies, it can realize remote intelligent speech recognition.

4 Olfactory Sensor

The olfactory sensor is similar to the human olfactory system, commonly known as
‘electronic nose,’ which can convert the type and concentration information of gaseous
substances into electrical, optical, digital, and other signals. This kind of sensor has
potential in the applications of industrial gas detection, environmental pollution, mon-
itoring, human disease monitoring, food safety, explosive gas detection, and other fields.

G. McDowell proposed an illumination-based optical trace O2 sensor, which is one
of the best techniques for detecting and quantifying O2 [15]. W. Ma proposed a Fabry–
Perot interferometer (FPI) for sensitivity to CO2 gas at atmospheric pressure [16]. In
order to achieve high-precision detection of NO2, O. Chmela developed a series of
parallel connected single nanowire sensor systems. Trace gas monitoring of nitric oxide
(NO) is one of the important topics in environmental protection and human health
monitoring [17]. C. Shi introduced quartz-enhanced photoacoustic detection of NO
using ion beam configuration and distributed feedback quantum cascade lasers as
excitation sources [18]. M. Fisser reported the measurement of dissolved hydrogen
(H2) in transformer mineral oil by a fiber Bragg grating gas sensor [19]. B. Bierer
proposed a quasi-continuous hydrogen sulfide (H2S) detection system with the
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advantages of good selectivity, low cost, and easy mass promotion [20]. K. Schmitt
proposed the use of a pH indicator as a gas sensing layer dip coated on a glass substrate
to selectively and reversibly detect NH3 in the air [21]. O. Lupan proposed the inte-
gration of palladium (Pd) modified single ZnO nanowires (ZnO: Pd NW) in nanosensor
devices for efficient and rapid detection of ultraviolet (UV) light and (CH4) gas at room
temperature [22]. K. Mitsubayashi proposed a fluorescent acetone biosensor [23]. Mid-
infrared (MIR) backscattering spectroscopy has proven to be a promising technique for
non-contact detection of trace explosives on various surfaces [24]. S. Lee evaluated the
feasibility of using commercial portable near-infrared spectrometers to detect the
freshness of various foods [25]. The latest version of the MFIG sensor continuously
and selectively detects the presence of high-quality contaminant molecules in HV
vacuum with sensitivity as low as 1E-13 mbar [26].

The future development trends of the olfactory sensor are: (1) high olfactory sen-
sitivity and specificity; (2) miniaturization, low power consumption, low cost, and
robustness; (3) multi-functionality and high integration, enabling detection of multiple
gases, it has powerful data processing, storage, and analysis capabilities and is highly
intelligent; (4) compatible with Internet technology and capable of remote real-time
analysis and processing.

5 Taste Sensor

The taste sensor is similar to human taste system, commonly known as ‘electronic
tongue,’ which can convert the type and concentration information of characteristic
molecules in liquid or solid matter into electric, optical, digital, and other signals. The
application range is wide, including disease detection, biomedicine, food quality
monitoring, intelligent cooking, and so on.

S. Martin developed a holographic sensor (an ion-selective optical nanosensor) for
physiological metal ion detection that achieves a real-time response to Na+ concen-
tration in a physiological range without the physical limitations of ion-selective elec-
trodes and invasive, with good application prospects [27]. S. Deng proposed a low-
cost, portable optical pH sensor for small volume measurements [28]. For the alcohol
detection, J. Novak proposed a new methanol concentration sensor compatible with the
GaP process [29]. For the detection of drug molecules, R. Galatus reported a hybrid
platform for sensitive detection of b-lactam antibiotics, particularly ampicillin [30].
J. Lee proposed using a portable microscope camera to obtain images of sashimi and
using the optimized image processing technique of polarized transmission images to
detect kudoa thyrsites parasites in muscle fibers [31].

The future development trends of the taste sensor are: (1) high taste sensitivity and
specificity; (2) miniaturization, low cost, portable, robust; (3) high integration, multi-
functionality can achieve a variety of characteristic molecules in solid-liquid substances
detection; (4) Intelligent and remote real-time detection capabilities.
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6 Tactile Sensor

The tactile sensors in artificial intelligence mainly include a pressure sensing array, a
force–torque sensor, and a dynamic tactile sensor. Information obtained from artificial
sensing systems can be used to find contact locations, reconstruct and identify object
shapes, and measure contact forces and temperatures. However, tactile sensing tech-
nology and research have not developed like other sensors. Current research focuses on
the development of new tactile skin, the use of tactile sensors to cover robotic hands,
new algorithms and new methods of using tactile information in autonomous opera-
tions, and so on.

For the pressure sensing, M. Fajkus proposed a prototype FBG sensor for human
heart rate monitoring [32]. J. Ke developed a highly flexible piezoelectric composite
fiber optic pressure sensor for measuring muscle movement on the surface of the
human body [33].

For the strain sensing, Li Yuanqing prepared a strain sensitive material CT by
pyrolyzing cotton in N2 gas environment and encapsulated it with PDMS elastomer to
produce a linear CT/PDMS flexible strain sensor [34]. J. Yin proposed a biomimetic,
flexible resistive microfluidic shear sensor skin [35].

For the slip feeling, M. Qian proposed a FBG-based sliding sensor to allow
mechanical fingers to grip objects gently [36]. H. Chen fabricated an electronic skin
system including a triboelectric generator (TENG), a hybrid porous microstructure
(HPMS) pressure sensor, and a fabric porous supercapacitor (FPSC) [37].

For the force–torque sensing, U. Kim proposed a new six-axis force/torque (F/T)
sensor for use in robots [38]. T. Phan designed a six-degree-of-freedom force/torque
sensor and its readout circuit for cooperative robot working environment [39].

For the warm feeling, Z. Peng proposed a single-mode multimode single-mode
(SMS) high-temperature fiber optic temperature sensor with polyimide coating [40].
U. Sampath proposed a polymer-coated FBG sensor for simultaneous strain and
temperature monitoring at low temperatures [41].

For the wet feeling, J. Xu developed a ZnO nanorod humidity sensor for atmo-
spheric humidity detection [42]. N. Lu proposed a polymer humidity sensor made of
cellulose-based composite nanofibers to achieve sensing by impedance changes caused
by humidity [43].

For the flexible wearable tactile sensing, the key to the realization of flexible
wearable touch sensors is the design and manufacture of functional materials [44].

The development direction of the tactile sensors is: (1) flexible and appropriate
shape to surround a given surface; (2) large area and high resolution; (3) long life,
recoverability, consistency and robustness; (4) perception model tactile cognition;
(5) research on new materials, especially rigid materials, flexible materials, and their
fusion.
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7 Summary

Artificial intelligence human-like sensor is based on traditional sensor technology,
through the combination of new CMOS, MEMS technology, nanotechnology, big data
and cloud computing technology and Internet technology, so that the performance of
the sensor has made a qualitative leap. The artificial intelligence human-like sensor can
be divided into five perspectives: visual, auditory, olfactory, taste, and touch. In the
future, the development trend of artificial intelligence human-like sensor is high pre-
cision, high sensitivity, good consistency, high reliability, long service life, miniatur-
ization, low cost, easy mass production, low power consumption, high integration,
multi-function, intelligent, remote, safe to use, and free from environmental pollution.
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Abstract. In order to solve the problem that the internal standard elements
cannot be added to the rotating disk electrode (RDE: Rotation disk electrode) oil
spectrometer, which leads to the low stability and accuracy of the test results. In
this paper, an internal standard detection technique using the components of the
electrode itself as the internal standard is proposed. Firstly, the spectrum line of
carbon element, which is the main component of the electrode under pulsed arc
excitation, is used as the internal standard, and the actual test spectrum data
obtained within the standard test time are normalized. Then, according to the
internal standard method, the different elements needed to be tested are pro-
cessed according to the peak-to-bottom ratio method. Finally, the method is
applied to the oil analysis spectrometer developed by ourselves. The experi-
mental results show that the test results using the electrode internal standard
method are obviously better than those without the electrode internal standard
method. The repeatability and reproducibility error of the measured values are
within the allowable range of ASTM-D6595, especially the reproducibility and
reproducibility of iron, copper, magnesium, aluminum, and so on are better than
those of ASTM-D6595 standard. The RSD value is increased by nearly one
order of magnitude, which can meet the needs of the actual lubricating oil
detection and analysis, and the stability and accuracy are better.

Keywords: Atomic emission spectroscopy (AES) � High concentration �
Internal standard method � ASTM-D6595

1 Introduction

With minor mismatches in the installation or the increase of service time of the
machine, the mechanical equipment will produce a small amount of wear during
operation. These wear will produce metallic or non-metallic abrasive particles in the
lubrication system of the equipment, which will affect the lubricating effect of the oil
and will cause serious accidents or even thorough damage to the equipment [1].
Therefore, in some mechanical operation places and occasions that are prone to serious
accidents, conventional and accurate spectroscopic detection of lubricating oil can not
only routinely detect the health status of equipment, it is also possible to give timely
warnings before the equipment wear fault occurs, thus effectively ensuring the normal
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operation of the equipment and avoiding the accident, which is with great significance
[2–4].

The general internal standard method is to add a certain amount of pure substance
as internal standard to the sample mixture to be analyzed and then test it [5]. However,
the internal standard method proposed in this paper can be completed without adding
any elements to the sample under analysis, which not only solves the problem that no
elements can be added to the standard oil used in the test, but also improves the
accuracy and stability of the test results.

1.1 Detection Principle and Experimental Device

Detection Principle The detection of metal composition can be done by measuring
atomic emission spectra, and when an atom gets external energy, its outer electrons are
excited to a higher energy level. Electrons at the high energy level radiate excess
energy in the form of photons when they return to the ground state. Each element has
its own energy level and characteristic spectrum, so the type of element to be tested can
be judged by the atomic emission spectrum line. According to the intensity of the
spectral line, the concentration of the corresponding elements can be determined. The
relationship between the emission intensity (I) of the spectral line and the concentration
of the analyte (C) is expressed by the Scheibe-Lomakin formula:

I ¼ aCb ð1Þ

In the formula, a and b are constants related to test conditions [6].

Experimental Principle and Steps As shown in Fig. 1, the spectroscopic detection of
lubricating oil is based on the atomic emission spectrum theory, and the rotating disk
electrode excitation device is used. The testing process is divided into three stages. In
the first stage, the excitation discharge circuit is turned on, the disk electrode is rotated

Fig. 1 Flow diagram of lubricating oil spectrum detection
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at a certain speed, and the oil attached to the disk electrode is transferred to the spark
discharge gap, then the oil to be measured at the discharge gap is heated and evapo-
rated, dissociated into atoms or ionized into ions, which further excites the atoms or
ions to produce radiation. In the second stage, the excited atomic emission spectrum is
collimated through the lens and then transmitted to the ultraviolet spectrometer by
quartz fiber. The radiation signal collected by the spectrometer is spacially dispersed by
an optical grating. In the third stage, the one-dimension detector is used to detect the
radiation at different wavelengths after light splitting, and the data are transmitted to the
upper computer software. According to the line strength of the corresponding char-
acteristic wavelength of the spectrum, the concentration is qualitatively analyzed.

The American Association for Testing and Materials Standard ASTM-D6595 is
widely used for the detection and analysis of metal wear particles in used or new
lubricating oil and hydraulic oil. The standard of test method for metal wear particles in
lubricating oil and hydraulic oil is based on atomic emission spectrum of rotating disk
electrode. The existing national standard GB/T 17476 is also established on the basis of
the former. The testing procedure involved in this paper is strictly in accordance with
the ASTM-D6595 standard.

Experimental Preparation In the case of high concentration test, the standard oil in
the instrument is calibrated with the test results of the standard oil of 0, 100, and
900 ppm produced by Conostan Company. Then test the standard oils of 0, 50, 100,
300, 500, and 900 ppm three times under the test conditions with and without the
internal standard method. The test data were calculated and analyzed by using
MATLAB software to verify the stability and accuracy of using the internal standard
method to improve the experimental results.

2 Detection Principle and Experimental Device

A set of spectrometers is composed of three polychromatic instruments, named as CC,
CD, and CE. Using MATLAB software to process the off-line data generated in the
experiment operation, we can obtain the spectrum of CC, CD, CE, corresponding to
Fig. 2a–c, respectively. The horizontal coordinate is the pixel number, and the vertical
coordinate is the response intensity. According to the metal elements and their rec-
ommended lines in Table 1, the required peak lines were marked and the elements
named in Fig. 2a–c.

Without the use of internal standard method, Fig. 3a–c can be obtained by the off-
line data processing, of which the horizontal coordinate is the ppm value, and the
vertical coordinate is the characteristic value denotes the line strength. As can be seen
from the three linear slope spectra of Fig. 3a–c, the linearity slope of most elements is
very small, which leads to a great change in the corresponding ppm value if the
characteristic value changes a little bit, leading to the instability and the large deviation
of the test results.

With the help of the internal standard method, we can process the off-line data by
MATLAB to obtain the Fig. 4a–c, of which the horizontal coordinate is the ppm value,
and the vertical coordinate is the characteristic value. As can be seen from the three
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Fig. 2 a CC spectrogram. b CD spectrogram. c CE spectrogram
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linear slope spectra of Fig. 4a–c, the linearity slope of each element is obviously
increased after the internal standard method is enabled. Compared with the non-enabled
internal standard method, its characteristic values change to a certain extent and the
corresponding ppm values do not change much, which makes the test results more
stable.

The test results were taken as examples of the focused element Fe, Cu, Mg, and Al.
Table 2 shows the test results without the internal standard method. It can be seen

that the stability of the experimental results is good at the concentration of 0, 50, and
100 ppm. The fluctuation of individual elements is relatively large at the concentration
of 300 ppm. At the concentration of 500 and 900 ppm, more than half of the elements
are volatile. As can be seen in conjunction with Fig. 3a–c, the linearity slope of these
elements is very small, if the characteristic value of the same concentration changes a
little, the corresponding ppm value will change a lot, which leads to the instability of
the test results.

Table 3 shows the test results of the internal standard method. It can be seen that
the stability and accuracy of the test results at low concentrations are not particularly
obvious. However, the stability and accuracy of the test results at high concentration
are significantly improved compared with the results without using the internal stan-
dard method.

In combination with Tables 2 and 3, the reproducibility and repeatability of Fe, Cu,
Mg, Al at different concentrations are calculated according to the national standard
GB/T 17476.

From Tables 4, 5, 6, and 7, we can see that the test results with the internal standard
method are better than those without the internal standard method in terms of repro-
ducibility and repeatability.

Table 1 Metallic element and recommended characteristic lines

Element Wavelength

Fe 259.94
Cu 324.75, 224.26
Mg 280.20, 518.36
Al 308.21
Ni 341.48
Cd 393.37, 445.48
Sn 317.51
Pb 283.31
Ti 334.94
Cr 425.43
Zn 213.86
Si 251.60
Ag 328.07, 243.78
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Table 2 Test results without internal standard method

Element 900 ppm 500 ppm 300 ppm 100 ppm 50 ppm 0 ppm

Fe 810.7 339 284.3 97.9 50 0
857.4 404.6 286.7 97.5 45.3 0
960.6 463.8 287.8 99.5 48.6 0

Cu 961.9 302.7 295.7 97.2 52.6 0
737.8 468.3 267.7 97.4 51.9 0
1055.8 390.9 254.7 88.4 50 0

Mg 795.7 355.1 262.4 90.8 51.9 1.3
589 408.1 271.3 91.3 47.7 0
717.4 397.2 275.3 92.6 51.1 0

Al 910.9 459.3 308.8 101.1 52.4 0
763.5 509.5 266.4 105.6 50.7 0
984.2 427.5 294.1 98.1 52.5 0

Table 3 Test results with internal standard method

Element 900 ppm 500 ppm 300 ppm 100 ppm 50 ppm 0 ppm

Fe 889.3 479.8 264.9 96.1 45.4 0
863.7 488.1 269.8 95.6 45.5 0
884.9 473.9 275 96 46.8 0

Cu 882.7 524.3 278.3 93.5 44 0
916.2 487.1 282.7 92.1 45 0
905.4 470.5 275.6 98 46.7 0

Mg 864.3 514.9 269.8 100.3 45.9 0
895.1 487 284.8 97.7 48 0
858.9 453.8 273.3 98.4 47.1 0

Al 899.8 502.9 278.4 96.4 47 0
897.5 486.7 270.1 93.7 45.4 0
845.9 474.8 283.2 95.4 49.9 0

Table 4 Reproducibility without internal standard method

Reproducibility Fe Cu Mg Al

500 ppm 97.88 81.16 112.12 35.16
900 ppm 30.32 22.72 189.8 11.33

Table 5 Repeatability without internal standard method

Repeatability Fe Cu Mg Al

500 ppm 50.98 34.52 23.11 33.81
900 ppm 65.97 134.07 90.35 92.11
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3 Conclusion

In this paper, an internal standard detection technique using the components of the
electrode itself as the internal standard is proposed, according to the ASTM-D6595 test
standard of the American Association of Materials and Testing, the electrode internal
standard detection technology is used to test different concentrations of standard oil.
The experimental results show that when the concentration of the standard oil is less
than or equal to 100 ppm, the stability and reliability of the test results with and without
the internal standard method are not very different. However, when the standard oil
concentration is higher than 100 ppm, the test result using the internal standard method
is obviously superior to the test result without using the internal standard method. At
the same time, the repeatability and reproducibility error of the measured values are
within the allowable range of the ASTM-D6595 standard, especially the repeatability
and reproducibility of the key elements such as Fe, Cu, Mg, Al are better than the
requirements of the ASTM-D6595 standard. It can meet the needs of actual detection
and analysis of lubricating oil, and the stability and accuracy are better.
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Table 6 Reproducibility with internal standard method

Reproducibility Fe Cu Mg Al

500 ppm 20.07 3 11.8 25.39
900 ppm 22.12 8.5 28.62 19.88

Table 7 Repeatability with internal standard method

Reproducibility Fe Cu Mg Al

500 ppm 6.2 24.45 10.39 12.43
900 ppm 9.83 25.3 16.54 25.06
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Abstract. In this paper, a compact oil particle counter system based on
microscopic imaging and smart camera was developed. An optical lens system
with 2 times optical magnification and 105 mm conjugate distance was
designed. The image data acquired from the high-definition CMOS module
(based on Hi3516A) was processed by a CPU on the camera. A control circuit
board was developed to display the results in a TFT screen and control the
working process of the whole system. Finally, a compact particle counter system
with the optical resolution better than 2 lm was acquired. Compared with
similar commercial products as we know, this system was accurate and portable,
especially suitable for field and online testing.

Keywords: Compact oil particle counter system � Microscopic imaging �
Smart camera � Control circuit board

1 Introduction

With the rapid development of emerging industries, safe and reliable equipment has
become an important guarantee for its continued rapid development. Among them,
lubricating oil, hydraulic oil, transformer oil, fuel oil, and other oils play a pivotal role
in the operation of related equipment. The existence forms of pollutants in oil can be
divided into solid particles, bubbles, moisture, etc. [1], and solid particles have the
greatest influence of the equipment, because the equipment will be damaged by solid
particles. Therefore, the solid particles have become the focus and difficulty in system
of oil pollution control [2]. In this context, oil contamination detection technology for
indicating the degree of oil contamination has emerged.

At present, oil particle counters are used to detect the concentration of oil particles.
And the manufacturers are mainly foreign companies, such as the American Pacific
Instruments. Most of these domestic instruments rely on imports, which has the
drawbacks of high price. Desktop computer is also taken as the current processor of the
oil particle counter, which is large in size and not conducive to carry and inconvenient
in on-site monitoring. Hence, there are great development prospects and economic
benefits for this kind of instruments.

According to the actual requirements, a compact oil particle counter system based
on microscopic imaging method was designed to detect the solid particles pollution
degree of oil including lubricating oil, hydraulic oil, transformer oil, and fuel oil.
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Compared with similar commercial products as we know, this system has the
advantages of accurate and portable, especially suitable for field and online testing.

2 System Composition and Working Principle

2.1 System Hardware Composition

This paper was dedicated to the design and development of a compact oil particle
counter system based on microscopic imaging. The method used in this system was
part of the flow image analysis method of automatic oil particle counter. As shown in
Fig. 1, an illumination source illuminates the oil sample in the chip sampling device.
Through the optical microscopy system, the small particles are imaged on the sensor of
the smart camera. A custom algorithm was written on the built-in system of the smart
camera instead of a computer to meet the compact requirements. On the basis of
previous studies, this paper will combine the related knowledge of optics, electricity,
image processing, and single-chip microcomputer to study the system design.

According to the established scheme, this system consists of four main parts—a
chip sampling device, an optical microscopy system, a smart camera system, and a
display and control system, as shown in Fig. 1. The chip sampling device had been
designed by the relevant research group and was not within the scope of this paper. The
sensor part of the system was formed by the optical microscopy system and the smart
camera system. The main functions were optical imaging, image acquisition and data
processing, and sending the processing results to the display and control system.

Fig. 1 System logic structure
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2.2 Design of High-Resolution Microscopy Imaging Optical Lens

This paper was devoted to the design of a compact and portable oil particle counter
system. Considering the volume and weight requirements of such instruments,
according to the scheme, the optical system needed to follow the image sensor size and
size of the smart camera to develop parameters related to microscopic imaging lenses
[3]. The basic principle of the micro-imaging lens is shown in Fig. 2.

In consideration of the improvement of the confidence and the existing microscopic
imaging lens on the market was difficult to meet the requirements of the system, it was
decided to redesign the microscopic imaging lens to achieving the goals.

Imaging requirements:
Illumination source: 850 nm wavelength LD;
Numerical aperture (NA): 0.2;
Microscopic magnification: 2 times;
System imaging conjugate distance: no more than 105 mm;
Depth of field: not less than 15 lm;
Optical resolution: better than 2 lm (based on minimum particle size);
Resolution: no less than 2 million pixels;
Modulation Transfer Function (MTF) > 0.2.

An optical microscopy imaging system designed based on the above requirements will
have the following advantages: (1) Using two times magnification to improve the field
of view and increase the sampling rate and the accuracy of statistics. (2) Using 850 nm
light source can further equalize the sensitivity of RGB three pixels, thereby improving
the image gain balance of the system. (3) The use of laser light source can further
reduce the color difference of the optical system.

Initial Structure Setting and Optimization According to the guidance of the
instructor, the design of the micro-magnification lens with two sets of cemented lenses
combined with a single lens was selected. As shown in Fig. 3. Among them, the glass
used in the first set of double cemented lenses was H-LAK8A, H-ZLAF53A, the
second set of double cemented lenses was H-LAK61, H-SFS6, and the last single lens
was H-LAF54.

Fig. 2 Basic principle of micro-imaging lens
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After determining the design, the basic parameters according to the imaging
requirements were calculated. It was known that the microscopic magnifying optical
system usually adopted the reverse design idea that was the tracking direction of the
light reached the object surface from the image plane. And Fig. 3 shows the reverse
design of the lens system.

In the reverse design, the object value was set to 0.1 in the system general con-
figuration. Since the laser light source of 850 nm wavelength was selected, the
wavelength setting was 820, 850, and 870 nm, and the weights were set to 1, 2, and 1.
Because the selected sensor was IMX185, and the size was 1/1.8, so selected the height
of the object when the field of view was set, and selected four fields of view for
optimization analysis, their y field values were 0, 2.2, 3.1, 4.4, which were 0 field of
view, 50% of the maximum field of view, 70% of the maximum field of view and
100% of the maximum field of view.

Calculation of spatial resolution: By the formula 1/2D = 1/(2 � 2 lm) = 250
lp/mm, the D in the formula referred to the sensor’s single pixel size. Actually, the
2 lm substituted in our calculation was approximately substituted according to the
actual size of the sensor of 3.75 lm. The calculation of this value was used in the MTF
that was the MTF met the required 0.2 at an abscissa of 250 lp/mm. The system
modulation evaluation function (MTF) is shown in Fig. 4. As can be seen from the
figure, the system’s MTF has met the design requirements.

Fig. 4 System MTF

Fig. 3 System selected lens design
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Microscopic Imaging Lens Mechanical Structure For easy processing and assem-
bling, a reasonable mechanical designed was made, as shown in Fig. 5, which is
compact in structure, low cost, and easy for assembling.

Smart Camera System Design
Smart camera selection. The smart camera selected million star-level module—
Hi3516A+IMX185, which has functions of image acquisition, data processing,
network communication, etc., which provided convenient help for the research and
development system of this paper (Fig. 6).

Fig. 5 Microscopic imaging lens mechanical structure

Fig. 6 Smart camera with Hi3516A as the main control chip

This smart camera integrated the image acquisition, processing, and communication
functions into a single camera, which had greatly helped the system developed in this
paper.

Hi3516A was a professional high-end system on chip (SOC) developed by
HiSilicon for high-definition IP camera (network camera) products. Its 1080P@30fps
H264 multi-stream encoding performance, excellent image processing, high-
performance intelligent acceleration engine and other features. Significantly reduced
ebom (engineering design) costs while meeting customer differentiated IP camera
product features, performance, and image quality requirements [4], and IMX185 is a
CMOS color image sensor manufactured by Sony Corporation.

Design of Compact Oil Particle Counter System … 285



3 Measurement Experiments and Results

3.1 Application

The physical system for testing based on the system logic structure diagram is shown in
Fig. 7.

3.2 Test Process and Results

Confirm a test standard, such as GJB420B-2006, print, and save the test results to
obtain the test results in paper and electronic versions for archiving. The corresponding
test was done. Result of a test result is shown in Fig. 8.

4 Conclusion

The test results showed:
The current oil particle sensor is portable, and the overall performance of online
detection is still not good, and oil online monitoring technology is currently developing

Fig. 7 Physical test system

Fig. 8 Version test results
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toward integration, automation, and intelligence. Now research hotspots focus on basic
theory research, new online oil sensors, and integration of integrated online monitoring
technologies. Compared with similar commercial products as we know, this system
was accurate and portable, especially suitable for field and online testing.

Acknowledgements. This work was supported by Zhejiang University Student Research
Innovation Program (project No. 2018R409012).
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Abstract. For phase-modulated systems, digital carrier phase estimation
(CPE) has been generally accepted as the fundamental solution to suppressing
the challenging effects of laser phase noise (LPN). The optimal average length
FIR filter used in carrier phase estimation algorithms, which is the best trade-off
between tracking the time-varying phase offset and reducing effects of the
Gaussian noise, has been identified as crucial to estimating phase reference from
consecutive multi-symbols and impacts performance of digital coherent recei-
vers. The optimal average length depends on factors such as laser linewidth and
optical signal-to-noise ratio (OSNR) as well as nonlinearities of the channel,
factors that are very difficult to observe in actual networks because they differ
device by device, channel by channel, and subject to change with time, since
their statistical knowledge may be unknown especially in reconfigurable optical
systems. This paper proposes a simple adaptive phase estimation scheme that
uses a phase noise reference to suitably set the properties of the FIR filter (i.e.,
average length) in phase tracking circuits under different channel conditions to
mitigate the combined effects of both intrinsic laser phase noise and nonlinear
phase noise in coherent phase-modulated optical systems.

Keywords: Coherent optical fiber communication � Phase noise � Adaptive
carrier phase estimation

1 Introduction

The recent commercialization of the digital coherent transceiver applications for
50 Gb/s BPSK, 100 Gb/s QPSK, and 200 Gb/s 16-QAM in submarine links, terrestrial
long-haul systems, and metro/regional networks, respectively, confirmed the trend
toward coherent systems in future optical communication systems in order to enhance
fiber capacity and overcome the nonlinear limit to avoid capacity crunch [1]. For phase-
modulated systems, digital carrier phase estimation (CPE) [2] has been generally
accepted as the fundamental solution to suppressing the challenging effects of laser
phase noise (LPN). In realistic long-haul coherent optical fiber communication systems,
there exists not only LPN but also nonlinear phase noise (NLPN) due to fiber non-
linearities caused by Kerr effects. As a result, mitigating phase shifts due to fiber
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nonlinearity becomes the next logical step to improving transmission performance of
coherent optical phase-modulated systems. The NLPN in a single channel has two
effects: the average fixed phase shift due to signal–signal self-phase modulation
(SPM) and the signal–noise interactions known as Gordon–Mollenauer (GM) effect [3].
On the other hand, digital back-propagation (DBP) [3] effectively mitigates the former
effect but often fails in the presence of the latter to converge to the exact transmitted
signal. Hence, DBP cannot avoid performance degradation caused by the GM effect.
Furthermore, prior works have identified the average length used in carrier phase
estimation algorithms as crucial to estimating phase reference from consecutive multi-
symbols and can be optimized blindly [4] or based on phase noise statistics to influence
the performance of digital coherent receivers in the presence of cross-phase modulation
(XPM). The optimal average length, which is the best trade-off between the varying
speed of the phase offset and reducing effects of the Gaussian noise, depends on factors
such as laser linewidth and optical signal-to-noise ratio (OSNR) as well as nonlin-
earities of the channel. Since these factors differ device by device, channel by channel,
and subject to change with time and are very difficult to observe in actual networks
because their statistical knowledge may be unknown especially in reconfigurable
optical systems, it is desirable that the carrier phase estimator be adaptive. It is therefore
very useful to adaptively choose the average length under different channel conditions
to get the best performance in coherent optical systems. In this paper, the authors
propose a simple adaptive phase estimation scheme that uses the phase noise reference
to appropriately set the properties of the FIR filter (i.e., average length) in the phase
tracking circuit to mitigate the combined effects of both the intrinsic laser phase noise
(LPN) and GM effect.

2 Adaptive Filtering

Under the conventional CPE scheme which uses a fixed optimum FIR filter, a case of
ASE-noise-limited channel requires a large tap number of FIR filters for superior
performance. Contrarily, a case of phase-noise-limited channel requires a short FIR
filter to dynamically track the phase rotation caused by the large phase noise fluctua-
tion. In real system implementations, condition of system noises is probably subject to
vary with time and from channel to channel frequently. This suggests that the con-
ventional CPE scheme with a fixed property of the FIR filter may be ineffective to
precisely follow the phase rotation under any of the above channel conditions and
offers only a limited gain. Hence, the FIR filter needs to be automatically adjusted in
systems under different conditions to get the best performance. Furthermore, when
launch power is low, the dominant limiting factor in the system is ASE noise.
In contrast, with increasing launch power as is the case during fiber nonlinearity
regime, a larger reduction in ASE noise eventually occurs and the system becomes
phase-noise limited. As a consequence of the large phase noise, the optimal FIR filter
subsequently becomes quite small. As ASE noise is Gaussian distributed, medium-to-
low noise occurs frequently than large noise. Any occurring large ASE noise signal at
the instance of large phase noise can be difficult to average out which can skew the
overall phase estimation from the actual value significantly. Thus, any symbol with
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such large phase noise is likely to severely distort the phase estimation and cause
performance degradation. To improve upon the stability of the CPE performance
in situations of large phase noise, the proposed CPE scheme eliminates those symbols
with large noise in the phase reference (PR) signal from averaging process by setting
the PR signal to zero during such instances. The proposed scheme therefore seeks to
divide the channel into a case of phase-and-ASE-noise-limited subchannels and
adaptively selects the tap number of the FIR filter to match the strength of the pre-
vailing system noise condition in each subchannel. For the first step, the proposed
scheme derives a PR value hk which seems to contain complete information about the
phase noise at each sample by raising the received signal to the Mth-power [4] to
remove the data modulation. Next, the PR value hk is compared to a pre-defined
threshold hT controlled by a thresholding factor b, where 0� b� 1. If the PR value hk
is equal to or greater than the threshold hT, a smaller tap number suitable for tracking
large phase noise is selected. Conversely, if the PR value is less than the threshold hT, a
large tap number suitable for small phase noise is selected. Mathematically, the scheme
can be summarized as:

N ¼ Ns; hk � bhT
Nl; hk\bhT

�
ð1Þ

where the N is the appropriate selected averaging length and hT is the maximum
possible phase change between signal with and without ASE noise, but can also be the
nonlinear threshold. Note that the phase rotation characteristic of the phase noise differs
from that of the ASE noise. Because hk is correlated to the phase noise, performance is
expected to improve with adaptive tap selection. Finally, based on the tap number
selected, the averaged phase rotation w is derived using the Mth-power CPE as:

w ¼ PU
1
M

arg
XN
i¼1

ykð ÞM
" #( )

ð2Þ

where PU refers to the phase unwrapping function applied. Differential encoding and
decoding is employed to deal with the resultant cycle slips.

3 Simulation and Results Discussion

A 112-Gb/s coherent optical standard single mode fiber (SSMF) link is simulated with
polarization-multiplexed quadrature phase shift keying (PM-QPSK) transmission con-
stellation in VPI to evaluate the performance of the proposed phase noise compensation
scheme. At the transmitter, QPSK symbols are generated using MATLAB and modu-
lated by IQ modulator. The fiber link is a recirculating loop made up of identical 80-km
spans of an uncompensated SSMF with 0.2 db/km fiber loss, 16 ps/nm km dispersion
coefficient, and 1.22 W−1 km−1

fiber nonlinearity coefficient. The span loss was com-
pensated by Erbium-doped fiber amplifiers (EDFA) modeled with a gain of 16 dB and
noise figure of 4 dB. The ASE noise is added inline to guarantee that the interaction

290 F. K. Deynu et al.



between signal and noise is acceptably captured. The laser linewidth is either zero when
no LPN is considered, or approximately 100 kHz (counting for the sum of both transmit
and receive LO laser) when LPN is considered. At the receiver, the signal is demodu-
lated by a standard phase and polarization diversity coherent homodyne optical receiver
followed by DSP modules that digitized the received signal and mitigated simultane-
ously chromatic dispersion and the average fixed phase shift due to SPM using DBP as
well as polarization demultiplexing [3]. This is followed by the adaptive CPE proposed
here, which is done independently on each of the two polarizations but averaged to
estimate the phase noise which stems from same lasers.

We study the performance of our adaptive CPE in terms of Q-factor based on
AWGN distribution and phase estimation error as a function of launch power with
respect to fiber length. In order to demonstrate the nonlinear noise cancelation effect of
CPE methods, the ASE noise was first turned off and on later to exploit the impact of
the average length of CPE on system performance and its dependence on Q-factor as a
function of launch power variation in the presence of phase noise with or without ASE
noise in optical fiber transmissions. In cases of NLPN only where there is no laser
linewidth and requires no CPE in the DSP, yet the NLPN was affected by the CPE.
Note that even in the absence of ASE noise, some filtering operation was still necessary
to ensure optimal phase tracking. Due to limited space, such results are not presented
here. After extensive simulation, the optimum block size was found to be 7 for the
convention CPE. We proceed to compare such a scheme with our adaptive CPE
scheme with the optimized values b ¼ 0:8, Ns ¼ 3, and Nl ¼ 15. Figure 1 shows the
performance analysis of 112 Gb/s PMD-QPSK for the two schemes in terms of Q-
factor as a function of launch power variation in the presence of phase noise with ASE
noise. As obvious from Fig. 1, the Q-factor improvements achieved by our adaptive
phase noise estimation scheme over the conventional scheme are roughly about 1 dB,
which agrees with our prediction.
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The performance of our adaptive filter is further assessed in terms of phase
estimation error Duk, defined as the absolute maximum difference between the original
and estimated phase noise in [4] as:

Duk ¼ hk � w ð3Þ

Figure 2 shows the result of such an assessment of the phase estimation error as a
function of launch power for various fiber spans. For different fiber transmission
lengths, the scheme shows similar performance no matter the value of the launch
power, even though there are fluctuations. The dependency of the optimal average
length dynamics on the phase of each sample may be responsible for these fluctuations.
Furthermore, we compared our blockwise averaging method with the sliding (moving)
average method defined as [2]:

w ¼ PU
1
M

arg
XN
i¼�N

ykð ÞM
" #( )

ð4Þ

The result as indicated in Fig. 3 shows that the sliding method achieves better
performance than the blockwise method because it uses both past and future symbols to
estimate the carrier phase and the phase thus estimated is taken as the phase for the
central symbol. In the blockwise method, since all the symbols within the block share
same phase estimate, it is likely that symbols at the edges of the block may differ in
phases from the central symbol in reality.
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4 Conclusion

Compared with the conventional optimal fixed-tap filter scheme, performance of the
proposed adaptive scheme is superior since it adaptively selects an adequate number of
FIR filters according to the strength of the phase noise as measured in phase estimating
circuits. In addition, the proposed adaptive scheme recognizes and excludes symbols
with significantly large noise during the phase estimation process. It can be concluded
that the proposed scheme offers superior performance for high-rate coherent optical
fiber transmission systems even though the complexity of its additional hardware is
quite simple.

Acknowledgements. This work is supported by the National Natural Science Foundation of
China (#61471088).

References

1. Agrell, E.: Roadmap of optical communications. J. Opt. 18(6), 1–40 (2016)
2. Deynu, F.: Adaptive phase estimation in the presence of nonlinear phase noise for carrier

phase recovery of PM-QPSK Signals in Coherent Optical Receivers, submitted to ICOM
(2018)

3. Lin, C., Asif, R.: Nonlinear mitigation using carrier phase estimation and digital backward
propagation in coherent QAM transmission. Opt. Express 20(26), B405–B412 (2012)

4. Goldfarb, G., Li G.: BER estimation of QPSK homodyne detection with carrier phase
estimation using digital signal processing. Opt. Express 14(18), 8043–8053 (2006)

0 2 4 6 8 10
10

12

14

16

18

20

22

24

Q
-fa

ct
or

 [d
B

]

Launch Power [dB]

 sliding (adaptive)
 blockwise (adaptive)
 sliding (coventional)
 blockwise (coventional)

LPN + NLPN (ASE)

Fig. 3 Blockwise versus sliding averaging methods

Adaptive Phase Estimation in the Presence of Nonlinear Phase … 293



Preparation and Application of Semiconductor
Fluorescent Probe

Xin Wang(&), Jiaqi Chen, Jie Huang, Yuxue Feng, Zhenhuan Gu,
and Zugang Liu

China Jiliang University, Hangzhou 310018, China
xwcjlu@163.com

Abstract. This paper describes the investigation of surface modified CdTe/ZnS
nanoparticle as a sensing receptor for Hg2+ ion detection by optical approach.
Glutathione-modified CdTe/ZnS nanoparticles were used as a fluorescence
sensor for Hg ion which involved in the fluorescence quenching. The experi-
ment results show that fluorescence intensity is the highest when the mol ratio of
CdTe and ZnS is 1:2 in nanoparticle structure, and the fluorescence intensity of
nanoparticle depends linearly on mercury ion concentration, and the correlation
coefficient R = 0.9823, and simulation error less than four percent. This tech-
nique demonstrated an effective detection of mercury in aquatic environment.

Keywords: Cd/ZnS nanoparticle � Glutathione modification � Hg ion

1 Introduction

Semiconductor materials are widely used in telecommunications, industrial manufac-
turing, and aerospace field. Currently, the range of semiconductor materials and their
application are widely extended. The semiconductor materials can be used in energy,
display, medical, and biological fields [1–3]. Among them, semiconductor fluorescent
probe is the one that is most widely used in medical field. The fluorescence material has
wide excitation spectrum and good light stability and is used to detect heavy metal ions
[4–6]. Functionalized modification is needed for the detection of different heavy metal
ions, and different nanoparticle shall be modified according to different characteristics
of heavy metal ion. CdSe and CdTe, which can be used to detect heavy metal ions by
looking the change in the emission spectra of the nanoparticle in the UV-visible range,
have received special attention [7–9]. In 2002, Yongfen Chen et al. [10] established a
new method for detecting Cu2+ and Zn2+ with functionalized nanoparticles. In 2014,
LiMi Zhu [11] successfully synthesizes L-cysteine/mercaptopropionic acid-modified
CdTe nanoparticle with high quantum yield, good fluorescence stability, and good
biocompatibility. However, the preparation of functionally modified nanoparticle still
either requires nitrogen protection, or requires higher temperatures, or requires special
treatment, and the preparation process is still complicated. This paper uses ultrasonic
chemical reaction to synthesize CdTe/ZnS nanoparticles and uses glutathione to modify
the nanoparticles to detect Hg ions, which is convenient to prepare and may provide
new direction for Hg ion detection research.
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2 Experiment

2.1 Reagents

Sodium tellurite (99.99%), hydrazine hydrate (>98.0%), mercaptoacetic acid (99.0%),
were used as received zinc sulfate, white vitriol, sodium sulfide, glutathione, phosphate
buffer, mercury (GSB 04-1729-2004) were of analytical grade.

2.2 Apparatus

The structures of these samples were analyzed with an X-ray diffraction
(XRD) (BRUKER-AXS), and UV-VIS spectroscopy was measured with UV-vis
spectrophotometer (Hitachi, F2700).

2.3 Experimental Steps

The CdTe nanoparticles were synthesized by ultrasonic chemistry [12], reacting
Na2TeO3 with CdCl2 solution with hydrazine hydrate as a reducing agent.

Synthesis of CdTe/ZnS Compounds Na2TeO3 was added to the CdCl2 solution and
6 mL of hydrazine hydrate until the pH of 10.5 and then ultrasonically reacted for two
hours. Then, mix the above CdTe solution with ZnS solution on the ratio of CdTe: ZnS
at 2:1 to 1:4 and ultrasonically oscillate for two hours.

Preparation of Glutathione-Modified CdTe/ZnS Nanoparticles The synthesized
CdTe/ZnS nanoparticles were dissolved in the PB buffer solution, and then different
amounts of glutathione (reducing) were added and oscillated for two hours, and the
surface modification was completed by self-assembly.

Hg2+ Solution Preparation and Concentration Test Use the national standard
sample (GSB 04-1729-2004), to prepare different concentrations of Hg2+ solution.
Then, a mixed solution of CdTe/ZnS quantum dots and glutathione is dissolved in PB
buffer solution, and different concentrations Hg2+ solution is added, mechanically stir
for one minute, and let stand for 10–30 min before test. The CdTe/ZnS core-shell
quantum dot fluorescence quenching is caused by the absorption of Hg2+ on glu-
tathione. The quench at peak intensity of fluorescence is used to establish the rela-
tionship between the Hg2+ concentration and the fluorescence intensity.

3 Results and Discussion

The XRD pattern shown in Fig. 1a shows that the phase of the material is CdTe
(JPCDS No. 43-712), and its three strong peaks are 23.763°, 39.293°, and 46.438°,
correspond crystal plane to (111), (220), and (311), and the crystal purity is high, and
the particle size of the sample can be calculated to be about 10 nm according to the
half-height Scherrer formula of the diffraction peak corresponding to the (111) plane.

The XRD pattern shown in Fig. 1b indicates that the phases of the synthesized
substance are CdTe (JPCDS No. 43-712) and ZnS (JPCDS No. 60-378). The peak
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indicated by the black dot is the diffraction peak belonging to ZnS, and the three strong
peaks are 28.530°, 47.454°, and 56.307°, correspond crystal plane to (111), (220), and
(311); the peak indicated by the white dot is the diffraction peak belonging to CdTe,
and the three strong peaks are 23.763°, 39.293°, and 46.438°, correspond crystal plane
to (111), (220), and (311). According to the three strong peaks, it can be judged that the
crystal purity of the CdTe/ZnS core-shell nanocrystalline is high, and the particle size
of the sample can be calculated to be about 10 nm according to the half-height Scherrer
formula of the diffraction peak.

From Fig. 1c, d, we can see the excitation spectrum and the emission spectra at
different CdTe: ZnS ratio. When the CdTe/ZnS nanocrystalline with the CdTe: ZnS
molar ratio at 1:2, it has the strongest fluorescence intensity.

Fig. 1 a XRD pattern of CdTe sample, b CdTe/ZnS nanoparticles XRD pattern with CdTe: ZnS
molar ratio of 1:2, c excitation spectra of CdTe/ZnS nanoparticles, d emission spectra of
CdTe/ZnS nanoparticles (CdTe: ZnS = 2:1, 1:1, 1:2, 1:4)
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From Fig. 2a, when the CdTe nanocrystalline is 1:1 with the modified glutathione,
the fluorescence intensity is the strongest, which can be used as the best ratio for the
detection of heavy metals.

According to Fig. 2b, c, it can be seen that the Hg2+ concentration has a good linear
relationship with the fluorescence intensity of the CdTe/ZnS nanoparticles, and the
equation is established by a one-way linear regression fit:

I ¼ 492:32� 0:42C ð1Þ

Here, I is the fluorescence intensity, and C is the Hg2+ concentration. The linear
correlation coefficient R-square factor is 0.9823, indicates that I and C have high

Fig. 2 a Fluorescence characteristic curve of CdTe nanoparticles modified with different
proportions of glutathione, b relationship between Hg2+ concentration and fluorescence
quenching intensity, c a fitted graph, d Hg2+ concentration test error diagram
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linearity. In order to verify the accuracy of the model, the same measuring procedure
was used to test the fluorescence intensity, and the concentration value was calculated
by formula (1), and the relative error was calculated. From Fig. 2d, the calculated
measurement model and the actual concentration of the Hg2+ concentration formulation
relative error is less than 4%, indicating that the test model having a high degree of
accuracy.

4 Conclusion

In this paper, CdTe/ZnS was prepared by ultrasonically chemical reaction, and
CdTe/ZnS nanoparticles were modified with glutathione to detect heavy metal Hg2+

concentration. The experimental results show that the best CdTe to ZnS ratio as 1:2 and
1:1 as best glutathione to CdTe/ZnS quantum dots ratio for achieving the best
fluorescence characteristics and the strongest fluorescence intensity. The linear rela-
tionship between the Hg2+ concentration and the fluorescence intensity of CdTe/ZnS
nanoparticles is found with experimental results. It shows that the Hg2+ concentration
can be effectively detected with this method in biotic environment.
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Abstract. The schematic diagram of optical cavity design has been introduced
in detail; meanwhile, the principle of measuring the gas concentration with
optical resonator is also introduced. The pressure distribution and the velocity
distribution of the optical cavity have been simulated by finite element method.
Finally, the field performance of the optical cavity has been tested. Using the
optical cavity spectroscopy technology, the gas component detection system is
set up to realize high precision online monitoring of gas components such as
CO, H2S and HF. The detection system uses narrow line-width semiconductor
laser to select the characteristic gas spectrum and output the absorption peak
wavelength. Three kinds of gas concentration are measured by time division
multiplexing, and the online sampling device of closed loop gas is integrated to
complete the monitoring platform of high precision. The paper has developed
the SF6 composition monitoring device based on optical attenuation technology,
which provides the new research method for the online monitoring of gas
components such as CO, H2S and HF with the high accuracy of 3 ppm.

Keywords: Optical cavity design � Online monitoring � Characteristic gas
spectrum

1 Introduction

SF6 gas as excellent insulation and arcing medium has been widely applied in the SF6
gas insulated circuit breakers, the gas insulated combination electric appliance, such as
GIS, transformers, transformer, and power cable [1]. Electrical equipment in the pro-
cess of running in the high-voltage electric arc or energetic factor will happen under the
action of SF6 gas decomposition, producing hydrogen fluoride (HF), sulfur dioxide
(SO2), hydrogen sulfide (H2S), carbon monoxide (CO) and other compounds. With HF
as important the decomposition product of the first, in the high-voltage equipment of
HF gas detection is very important, but because of its chemical properties and lively,
strong physical adsorption, offline detection means is difficult to detect [2, 3].

In this paper, the schematic diagram of the optical cavity design has been intro-
duced in detail; meanwhile, the principle of measuring the gas concentration with
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optical resonator is also introduced. The pressure distribution and the velocity distri-
bution of the optical cavity have been simulated by finite element method. Finally, the
field performance of the optical cavity has been tested. Using the optical cavity
spectroscopy technology, the gas component detection system is set up to realize high
precision online monitoring of gas components such as CO, H2S and HF. The detection
system uses narrow line-width semiconductor laser to select the characteristic gas
spectrum and output the absorption peak wavelength. Three kinds of gas concentration
are measured by time division multiplexing, and the online sampling device of closed
loop gas is integrated to complete the monitoring platform of high precision. The paper
has developed the SF6 composition monitoring device based on optical attenuation
technology, which provides the new research method for the online monitoring of gas
components such as CO, H2S and HF with high accuracy.

2 Technical Principle

HF, CO and H2S are three typical fault gases in SF6 insulated equipment. These gases
have rich absorption spectrum in the infrared band, take into account the reasons for the
price and absorption of the laser, the common absorption lines are selected [4]. The
optical cavity is the main body of laser, in order to meet the measurement of HF, CO
and H2S gas, and the absorption spectra of the three gases are 1568, 1578 and
1305 nm, respectively. The high reflectivity film system is 1300–1600 nm. When the
cavity length is 0.4 m, and the absorption time is 80 ns, the detection accuracy is
0.3 � 10−6. The reflector is strictly fixed on the stable device, the average optical input
of the cavity is reflected thousands of times in the fluid tube through a mirror, and the
light output through another mirror is accepted by the photo-multiplier tube (Fig. 1).

After the reflection, the light intensity will be weakened by the transmission of the
mirror in the cavity. By measuring the gradual decreasing of the optical pulse ring, the
relationship between the pulse intensity of the cavity and the time can be obtained. The
reflectivity of the cavity lens M1 and M2 is R1 and R2, respectively. The initial energy

Fig. 1 Schematic diagram of the optical cavity design
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of the optical pulse in the coupled ring down cavity is I0 and the center wavelength is k.
The intensity of optical pulse at the time of t can be expressed as:

Iðt; kÞ ¼ I0 exp½�sðkÞ=t� ð1Þ

The oscillation time is determined by the reflectivity R1 and R2 of the two mirrors.
The mathematical expression of s is:

sðkÞ ¼ tr
lnðR1R2Þ�1 ð2Þ

tr ¼ 2L=c is the time required to express in the light cavity, and c is the light speed, L is
the length of the resonator. Assuming that the absorption coefficient of the cavity
sample is a, the formula (1) can also be expressed as:

I ¼ I0ð1� R2Þ expð�aLÞ ð3Þ

The intensity of light attenuates exponentially with time, that:

s ¼ nL=½cð1� Rþ aLÞ� ð4Þ

When there is no gas or liquid in the cavity, s0 also can be expressed as:

s ¼ nL=½cð1� RÞ� ð5Þ

The change of the decay time before and after the absorption sample was detected:

a ¼ ðn=cÞ � ð1
s
� 1
s0
Þ ð6Þ

Equation (6) shows that the numerical change of the intensity of the pulse light
source does not have direct effect on the sensing measurement, but the stability of the
cavity will limit the calculation accuracy of the absorption coefficient. And the gas
concentration N is:

N ¼ 1
crðvÞ

1
sðvÞ �

1
s0

� �
ð7Þ

From (7), the gas concentration N can be calculated.

3 Design of the Optical Cavity

The system can not only meet the testing requirements of high pressure in SF6 gas
insulated electrical equipment, but also meet requirement of circulating gas detection.
The configuration of the device design is shown in Fig. 2. In order to better display the
internal condition of the device, a section of the device is shown in Fig. 3. The optical
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cavity is divided into the internal and external two layers, the blue part is the rein-
forcement of the structure parts, gas enters through the upper air inlet into the interior of
the absorption chamber, light incident into the gas chamber, multiple laser oscillations
are formed on both sides by optical mirrors [5]. In order to maintain the stability of the
internal airflow, increase inner air intake. The optical reflection diagram of the optical
cavity is shown in Fig. 4.

Fig. 2 Configuration of the device design

Fig. 3 Section of the device

Fig. 4 Optical reflection diagram of the optical cavity

Online Monitoring Study for SF6 Composition by Optical … 303



Figure 4 shows that the use of reflectors at the end of photo-acoustic cell can
increase the absorption optical path, to improve the detection sensitivity of the system,
the photo-acoustic pool is required to work in resonant mode [6, 7]. The modulation
frequency f of chopper is equal to the resonant frequency f0 of photo-acoustic cell. At
25 °C, propagation speed of sound wave in SF6 gas is about 135.4 m/s; therefore, the
theoretical value of one-dimensional resonant frequency of photo-acoustic cell
designed is 1120 Hz, the frequency response curve is shown in Fig. 5, shown that the
maximum peak value is around 1050 Hz, which is close to the designed value
1120 Hz.

4 Simulation of Optical Cavity with FEM

The SF6 gas pressure in the GIS is always 0.4–0.6 MPa, so set the air intake 0.1–
0.5 MPa, and in the outlet pump with the vacuum, so the pressure is 0.05 MPa. The
finite element model (FEM) of the gas chamber structure is shown in Fig. 6.

The upper part is an air inlet, and the mirror is fixed on both sides of the air
chamber. In the middle is the outlet pipe, in order to stabilize the airflow, there is a hole
in the middle of the outlet pipe, and the right side is the air outlet. Take the inlet
pressure as 0.4 MPa for an example, the simulation results are shown in Fig. 7.

Fig. 5 Frequency response curve

Fig. 6 FEM model of the gas chamber
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Figure 7a indicates that the whole chamber is uniform, and the maximum pressure is
the outermost chamber shell. The inlet area of the internal outlet is orange and the
pressure is larger. In other area, due to the larger size of the chamber, the force is
uniform. Figure 7b indicates the gas velocity vector diagram, and the direction and
trend of gas flow can be seen. It can be seen that the structure design of the gas
absorption chamber can basically meet the requirement of the GIS gas pressure. The
force is uniform, and the flow and pressure values are reasonable.

(a) Pressure distribution

(b) Velocity distribution

(c) Velocity vector graph

Fig. 7 FEM model of the gas chamber
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5 Hardware and Software Design of Optical Cavity

The design of laser cavity spectroscopy detection system for three gases of H2S, CO
and HF is shown in Fig. 8. Three different laser output wavelengths for three kinds of
gas absorption peaks to be measured. The light emitted by the laser is modulated by the
modulation signal generated by the signal generator into the beam closing device. The
beam closing device combines the multi-wavelength light into a sound light modulator,
then enters the high reflectivity cavity through the collimator, and outputs the switch
through the detector [8, 9]. By switching the time division of the switch channel, the
AD converter is converted into a digital signal and enters the micro-control unit, and
the inversion of the concentration is realized by compiling the algorithm. Data output to
the human-machine interaction interface, to achieve three kinds of different gas con-
centration display, switch machine and online self-calibration process control. The
index of laser selection is center wavelength at 1305, 1568 and 1578 nm, respectively.
The LIV characteristics curve is tested, and the test results are shown in Fig. 9.

Fig. 8 Technical scheme for detecting content of dissolved gas

Fig. 9 The LIV curves of the laser
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At the different temperatures, the wavelength varies with the current drift coeffi-
cient, linear fitting is used and approximate equation is:

k ¼ 0:101 � T þ 1652:888 ð8Þ

At 25 °C, the standard thermistor value is 10 ± 0.5 kX, and negative temperature
coefficient is −4.4%/°C, the relationship between the thermistor R and the absolute
temperature T is R = 10,000*exp(−4400*(1/298.15−1/T)). According to the laser
performance test curve in Fig. 9, the laser driving current and operating point tem-
perature can be determined.

6 Field Testing Results of Optical Cavity

Plunge certain amount of N2 into the device, it should change around 0 ppm, Fig. 10 is
the baseline change of 30 min at 20 °C.

It can be seen that the baseline fluctuation is at 0–2 ppm, which satisfies the
accuracy of 3 ppm, the 3 ppm H2S, CO and HF gas can be distinguished because of the
baseline fluctuation. From 20 to 0 °C, the baseline variation curve can be seen from
Fig. 11, the baseline fluctuation is 3.5 ppm at 0 °C, which can not meet detection
accuracy of 3 ppm.

To improve the detection accuracy of system, it is necessary to improve the weak
signal detection ability of the system. The modulated signal is loaded into the laser to
obtain the modulated wavelength output, and optical signal is converted into electrical
signal. The signal enters the FPGA through AD to carry out the digital phase-locked
calculation. The overall structure of the circuit board is shown in Fig. 12.

Figure 12 shows that under different temperature conditions, the optical circuit for
gas detection has high accuracy.

Fig. 10 Baseline change curve at T = 20 °C
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7 Conclusion

The optical cavity is the main body of laser, in order to meet the measurement of HF,
CO and H2S gas, and the absorption spectra of the three gases are 1568, 1578 and
1305 nm, respectively. Structure design of the gas absorption chamber can basically
meet the requirement of the GIS gas pressure. The force is uniform, and the flow and
pressure values are reasonable. The relationship between the thermistor R and the
absolute temperature T is R = 10,000*exp(−4400*(1/298.15−1/T)). According to the
laser performance test curve, the laser driving current and operating point temperature
can be determined. Moreover, the signal enters the FPGA through AD to carry out the
digital phase-locked calculation which can realize the gas detection with high accuracy.

Fig. 11 Baseline change curve of 0–20 °C

Fig. 12 Optical circuit for gas detection
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