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Effect of Physical Vapour Deposition
Coatings on High Speed Steel Single
Point Cutting Tool

R. Ravi Raja Malar Vannan, T. V. Moorthy, P. Hariharan
and B. K. Gnanavel

Abstract This Paper presents the investigation of hardness, tool weight loss
percentage, surface roughness of High Speed Steel single point cutting tool and
Physical vapour deposition coated HSS tool and surface roughness of work piece.
The tools with predetermined geometries were analyzed in similar machining con-
ditions. The results identified that the weight loss percentage of the coated tool is
less when compared with uncoated tool. Additionally the hardness of the coated
tool is greater than uncoated tool, Surface roughness of coated tool is far better than
uncoated tool and tool wear is less for coated tool when compared with uncoated
tool.

Keywords PVD · HSS · TiN · AlCrN · TiAlN

1 Introduction

Varieties of machines, equipments and tools are used in the field of mechanical,
automobile and manufacturing engineering. The most traditionally used tool is high
speed steel (HSS). Titanium Aluminium Nitride (TiAlN/Aluminium Nitride (AlN)
multilayer coatings is useful to increase the hardness and its thickness is considerably
increased by reducing the flow rate of nitrogen [1]. The Corrosion resistance property
is increased by Zinc-Ferrous alloy coatings [2]. The cutting parameters, surface
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2 R. Ravi Raja Malar Vannan et al.

Fig. 1 Nomenclature of single point HSS cutting tool [8]

finish, tool wear and residual stress were studied [3]. The micro hardness varies
with reverence to coating thickness. When compared with uncoated carbide insert,
TiN coated carbide insert tool have a longer tool life [4]. The cutting force, surfaces
roughness and tool wear were determined [5]. Tool life, flank wear, cutting force and
surface roughness were observed [6]. The coatings have been studied in different
aspects which help for the modification of surface material, corrosion resistance and
wear properties can be improved [7]. In this research work, the characterization of
the tool was carried out by PVD Coating on HSS tools.

2 Methods

Figure 1 shows the Nomenclature of single point HSS cutting tool. The Physical
Vapour Deposition coating process is carried out in high vacuum at pressure
(2 × 10−4 mbar) and at temperature ranges from 150 to 500 °C. Tables 1 and 2
shows the composition and hardness of uncoated HSS single point cutting tool,
TiAlN coating on HSS tool, TiN coating on HSS tool, AlCrN coating on HSS tool,
(TiN + AlCrN) Bilayer coating on HSS tool and (AlCrN + TiAlN) bilayer coating
on HSS tools are used in this experimental work.

The uncoated and coated samples were subjected to an accelerated corrosion
testing, which is salt spray test according to ASTM B-117-9 standard. The salt
solution of 5 wt% of NaCl is continuously sprayed as a salt mist over the coated
surface of the sample at 30° angle held on specimen table. The salt spray test was
carried out for 24 h at room temperature. The exposed surface areas of all specimens
were 1 cm2 and the remaining portion except the coated surface was waxed.

Surface roughness of mild steel work-pieces machined by both coated and
uncoated tools were determined using Taylor Hobson Talysurf non-contact surface
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Table 1 Element composition for uncoated HSS tool, TiAlN coating on HSS tool, TiN coating on
HSS tool, AlCrN coating on HSS tool, (TiN + AlCrN) bilayer coating on HSS tool and (AlCrN +
TiAlN) bilayer coating on HSS tool

Quantitative results for element composition for uncoated HSS tool

Elements C Mg Si V Cr Mn Fe Mo W

Weight % 10.71 0.15 0.14 2.14 3.64 0.30 75.00 3.51 4.41

Quantitative results for element composition for TiAlN coating on HSS tool

Elements Ti N Al Fe

Weight% 71.24 3.24 23.81 1.71

Quantitative results for element composition for TiN coating on HSS tool

Elements Ti N Al Fe Si Cr W

Weight% 85.95 8.37 0.13 3.94 0.15 0.45 1.01

Quantitative results for element composition for AlCrN coating on HSS tool

Elements Al Cr N Fe

Weight% 42.56 42.18 13.64 1.62

Quantitative results for (TiN + AlCrN) bilayer coating on HSS tool

Elements C N Al Ti Cr Fe W

Weight% 12.09 1.70 25.78 24.39 33.24 1.41 1.39

Quantitative results for element composition for (AlCrN + TiAlN) bilayer coating on
HSS tool

Elements Ti Al N Cr

Weight% 66.38 29.77 3.28 0.57

Table 2 Hardness value in
HV 1 kg by using micro
hardness tester

Composition Hardness VHN

Uncoated HSS tool 890

TiAlN coated HSS tool 1249

TiN coated HSS tool 1072

AlCrN coated HSS tool 1060

TiN + AlCrN coated HSS tool 1090

AlCrN + TiAlN coated HSS tool 1250

roughness tester. The surface roughness measurements on bi-layer coated tool and
uncoated tool were conducted using Taylor Hobson Talysurf surface roughness tester
(ASTMB117).

Hardness test on coated tool and uncoated tools were conducted using Vickers
microhardness tester at 1 kg load indentation. The tool wear tests were conducted
on bi-layer coated and uncoated tools using weight loss method. The weight loss
measurement equipment error is 1 mg. Vickers hardness test was checked in coated
and uncoated tool at same loading conditions as per ASTM E384.
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Fig. 2 a Surface corrosion for uncoatedHSS tool, b surface corrosion for (AlCrN+TiAlN) bilayer
coated HSS tool

3 Results and Discussion

Table 1 shows the chemical compositions of uncoated HSS tool, TiAlN coated HSS
tool, TiN coated HSS tool, AlCrN coated HSS tool, (TiN + AlCrN) Bilayer coated
HSS tool and (AlCrN + TiAlN) bilayer coated HSS tool. There was observed that
there was less corrosion in (AlCrN + TiAlN) coated tool when compared with
uncoated HSS tool. Figure 2 shows images of the surface corrosion of the uncoated
and (AlCrN + TiAlN) coated HSS tools. The coated tool surfaces are corrosion
resistant and this is due to the presence of corrosion Prevention elements which
are Ti, Al and Cr in the coating material which forms protective oxide layer on the
surface.

4 Conclusions

In this study TiAlN, TiN, AlCrN, (TiN + AlCrN) and (AlCrN + TiAlN) coatings
were successfully performed on HSS single point cutting tool using PVD coating
Technique and the following conclusions can be drawn. Surface roughness of the
coated tools is found to be better because of the coatings on the tool surface. The
surface hardness of the uncoated and coated tools was determined. The coated tools
hardness is higher than uncoated HSS tool. It is because of the nitrides present on the
coated tool surface. The coated tools have low wear rate because of the hard ceramic
material coating on the surface. The (AlCrN + TiAlN) bilayer coating on HSS tool
has better corrosion resistance property because of the Protective coating. The mild
steel work piece was machined with uncoated and PVD coated HSS tools. The work
piece surface roughness is better when machined with coated tools, since the coating
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material is acting as lubricant in the dry machining. The protective alumina layer
acts as a tribo film during the metal cutting process.
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The Effect of the Gap Distance Between
Electrodes on Removal Rate in PMEDM
Using FEA

Mohammed Abdulridha Abbas and Mohd Amri Lajis

Abstract The numerical investigation using Finite Elements Analysis (FEA)
reflects the prediction of the removal rate of the complicatedmaterials in theElectrical
Discharge Machining (EDM). Furthermore, it clarifies the ability of the electrother-
mal energy for the plasma channel to specify behaviors of the removal operation
in this environment. One of the significant purposes of using FEA is reduction the
experimental cost in both fields of EDMand PowderMixed-EDM (PMEDM). There-
fore, this investigation technique invested in these fields because of the similarity to
a large extent between it except for the case of the impedance of the dielectric liq-
uid. The powder additive to this liquid contributes to overcoming the impedance
and enhancing the EDM performance. The numerical Kansal’s model was used with
PMEDM to determine the applied heat flux of the plasma channel between electrodes
which require modifying to avoid unstable voltage terminology. At the same time,
it is observed a duration the relationship between the spark gap and the voltage of
PMEDM system during the pulse. Therefore, this paper will study the effect of the
gap distance on the removal rate that is taking place in D2 steel with Chromium
Powder Mixed-EDM (CPMEDM) environment. This study depends on the numeri-
cal simulation using FEA by modifying Kansal’s model to include the spark velocity
without relying on the voltage in PMEDM.The results of numerical validation proved
during this study shows that the bestMaterial Removal Rate (MRR) is at gap distance
= 0.35 mm with the average of error ratio = 6.29%, while the increasing the gap
distance must be restricted with equivalent voltage in PMEDM.
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1 Introduction

High melting temperature and super hardness of advanced materials have hobbled
the cutting operation with old machines and reflected unstable conditions in the
manufacturing fields related to Airplane and Airspace and other precision fields
[1, 2]. The electrical erosion presented a suitable solution for these obstacles by
employing Electrical Discharge Machining (EDM) in 1943 to cut these materials
[3]. The successive generations of researchers have worked on the development and
enhancement of this machine to obtain the best performance. On the other hand, the
negative limitations in EDM are the undesired surface quality and the defects in the
microstructure of the machined surface. These limitations resulted from applying the
highest electric power to overcome impedance in the dielectric fluid which appears
during machining with EDM environment. These reasons stimulated the researchers
to find the best procedures to reduce or avoid these limitations [4, 5]. Jeswani [6] and
Erden [7] confirmed preliminary contribution in this field to improve the efficiency
of EDM machine. They added powder particles to the dielectric fluid to conquer
the concentrated the spark in a limited region. Besides, the impedance this fluid
led to obtaining undesired surface finish with EDM-Environment. Kansal et al. [8]
innovated an integrated model with EDM machine known as Powder Mixed-EDM
(PMEDM). Consequently, this model catalyzed researchers to develop and activating
it over the years.

2 Literature Review

An investigation through numerical methods is a vital portion in scientific researches
and is a complementary portion to validate experimental cases. It reveals the precision
of the scientific and mathematical description with the experimental side. The Finite
Elements Method (FEM) is one of the most famous numerical methods that is used
by researchers to investigate the PMEDM environment.

Kansal et al. [9] modified the numerical model of EDM and validated a corre-
lation case approximating up to 91% with experimental cases in both EDM and
PMEDM for machining D2 steel with or without graphite powder. Jatti and Bagane
[10] investigated the removal rate of BeCu alloy using Alumina powder with EDM
oil depending on Kansal’s model and found the error ratio is equal to 7.8%. Wang
et al. [11] through the simulated the plasma channel inAluminumpowdermixedwith
kerosene oil to erode the Titanium alloy found that the gap distance increases with
reducing impedance of the kerosene dielectric fluid. Also, the form of the plasma
channel is semi-stable with PMEDM as compared with EDM. Tan and Yeo [12]
observed that the validation between the numerical and experimental sides in the
Recast Layer Thickness (RLT) is less accurate as compared with the Surface Rough-
ness (SR) during eroded AISI 420 in EDMmachine and SiC powder mixed with the
dielectric fluid.
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The number of studies in the numerical investigation to specify the removal rate
by employing FEM with PMEDM is limited. This led to the study of the effect of
the gap distance between the copper electrode tool and D2 steel on the removal rate
according to the experimental study of Abrol and Sharma [13]. Also, Kansal’s model
must be modified depending on the description of the voltage required with the spark
gap [11]. Depending on the available literature, a gap distance between workpiece
and electrode tool in PMEDM will employ in the present study to improve Kansal’s
model. This improving model leads to avoiding the voltage terminology in Kansal’s
model. In addition, this model will utilize for validation of the experimental removal
rate of D2 steel.

3 Traditional Simulation Model

The numerical prediction using Finite Elements Analysis (FEA) is considered a sig-
nificant objective in the previous studies. The reason attributed to FEA as a numerical
technique that has employed to investigate the removal rate of workpiece resulted
from the plasma channel. Furthermore, this technique will predict the behavior of
parameters duringmachining inEDMandPMEDM.Therefore, the numericalmodels
presented led to fostering the operation in both environments of EDM and PMEDM
by reducing the cost and time produced from the experimental side. The hypotheses
of the model proposed by Kansal et al. [9] in PMEDM simulation environment are
that the temperature employs both of thermal properties and enthalpy, the thermal
expansion and density are not influencing, and the Gaussian distribution represents
the heat source. Besides, a behavior of pulse spark is mono, the efficiency of material
flushing is 20%, the materials are Isotropic and homogeneous, the materials do not
contain any residual stresses before the machining stage, and the heat transferred
mode is the transient conduction. This model is no different than EDM numerical
model to predict the heat flux of the plasma channel except the new parameter used to
interpret the powder frequency or powder concentration in PMEDM [9, 10, 14]. The
heat flux Q(r) of this model can be seen in Eq. (1) which is dependent on Gaussian
Distribution and not based on the disk or point heat resource [15–20]:

Q(r) = [
4.57CnHFV IP/πR2

PC

]
e−4.5(r/RPC )2 (1)

where:

Cn Frequency constant or Powder concentration [9, 10].
HF Heat fraction constant (9%) [9].
V Voltage (Volt).
IP Pulse current (Amps).
Rpc Plasma channel radius (μm).
r Radial axis (μm).
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4 Problem Statement

The previous researchers have not distinctly identified the voltage term in PMEDM
field. Therefore, Some researchers used the term Supply Voltage [21–24] with
PMEDM environment, while others defined it as Discharge Voltage [5, 21–23, 25,
26]. The discrepancy between the two terms is not useful with Kansal’s model that
is depending on voltage as one of its significant parameters. The spark gap as a pro-
posed formula in this study will be avoiding the problem of voltage term in Kansal’s
model that plays an influential role with the heat distribution of plasma channel. At
the same time, this formula will cover the characteristics of the voltage in the gap
area.

5 Research Contribution

The shallow crater produced bymachining the workpiece in PMEDM system has the
best performance as compared to pure EDM. This is produced from the distribution
of the spark channel over the surface of a workpiece material by increasing the spark
distance [25, 27]. Wang et al. [11] proved this interpretation by studying the gap
distance characteristics with discharge voltage. Through these results, there appears
the need to develop Eq. (1) depending on the role of the gap distance between the
electrode tool and workpiece in PMEDM and also to avoid voltage characterization
problem. Assuming the pulse duration required for issuing the spark is equivalent the
time demanded transmitting the electrons between the workpiece and the electrode
tool in PMEDM environment. Therefore, the modification in Kansal’s model will be
[11]:

Ton = DG

√
2m/eVE (2)

Then:

VE = 2λ2α = 2(DG/Ton)
2(m/e) (3)

where:

VE Equivalent voltage (μVolt).
λ Spark velocity (μm/μs).
α Spark constant (kg/Coulombs).
DG Gap distance between electrode tool and workpiece in PMEDM (mm).
Ton Pulse duration (μs).
m Electron mass (9.10938356 × 10−31) kg.
e Elementary charge (1.60217662 × 10−19) Coulombs.
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The equivalent voltage (VE) in Eq. 3 depends on the spark velocity (λ) which is
based on the distance between electrodes (DG) in PMEDM and pulse-on-time (Ton).
Equation (3) enhances Eq. (1) by avoiding the problem of voltage terminology and
also to numerically study the influence of the spark gap. The redraft of Eq. (1) leads
to Eq. (4):

Q(r) = [
9.14CnHFλ2α IP/πR2

PC

]
e−4.5(r/RPC )2 (4)

6 Setup the Validation Procedures

In this study, the gap distance will invest to validate MRR in AISI D2 steel using
CPMEDMenvironment based on the investigated results in experimental and numer-
ical sides [11, 13]. Table 1 refers to the number of parameters levels used for the
removal rate of this steel.

The gap distance studied between (0.3–0.4 mm) validated the best reduction in
impedance in PMEDMespecially at range (9–12μs) [11]. Therefore, the intersection
between the experimental study results ofAbrol and Sharma [13]with results concept
relating to gap distance and pulse duration in PMEDM system verified byWang et al.
[11] is at (Ton= 10μs). The experiments showed experimental results for the removal
rate at (Ton = 10 μs) which is adopted in this research as evident in Table 2 [13].

Table 2 replicates the experiments three times to be the cases of studies (27).
Each case from (9) cases will try to validate MRR at gap distance (DG = 30, 35, and
40 mm). These parameters are used in Eq. (4) to confirm the removal rate at each
gap distance. Table 3 illustrates the dynamic equations to investigate these cases.

The methodology of this study can be done depending on the equations in Table 3
with Finite Elements Analysis (FEA) at Ton = 10 μs. Thus, the investigation of the
removal rate for D2 steel in CPMEDM environment as described in Table 2 will
be achieved through replicating the process three times at each gap distance. This
methodology will be restricted by the voltage value used in the experimental side
according to the study of Abrol and Sharma [13]. Therefore, this value depending
on the distances for the spark gap adopted in the present study will confirm by using

Table 1 Approved parameters for removal rate of AISI D2 in CPMEDM system [13]

Parameter Unit Number of level

Level (1) Level (2) Level (3)

Pulse current (IP) A 4 6 8

Pulse duration (Ton) μs 10 50 100

Pulse interval (Toff) μs 38 57 85

Powder concentration (PC) g/L 2 4 6
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Table 2 The experiments
performed by Abrol and
Sharma at Ton = 10 μs [13]

N IP
(A)

Ton (μs) Toff (μs) PC (g/L) MRR
(mm3/min)

1 4 10 38 2 5.775

2 4 10 57 4 3.653

3 4 10 85 6 2.751

4 6 10 38 2 6.123

5 6 10 57 4 5.329

6 6 10 85 6 3.211

7 8 10 38 2 5.841

8 8 10 57 4 3.322

9 8 10 85 6 3.021

Table 3 Numerical procedures to simulated PMEDM system

Eq. (3). Consequently, identification of the best value from DG values selected in
this study is through obtaining a lower error ratio with MRR without excessing the
value of VE .

7 Results and Discussion

By applying the proposedmethodology in this study, the influence of the gap distance
between the electrode tool andworkpiece on the removal rate of D2 steel numerically
in CPMEDM environment is observed. Thus, the validated values of MRR at each
gap distance are:

The results as shown in Table 4 indicates the cases that are approaching the numer-
ical prediction of removal rate (MRR) to the experimental outcomes as specified by
Abrol and Sharma [13]. These results are indicatives of the success of Eq. (4) which
depends on the spark velocity (λ) instead of the conflicted voltage terminology in
Eq. (1). Figure 1 clarifies the numerical validation ofMRR cases at each gap distance
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Table 4 Numerical simulation of MRR values depending on FEA at Ton = 10 μs

No. of
validation

Experimental
MRR
mm3/min
[13]

At DG =
0.30 mm
MRR
investigation

Error
ratio
%

At DG =
0.35 mm
MRR
investigation

Error
ratio
%

At DG =
0.40 mm
MRR
investigation

Error
ratio
%

1 5.775 5.004375 13.34 5.347812 7.39 4.464687 22.68

2 3.653 3.093134 15.32 3.374328 7.62 2.624477 28.15

3 2.751 2.024473 26.40 2.495473 9.28 2.049263 25.50

4 6.123 5.184270 15.33 6.558020 7.10 4.448333 27.35

5 5.329 4.358507 18.21 5.096641 4.36 4.030447 24.36

6 3.211 2.619421 18.42 2.941684 8.38 2.247578 30.00

7 5.841 4.840833 17.12 6.132812 4.99 4.301145 26.36

8 3.322 2.659626 19.93 3.374328 1.57 2.448731 26.28

9 3.021 2.445894 19.03 2.842526 5.90 2.297157 23.96

Description: Numerical simulation values predicted for MRR that is validated in this study based on FEA

Fig. 1 Comparison between numerical validation ofMRR inAISID2withCPMEDMenvironment
at each gap distance with experimental MRR values

with Fig. 2 which reflects the numerical simulation with FEA, investigated with case
No. 10: IP = 4 A, Ton = 10 μs, Toff = 38 μs, and PC = 2 g/L at gap distance (DG =
0.35 mm).

The numerical investigation ofMRR at (DG = 0.35 mm) is more accurate as com-
pared with the removal rate investigation performed numerically at (DG = 0.30 mm)
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Fig. 2 Case validation of MRR No. 10: IP = 4 A, Ton = 10 μs, Toff = 38 μs, an PC = 2 g/L at gap
distance (DG) = 0.35 mm

because of the average of error ratio at (DG = 0.35 mm) is equal to (6.29393%).
These results are consistent with the researchers’ view that increased gap distance
produces the best performance in the PMEDM system [11, 25, 27]. The growing gap
of spark that is approaching (DG = 0.40 mm) will cause the increase of the average
of error rate to be (26.07621%). This deviation may be acceptable with numerical
investigation utilizing FEA method, but the equivalent voltage (VE) according to
Eq. (3) will constitute a limitation with these results because (VE = 181.94 V) is at
(DG = 0.40mm).While at (DG = 0.35mm), the removal rate validation is reasonable
resulting in generating (VE = 139.29 V). This outcome is very adjacent to the voltage
used in the experimental study that is adopted in this research, where the value of
this voltage was up to 135 V [13].

8 Conclusions

The numerical simulation performed in this study to validate the removal rate in AISI
D2 steel with Chromium Powder Mixed-EDM (CPMEDM) environment at varying
distances for the gaps between the electrode tool and the workpiece that have to range
(0.3–0.4 mm) comes to the following conclusions:
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i. The numerical simulation with the experimental side for MRR achieved tangi-
ble results depending on the new modification formula of Kansal’s model that
embraces both the spark velocity and the spark constant instead of the unstable
voltage term with traditional Kansal’s model. This modified model investigated
the average of error ratio with experimental cases approaching (18.12, 6.29, and
26.07%) at the gaps distances of (0.30, 0.35, and 0.40 mm) respectively.

ii. This improved model through the numerical simulation depends on FEA, which
proved the increasing of spark gap led to increasing MRR, but this increase of
MRR with the equivalent voltage utilized in CPMEMD environment must be
restricted. The observation found that the maximum average of error ratio is up
to (26.07%) at gap distance of (DG = 0.40 mm) to obtain the equivalent voltage
equal to 181.94 V. Consequently, it did not validate the voltage value used in the
experimental study that reaches to 135 V.

These conclusions refer to the active role of the spark gap through the improved
Kansal’s model in the numerical simulation to validate the removal rate in PMEDM
environment. Thus the gap distance is considered as a significant parameter in the
Powder Mixed-Electrical Discharge Machining (PMEDM) system.
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Preliminary Study of Stress Distribution
on Modified Femoral Component of Knee
Implant at Maximum Flexion Angle

Rosdayanti Fua-Nizan, Ahmad Majdi Abdul Rani, Mohamad Yazid Din
and Suresh Chopra

Abstract Human knee is an important joint in human body that allows leg move-
ment. However, the cartilage can lose their shape and damage the bone due to illness.
Total knee replacement is a medical procedure that replaced the bones with knee
implant. However, difference in anatomy between Caucasian and Asian has caused
some concern in the fit of the knee implant and most knee implants in the market
were not designed for greater flexion ability ofAsian population.Hence, a customized
femoral component for high flexion application was designed and analysed utilizing
DICOM image of MRI scanned knee. Stress distribution analysis was conducted on
the femoral component to study the effect of high flexion on the modified femoral
component. Preliminary results showed that the stress distribution was relatively
higher at smaller contact area. The result concluded that there was a possibility of
failure on the modified femoral component due to high stress concentration.

Keywords Knee · Replacement · Implant · Prosthesis · Orthopaedic

1 Introduction

Human knee is a joint that allows legmovement and functions to support bodyweight
during daily activities. Knee joint consists of several main components which include
patella, femur, menisci cartilage, tibia and fibula. The menisci cartilage is located
in between femur and tibia bone that functions as protection layer to prevent the
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bones from rubbing against each other. Osteoarthritis (OA) on the other hand is
an illness that causes the menisci cartilage to lose their shape and texture. Over
time, the cartilage will disappear, and bone surfaces will be damaged. Total knee
replacement (TKR) is a medical procedure that removes the surfaces of damaged
bones and are replaced by knee implant components. Knee implant consists of three
componentswhich are the femoral component, tibial insert and tibial component. The
manufacturers of the knee implants are fromWestern and European countries where
the implants are available in standard sizes. Due to the difference in bone anatomy
between the Caucasian and the Asian [1–3], fit of the implants to Asian patients had
become a concern. Knee implant that did not fit properly to the patient’s bone cannot
restore pre-osteoarthritis knee condition and improve living quality of the patient
after TKR [3, 4]. Due to the difference in lifestyle, the maximum flexion ability of
the knee for Asian is also higher compared with the Caucasian [5]. Although high
flexion knee implant was designed to accommodate higher flexion angle, this design
was not able to restore the maximum flexion angle of Asian knee [6–8]. Hence,
the objective of this research is to modify and analyse the stress distribution on the
femoral component of a knee implant.

2 Methodology

2.1 DICOM Image Reconstruction

The research started with the acquisition of DICOM images of a female human knee
with OA from a hospital. These images were processed by utilizing semi-automatic
segmentation system (ITK-Snap) which read and viewed the medical images accord-
ing to the sequences. The segmentation of the bone began by selecting the segmen-
tation mode and parameters which defined the bone edges from the images. Next,
‘seeds’ were placed in the image and grown to fill up the bones until the defined
edges. Upon completion, the segmentation was stopped manually, and 3D model
of the bones was reconstructed in Standard Tessellation Language (STL) format.
However, raw 3D model of the bones obtained from the segmentation are comprised
of rough edges caused by incomplete ‘seed’ formation. Due to this reason, meshing
was done to improve the bone surface. The meshing system converted the model into
a solid body for the ease of modification.

2.2 Knee Bone Modification

The dimensions of used knee implant were measured and was used as reference for
the modification. The dimensions consisted of the resection angles and the thickness
of the segments.
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Fig. 1 Forces applied
during flexion [10]
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The modification of femur bone to femoral component knee implant was con-
ducted by referring to the standard TKR surgical methods. Based on measured resec-
tion method, the distal femoral resection angle should be in between 6° and 7° valgus
angle [8]. Based on the dimensions acquired, the 3Dmodel of the bone was modified
by using computer aided design system (Autodesk Inventor). The modified femoral
component consisted of two sides. The first side (A) is the side that connects to
the femur bone. This side was modified based on existing knee implant because the
resected bone conducted during TKA followed the standard methods developed by
the surgeons. The second side (B) on the other hand was the customized component
because it was based on the exact bone anatomy of the specific patient.

2.3 Stress Analysis

Stress distribution on the femoral component was conducted by utilizing finite ele-
ment analysis software (ANSYS). The forces applied consists of patellofemoral
reaction force (FPF), tibiofemoral reaction force in horizontal and vertical direction
(FTFH, FTFV respectively), andmoment about the knee joint (M) [9, 10]. Tibiofemoral
reaction force is force exerted by the tibia on the femoral component in horizontal and
vertical direction. Patellofemoral reaction force on the other hand is force exerted
by the tendons that connect the patellar to femur and tibia bones. The forces are
illustrated in Fig. 1.

Basedonprevious studies, the value of the forces andmoment exertedonknee joint
are expressed in function of weight and height because load differs in individual with
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Table 1 Mechanical properties of CoCr [15]

Material Tensile strength
(MPa)

Yield strength
(MPa)

Density
(g/cm3)

Young’s modulus
(MPa)

CoCr 979 752 8.6 7000

different weight even during the similar activities [11]. Due to this reason, the value
for tibiofemoral reaction force in vertical and horizontal direction were 2.49 BW
and 0.68 BW respectively [10, 12]. The force in patellofemoral joint was 1.9 BW
[13] whereas the moment about the knee joint at maximum flexion was 2.2% BW×
Ht [14]. These parameters were expressed with function of body weight (BW) and
height (Ht). Furthermore, these parameters were measured during maximum flexion
activity at average 150.8° flexion angle. The material used for the analysis was cobalt
chromium alloy (CoCr), which is a common material used for manufacturing metal
knee implant. The mechanical properties of the material are listed in Table 1.

The contact area on the joints need to be considered as well for the analysis
because the contact area also changes relatively to the flexion angle [16–19]. Due
to this reason, the contact areas for patellofemoral joint and tibiofemoral joint were
defined as 362.2 and 15 mm2 respectively [17, 18].

3 Results

The maximum stress distribution on the femoral component at maximum flexion
activity was 137.65 MPa. The stress distribution on the femoral component was
observed to be concentrated near the edge especially on tibiofemoral joint section.
This is because, with increase in flexion angle, contact area decreases, which as a
result increases the force applied on the tibiofemoral joint. These results also showed
that the stress distribution on the tibiofemoral joint increased as the contact area
became smaller. This outcome agrees with studies conducted by another study [20]
which as the flexion angle increased, the stress on tibiofemoral joint was concentrated
highly on the edge of the femoral condyles. Furthermore, another study conducted
also concluded that most of the stresses were concentrated on the femoral component
duringflexion [10].However, comparingwith a different study [21], highflexion knee
implant exhibits lower contact stress on the condylar contact area on the tibial insert.
A study was conducted on the shear stress of fixed and mobile bearing type knee
implant [22]. The results from this study showed that the maximum stress exerted
on both condyles were in between 12 and 14 MPa, which were lower compared
to modified femoral component. This comparison also showed that the modified
femoral component could experience failure on the tibiofemoral joint during flexion
at an angle more than 150°. The results are illustrated in Fig. 2.
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Fig. 2 Stress distribution on the modified femoral component at maximum flexion angle

4 Conclusions

These results showed that the decreased contact area during maximum flexion on the
tibiofemoral joint resulted in the increased contact stress. However, the outcomes
presented in this study were preliminary results of stress distribution on the cus-
tomized femoral component knee implant at a specific maximum flexion angle. Due
to this reason, the result does not represent stress distribution on themodified femoral
component during flexion activity from 0° (full extension) until maximum flexion.
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Study of CO2 Solid Formation During
Blowdown of Cryogenic CO2–CH4
Distillation Process

Umar Shafiq, Azmi M. Shariff, Muhammad Babar, Babar Azeem,
Abulhassan Ali and Azmi Bustam

Abstract Solidification of CO2 is one of the critical issues during blowdown in the
cryogenic natural gas distillation process. Cryogenic distillation process for separa-
tion of CO2 from natural gas usually works at low temperature and high pressure
that produces higher purity natural gas and CO2 in the vapor-liquid phase. How-
ever, in case there is an emergency, the mixture inside distillation column is passed
through blowdown valve for sudden depressurization. This rapid depressurization
would cause sudden expansion of CO2 mixture resulting in a dramatic drop in the
fluid temperature that could solidify CO2 and cause pipe blockage. This solidifica-
tion phenomenon is not fully understood that makes the solidification of CO2 during
blowdown process difficult to control. Therefore, the research study presents inves-
tigations of the thermodynamic study for the depressurization of highly pressurized
vessel containing CO2–CH4 binary mixture from cryogenic conditions. Simulation
is performed for 20% concentrations of CO2–CH4 mixture over different orifice size
e.g. 1.00 and 1.25 mm using BLOWDOWN software package in Aspen HYSYS® V
9.0.

1 Introduction

In Process plant, particularly in the oil and gas industry, vessels containing gases or
flashing liquids are usually operating under pressure. These pressure vessels contain
hazardous, flammable or radioactive materials e.g. natural gas, that requires highly
safe operating conditions . However, high pressure operations come along with haz-
ards relating to process. Major hazard associated with vessel under pressure is leak
or rupture due to accident. Particularly in oil and gas industry, rupture of the pressure
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Fig. 1 Joule-Thomson
effect

COLD

HOT

vessel is of higher danger when there is a leakage of flammable mixture. Therefore,
to predict the consequences of a leak or rupture of a pipeline or vessel, or to design a
controlled pressure release system, amethod of predicting themass efflux is required.

Blowdown of pressure vessel is one of the most prominent techniques used during
leak or rupture of a pipeline or vessel. Rapid depressurization of pressure vessels,
usually called ‘blowdown’, is a hazardous operation, at least as far as large pressure
vessels are concerned. During rapid depressurization the hazard arises following
the low temperature generated inside vessel due to Joule-Thomson effect (Fig. 1)
[1]. This inevitably leads to a reduction in the temperature of the vessel itself and
possibly to a temperature below the ductile-brittle transition temperature of the steel
from which the vessel was fabricated [2]. Moreover, in case of cryogenic separation
process, another problem associated is the solid formation that can cause blockage.
Consequently, the blockage during blowdown in an emergency situation that can lead
to further damage. Therefore, it is essential to design such depressurization scenarios
that should safely discharge the inventory.

To predict the suitable blowdown scenarios, differentmodels have been developed
for the study of depressurization of mixture over time. A tool termed as “BLOW-
DOWN” was established and coded by [2, 3]. The tool was validated against exper-
imental data performed for depressurization of vessels containing pure N2, 70%
N2–30% CO2. The developed BLOWDOWN tool can predict the dynamic changes
of temperatures, pressure and composition, etc. In all the case studies, the BLOW-
DOWN tool predicted reasonable understanding of the physical processes occurring
and dynamic changes in temperature and pressure as shown in Fig. 2.
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Fig. 2 Dynamic
temperature changes during
blowdown for a 70%
N2–30% CO2 mixture and
b pure N2
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In this study, BLOWDOWN model is used because it does not assume the ther-
modynamic equilibrium and can simulate three phases. Density dependency can be
modelled using the equation of state (EoS) based upon extended corresponding state
principle, which ismore accurate than cubic EoS, however, it requiresmore run-time.
Some other significantmodels are LEKCON [4], SAFIRE [5], OLGA [6], RELEASE
[7], PHAST [8], and BLOWSIM [9–11], etc.

The objective of this paper is to describe some of the works performed to predict
the behaviour of a vessel during depressurization. The vessel is initially at cryogenic
conditions containing binary CO2–CH4 mixture and requires an emergency blow-
down. The problem associated with emergency blowdown at cryogenic conditions is
that there are chances of vessel rupture as well as dry ice formation because of low
temperature generated inside the vessel. Therefore, optimum blowdown parameters
are required in order to avoid blockage and rupture of vessel.
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2 Research Methodology

To overcome issues regarding depressurization, proper assessment of the hazards
associated with blowdown of a vessel containing CO2–CH4 mixture, there is a need
to be able to predict fluid pressure, temperatures and phase behavior all as a function
of time. Subsequently, optimum blowdown time requires a delicate balance between
the maximum permissible blowdown time, minimum wall, and fluid temperatures
that may be safely considered [12]. The traditional approach has been to overdesign.
However, this approach has become less attractive because of the rapidly decreasing
profit margins of the oil and gas industry [10]. Thus, for the calculation of optimum
blowdown parameters with minimum cost and hazards, two simulation-based case
studieswere conducted: using 1.00 and 1.25mmorifice onAspenHYSYSV9®. Both
types of simulationswere initiated by blowdown from top of the vessel. The aimof the
study is to investigate the effect of orifice size and time on the temperature, pressure
and phase behavior of binary mixture and evaluate optimum blowdown parameters.

To study the formation of dry ice, the mixture is blown down from cryogenic con-
dition. Since the mixture is already at very low temperature (cryogenic conditions),
the Joule-Thomson effect with sudden depressurization causes the spontaneous drop
in temperature that leads to the formation of solids. These solid can block the blow-
down valve, that can cause further damage because of the increasing pressure inside
vessel. Therefore, these case studies helped to observe the solid formation, phase
behavior changes with time and orifice size. The mixture inside the vessel was con-
sidered to be at −40 °C and 40 bar pressure. The cryogenic conditions helped to
observe the worst-case scenario for blowdown of the CO2 gaseous mixture. The
simulation parameters and conditions used for this study are given in Table 1.

For this study, a 952 mm long with 91.63 mm inner diameter (Fig. 3). The wall
thickness of the vessel is 6.7 mm, while the thickness of walls and head of the vessel
is constant.

To simulate the process, the BLOWDOWN package in Aspen HYSYS® V9 is
used as a simulation tool. Peng-Robinson [13] EoS is selected as a property package.
After selecting Blowdown utility, blowdown valve is linked to the top of the vessel.

Table 1 Simulation
parameters and conditions

Composition CO2
CH4

20.0 mol%
80.0 mol%

Initial temperature −30 °C

Initial pressure 40 bar

Vessel orientation Vertical

Orifice diameter 1.00 mm (1st case)
1.25 mm (2nd case)

Leakage direction Top

Ambient temperature 25 °C

Back pressure 1.01325 bar
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Fig. 3 Blowdown process
sheet using Aspen HYSYS

A feed stream at −30 °C and 40 bar is connected to the vessel. Vessel conditions
and dimensions are defined along with ambient temperature and pressure. First, the
blowdown process is converged for 1.25 mm orifice size followed by 1.00 mm. The
vessel at highpressure (40bar) is depressurized to atmospheric pressurewith different
orifice sizes. It is found that the larger the orifice size, the smaller the depressurization
time required to reach the atmospheric pressure.

Dynamic pressure, temperature profiles and phase behavior of mixture during
depressurization process is generated. Pressure-time profiles display the trend of
the depressurization during blowdown process. Temperature-time profiles are the
dynamic temperature transition of vapors inside the vessel. Pressure-Temperature
graphs are the phase behavior of binary mixture during the blowdown process. These
profiles are generated to observe the solid formation and to calculate suitable orifice
size for respective process. To observe the chances of solid formation, frost line for
the binary mixture is generated using Aspen HYSYS®. This will indicate that the
mixture inside the vessel is entering the solid region from vapor-liquid region. To
avoid solidification, the mixture should not pass the frost line, otherwise the solid
formation starts that may cause the blockage.

3 Result and Discussion

Donnelly and Katz [14] and Davis et al. [15] presented explicit data for CO2 solid
formation at different pressures. They presented three-phase locus (SLV Locus) at
which all the three phases of CO2 coexist. The area under the S-L-V curve is the two-
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Fig. 4 Phase behaviour of 20% CO2–80% CH4 mixture during blowdown

phase S-V region as illustrated in Fig. 4. The SV and SLV Locus are the most critical
phases during the depressurization process. Phase behaviour for 20%CO2–80%CH4

mixture during blowdown from 1.00 and 1.25mm orifice is also outlined in Fig. 4. To
study the worst-case scenario for blowdown process, themixture is blown down from
cryogenic conditions (40 bar pressure and −30 °C temperature). These cryogenic
conditions will help to overcome the problem related to the solid formation during
blowdown process in emergency situations. Initially, the mixture is in vapor phase.
Blowdown from 1.00 mm orifice successfully reached minimum pressure without
entering the solidification phase asmentioned in Fig. 4.Moreover, this binarymixture
remains in vapor phase throughout the process. The vessel with orifice 1.00 mm
reaches the minimum pressure in 170 s. However, depressurization using 1.25 mm
orifice size can cause the blockage of valve due to chance of solid formation. The
minimum temperature reached by the TV (1.00 mm) stream is ≈−51 °C, that is
higher than the solidification temperature at that pressure.

Similar to Figs. 5, 6 is about dynamic temperature profile for vapor temperature
from1.25mmorifice. The vessel took 116 s to reach theminimumpressure.However,
near 20 s the vapors come closer to the solidification region with the neglectable
margin that increases the chances of solid formation, after that the mixture again
returned to vapor phase. Therefore, 1.25 mm orifice size is not suitable for 20%
CO2–80% CH4 binary mixture blowdown form defined vessel size because there are
chances of solid formation.

The particular graph in Fig. 7 is three-dimensional representation of how pressure
and temperature changes with time when binary mixture is blown down from a 1mm
orifice. It appears that at initial conditions, the temperature first declines till 45 s and
afterward shows a gradual increase while pressure constantly decreases throughout
the process. Pressure decreases from 40 bar to atm in almost 170 s without solid
formation.
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Fig. 7 Dynamic temperature-pressure 3D profile for 20% CO2–80% CH4 mixture from 1.00 mm
orifice
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4 Conclusion

In this research paper, a simulation study of depressurization of highly pressurized
vessel containing binary mixture is carried out. The aim of this research is to inves-
tigate the temperature and pressure changes and phase behavior of binary mixture
over different orifice diameters i.e. for 1.00, and 1.25 mm. The results show that the
orifice with diameter of 1.00 mm for 20% CO2–80% CH4 can prevent the solidifica-
tion during depressurization and reduce the chances of accidents.While, other orifice
sizes can provoke solidification which may lead to blockage or any accidental event
in vessel or process plants. This simulation study requires experimental validation
to overview the difference in simulation study with real life problem. In the future,
blowdown process can be expanded to planned blowdown in natural gas industry to
avoid hazards while shutting down the plant.
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Prediction of Fatigue Failure Location
on Lower Control Arm Using Finite
Element Analysis (Stress Life Method)

S. K. Abu Bakar, Rosdi Daud, H. Mas Ayu, M. S. Salwani and A. Shah

Abstract Analyzing a structure early in the design cycle gives an automotive indus-
try a huge advantagewhich can reduce development time and cost. Before a prototype
can be built and tested, determination of the critical region of the structure should be
achieved and thus the design can be improved. The method involves the study of the
fatigue failure location and structural integrity of the lower control arm subjected to
the load appliedmimicking real condition of the lower control arm operation. The 3D
geometry of finite element model is simulated in Autodesk Mechanical Simulation.
The finite element analysis (FEA) results are compared to critical distance approach
whereby prediction of the fatigue failure is focused on critical location of curve near
bushing. Finally, it is concluded that this approach can be considered as an initial
process for the design of the high life lower suspension arm.

Keywords Fatigue analysis · Fatigue failure · Life cycle

1 Introduction

Fatigue analysis can be used to determine the period or time the component can
maintain in a given service condition.Kyrre et al. conducted the fatigue life prediction
of control arm using finite element analysis of surface topography [1]. Noor et al. did
strain analysis on lower control arm where the data were reasonably corrected by the
finite element model and helped researchers to identify the exact position where the
strain gauges must be fixed [2]. Recently, many analyses and optimization methods
and tools for structure design based on FEA have been introduced to biomedical
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industry [3, 4], so does for automobile industry [5–8]. Bekah et al. investigated car
door hinge using FEA and validated the results by experiment [9]. Rahman et al.
conducted fatigue life prediction of lower control arm using strain-life approach
[10].

The lower control armwas a key part of front suspension which controls the wheel
trace and transmits load exerting on the wheel by the road to other parts of the car.
When the carwas runningon the road, the lower control armwas subjected to complex
loads alternating with time. Thus, the mechanical performances, usually relating to
strength and fatigue life were critical for the safety and reliability of the car. Thus,
the aim of the this paper is to show how finite element analysis is helping in complete
product development cycle which focus on fatigue failure location and fatigue life
prediction of lower control arm using stress-life method. It also can contribute to
further research in fatigue failure component that use the theory of critical distance
which is considered to be the most effective method in fatigue failure prediction
nowadays [11–16].

2 Methods

In this study, the method used to predict the fatigue failure location and the life cycle
of the lower control arm is made using a standard commercial software package,
designed to interface with finite element results to produce post-processed data in the
form of contour plots of fatigue life. The software considers all nodes on the surface
of the component only, using stress-life data from plain specimens and incorporating
a Neuber-type correction for strain-life predictions. The software used is Autodesk
Mechanical Simulation while, the 3D geometry of lower control arm is constructed
using Solidworks software as shown in Fig. 1.

Fig. 1 3D geometry of
lower control arm



Prediction of Fatigue Failure Location on Lower Control Arm … 35

Fig. 2 Lower control arm
boundary condition

For the finite element analysis (FEA), material that was assigned for the lower
control arm (LCA) is ductile cast iron. It is because this material is often used for
the automobile’s suspension components. Ductile cast iron is a nodular iron with a
fully ferritic matrix. This iron grade’s microstructure is achieved through annealing
and offers excellent ductility and impact strength. It has a tensile strength between
310 and 460 MPa.

The load applied to the LCA is mimicking the real condition of the lower control
armoperation. Figure 2 shows the boundary condition for the lower control armwhere
each link has 6 degrees of freedom (3 translation motion and 3 rotation motion). The
LCA was loaded with 2363 N at one point only (represented by green arrows in
Fig. 2) in the x direction. It was restrained at two points: the bushing and the lowest
part. At the front bushing, a rigid restraint (zero displacements) was imposed in y
and z directions. At the lowest part, a rigid restraint (zero displacements) was also
applied in y and z directions.

For the prediction of the fatigue failure location and the fatigue life of a LCA,
an integrated approach between fatigue life analysis and the finite element analysis
was done which the S-N curve is the outcome. The S-N curve is usually obtained
by plotting the data points on semi-log or log-log paper. The resulting curve could
be calculated by mathematical equation as shown below, which relates to the stress
amplitude and number of cycles to failure.

σa = σ
′
f

(
2N f

)b
(1)

where,

σ
′
f fatigue strength of material.

b fatigue strength exponent.
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For iron, fatigue failures with less than 103 cycles are considered as low cycle
fatigue while high cycle fatigue deal with failures more than 103 cycles. The S-N
curve obtained by FE method was then compared with the S-N curve obtained by
critical distance approach done by Taylor et al. [17].

3 Results and Discussions

For the Stress Maximum Principle, the maximum stress recorded is 212.2695 MPa
at the curve near the bushing as shown in Fig. 3.

Based on Fig. 4, we can clearly see that the stress distribution at bushing area
is higher than the fillet area. So, we can say that the tendency of fatigue failure to
occur is at the bushing area of the lower control arm. In focusing more on the critical
location, the maximum stress value of 297.106 MPa is recorded at the bushing curve
(Fig. 5). This critical location is quite similar as found by Taylor et al. via experiment
[17].

By using stress-life method, the life cycle predicted by FEA is slightly higher
compared than critical distance approach results due to the geometry and measuring
error during reverse engineering of the lower control arm.This is because, Taylor et al.
used critical distance approach based on the dimension of lower control arm directly
taken from the 3D scanner. Thus, the dimension is more accurate and additionally,
critical distance approach is considered the best method to predict fatigue life cycle.
Table 1 shows the life cycles comparison between critical distance andFEAapproach.
For the critical distance approach, the life cycle is 1210 cycles and FEA recorded

Fig. 3 Maximum stress principle
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Fig. 4 Maximum stress principle

Fig. 5 Showing the stress distribution at the critical location
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Table 1 The life cycles for
the finite element analysis and
critical distance approach

Results

Critical distance
approach [17]

Finite element analysis

Life cycles 1210 1280

Error (%) 5.78%

life cycles of 1280 cycles. However, the percentage error for the life cycle is 5.78%
where the expected error is 10%. Thus, the error is within acceptable tolerances.

4 Conclusions

Based on the FEA results performed in this study, the following can be concluded.

(1) If correct boundary condition is applied on the lower control arm, the location of
the fatigue failure can be predicted and the results will be similar with previous
experimental results.

(2) Based on the analysis, prediction of the fatigue failure is focused on critical
location of curve near bushing.

(3) The FEA results can be considered as an initial process for any component
design to predict the fatigue failure and the life cycle to minimize the cost
and time. You use the above guidelines in conjunction with the two Springer
documents, you should be able to prepare you manuscript easily and correctly.
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Numerical Investigation of Sand Particle
Erosion in Long Radius Elbow
for Multiphase Flow

Muhammad Rehan Khan, H. H. Ya, William Pao and Mohd Amin A. Majid

Abstract Solid particle erosion is predominant in hydrocarbon production, drilling
and minerals processing industries. Erosion may be cause by the impact of particles
of various sizes, shapes, and hardness at different velocities and trajectories. Sand
particles transported in multiphase flow pipelines poses erosion threat, which is one
of the current flow assurance challenges in hydrocarbon production process. In the
midst of them, pipe blockage and erosion issues emerge most important. Erosion is a
material removal process which disintegrates material from the flow lines because of
continuous sand particle impacts. Eroded pipelines affects operating safety as well
as increasing operating cost. Hence, it is vital to comprehend parameters involve-
ment to understand the erosion physics. Recently, computational fluid dynamics
(CFD) along with different intrusive and non-intrusive techniques have been widely
employed for erosion modeling and failure assessment. In this paper, we highlight
the investigation directed to quantify sand particles erosion in long radius elbow con-
figuration for multiphase flow conditions utilizing CFD by implementing empirical
and semi-empirical erosion models.

Keywords Solid particle erosion · Multiphase · Pipeline · CFD

1 Introduction

Erosion is a significant failure mode that can cause failure and malfunctions to parts
in equipment, such as hydrocarbon production pipelines, chemical industries, and
mineral processing. In an erosion process, erodent particles are transported by a
carrier fluid in an operating process, and impact on pipelines and component and
wear the surface.
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Erosion is a complicated problem caused by many variables, for example, particle
kinematics and particle dynamics characteristics [1, 2]. Various investigations were
led to clarify the erosion process. Analyses, for the most part, give constrained infor-
mation, for example, erosion rate and erosion profile. The constrained information
cannot give adequate data to additionally break down the dynamic erosion process.

Anticipating sand particle erosion in the multiphase transporting system is a dif-
ficult task. In spite of the considerable number of studies [3–6] that have been done
on the investigation of erosion mechanism, the solid particle erosion mechanism is
as yet not completely understood. An assortment of erosion prediction models and
methodologies have been proposed by researchers [7–10]. However, the accuracy of
these models and methodologies are still questionable [11]. The primary objective
of this paper is to investigate the accuracy of empirical and semi-empirical erosion
models.

To quantify the influence of parameters on the erosion of low stroke flow, different
experimental techniques have been designed, such as the Coriolis test [12], direct
jet impingement test [13], slurry pot test [14, 15], and flow loop test [16–18]. It is
essential to capture those key parameters regulating the observed erosion damages
to monitor and avoid excessive erosion damage in the pipeline system. However, the
empirical and semi-empirical erosion models defined in literature are derived using
direct impact testing condition. In the present study, three most common erosion
models are applied using commercial CFD package to quantify induced erosion
in long radius elbow configuration. The numerical results are compared with the
experimental results extracted by Ronald et al. [19] and shows divergence in the
magnitude of induced erosion impact and Oka erosion model is most suitable for
quantification of erosion under multiphase conditions as compared to Finnie and
Mclaury models which over predicts the erosion rate under multiphase conditions.

1.1 Solid Particle Erosion Models

Sand particles dispersed in the production of a hydrocarbon fluid, leading to poten-
tially catastrophic failure and equipment malfunction. The magnitude of erosion
damage is influenced by a wide range of factors, comprising the properties of the
sand particles, carrier fluid characteristics and physical properties of the target mate-
rial. Numerous sand erosion prediction models, including empirical, semi-empirical,
and computational fluid dynamics (CFD), have been developed incorporated with
those affecting factors and mechanisms to forecast and to determine the erosion rate,
as well as to eliminate the erosion risk in production systems. Somemodels are based
on empirical correlations with laboratory data, and have many simplifying assump-
tions, while others have built in mechanistic modeling of the different physics and
mechanisms of erosion. A review of different models will be further discussed in the
consequent section.

Numerous equations have been derived predicated on experimental tests in addi-
tion to theoretical erosion equations. In term of semi-empirical models, these models
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are similar to empirical models with respect to extrapolation and data requirements,
aswell as represent physical and erosion phenomena in the equations. Semi-empirical
models are some of the most frequently applied models. There are two reasons for
this. First of all, uncertainties are anticipated when using those empirical models
in the conditions that differ from conducted experimental conditions as they may
be valid under certain given conditions. Moreover, empirical models do not solve
for sand particle phase. Therefore, the semi-empirical model will overcome those
shortcomings. Table 1 summarizes the various empirical and semi-empirical erosion
models.

2 Computational Fluid Dynamics (CFD) Simulations

The various empirical and semi-empirical erosion models and equations were pre-
sented in previous sections. An erosion equation gives an understanding of erosion
rate relation for simple geometries. To predict the erosion intensity and damage in the
wide range of geometries under different flow conditions, erosion equations should
be implemented into CFD codes. Because of the significance of CFD techniques in
erosion quantification, a range of studies has been done for complex geometries. For
that reason, erosion computational code was developed and integrated with Com-
putational Fluid Dynamic (CFD) software such as FLUENT, CFX, STAR-CCM+.
These CFD tools offer the advancement of computational capabilities in providing
better accuracy of sand erosion rate and suspected erodent locations.

Pereira et al. [3] utilized the derived model of Grant and Tabakoff to ascertain the
erosion intensity of a standard elbow and observed the vee-formed erosion patterns
on these elbows. The primary cause of generated vee patterns was sliding impact of
the particles at low velocities. A Pereira et al.’s studywas extended byDuarte et al. [4]
which identified that the mass loading and coupling techniques may essentially alter
the erosion pattern of the elbows. Zhang et al. [5] presented a sand erosion probability
model to predict erosion of pipe under fully developed flow. Jafari et al. [7] proposed
a model to predict erosion by considering the effect of fluctuating velocity of the
liquid phase in a horizontal pipe using k-ε turbulence model and a Discrete Random
Walk model.

Zhang and Liu [8] identified the accuracy of turbulence models and concluded
that the k-ε model worked well in modeling the flow field in elbows geometry. In
present work, all numerical simulations were performed using k-ε turbulence model.
Erosion of the multiphase flow pipeline bend was simulated using a commercial
software package. Assuming that sand particle was introduced at a steady flow con-
dition and entrance length of 1 m and exist length 0.5 m was added to the elbow
configuration. The liquid velocity (VL = 0.04 m/s) and gas velocity (Vg = 49 m/s)
were set to obtain multiphase flow condition. The long radius aluminum elbow pipe
having an inner diameter of 0.0762 m and the radius of curvature of 0.1143 m geo-
metric configurations were implemented for numerical simulations. The erosion rate
is extracted from the simulation for multiphase phase flow conditions. The compu-
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Table 2 Summary of erosion parameters under multiphase conditions

Vg (m/s) VL (m/s) Sand size (μm) Max
ER (mm/year)

Location
(°)

Experiment [19] 49 0.04 300 89.3 42

Finnie 49 0.04 300 231 40

McLaury 49 0.04 300 597.79 40

Oka 49 0.04 300 103.3 40

tational mesh was generated by ANSYS, 524,000 elements with an element size of
0.003 m were intended to assure the quality. In order to extract erosion rate discrete
phase model (DPM) approach was introduced in simulation stages. The parameters
used to extract erosion rate of the elbow configurations are listed in Table 2.

3 Results and Discussion

Figure 1 shows the erosion rate of the long radius elbow configuration under mul-
tiphase flow conditions quantified by three erosion models implemented in CFD
and the experimental results extracted by Ronald et al. [19]. It can be seen that the
Mclaury erosion model results show large divergence in erosion rate compared to the
experimental results. The erosion rate obtained by Mclaury and Finnie model under
multiphase conditions over-predicts the erosion rate. Figure 1d shows that the results
obtained by the Oka relation are in line with the experimental result with minimum
divergence.

Table 2 summarizes the location of maximum erosion region predicted by all
three erosion models and result were in line with location obtained by experiment as
shown in Fig. 2b. In order to extract erosion under various operating conditions, the
more experimental test is needed to further verify the accuracy of erosion models.

4 Conclusion

In this paper, we have presented the various investigations that have been conducted
to quantify erosion in pipelines, and based on three most common erosion models
we drew some main conclusions.

• The liquid-solid-gas erosionmechanism is too complicated than that of liquid-solid
induced erosion. The predefined models for erosion quantification and prediction
approaches are inadequate because of variations in operating parameters and flow
line structural materials leading to a considerable change in erosion damage char-
acteristics.
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Fig. 1 Comparison of maximum erosion rate (Kg/m2-s) or (mm/year) a Experiment [19].
bMcLaury model. c Finnie model. d Oka model

Fig. 2 a Erosion rate obtained with different erosion model. b Location of maximum erosion from
a numerical simulation
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• The comparison of results in Fig. 2 concludes that Oka’s model is quite accurate
to capture the location of highest erosion and erosion rate as well as the pattern
of the erosion profile under multiphase flow conditions. On the other hand, Finnie
and Mclaury model over predicts erosion rate.

• The complexity in modeling flow patterns, as well as particle-particle and particle-
fluid interactions in a multiphase carrier fluid, and the difficulty of induced erosion
modeling, increase considerably as compared to a single phase flow. Thus, it is vital
to understand the deformation due to fluid-solid interactions on pipeline materials
by developing a more complex model which includes surface deformation.
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Reduction of Non Added Value Activities
During Machine Breakdown to Increase
Overall Equipment Efficiency

Surface Mounting Technology Production Case Study

Shamini Janasekaran and Sheng Hong Lim

Abstract Lean manufacturing has been introduced into many industries to increase
productivity through reduction of waste. Downtime is one of the contributing factors
in determining the production availability time. Changeover time and breakdown
failures affect the production available time and this is the main concern in all the
manufacturing industries. In this paper, a case study in an electronics assembly line
was done to identify the availability time of the operating surface mount technol-
ogy machine. Reduction in changeover time increased the availability time from
the total planned time that leads to increment of overall equipment efficiency from
83.43 to 84.06%. The increment of availability time has increased the performance
and overall equipment efficiency from 81.64 to 82.84% and from 64.71 to 66.15%
respectively. The increment of overall equipment efficiency increased the produc-
tion output by 2180 units/month which increased the financial capacity by 545000
MYR/month. The proposed techniques can be used as benchmark to determine the
operational decisions made by managements of any manufacturing companies espe-
cially in electronics assembly.

Keywords Availability · Breakdown · Lean ·Manufacturing · OEE

1 Introduction

Lean Manufacturing (LM) or simply called as Just-In-Time (JIT) is a tool used to
satisfy customer demand on desired output without compromising the quality in
effective and economical method. LM can be implemented by identifying the com-
mon seven waste (Muda) in the production and eliminating the waste efficiently [1,
2]. LM also can be practiced by emphasizing product flow rather than machine or
workstation optimization. Right sizing of productions according to actual demand,
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self-monitoring capabilities of equipment to ensure quality (Jidoka), production flow
layout arrangement and implementation of Single Minute Exchange of Die (SMED)
which improves setups time for rapid changeovers are some of the techniques used in
LM.Usage of kanbans to coordinate the production pull system from the predecessors
is a contemporary level in JIT [3, 4]. In implementing LM, the key element is includ-
ing everyone related in the production and waste elimination. Customers’ demand
for perfection had urged manufacturers’ to be involved in continuous improvements
(kaizen) to eliminate waste by sorting Value Added (VA) activity and Non Value
Added (NVA) activity. The NVA waste which is a vital obstacle for VA activity is
categorized intomotion, waiting, overproduction, inventory, defects, over processing
and transportation [5, 6]. The ultimate aim of any industries that are introduced to
lean management are to have increased productivity, reduced lead time together with
cost, and improve quality. However, implementation of lean synchronization has
faced resistance due to decrease in productivity as initial setup of lean management
consumes time to identify the hidden obstacles. Industries tend to keep wastes along
their production flow as waiting in progress (WIP) and inventories. It is important
to eliminate them as they incur cost to the final product and contribute to loss of
productivity within the premise which can endanger the business’ future sustain-
ability [7, 8]. Overall, activities of the manufacturing industry definitely contribute
significantly towards improving the economy of many nations, however it is critical
for manufacturers to prevent the overuse of as they need to consider its impact on the
environment. Any resources that are wasted should be avoided for the development
of a particular industry and nation [9].

In this case study,motion andwaiting time to fix each breakdown have reduced the
availability of the machine to work. Motion is described as movement of operators
that might look busy but no values are added by the work. Simplification of work
surely reduces the motion waste. Meanwhile waiting is measured by equipment or
labor efficiency waiting time. It is related to the amount of waiting time for the
operators to attend a problem at designated area or machine who were kept busy
producingWIPwhich is not needed at the time [1, 10, 11]. From the previous research
done by others [12–14], waste in production has been highlighted but specific studies
on motion and waiting time has yet to be conducted and presented clearly. Therefore,
this research proposes one of the optimum designs of operators position in aid to
improve the overall availability and OEE.

2 Experimental Procedure

2.1 Overall Equipment Efficiency (OEE)

Overall equipment efficiency (OEE) is a method to measure the effectiveness of
equipment operations. It is also a hierarchy of metrics that measure the effectiveness
of a manufacturing operation. It is normally based on three criteria; the time the
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Fig. 1 Planned operation rate, actual operation rate, net operating rate and valuable operating rate
for an average monthly production in the first quarter of 2018

equipment is available to operate without breakdown, the throughput rate or speed
of the equipment and the quality of the product or units or service produced by
the equipment. In other words, the OEE is calculated by multiplying the availabil-
ity rate by performance and multiplied by quality rate [15]. Availability takes into
account the down time loss, which includes any events that stop planned production
for an appreciable length of time. Availability rate indicates relationship between
time and the machine operates theoretically with actual output. The common break-
down observed in this case study were machine breakdowns and waiting for setup
or changeover between models. The performance rate is theoretically calculated as
the machine is producing at maximum speed during the operation time. However
in practical, it does not reach 100% because of certain situations such as operator
stopping machines due to waiting for raw materials and removing uncertainty or
foreign objects. The same situation occurred in this case study. Lastly, quality rate is
determined based on the amount of pieces produced that meets the quality require-
ment set by the customer or issues raised by the internal quality assurance team [16].
Figure 1 shows the data collected over the first quarter to determine the OEE rate at
the surface mount production.

From the data collected, OEE can be calculated using Eq. 1–4 [1]:

Availability(A) = Planned production time− downtime

Planned production time

= Total operating time

Planned production time
(1)

Productivity(P) = Net operating time

Total operating time
(2)

Quality(Q) = Valuable operating time

Net operating time
(3)

OEE = A× P× Q (4)
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Fig. 2 Value stream mapping of operators’ position rearrangement leading to rapid solving (BD:
breakdown, O1: Operator 1, O2: Operator 2, O3: Operator 3, P1–P5: Process 1 to Process 5, AOI:
Automated optical inspection)

OEE = 83.43%× 81.64%× 95% = 64.71%

From the case study, breakdown of the machine contributes to the high losses in
OEEpercentage. Figure 2 explains the breakdown in detail . The position of operators
is reflected on time taken to reach the breakdown area. In the case where breakdown
happens at process 1, process 4 and AOI at the same time, operator 2 and operator 3
have tomove 36 and 38 steps respectively. From the leanmanufacturing prospect, one
of the seven wastes is motion. Toomany unnecessarymovements leads to longer lead
time to fix each breakdown and this contributed to the downtime. Breakdowns can
happen at any process; therefore movement of operators can make each breakdown
repairing taking a longer time.

2.2 Research Design

In this specific study, fixing position of operators throughout the operation had
reduced the motion involved. The waste of motion had reduced the breakdown time
which overall increases the total operation time that leads to increment of availabil-
ity. Figure 2 shows an option of operators’ position to reduce their movement during
breakdown. In this proposal, when there are breakdown at similar processes as before,
all the operators can handle breakdown faster than earlier. Operator 1 moves 15 steps
towards process 4, operator 2 moves 2 steps to process 1 and operator 3 moves 12
steps to AOI. There are few designs that can be done to minimize the motion.
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3 Results and Discussion

The reduction in motion had reduced the breakdown time by 5%, which is 0.63%
from overall available time. From this data, availability had increased from 83.43 to
84.06%. Using the same technique, the time taken by operators to remove foreign
objects during production has also reduced. The reduction of 10% in the speed
loss had increased the performance and overall equipment efficiency from 81.64
to 82.84% and from 64.71 to 66.15% respectively. Rearrangement of operators can
reduce the motion of the operators to reach each breakdown and eventually it reduces
the waiting time of the machine.

The financial benefits and capacity of the OEE increment can be calculated from
the added value and throughput per hour. Equations 5 and 6 show the initial calcu-
lation on the financial capacities [1].

Added value

unit
= Value of unit produced− cost ofmaterial (5)

If expected throughput is y products/hour then,

Added value

hour
= Added value

unit
× y unit

hour
(6)

Therefore when OEE is measure at k%, the loss per hour of the machine will be
calculated as shown in Eq. 7 [1].

Losses/hour = (Added value)/unit× (y unit)/hour× (100− k)% (7)

Each percentage of OEE increment will reduce the loss/hour and through this
design proposal the yield is increased by 2180 units/month. By adding the elec-
tronics components value for April 2018, the financial capacity can increase by
414200–457800 MYR/month with confidence tolerance of 5%.

4 Conclusions

From this case study, the following can be concluded:

(a) Breakdown of the machine contributes to the largest equipment availability
losses up to 76.58%.

(b) Non value added activities especially motion and waiting time leads to longer
breakdown time.

(c) Position of operators during production can be manipulated to reduce the two
mentioned waste.

(d) Reduction in availability losses leads to increment of 1.44% in OEE.
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Vibration Analysis Methods
for Misalignment and Tolerance
Problems in Machine Systems: A Review

Muhammad Nurshafiq Ramli, Ahmad Majdi Abdul Rani, Nabihah Sallih,
Abdul Azeez Abdu Aliyu and T. V. V. L. N. Rao

Abstract Misalignment and tolerance are the most common causes of vibrations in
machines. An optimum value of tolerance and alignment are desired for a smooth
and clear machine process, but difficult to achieve due to manufacturing, assembly
and working constraints of the mechanism. Vibration analysis is a study of repetitive
motion, in a certain time interval, which involves mathematical modelling, formula-
tion of governing equations and interpretation of vibration response. Misalignment
and tolerance incompliance can result in numbers of failures and safety issues, espe-
cially formanually operatedmachines. These problemsneed to be diagnosed byusing
vibration analysis for different purposes such as fault detection, vibration response,
research and early prevention. This paper provides an insight into the different avail-
able methods and fundamentals of vibration analysis that were used to study these
issues in a different situation.

Keywords Vibration analysis · Misalignment · Tolerance

1 Introduction

An optimum value of tolerance and alignment are required to ensure machines,
especially for the rotating machinery to operate smoothly. Due to manufacturing,
assembly andworking characteristic of themechanism, the perfect tolerance size and
alignment is difficult to achieve practically [1, 2]. Any small defect in the machine
assembly could affect the vibration behavior which can result in crack formation,
bend and other types of failures. Tejas et al. claimed that over 70% of vibration
problems in rotating machinery are caused by misalignment [2, 3]. Both problems
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Fig. 1 Tolerance zone of a
shaft

Fig. 2 Schematic of a parallel misalignment b angular misalignment and c combined alignment
at coupling

are the main causes of vibration and require a diagnosis through vibration analysis.
Vibration analysis is crucial for machine system and can be used for fault detection,
vibration response, research and early prevention [4–8].

Tolerance is the permissible variation in size or dimension of a certain part. A
product does not necessarily need to be produced in an exact size. A small size
error is allowed such as in clearance fit which allows an air space or a clearance
to exist between the assembly parts to maintain a thin film of oil for lubrication.
Tolerance is also defined as the amount of the job that is permitted tomachinewithout
causing any problems to the assembly process or product function [9]. Figure 1
shows the tolerance zone, which is the difference between the upper limit and the
lower limit of the dimensions. Some assembly parts require a large tolerance due to
their manufacturing and working characteristics. Such limits may result in a higher
vibration response during operation which can lead to machine failure.

Misalignment is a problem where an improper assembly of machine parts and
thermal alteration in housing supports cause an irregular vibration behaviour during
the machine operation [10]. Tolerance is also one of the factors for misalignment
problem as a large tolerance can cause some shaft and hole assemblies to bend or
rotate due unbalanced mass. Misalignment is categorized into three different types;
parallel, angular and combinedmisalignments (seeFig. 2). For parallelmisalignment,
the centre line of both parts is parallel but offset by σ from each other, on the other
hand, the parts are assembled at an angle, θ to each other are for angularmisalignment
condition.

Vibration response for the misalignment and tolerance problem is presented in the
frequency domain as a series of harmonic against the running speed. These harmonic
motions take place due to the strain that occurs in the rotating machine parts.
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2 Vibration Analysis Methods

Vibration is a repetitive motion of an object for an interval of time. Vibration analysis
is a study that involves mathematical modelling, formulation of governing equations
and interpretation of the vibration response [11]. The following subsection describes
various techniques used for vibration analysis of misalignment and tolerance prob-
lem.

2.1 Newton-Euler/Newton Dynamic Method

Newtonian-Euler, also known as Newton Dynamic methods, is one of the most com-
mon and precise ways of deriving the equation of motion for a vibrating system.
Newton-Euler method works well with discrete model of low degree of freedom
(DOF) vibrating system. This method transfers all mass (mi ) out of their equilib-
rium position (xi ) together with velocities (ẋi ) to construct a free body diagram
(FBD) of the lumped mass, that indicates the total force (Fi ) on the mass, refer to
Fig. 3 [12].

In linear motion system, if given is themomentum instead of massmi , the Newton
equationwill apply themomentum and provides the equation ofmotion of the system
as follows:

Fi = d

dt
pi = d

dt
(mivi ) (1)

Fig. 3 Free body diagram of one DOF vibrating system
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For rotational motion problem such as the rotating shaft in machinery system
with mass moment of Ii , the Euler equation employs the moment of momentum and
provides the following equation of motion:

Mi = d

dt
Li = d

dt
(Iiω) (2)

The equation of motion generates:

ma − cv − kx = f (x, v, t) (3)

The Newton equation of motion can also be arranged in second-order derivatives
or matrix form and change by either adding or removing parameters, depending on
the number forces and DOFs reacting on the model. Ali et al. [13] studied the effect
of geometric tolerances on natural frequencies of a rotating shaft system. According
to Newton-Euler method, the natural frequencies, ωn were obtained by replacing the
mass mi with the moment of inertia of the shaft J = 1

2mR2 due to the torsional
vibration. They have shown that an increase in geometric tolerances will increase
the specific percentage of natural frequencies related to the mode shape.

Another case study related to the misalignment issues is the study of gyroscopic
condition,which is the tendency of angularmomentum to go to the direction of torque
in machine system. Heikkinen et al. [14] published a paper based on the vibration
analysis of asymmetric tube roll supported by spherical roller bearings. This research
uses the Newton-Euler method by adding gyroscopic parameter into the formulation
of equation of motion (4) by using as their equilibrium position.

(Mm + Ms sin 2Ωt + Mc cos 2Ωt)q̈

+ (C + Ω(G + Ms sin 2Ωt + Mc cos 2Ωt))q̇

+ (Km + Ks sin 2Ωt + Kc cos 2Ωt)q

= (Q + Qc sin 2Ωt + Qs cos 2Ωt) (4)

where Mm, Ms, Mc are the mean and deviatoric mass matrices of the tube roll, C
is damping matrix, G is gyroscopic matrix, Km, Ks, Kc are the stiffness matrices,
Q is the external forces, and Qc and Qs are the force due to unbalance load. The
gyroscopic issues had resulted to high vibration when running at twice the rotational
speed and the amplitude response from the asymmetric mass and stiffness was less
significant. This vibration analysismethodwas not only limited to specific parameters
as in Eq. (3) but flexible when dealing with other additional parameters. The only
drawback is when there is an increase in DOF, Newton equation of motion becomes
lengthy and complex to formulate.
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2.2 Lagrange Method

Lagrange method, also known as Lagrange Multiplier, has higher advantages for
formulation of governing equation of motion for multi DOF vibrating system due to
its generality and simplicity. Lagrange system (L) involves the use of kinetic energy
(K ) and potential energy (V ) where:

L = K − V (5)

By using this method, Newton’s equation of motion can be transformed to

d

dt

(
∂K

∂q̇r

)
− ∂K

∂qr
= Fr r = 1, 2, . . . , n (6)

Fr =
n∑

i=1

(
Fix

∂ fi
∂q1

+ Fiy
∂gi

∂q2
+ Fiz

∂hi
∂qn

)
(7)

where, kinetic energy K can be replaced with L, depending on the vibrating system
with DOF and is the generalized coordinate of the system. To construct a complete
Lagrange equation of motion, the function kinetic and potential energy, K need to
be determined from the parameters of the vibrating system [12].

In machinery tolerance problem, Lagrange method is frequently used in vibra-
tion analysis or study of the clearance between the machines parts or components
which introduces two or more extra DOF, either in horizontal and vertical motion of
noncontact situation, as shown in Fig. 4 [15]. In examples of interrelated dimension
chains, such as in manufacturing design, tolerances that are valid within specific
range uses high number of DOF. Thus, the use of Lagrange method is preferred by
Singh et al. [16].

A study regarding the nonlinear behavior of components in machine system can
be considered using the same approach as the joint clearance issues. Malihe et al.
[17] used the Lagrange method to impose the in-extensionality gyroscopic constraint
(G∗), into the Lagrangean system for the nonlinear vibration behavior of the rotating
shaft. This nonlinear gyroscopic issue will increase the parameter and DOF of the

Fig. 4 Revolute clearance
joint between two links
modelled using
spring-damper approach



62 M. Nurshafiq Ramli et al.

whole system due to the eccentric position, magnetic load and geometric nonlinear-
ities. Thus, it is shown that this method is suitable when dealing with high DOF due
to its flexibility to impose other additional constraints.

2.3 Runge-Kutta Ordinary Differential Equation Method

Newton-Euler and Lagrangemethodwere used for formulation of equation ofmotion
for the vibrating system, whereas Runge-Kutta is a technique used to numerically
solve the time response of the vibrating system at specific frequency, using the
formulated equation ofmotion [15]. Thenormal differential equation shown inEq. (8)
can be numerically solved by substituting the given parameter to determine the
specific value of the system at an instantaneous condition.

dy

dx
= f (x, y), y(0) = y0 (8)

In solving vibrations problem, the main ordinary differential equation to solve is
the equation of motion. Using Runge-Kutta technique, only the first order ordinary
differential equation can be solved. As a result, the equation of motion needed has to
be derived from the second order to the first order differential equation [15]. Given
an undamped vibrating system of Newton’s equation of motion with the value of
k = 1 and m = 1, where:

mẍ − cẋ − kx = f (x, v, t) (9)

ẍ + x = 0 (10)

Then let x1 = x and x2 = ẋ , so the Newton’s equation of motion can be rewritten
as:

ẋ2 = −x1 (11)

From the Eq. (11), the system can be solved using the Runge-Kutta method and
other differential equation methods such as Euler method, Heun method, Fehlberg
method and integration scheme [18, 19]. Scolastika et al. [18] conducted a com-
parison on using Runge-Kutta method with forward and central difference methods
to solve vibration problems of a story building. They showed that the Runge-Kutta,
Euler andHeunmethods producedmore accurate solution than other finite difference
methods.

An example of a case study involved with this method is the effect of different
parameter value to the vibration response of the system. Athanasios et al. [20] con-
ducted a research on variable geometry of journal bearing (VGJB) by varying the
value of the external damping and stiffness incorporated to the mechanism using
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Finite Element Analysis (FEA) and experiment. Runge-Kutta method was preferred
compared to Newton or Lagrange due to its capability to numerically solve the vibra-
tion response of multiple excitation force acting on different mass body in nonlinear
system with different parameters values. It was claimed that the major vibration
response work is consumed by the damping force of the bearing system. The results
showed that the vibration response of theVGJB decreased at resonance by 70%when
compared to that of conventional journal bearing. Thus, this method is very good to
numerically solve problem when dealing with multiple parameter values and often
closely related to FEA.

2.4 Fourier Transform Method

Fourier transformed a technique used to transform the signal analysis from time-
based domain to frequency-based domain. This method is different from the previ-
ous technique as it is mainly used for signal visualization. This method works by
decomposing the signal into sinusoidal waves at different frequency whereas the
main output is the amplitude to the frequency graph. There are two different types
of Fourier Transform:

2.4.1 Fast Fourier Transform (FFT)

FFT converts the time waveform into its sinusoidal component. Abhijet et al. [3]
claimed that FFT is advantageous in diagnosing a variety of vibration related to
problems in a rotary machinery which generates the spectrum F(ω) that includes the
signal’s constituent frequencies and the time function f (t):

F(ω) =
∞∫

−∞
f (t)·e−iωt ·dt (12)

Themajor drawback of FFT is that it not capable to provide information of the time
dependence for spectrum of a signal examined. Thus, some information is missing
when an event takes place because it can only detect the oscillations of the system. A
study on vibration response ofmisalignmentmotor issues using FFT algorithm shows
that FFT only uses data fromone coordinate direction (z/y-direction) and the sampled
part transducer data is needed to put direct and quadrature to the signal input. Thus,
it cannot show the relative coordinates between Y and Z spectral components. In
addition, the output signal is subjected to change from Y to Z and Z to Y precessions
[2].



64 M. Nurshafiq Ramli et al.

2.4.2 Short-Tine Fourier Transform (STFT)

Normally, Fourier transform cannot analyze the non-stationary subject but using
STFT, the signal will be divided into several sections, which is called as windowing,
and is assumed to be stationary. In STFT, a finite-time window is examined once at a
time. It separates the input intomultiple sinusoidal waves of different frequencies and
identifies their respective amplitude response, thus giving outmore information of the
signal in their respective frequencies, as compared to the FFT [21]. Other advantages
of STFT are that the method is simpler with low cross term interference and it
requires low computation ability. STFT performs the above procedure to analyze the
non-stationary signal using the following Eq. (13).

ST FTw
x (τ, f ) =

+∞∫
−∞

x(t)w∗(t − τ)e− j2π f t dt (13)

The drawback of using STFT is that the size time window must remain the same
for all frequencies because this method cannot work properly for high frequency
components in a short time and low frequencies component at a long-time interval
[22]. A study of piston scratching fault on vibration behavior of IC engine were
conducted byMoosavin et al. [22] by using the STFTmethod to analyze the vibrating
system of healthy and faulty conditions of IC engine due to scratch of the piston
which was caused by an interference tolerance of the engine cylinder. The usage of
STFT method is more beneficial compared to FFT as it gives the result of level of
the vibration response and the time of the occurrence in the engine body. These are
important information for engineers to optimize the fault from the designed product.

3 Conclusions

Different vibration analysis methods have their own advantages and drawbacks when
dealing with tolerance and misalignment problem, in specific machine parts. For
example, Newton-Euler method can be chosen in solving theoretical vibration prob-
lem with low DOF and low parameter constraint, whereas Lagrange method is more
suitable and favorable for system with higher DOF. As for Runge-Kutta method, it is
used to determine the time response given specific frequency by numerically solving
the specific equation of motion, which is proven useful when dealing with accuracy
and FEA of the solution for vibrating system. Meanwhile, Fourier Transform is dif-
ferent from the parameter and DOF related equation. This method is a signal analysis
that analyzes the spectrum behavior and converts the signal from time to frequency
domain. Conventional FFT has a critical drawback on the amount of information
provided compared to STFT, where the method of windowing is used to get more
response information in their respective frequencies. Selection of suitable methods is
critical because these methods produce different outcomes to the applied system. A
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combination of vibration analysis method also can be used to solve certain tolerance
and misalignment problems. For instance, the usage of Lagrange method is critical
when dealing with a problem that focuses on formulating the equation of motion and
high DOF, then the usage of Runge-Kutta method to numerically solve the generated
equation of motion to validate the vibration response value of the system. Thus, the
proper selection of analysis method in different situations is important to produce
the right outcomes of the vibrating system.
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Limbs Disabled Needs for an Ergonomics
Assistive Technologies and Car
Modification

Salami Bahariah Suliano, Siti Azfanizam Ahmad, Azizan As’arry,
Faieza Abdul Aziz, Azizul Rahman Abd Aziz and Ali Ahmed Shokshk

Abstract Over the years, designers have developed various assistive technologies
and introduced numbers of modifications in an effort to bring limbs disabled person
to mobile. This paper dealt with the survey outcome from 30 independent limbs
disabled drivers in Selangor, Malaysia. The main objective of this survey is to find
the real need of limbs disabled in respect to any activities related to car driving as a
driver enter, drive and exit the car. At the present time, the car’s interior is equipped
with few assistive technologies and modification available to be installed ranging
from hand to foot and also to those with or without wheelchair users according
the typo of limbs disabilities. The main components evaluated during the survey
include five aspects of ergonomics, namely safety, ease of use, comfort, productivity
and performance, and aesthetics. The Likert scale (1 to 5) was used as the rating
score given for each question within the components. From the survey, it was found
that interior part such as handling, upholstery, and steering is in high need to be
ergonomically redesigned.

Keywords Limbs disabled · Redesign · Interior car · Ergonomics · Inclusive
design

1 Introduction

The automotive industry has been facing new challenges and economic limitations
[1], where one such challenge is determining the needs of the inclusive group to
produce an inclusive design. Inclusive design helps to identify needs or requirements
for the group of people with or without functional limitations that will improve their
driving quality [2] as well as an important approach to ensure needs of users with
various physical, cognitive, and sensory ability limitation were included and met [3].
In a way, the design made is “design for all”.
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Medical condition accompanied by physical impairments and relative individual
functional performance (which varies depending on personal characteristics) are
often the reasons that cause challenge in assessing driving abilities of disabled [4].
In addition, the ability to drive independently was found to be an important aspect
especially for personswith disabilities for activities of daily life [5]. For improvement
of quality of life, majority of disabled is driving an adapted or modification car
as a most important means of independency [6] on access to personal vehicular
transportation [7]. Modification or assistive driving has led to improvement for limbs
disabled driver. Moreover, assistive driving can easily be found in most countries [5].
This is proven by the availability of modification introduced in previous studies.

Ordinary primary car or standard in market car are equipped with an ordinary
control; steering, accelerator and pedal which are designed in a way to provide
feedback to drivers. For example, steering and pedal are designed for a rotational
distribution of control towards drivers hand and feet. However, there are certain
points or types of disabilities that limit the driver from driving a conventional control
car [6]. Having modification of adaptive equipment are said to be a proven process
for maintaining freedom on the road for the disabled [8]. With adaptation, it meets
user’s needs in a different way as well as allowing the disabled who cannot drive
before, to drive more easily and independently [9]. In general, the usefulness of an
adaptation or modification depends on several factors as considered by Scherer [10],
Thorkildsen [11], and Batavia et al. [12].

In Malaysia, most of modifications made were based on references of modified
personal carwithout a clearmeasure of needs of limbs disabled. It was found that only
standard of procedure focuses on medical examination and suggestion of modifica-
tion that can be done at any registered workshop under Road Transport Department
(RTD) after health pre-driving assessment is available for reference. Therefore, this
study intends to analyse the needs of limbs disabled, covering driver’s area of car
interior design.

2 Methods

A set of questionnaire consisting of demographic of respondents, details of respon-
dents, interior car modification and in-vehicle ergonomics experience was asked.
Respondents were customers from FARESH MOTOR Sdn. Bhd. in Kuala Lumpur
and students and staff from Industrial Training and Rehabilitation Centre (PLPP)
in Bangi, Selangor. Participation was voluntary, and approval was received from
Universiti Putra Malaysia Ethical Committee.

The conducted study involved 30Malaysian independent upper limb or lower limb
or combined limb disabled drivers as respondents in this study is covering the driver’s
interior area only. The questionnaire was composed of 4 major sections where the
final section is the most crucial one which is on ergonomics elements. A normality
checking and descriptive analysis has been carried out for this survey output. The
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answers were tabulated using a commercial program, Statistical Package for Social
Sciences (SPSS) and results were expressed as frequencies (mode) and percentages.

3 Results and Discussions

3.1 Respondent Characteristics

A total of 55 questionnaires were sent out, in which 30 disabled completed the
survey. The survey was based on 30 respondents who drove independently with or
without modification. Table 1 includes part of the demographics, type of disability,

Table 1 Respondents characteristics

Respondent demographic N (%)

Gender

Male 26 (87%)

Female 4 (13%)

Respondent details N (%)

Type of disabilities

Upper limb disabled 4 (13%)

Lower limb disabled 18 (60%)

Combined limb disabled 8 (27%)

Needs of special equipment

Yes 16 (53%)

No 14 (47%)

Negative symptoms

Upper limb 4 (13%)

Lower limb 11 (37%)

Both limb 7 (23%)

None 8 (27%)

Modification made

Right pedal to left pedal 8 (27%)

Pedal to Joystick 1 (3%)

Pedal to hand control 6 (20%)

Seat height adjustment 3 (10%)

Pedal height adjustment 1 (3%)

Signals to push button 1 (3%)

Other 2 (7%)

No modification 8 (27%)
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Table 2 Likert scale scoring for Ergonomics section

Section Level of score Likert scale

A Car interior NE-LE-N-E-VE 1-2-3-4-5

B Safety [13] VD-D-N-E-VE 1-2-3-4-5

C Comfort [18], [20] VU-U-N-C-VC 1-2-3-4-5

D Ease of use [9], [21] VD-D-N-E-VE 1-2-3-4-5

E Productivity and performance [13] VD-D-N-E-VE 1-2-3-4-5

F Aesthetics [22] VNI-NI-N-I-VI 1-2-3-4-5

Very comfortable (VC); Very easy (VE); Neutral (N); Uncomfortable (U); Very difficult (VD);
Difficult (D); Very uncomfortable (VU); Very ergonomics (VE); Easy (E); Very important (VI);
Less ergonomics (LE); Important (I); Not important (NI); Not ergonomics (NE); Ergonomics (E);
Very not important (VNI); Comfortable (C)

need of special equipment to travel, negative symptoms while traveling and type of
modification made onto their vehicles. The male as displayed in table recorded as
the majority (87%) respondents in the study while only 13% female drivers were
involved. As to add more, 53% of the respondents needed special equipment to be
mobile such as wheelchair, crutches and artificial upper and lower limb, while 73%
respondents need assistive technologies and modification to be able to drive car.

3.2 Ergonomic Friendly Car for Disabled

One of the studies once claimed that “transportation is a heart of society grand chal-
lenge” in which it simplified movements, increased level of commute, improved eco-
nomics as well as public health [13]. It is significant to ensure ergonomics is injected
in order to improve safety, efficiency, and comfort through design [13]. Therefore, it
is imperative that everyonewith vehicle in daily life observes an adequate ergonomics
requirement to improve safety and minimize risk [14]. In addition, several studies
have shown the effects of ergonomics on better quality [7, 15–17]. Ergonomics in
design has a dependent and interaction on arrangement between man and machine
[18]. When ergonomics factor is taken into account, the human capabilities and lim-
itations of certain designs are taken into consideration [19]. In considering design of
an ergonomics car, there are five aspects of ergonomics as listed in Table 2B–F.

These five factors were used in the questionnaire in order to identify the weak-
nesses of current interior design in order to identify themost appropriate improvement
to fulfill the disabled needs. Likert scale was used in the ergonomics Section (5-point
scale) as shows in Table 2. For section A, B, C, D, and E, high mode or high fre-
quencies of selection of low level score indicates attention is needed for further
ergonomics improvement. Meanwhile opposite concepts falls for section F as the
level of scoring is in different direction.
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Table 3 Ergonomics need for limb disabled as per level scoring based

Section A Mode Level of scores

Handle (Door) 9 LE

Handle (Surrounded) 9 LE

Pedals 9 LE

Egress 10 LE

Section C Mode Level of scores

Opening door from inside 9 U

Lower back support 9 U

Section E Mode Level of scores

Operate navigation while driving 8 D

Section F Mode Level of scores

Upholstery (bottom) 12 I

Upholstery (back) 11 I

Handle 13 VI

Steering trim 11 I

Gear knob trim 11 I

Table 3 shows the response on ergonomics need of a limb disabled person towards
basic works and part of their vehicles which scores high mode as outcome. Table 3,
section A, lists common surrounded parts and equipment in car interior that received
highmode and less ergonomics scores such as handle at the door, handle at surround-
ing, pedals and egress. Table 3, section C, E, F are lists of segregated highlighted
elements from five ergonomics aspects as discussed in Table 2. “The feeling uncom-
fortable while opening door from inside” and “lower back support” also recorded
high mode with low level scores by respondents (section C). This shows that at
certain situations, respondents have an inconvenient experience while opening door,
seating position (section C) and also difficulty in operating navigator devices while
driving (section E). In Table 3, (section F) illustrate a high mode score for critical
elements ofAestheticswith important and very important scores level was upholstery
(bottom), upholstery (back), handle, steering trim and gear knob trim.

It is interesting to see that limb disabled drivers did not raise any issue in safety
and ease of use (section B and Section D) even though it affects the controlling
action especially in unknown road condition and weather. A similar response from
few respondents was received where they did not take safety into consideration (e.g.
not fastening seat belt) or did not have a hard time to operate interior devices, but
they actually got used with what they have through daily practices. They tend not
to consider further adjustment although they are driving with or without any pain or
symptoms chronicled.
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4 Conclusions

In conclusion, the result from the study conducted onMalaysia limb disabled drivers
was presented. The results concluded that certainmajor needs to be taken into consid-
eration to redesign interior part of driver’s area in order to achieve ergonomic friendly
car for limb disabled driver. These include handle at the door and surrounded area,
pedals, egress, upholstery (back) and upholstery (bottom). Besides, some elements
with high mode and high score should also be considered. Although some of the
responses given by respondents were not highlighted, they still need to be used as
a measure in developing solution in regards to the needs of limbs disabled. By con-
sidering the findings of the study, a solution will be developed to redesign disabled
friendly car that is more ergonomic. As this is an ongoing project, the final outcome is
expected to be able to improve the driving experience, in particular to limbs disabled
drivers.
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Effects of Non-neutral Posture
and Anthropometry on Heart Rate
in Hand Tools Tasks

Ali Ahmed Shokshk, Siti Azfanizam Ahmad, Faieza Abdul Aziz,
Hazreen H. Harith, Azizul Rahman Abd Aziz and Salami Bahariah Suliano

Abstract The use of hand tools in industry is one of the many risky issues for
musculoskeletal disorders. Working postures during handling tools assumed may be
reiterated several times a day, every day for several years and can be predicted to affect
the musculature of the workers. Using physiological demands to assess coordinated
posture and anthropometry in manual handling tools has not received much attention
in literature. Therefore, the aim of this research is to study the effects of combined
postures of trunk and shoulder besides the individual’s anthropometry on heart rate in
vertical drilling task. Ten male students participated in this experiment and ANOVA
(Analysis of variance) was used to analyse the data. The results showed that shoulder
flexion and trunk inclining forward have a significant effect on heart rate (P < 0.01).
Also, the anthropometric in terms of individual’s weight and max grip strength has
a negative correlation with heart rate (R2 = 0.46 and 0.13 respectively).

Keywords Heart rate · Posture · Anthropometry · Hand tool

1 Introduction

Hand handling tools are common in performing activities such as maintenance,
assembly of cars, electricity works, construction, health care and agriculture. Mus-
culoskeletal disorders (MSD), such as back pain, are the most common work-related
injuries in manual hand-handling tasks. Many researches have revealed that such
diseases occur mainly because of excessive efforts or through repetitive/prolonged
work positions [1]. US companies have spent billions of dollars on lost productivity
because of bone-related musculoskeletal disorders. This can be expressed financially
throughcompensation, insurancebills, legal claims anddisability, aswell as the hiring
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and training of new workers [2]. In a recent investigation into Malaysian industrial
workers by Zein et al. [3] found that the most challenging postures practiced by
Malaysian industrial workers are moderate bending forward trunk and shoulder flex-
ion at chest level. Thus, the main goal of the physiological assessment is to design
tasks so that the physiological response of the body is within acceptable limits [4].

Awkward posture is a significant deviation in the joint from the neutral body
position. When a worker uses different parts of the body and the back is twisted or
bent backward or forward, this awkward posture increases stress as well as reduces
performance [5]. Static postures (or “static loading”) refer to the physical effort in
which the same position is maintained during a particular work. This overload puts
heavier loads or forces on the muscles and tendons, leading to fatigue because static
work inhibits the blood movement required to carry nutrients to the muscles and
remove the waste from muscle metabolism. Examples of static postures are keeping
tools that cannot be put in place, keeping the arms up out to perform tasks or standing
in one place for long periods. Much of the available literature on posture deals with
self-evaluation and have neglected the effect of the combination of different postures
[6]. Some authors have mainly been interested in the effect of the posture on certain
physiological factors, such as handholding strength,muscle activity, and heartbeat [7,
8]. All of these research support the fact that working in a non-neutral posture raises
physiological stress. However, these studies have used different evaluation methods
as they have conflicting results with respect to the amount of stress produced in
different coordinated positions. In trunk posture, several studies have agreed that
bending the back forward has a significant effect on heartbeat, self-perception and
muscular activity [9–11]. These results are similar to those reported by [6] who
observed that the discomfort was the least, and heartbeat was the highest when the
angle of back and shoulder flexion were 45° as a combined posture. Also in shoulder
flexion, Lee [12] revealed that postures of shoulder flexion 0° with elbow flexion 90°
have an excellent ability. Also, Brookham et al. [13] found that the shoulder flexion
of 60° and rotation of hand inside −45° are the most powerful posture. In addition,
Sasikumar and Lenin [14] noted that drilling with extending hand in or above the
head makes the stress highest. Assessing non-neutral postures and anthropometric
effects in hand tools on physiological demands have not received much attention in
the literature. Therefore, the aims of this study are to determine the effect of shoulder
flexion, trunk bending forward and anthropometry on heart rate in vertical drilling
task.

2 Materials and Methods

Ten students of men with mean age and body mass index (BMI) of 23.3 ± 0.67
and 23.24 ± 1.93 from the Faculty of Engineering of University Putra Malaysia
volunteered to participate in the study. Participants should not have a history of
health problems and injuries, especially in the hands and trunk. They were provided
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S0T0 S45T0 S90T0

S0T20 S45T20 S90T20

Fig. 1 Coordinated postures of shoulder and trunk

with information about the purpose, methods, demands, discomforts, and possible
outcomes of the study.

Equipment used in this research were Actiheart kit (Cambridge Nuro-technology,
Cambridge, UK) that would be put on the subject chest to record the heart rate.
Also, anthropometricmeasuring set including the goniometer tomeasure the angle of
deviation fromneutral posture, weighing scale, tailor’smeasuring tape, and hydraulic
hand dynamometer. Cordless power hand drill and drill platform were used to carry
on the experiment.

All the subjects were involved in six subtasks with different coordinated postures
to drill 30 holes in each (Two seconds as a repetitive cycle time after finishing each
hole and five minutes rest between the subtasks). The coordinated postures were
shoulder flexion angles (0°, 45° and 90°) and trunk inclination angles (0°, 20°).
These postures are represented S0T0, S0T20, S45T0, S45T20, S90T0 and S90T20
as independent variables (S = shoulder; T = trunk) (see Fig. 1). The anthropome-
try in terms of subject’s weight and max grip strength were treated as demographic
variables. The dependent variable were heart rate, which were recorded during con-
ducting of the drilling in each subtask. All subjects used the same drill tool, the drill
work piece was plywood, and the diameter of hole was 6 mm as a fixed variables.
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Fig. 2 Subject’s weight versus mean of heart rate of all subtasks

Fig. 3 Subject’s max grip strength versus mean of heart rate of all subtasks

3 Results and Discussions

Figure 2 shows the relation between weights of subjects and the mean of heart rate
for all sub-tasks for each subject. The graph showed that the heart rate is inversely
proportional to the weight of subjects (R2 = 0.46). The bigger subjects showed the
stable heart rate during drilling task compared to the smaller ones. In contrast, these
results is conflicted by Hills et al. [15] who revealed that bigger individuals need
more energy requirement than smaller ones.

Figure 3 shows the relation between max grip strength of subjects and the mean
of heart rate for all sub-tasks for each subject. There was a negative correlation
(R2= 0.13). This is due to the balance energy attained by the bigger subject compared
to the smaller subject. No relation was found between the other demographic factors
and heart rate in this study.

Figure 4 shows the mean of heart rate of subjects versus working in the six
coordinated postures of shoulder and trunk. The heart rate increases with the increase
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Fig. 4 Postures versus mean of heart rate

of shoulder and trunk above the neutral posture. Working in posture S0T0 had the
least mean of heart rate (87.388 beats/min), whereas the posture S90T20 was the
highest mean of heart rate (97.817 beats/min). Also, working in posture S0T20 and
posture S90T0 had an approximately the same heart rate as well as postures S45T20
and S90T20 as interaction postures. The general linear model of repeated measures
ANOVA (Analysis of variance)was used to analyse the data. The differences between
the means are statistically significant for shoulder flexion [F (2, 18) = 11.4, P =
0.001] and trunk bending forward [F (1, 9) = 19.08, P = 0.002].

These results agree with the studies of Sasikumar and Lenin [14] whereby the
working where the shoulder is at the chest level gives the highest stress, and with Lee
[12] who found that working in posture of shoulder flexion (0°) and elbow flexion
(90°) have the maximum individual holding capability. Furthermore, this finding
agreed with the study of Damecour et al. [10] who found that trunk inclining forward
had a significant effect on heart rate and muscle contraction. Also these finding is
consistent with De et al. [16] who approved that working with trunk flexion (0°)
is the optimum posture. In contrast, these finding is not consistent with Brookham
et al. [13] who revealed that shoulder flexion of 60° and internal rotation of −45° is
an outstanding posture. Also, it is contrary to that Lim et al. [6], who revealed the
excellent posture is when the trunk and shoulder flexion are 45°.

4 Conclusions

This study was done to determine the effect of coordinated postures and the anthro-
pometry in hand tools tasks on heart rate. Specifically, this study strived to determine
the effects of shoulder flexion, trunk bending and anthropometry on heart rate. The
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results indicated that the heart rate increased with the increase of shoulder and trunk
flexion with statistically significant results. Working in neutral posture had the least
heart rate whereas working with shoulder flexion 90° and trunk bending 20° had
the highest heart rate. The combined postures between shoulder and trunk produced
different heart beats. Anthropometry has also a significant effect on heart rate. Indi-
viduals who have higher weight and stronger grip strength have less heart rate. This
is attributed to bigger and stronger individuals exert less effort to overcome the hard
situations compared to smaller and weaker ones. Therefore, training and exercises
are important for workers to overcome the awkward situations in hand tools works.
These findings are important to design workplaces. The limitation of this research
is the differences in physiological responses for individuals in the same loads. Fur-
ther investigation should be carried out for the analysis of heart rate responses for
different combined postures for lower and upper limbs in hand tools tasks.
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Determining Optimum Partial
Transmission Ratios of Mechanical
Driven Systems Using a V-Belt Drive
and a Three-Stage Helical Reducer

Vu Ngoc Pi, Nguyen Khac Tuan, Le Xuan Hung, Nguyen Thi Hong Cam
and Tran Thi Phuong Thao

Abstract This paper presents a new study on the calculation of optimum partial
transmission ratios ofmechanical drive systems using aV-belt drive and a three-stage
helical reducer. In the optimization study, the objective function of the optimization
problem is to find the minimum acreage of system cross section. Besides, the design
equation for pitting resistance of gear sets was investigated and equations onmoment
equilibrium condition of amechanic system including aV-belt drive and a three-stage
helical reducer and their regular resistance condition were considered. Based on the
results of the optimization problem, equations for calculating the optimal partial
ratios of the V-belt drive and three stages of the reducer were proposed. Using these
models, the partial ratios can be calculated accurately and simply.

Keywords Transmission ratio · Optimal reducer design · V-belt drive ·
Three-stage helical reducer

1 Introduction

In optimization design of a mechanical system which used a reducer, the determi-
nation of the optimum partial transmission ratios is a very important task. This is
because the size, the mass and the cost of the system mainly depend on the partial
ratios. Subsequently, the calculation of optimumpartial ratios of amechanical system
has been subjected to many studies.

Until now, the gear ratios have been found through different methods and usually
for multi-stage reducers. The optimum gear ratios were determined for two-stage
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Fig. 1 Gear ratios versus the
total transmission ratio [1]

reducers [1–4], three-stage reducers [4–8], and four-stage reducers 4, 8, 9]. Also,
they were found by the graph method [1, 2, 4], by “the practical method” [2] or by
the model method [5–9].

Using the graph method, the gear ratios of a reducer were determined graphically.
For instance, the gear ratios of the first and the second stage of a three-stage helical
reducer can be determined based on the graph in Fig. 1 [1]. Using the “practical
method”, the gear ratios can be found from the practical data. For example, from
the data of reducer factories, it was noted that the weight of two-stage reducer is at
minimum if the ratio of center distance of the second stage to that of the first stage
is from 1.4 to 1.6 [2]. Based on that, the optimum gear ratios were presented in the
tabulated form. Using model method, the gear ratios can be determined in models
for different objectives. The objective can be the minimum volume of gears [4], the
minimum reducer cross section [5], the minimummass of gears [6, 9], the minimum
length of the reducer [7] and the minimum reducer mass [8].

Recently, there have been studies on the calculation of the optimum gear ratios of
a mechanical system which consists of a V-belt drive [10, 11] or a chain drive [12]
and a two-stage reducer. The objective used in this study is the minimum height of
the system including the reducer and the V-belt drive or the chain drive.

This paper introduces a study for optimum determination of the partial transmis-
sion ratios for a driven system using a V-belt drive and a three-stage helical reducer.
In the study, the objective of the optimization problem is to find theminimum acreage
of system cross section.

2 Optimization Problem

In this study, the objective of the optimization problem is to find the optimum partial
transmission ratios for getting the minimum acreage of cross section of a mechanical
driven system using a V-belt drive and a two-stage helical reducer. From Fig. 2, the
acreage of cross section of the system can be determined as:
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Fig. 2 Calculation schema

M
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d 1

a

A = Lmax · hmax (1)

In which,

Lmax = max
(
Lgb, Lb

)
(2)

hmax = max(d2, dw21, dw22, dw23) (3)

Wherein, Lgb and Lb are determined as (see Fig. 2):

Lgb = d2/2 + aw1 + aw2 + aw3 + dw23/2 (4)

Lb = d1/2 + a + d2/2 (5)

In the above equations, aw1, aw2 and aw3 are the center distance of the first, the
second and the third step, respectively; d2, dw21, dw22 and dw23 are the diameter of
the driven pulley of the V-belt drive, the driver gear of the first, the second and the
third step, respectively.
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The diameter of the drive pulley of V-belt drive can be determined as:

d1 = d2/[ub · (1 − ε)] (6)

Substituting (6) into (5) gives

Lb = d1/2 + a + d2/2 (7)

With a reducer, the driven diameters of the first, the second and the third stage
can be determined by the following equations [13]:

dw21 = 2 · aw1 · u1/(u1 + 1) (8)

dw22 = 2 · aw2 · u2/(u2 + 1) (9)

dw23 = 2 · aw3 · u3/(u3 + 1) (10)

From (2), (3), (4), (7), (8), (9) and (10) the following equations are given:

Lmax = f (d2, aw1, aw2, aw3, ub, u1, u2) (11)

hmax = f (d2, aw1, aw2, aw3, u1, u2) (12)

Thus, the optimization problem is defined as

minimize A = Lmax · hmax (13)

With the following constraints:

1 ≤ ub ≤ 6

1 ≤ u1 ≤ 9

1 ≤ u2 ≤ 9

1 ≤ u3 ≤ 9 (14)

It can be seen from Eqs. (11), (12), (13) and (14) that in order to solve the opti-
mization problem, it is necessary to determine the driven pulley diameter, the center
distances of the first, the second and the third stages.
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2.1 Determining the Driven Pulley Diameter d2

From the tabulated data to determine the allowable power of a V-belt drive [13], the
following regression equation (with the determination coefficient R2 = 0.9156) to
determine the driver diameter d1 was found:

d1 = 269.7721 · [P1]0.7042/v0.5067 (15)

Also, the peripheral velocity of the belt can be determined as follows:

v = π · d1 · n1/60000 (16)

FromEqs. (15) and (16), the driving pulley diameter is calculated by the following
equation:

d1 = 1093.8 · [P1]0.7923/n0.63691 (17)

Besides, the driven pulley diameter can be determined by using the equation in
[13]:

d2 = ub · d1 · (1 − ε) (18)

Substituting (17) into (18) gives

d2 = 1093.8 · ub · (1 − ε) · [p1]0.7923/n0.63691 (19)

Inwhich, ε is slippage coefficient and ε = 0.01 . . . 0.02 [13];ub is the transmission
ratio of the V-belt drive; [P1] is the allowable power of the drive (kW); [P1] is
determined as:

[P1] = n1 · [T1]/
(
9.55 · 106) (20)

Choosing ε = 0.015 and substituting it and (20) into (19) gives:

d2 = 0.0032 · ub · n0.15541 · [T1]0.7923 (21)

wherein, [T1] is the permissible torque on the driving shaft; [T1] can be determined
from permissible torque on the output shaft [Tout ] by:

[T1] = [Tout ]/(ut · ηt ) (22)

In Eq. (22), ut is the total transmission ratio of the system; ηt is the total efficiency
of the system:
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ηt = ηd · η2
brη

3
o (23)

In which, ηd is V-belt efficiency (ηd = 0.956 . . . 0.96[13]); ηbr is helical gear
transmission efficiency (ηbr = 0.96 . . . 0.98 [13]); ηo is the efficiency of a bear-
ing pair (ηo = 0.99 . . . 0.995[13]). Choosing ηd = 0.955, ηbr = 0.97 and
ηo = 0.992[13] and substituting (23) into (22) gives

T1 = 1.14 · Tout/ut (24)

2.2 Determining the Center Distance of the First
and the Second Stage

Theoretically, the center distance of the first stage is determined as [13]:

aw1 = Ka · (u1 + 1) · 3

√
T11 · kHβ/

(
[σH ]2 · u1 · ψba1

)
(25)

In which,

– KHβ is the contact load ratio for pitting resistance; for the first stage of a three-stage
helical reducer kHβ = 1.02−1.28 [13]; it is chosen as kHβ = 1, 1;

– [σH ]-allowable contact stress (MPa); In practice, [σH ] = 350 . . . 410 (MPa); it is
chosen as [σH ] = 380 (MPa);

– ka is material coefficient; Because of the gear material is steel, ka = 43[13];
– ψba1 is coefficient of wheel face width of the first stage; for a three-stage helical
reducer ψba1 = 0.3.

Substituting above values into Eq. (25) gets:

aw1 ≈ 1.2639 · (u1 + 1) · 3
√
T11/u1 (26)

Calculating in the same way and with the note that the coefficient of wheel face
width for the second and the third stage ψba2 = 0.35 and ψba3 = 0.4, the center
distance of the second stage aw2 and the third stage aw3 are calculated by (Fig. 3):

aw2 ≈ 1.2006 · (u2 + 1) · 3
√
T12/u2 (27)

aw3 ≈ 1.483 · (u3 + 1) · 3
√
T13/u3 (28)
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Fig. 3 Partial ratios versus total ratio (With Tr = 107 Nmm)

3 Results and Discussions

Based on Eqs. (13) and (14), a computer program was conducted in order to find
the optimum partial transmission ratios to get the minimum acreage of system cross
section. The data used in the program was: ut = 80 . . . 400; Tout = 106 . . . 107.

From the results of the optimization program, three following regression equations
were found:

– For calculation of the optimum transmission ratio of the V-belt drive (with the
coefficient of determination is R2 = 0.9758):

ub = 4.5042 · [Tout ]−0.3133 · u0.8273t (29)

– For calculation of the optimum gear ratio of the first stage of the reducer (with
R2 = 0.9764):

u1 = 0.0805 · [Tout ]0.2158 · u0.1189t (30)

– For calculation of the optimum gear ratio of the second stage of the reducer (with
R2 = 0.9734):

ub = 1.7188 · [Tout ]0.0688 · u0.0379t (31)

After having ub, u1 and u2, the gear ratio of the third stage of the reducer is
determined by the following equation:

u3 = ut/(u1 · u2) (32)
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4 Conclusions

A study on determination of optimum partial transmission ratios of a mechanical
drive system using aV-belt drive and a three-stage helical reducer to get theminimum
cross-sectional acreage was conducted.

Models for determination of the optimum partial transmission ratios of the V-belt
drive and the reducer were introduced in order to get the minimum cross-sectional
acreage of the system.

The partial transmission ratios of the V-belt drive and the reducer can be found
simply by using explicit models.
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Determining Optimum Gear Ratios
of a Worm—Helical Gearbox
for Minimum Acreage of the Cross
Section

Vu Ngoc Pi, Nguyen Khac Tuan, Le Xuan Hung, Nguyen Thi Quoc Dung
and Bui Thanh Hien

Abstract This paper presents a study on the optimal determination of gear ratios of
worm-helical gearboxes. In this study, the acreage of the cross section of the gearbox
was chosen as the objective function of the optimization problem. Furthermore, the
design equations for pitting resistance of the worm and the gear set were consid-
ered. In addition, equations on moment equilibrium condition of a mechanic system
including two-gear unit of the gearbox and their regular resistance condition were
analysed. From the results of the optimization problem, equations for determining
the optimum partial ratios of the two stages of the gearbox were proposed. Based on
these models, the partial ratios are calculated accurately and simply.

Keywords Gear ratio · Optimum gearbox design · Worm-helical gearbox

1 Introduction

Up to now, in the optimization gearbox design, many studies have concentrated in
optimum determination of the gear ratio of the gearbox. This is because the gear
ratio is the decisive factor for the size and mass of the gearbox. For worm-helical
gearboxes, there have been several ways to determine the gear ratios.

For a two-stage worm gearbox, in order to get the reasonable housing structure
of the gearboxes, the gear ratios can be calculated by the following equations [1, 2]:

u1 ≈ u2 ≈ √
uh (1)
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Fig. 1 Transmission ratio of
worm gear unit versus the
total transmission ratio [5]

Also for this type of gearbox, Milou et al. [3] proposed “a practical method” for
determining the gear ratios. In their report, it was noted that the mass of gearboxes
could be smallest if the ratio of two center distances aw2/aw1 arranged from 1.8 to 2.
Based on that, the optimum gear ratios for two-stage worm gearboxes are the total
ratios from 315 to 2500 can be selected from tabulated data. Besides, Vu et al. [4]
reported that the optimum gear ratio of the second stage of a two-stage worm gearbox
is u2 ≈ 30.97 when the objective is the gearbox structure reasonable.

For worm–helical gearboxes, the gear ratios of the helical gear unit can be deter-
mined by the following formula, identified from an actual experience [1]:

u2 = (0.03−0.06)uh (2)

The above calculation is quite simple. However, in many cases it may lead to
the gearbox structure unreasonableness. In order to ensure the effectiveness of oil
lubrication for both stages of the gearbox, Trinh Chat [5] presented a graphwhich can
be used to determine the gear ratio of the worm gear unit from the total transmission
ratio of the gearbox (Fig. 1). It can be seen that, the determination of the gear ratio
of the worm gear u1 by using the graph in Fig. 1 is quite complicated. In addition, in
order to determine u1, the user must select the coefficient c (with c = 1.3 to 1.6) so it
is very complicated and the result cannot reach the optimum values. To exclude these
points, Pi and Dac [6] presented a study to determine of the optimum gear ratios of
the gearbox with the same objective as in [5]. In this study, the optimum gear ratio
of the helical gear unit is calculated as follows [6]:

u2 = 6.86 · ψ
1/2
ba2 (3)

In which, ψba2 is the coefficient of wheel face width (ψba2 = 0.3 . . . 0.4).
Additionally, for worm–helical gearboxes, Pi et al. [7] conducted a study to find

the optimum gear ratios in order to get the minimum gearbox length. It was noted
that the optimum gear ratio of the helical gear unit u2 was the allowable maximal
transmission ratio of it ([u2max] = 8 . . . 10).
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From the above analysis, it is clear that, until now there have been many studies
on the optimum determination of the gear ratios of worm gearboxes. However, there
is still a lack of a study in which the objective is the minimum acreage of the cross
section. This paper presents a study for determining optimum gear ratios of worm-
helical gearboxes with this objective.

2 Optimization Problem

The objective of the optimization problem is to determine the optimum gear ratios in
order to get the minimum acreage of cross section of a worm-helical gearbox. From
Fig. 2, the acreage of cross section of the gearbox is determined as:

A = L · h (4)

where,

L = dw21
2

+ aw2 + dw22
2

(5)

h = max h1 + max h2 (6)

In which, h1 and h2 are determined as (see Fig. 2):

h1 = max

(
dw21
2

; dw22
2

)
(7)

h2 = max

(
dw11
2

+ aw1; dw22
2

)
(8)

Fig. 2 Calculation schema
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In the above equations, aw1 and aw2 are the center distances of the first and the
second stages, respectively; dw11 and dw21 are the pitch diameters of the worm and
the worm gear; dw22 is the pitch diameter of the driven gear of the helical gear unit.

With the worm gear unit, we have [8]:

dw21 = m · z2 = 2 · aw1
z2 + q

· z2 (9)

where, q is the worm pitch diameter coefficient; q = (0.25 . . . 0.3) · z2 [8]. Choosing
q = 0.275 · z2 and substituting it into (9) gets

dw21 = 1.5686 · aw1 (10)

For the worm gear unit, we also have:

dw11 = m · q = 2 · aw1
z2 + q

· q (11)

From (11) and with q = 0.275 · z2 we get:

dw11 = 0.4314 · aw1 (12)

For the helical gear unit, the driven diameters can be determined as [8]:

dw22 = 2 · aw2 · u2/(u2 + 1) (13)

From (4), (5), (6), (7), (10), (12) and (13) the following equations are given:

A = f (aw1, aw2, u2) (14)

Thus, the optimization problem is defined as:

minimize A = L · h (15)

With the following constraints

8 ≤ u1 ≤ 60
1 ≤ u2 ≤ 9

(16)

From (14), (15) and (16), it is clear that to solve the optimization problem, it is
necessary to calculate the center distances of the worm gear set aw1 and the helical
gear set aw2.
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2.1 Determining the Center Distance of the Worm Gear Set

Based on the design equation for pitting resistance of the worm gear set, the center
distance of it aw1 (mm) can be calculated by [8]:

aw1 = (z2 + q)
3

√(
170

z2 · [σH ]

)2

· T21 · KH

q
(17)

Choosing q = 0.275 · z2 as above, Eq. (17) can be rewritten as:

aw1 = 60.168 · 3

√
KH · [T21]/[σH ]2 (18)

where, T21 is the torque on the wheel (Nmm); with the worm-helical gearbox, T21 is
calculated by:

T21 = Tout/
(
ηg · η3

b · u2
)

(19)

In which, Tout is the output torque (Nmm); ηhg is the helical gear transmission
efficiency (ηhg = 0.96 . . . 0.98 [8]); ηb is the transmission efficiency of a pair of
rolling bearing (ηb = 0.99 . . . 0.995 [8]). Choosing ηhg = 0.97, ηb = 0.992 and
substituting them into (19) gives:

T21 = 1.056 · Tout/u2 (20)

KH is the load factor; KH = 1.1 . . . 1.3 [8]; Choosing KH = 1.2 we have

aw1 = 56.6203 · 3

√
T21/[σH ]2 (21)

Inwhich, [σH ] is the allowable contact stress (N/mm2); [σH ] depends on thewheel
material. If the wheel material is tin less bronze or soft grey iron, from the tabulated
data in [8], the following regression equation was found (with the determination
coefficient R2 = 0.9906) for determination of the allowable contact stress:

[σH ] = 5.0515 · v2sl − 49.742 · vsl + 189.9 (22)

In which, vsl is the slip velocity; vsl can be calculated as [8]:

vsl = 0.0088 · 3

√
P1 · u · n21 (23)

If the wheel material is tin bronze, [σH ] is determined by [8]:

[σH ] = KHL · vsl · [σH0] (24)
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In which, [σH0] is the allowable contact stress when the stress change cycle is
107:

[σH0] = (0.7 . . . 0.9) · σt (25)

where, σt is the tensile stress (N/mm2); σt = 260 if vsl = 5 . . . 8; σt = 230 if
vsl = 8 . . . 12 and σt = 285 if vsl = 8 . . . 25.

KHL is the service life ratio; KHL is determined by:

KHL = 8
√
107/NHE (26)

In which NHE is the equivalent loading cycle number for the worm-wheel teeth
for the whole lifetime of the gearing:

NHE = 60 · n2 · tΣ (27)

where, tΣ is t the service lifetime of the gearing (h); n2 is rotational frequencies of
the wheel (rpm);

2.2 Determining the Center Distance of the Helical Gear Set

The center distance of the helical gear set can be calculated by [8]:

aw2 = Ka · (u2 + 1) · 3

√
T12 · kHβ

[σH ]2 · u2 · ψba
(28)

where,

– KHβ is the contact load ratio for pitting resistance; for the first stage of a two-stage
helical reducer kHβ = 1.02−1.28 [8]. Therefore, we can choose kHβ = 1, 1;

– [σH ]-allowable contact stress (MPa); In practice, [σH ] = 350 . . . 410(MPa) and
we can chose [σH ] = 380(MPa);

– ka is the material coefficient; As the gear material is steel, ka = 43 [8];
– ψba is the coefficient of wheel face width; for the helical gear of the gearbox we
can get ψba = 0.3 [8].

Substituting the above values into (28) gets:

aw2 ≈ 1.2639 · (u2 + 1) · 3

√
T12
u2

(29)

where, T12 is the torque on the driver gear of the helical gear set (Nmm); T12 is
determined by:
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T12 = Tout/
(
ηg · η2

b · u2
)

(30)

Choosing ηhg = 0.97, ηb = 0.992 as in Sect. 2.1 and substituting them into (30)
gives:

T12 = 1.0476 · Tout/u2 (31)

3 Results and Discussions

From Eqs. (15) and (16), a computer program was conducted to determine the opti-
mum gear ratios to obtain the minimum acreage of the cross section of the gear-
box. The data used in the optimization program were: ut = 50 . . . 300; Tout =
105 . . . 1.6 · 106.

Figure 3 shows the relation between the gear ratios and the total ratio of the
gearbox. It was found that with the same output torque of gearbox Tout , when the
total ratio is increased, the gear ratio of the helical gear set do not change whereas
the gear ratio of the worm gear set is increased linearly. This is because the worm
gear set can reach a large transmission ratio with its small size while the helical gear
set cannot. Therefore, the gear ratio of the second stage needs to be kept constant in
order to reduce the size of the gearbox (see Eq. (29)).

From the results of the optimization program, the following regression equations
(with the coefficients of determination R2 = 0.9349) was found to determine the
optimum gear ratio of the worm gear set:

u1 = 6.9279 · 10−4 · T 0.4166
out ut (32)

After having u1, the gear ratio of the helical gear set is calculated by ug = ut/u1.

Fig. 3 Partial ratios versus
total ratio, (With Tout = 106
Nmm)
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4 Conclusions

The minimum cross-sectional acreage of a worm helical gearbox can be obtained by
using optimum gear ratios when designing.

Models for determination of optimum gear ratios of a worm helical gearbox to
get the minimum cross-sectional acreage of the gearbox were proposed.

The gear ratios can be calculated simply by using explicit models.
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A New Study on Calculation of Optimum
Partial Transmission Ratios
of Mechanical Driven Systems Using
a Chain Drive and a Two-Stage Helical
Reducer

Vu Ngoc Pi, Nguyen Khac Tuan and Le Xuan Hung

Abstract This article introduces a new study on the optimal calculation of partial
transmission ratios of mechanical drive systems using a chain and a two-stage helical
reducer. In the study, the dimension of the cross section of the system was chosen
as the objective function of the optimization problem. Also, the design equation for
pitting resistance of a gear set was investigated and equations onmoment equilibrium
condition of a mechanic system including a chain and a two-stage helical reducer and
their regular resistance conditionwere analyses. From the results of the study,models
for determining the optimal partial ratios of the chain and two stages of the reducer
were proposed. Using these models, the partial ratios can be calculated accurately
and simply.

Keywords Transmission ratio · Reducer design · Chain drive · Two-step helical
reducer

1 Introduction

Up to now, in optimization design of a mechanical driven system, many studies have
concentrated in optimumdetermination of the gear ratios of the reducer in the system.
The reason of that is the gear ratios strongly affect the size, the dimension, the mass
as well as the cost of the reducer.
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Fig. 1 Transmission ratio of step 1 and 2 versus the total transmission ratio [1]

In previous researches, the gear ratios have beendetermined for two-stage reducers
[1–4], three-stage reducers [4–8], and four-stage reducers [4, 8–10]. Also, the gear
ratios have been found by different methods. They were found by graph method [1,
2, 4], by “practical method” [2] or by model method [5–10].

The oldest method for determining the partial ratios is the graph method. In this
method, the gear ratios can be found graphically. For example, for a three-stage
helical reducer, the gear ratios of the first and second stages can be determined by
the graph in Fig. 1 [1].

The “practical method” was introduced by G. Milou et al. [2]. In this method, the
gear ratios are determined based on the practical data. For example, from the data of
reducer factories, it was noted that the total weight of two-stage reducer is minimal
if the ratio of center distance of the second to the first stage is in the range of 1.4–1.6
[2]. Based on that, the optimum gear ratios were proposed.

Model method is the most common and effective method for calculation of gear
ratios. In this method, models for determining the gear ratios have been proposed for
different objectives. The objectives in the previous studies were the minimal volume
of gears [4], the minimum cross section of the reducer [5], the minimum reducer
length [7], the minimummass of gears [6, 9, 10], or the minimum total reducer mass
[8].

Recently, the gear ratios of a mechanical system used a chain [11, 12] or a chain
drive [13] and a two-stage reducer. However, in these studies, the objective was the
minimum height of the system including the reducer and the chain of the chain drive.

The optimum design of the conventional chain drive is also considered. For
instance, for improving the efficiency of the cycling, in [14] proposed the optimum
speed ratio for the chain drive of the tricycle.

This paper presents a study for optimum determining partial transmission ratios
and for driven systems using a chain drive and a two-stage helical reducer with the
objective is the minimum system cross-sectional dimension.
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Fig. 2 Calculation schema

2 Optimization Problem

The objective of the optimization problem is to find the optimum partial transmission
ratios for getting the minimum acreage of cross section of a mechanical driven
system using a chain drive and a two-stage helical reducer. For this mechanical
system (Fig. 2), the acreage of cross section of it can be calculated by the following
equation:

A = Lmax · hmax (1)

In which,

Lmax = max
(
Lgb, Lc

)
(2)
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hmax = max(d2, dw21, dw22) (3)

where, Lgb and Lc are determined as (see Fig. 2):

Lgb = dw11
2

+ aw1 + aw2 + dw22
2

(4)

Lc = dw22
2

+ ac + d2
2

(5)

In the above equations, ac, aw1 and aw2 are the center distance of the chain drive,
the first and the second step, respectively; d2, dw21 and dw22 is the diameter of the
driven sprocket of the chain drive, the driver gear of the first and the second step,
respectively.

For the first and the second-stage of the gearbox, the driven and driver diameters
can be determined as [15]:

dw21 = 2 · aw1 · u1/(u1 + 1) (6)

dw11 = dw21/u1 (7)

dw22 = 2 · aw2 · u2/(u2 + 1)dw11 = dw21/u1 (8)

From (2), (3), (4), (5), (6), (7) and (8) the following equations are given:

Lmax = f (d2, aw1, aw2, u1, u2) (9)

hmax = f (d2, aw1, aw2, u1, u2) (10)

Thus, the optimization problem is defined as:

minimize A = Lmax · hmax (11)

With the following constraints

1 ≤ uc ≤ 6

1 ≤ u1 ≤ 9

1 ≤ u2 ≤ 9 (12)

From (9), (10) and (11), it is clear that for solving the optimization problem it is
necessary to calculate the driven sprocket diameter d2, the center distance of the first
stage aw1, and the center distance of the second stage aw2.
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2.1 Determining the Driven Sprocket Diameter d2

The pitch diameter of the driven sprocket can be determined as [15]:

d2 = d1 · uc (13)

In which, d1 is the pitch diameter of the drive sprocket; d1 is calculated by [15]:

d1 = p/ sin(π/z1) (14)

where,
z1—the number of teeth of the drive sprocket and it is calculated by [13]:

z1 = 32.4 − 2.4 · uc (15)

p—the chain pitch (mm); p can be determined from the design power capacity P
which is determined by the following equation [15]:

P = P1 · k · kz · kn (16)

In which, P1 is the power rating (kW) of the chain drive; P1 is determined as:

P1 = T1 · n1
9.55 × 106

(17)

where, n1 is the revolution of the drive sprocket (rpm):

n1 = nm/ug (18)

T1 = Tout · ηc · ηb (19)

In the above equations, ηc is the efficiency of the chain drive (ηc = 0.95 ÷ 0.97
[15]); ηb is the efficiency of a pair of bearings (ηb = 0.99 ÷ 0.995 [15]); T1 and Tout
are the torque on the drive and the output torque (Nmm).
k, kz and kn are coefficients determined as [15]:

k = kd · kp · kc · kad j · klub · kcon (20)

kz = 25/z1 (21)

kn = n01/n1 (22)

In Eqs. (20), (21) and (22), kd , kp, kc, kad j , klub and kcon are coefficients which
take into account the influences of shock factor, the drive position, the center distance
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of the drive, the possibility of adjusting the center distance, the lubrication and
the operating conditions, respectively; n01 is tabulated number of teeth of the drive
sprocket.

2.2 Determining the Center Distance of the First
and the Second Stage

The center distance of the first stage can be calculated by [15]:

aw1 = Ka · (u1 + 1) · 3

√
T11 · kHβ

[σH ]2 · u1 · ψba1
(23)

where,

– KHβ is contact load ratio for pitting resistance; for the first stage of a two-stage
helical reducer kHβ = 1.02 ÷ 1.28 [15]. Therefore, we can chose kHβ = 1.1;

– [σH ]-allowable contact stress (MPa); In practice, [σH ] = 350 . . . 410 (MPa) and
we can chose [σH ] = 380 (MPa);

– ka is material coefficient; As the gear material is steel, ka = 43 [15];
– ψba is coefficient of wheel face width; for the for the first stage of a two-stage
helical reducer ψba = 0.3.

Substituting the above values into (23) gets:

aw1 ≈ 1.2639 · (u1 + 1) · 3

√
T11
u1

(24)

Considering that the coefficient of wheel face width for the second stage ψba =
0.35 and calculating in the same way, the center distance of the second stage is
determined as:

aw2 ≈ 1.2006 · (u2 + 1) · 3

√
T12
u2

(25)

3 Results and Discussions

FromEqs. (11) and (12), a computer programwasbuilt for finding the optimumpartial
transmission ratios in order to get the minimum dimension of the cross section of the
system. The following data was used in the optimization program: ut = 30 . . . 80;
Tout = 106 . . . 107; kd = 1; kp = 1; kc = 1; kad j = 1; klub = 1 and kcon = 1.25.
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Table 1 Optimum gear ratios of the chain drive

ut ux when Tout = 106x

1 1.3 1.7 1.8 2 2.3 2.6 3 5 7 10

30 1.43 1.35 1.29 6 6 6 6 6 6 6 6

40 1.47 1.39 1.33 6 6 6 6 6 6 6 6

50 1.49 1.46 1.36 6 6 6 6 6 6 6 6

60 1.49 1.49 1.39 6 6 6 6 6 6 6 6

70 1.49 1.49 1.41 6 6 6 6 6 6 6 6

80 1.49 1.50 1.43 6 6 6 6 6 6 6 6

Fig. 3 Optimum partial ratios versus total ratio

Table 1 shows the optimum values of speed ratio of the chain drive with different
values of the total ratio of the system and the output torque. Besides, Fig. 3a presents
the relation between the optimum partial ratios (including the gear ratio of the first
stage u1, the gear ratio of the second stage u2 and speed ratio of the chain drive uc)
and the total ratios of the system. Also, the relation between the optimum speed ratio
of the chain drive uc and the total ratio ut is shown in Fig. 3b.

From Table 1, it is observed that with large values of the output torque of the
system (Tout ≥ 1.8 × 106 (Nmm)), the optimum gear ratio of the chain drive is
equal 6. Otherwise, the small values of the output torque (Tout < 1.8× 106 (Nmm)),
the small optimum gear ratios of the chain drive (less than 1.5). Also, the optimum
gear ratio when Tout < 1.8 × 106 can be calculated by the following equation (with
R2 = 0.9686—see Fig. 3b):

uc = −8 · 10−5 · u2t + 0.0113 · ut + 1.0775 (26)

From the data of the program, the following equations (with the coefficients of
determination of both equations are R2 = 1)were found for determining the optimum
gear ratios of the reducer:

u1 = 0.9365 · u0.667gb (27)
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u2 = 1.0678 · u0.333gb (28)

Equation (26) is used to calculate the gear ratio of the chain drive uc. After having
uc, the total ratio of the reducer is calculated by ugb = ut/uc and the partial gear
ratios of the reducer u1 and u2 can be determined by Eqs. (27) and (28) respectively.

4 Conclusions

The minimum cross-sectional acreage of a mechanical drive system using a chain
drive and a two-stage helical reducer can be obtained by designing with optimum
partial gear ratios which found from optimization program.

From the results of the optimization problem, models for determining the partial
gear ratios of the chain drive and the gear-stages were proposed in order to get the
minimum cross-sectional dimension of the system.

The partial gear ratios of the chain drive and the reducer can be calculated merely
by using explicit models.
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A New Study on Determination
of Optimum Gear Ratios of a Two-Stage
Helical Gearbox

Vu Ngoc Pi, Nguyen Khac Tuan, Le Xuan Hung and Luu Anh Tung

Abstract This paper presents a new study on the optimum determination of gear
ratios of a two-stage helical gearbox. In this study, in order to find the optimum gear
ratios of the gearbox, the acreage of the cross section of the gearbox was chosen
as the objective function of the optimization problem. Besides, the effects of input
parameters including the total gearbox ratio, the wheel face width coefficient, the
output torque and the allowable contact stress were considered. To evaluate the
effect of these factors on the optimum gear ratios, an “experiment” was designed and
a computer program was built to perform the “experiment”. From the results of the
study,models for calculationof the optimumgear ratios of a two-stagehelical gearbox
were proposed. Using these models, the gear ratios can be determined accurately and
simply.

Keywords Gear ratio · Optimum gearbox design · Helical gearbox

1 Introduction

In gearbox design, the calculation of the gear ratios is a very important task. This
is because the gear ratios strongly affect the dimension, the mass, and the cost of a
gearbox.Consequently, optimumdeterminationof the gear ratios has been considered
in many researches.

For a two-stage helical gearbox, Kudreavtev et al. [1] introduced a graph (Fig. 1)
to determine the gear ratio of the first stage. It can be seen that the determination of
the gear ratio of the first stage u1 by using the graph in Fig. 1 is quite complicated.
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Fig. 1 The gear ratio of the stage 1 versus the total gearbox ratio [1]

Also, to find u1, we must select the coefficient λc3 (with λc3 = 0.6−4) so it is very
complicated and the result cannot reach to optimum values.

Additionally, to determine the gear ratios of this gearbox type, Milou et al. [2]
proposed “a practical method”. In this method, the gear ratios were found from
practical data. For example, based on the data from reducer factories, it was reported
that the two-stage gearbox weight is minimum if the ratio of two center distances
aw2/aw1 ranged from 1.4 to 1.6 [2]. Based on that, the optimal gear ratios were
introduced in the tabulated form.

The most common method to find optimum gear ratios of two-stage helical gear-
boxes is the model method. In this method, models for calculation of optimum gear
ratios will be used for different objectives. The objective can be theminimum volume
of gears [3], the minimum gearbox mass [4], the minimum cross section dimension
of the gearbox [5], the minimummass of gears [6], and the minimum gearbox length
[7].

This paper presents a new study to determine the gear ratios of a two-stage helical
gearbox in which the objective is the minimum gearbox cross-sectional acreage.
Also, the influence of input parameters on the optimum gear ratios was investigated.

2 Optimization Problem

The objective of the optimization problem is to determine the optimum gear ratios
in order to get the minimal acreage of cross section of a two-stage helical gearbox.
From Fig. 2, the acreage of cross section of the gearbox can be calculated as:

A = L · h (1)

In which, L and h are determined as (see Fig. 2):
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dw

dw dw

dw

aw aw

2

1

h

12 22

L

1 2

 11 21

Fig. 2 Calculation schema

L = dw11/2 + aw1 + aw2 + dw22/2 (2)

h = max(dw21, dw22) (3)

In the above equations, aw1 and aw2 are the center distance of the first and the
second stage; dw11, dw21 and dw22 are pitch diameters (mm) of the first and the second
stage, respectively.

For a two-stage gearbox, the diameters dw11, dw21 and dw22 can be determined as
[8]:

dw11 = 2 · aw1/(u1 + 1) (4)

dw21 = 2 · aw1 · u1 · /(u1 + 1) (5)

dw22 = 2 · aw2 · u2/(u2 + 1) (6)

Also, for a two-stage gearbox we have:

u2 = ug/u1 (7)
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where, ug is the total gearbox ratio; u1, u2 are the gear ratios.
From (2), (3), (4), (5) and (6) the following equations are given:

L = f
(
aw1, aw2, u1, ug

)
(8)

h = f
(
aw1, aw2, u1, ug

)
(9)

Thus, the optimization problem is defined as

minimize A = L · h (10)

With the following constraints

5 ≤ ug ≤ 30 (11)

From (8), (9) and (10), it is clear that in order to solve the optimization problem,
it is necessary to determine the center distances of the first stage aw1 and the second
stage aw2.

2.1 Determining the Center Distance of the First Stage

The center distance of the first stage aw1 is calculated by [8]:

aw1 = Ka · (u1 + 1) · 3

√
T11 · kHβ

[σH ]2 · u1 · ψba1
(12)

In which,

– KHβ is contact load ratio for pitting resistance; for the first stage of a two-stage
helical gearbox kHβ = 1.02 ÷ 1.28 [8]. Therefore, we can chose kHβ = 1.1;

– [σH ]-allowable contact stress (MPa); In practice, [σH ] = 350 . . . 410 (MPa);
– ka is material coefficient; As the gear material is steel, ka = 43 [8];
– ψba is coefficient of wheel face width; for the for the first stage of a two-stage
helical gearbox ψba1 = 0.3 . . . 0.35;

From the moment equilibrium condition of a two-stage helical gearbox and their
regular resistance condition, the following equation can be used:

Tout = T11 · η2
hg · η3

be · ug (13)

wherein, ηhg is helical gear transmission efficiency (ηhg is from 0.96 to 0.98 [2]); ηbe
is transmission efficiency of a pair of rolling bearing (ηbe is from 0.99 to 0.995 [2]).
Choosing ηhg = 0.97 and ηbe = 0.992 [8] gives
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T11 = 1.0887 · Tout/ug (14)

Substituting (14) and kHβ = 1.1 into (12) gets:

aw1 = 45.6634 · (u1 + 1) · 3

√
Tout

[σH1]2 · u1 · ug · ψba1
(15)

2.2 Determining the Center Distance of the Second Stage

The center distance of the second stage aw2 is calculated by [8]:

aw2 = Ka · (u2 + 1) · 3

√
T12 · kHβ

[σH ]2 · u2 · ψba2
(16)

Also, for the second stage, we have

Tout = T12 · ηhg · η2
be · u2 (17)

Choosing ηhg = 0.97 and ηbe = 0.992 as in Sect. 2.1 gives

T12 = 1.0476 · Tout/u2 (18)

Substituting (18), ka = 43 and kHβ = 1.1 (as in Sect. 2.1) into (16) gets:

aw2 = 45.0814 · (u2 + 1) · 3

√
Tout

[σH ]2 · u22 · ψba2
(19)

2.3 Experimental Work

To investigate the effect of input parameters on the optimum gear ratios, an “experi-
ment” was designed and conducted. For the design of the experiment, a 2-level full
factorial design was selected. Table 1 shows 5 input parameters which were selected
for the exploring. Therefore, the design was arranged with 25 = 32, which is the
number of experiments. To conduct the experiment, a computer program was built
based on Eqs. (10) and (11). The various levels of input parameters and the results
of the output of the computer program (the optimum gear ratio of the first stage u1)
are presented in Table 2.
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Table 1 Input parameters

Factor Code Unit Low High

Total gearbox ratio ug – 5 30

Coefficient of wheel face width of stage 1 xba1 – 0.3 0.35

Coefficient of wheel face width of stage 2 xba2 – 0.35 0.4

Allowable contact stress AS MPa 350 410

Output torque Tout Nmm 105 106

Table 2 Experimental plans and output response

Std-
order

Run-
order

Center
Pt

Blocks ug Xba1 Xba2 AS
(MPa)

Tout
(Nm)

u1

28 1 1 1 30 0.35 0.35 410 1000 9.53

14 2 1 1 30 0.3 0.4 410 100 8.66

13 3 1 1 5 0.3 0.4 410 100 2.62

32 4 1 1 30 0.35 0.4 410 1000 9.11

30 5 1 1 30 0.3 0.4 410 1000 8.66

6 6 1 1 30 0.3 0.4 350 100 8.66

3 7 1 1 5 0.35 0.35 350 100 2.88

27 8 1 1 5 0.35 0.35 410 1000 2.88

…

20 31 1 1 30 0.35 0.35 350 1000 9.53

8 32 1 1 30 0.35 0.4 350 100 9.11

3 Optimization Results and Discussions

To visualize the effect of input parameters on the response and to evaluate of the
relative strength of the effect, a graph of the main effect of each parameter is plotted
in Fig. 3. From Fig. 3, it is clear that the optimum gear ratio of the first stage u1
increases significantly with the increase of the total gearbox ratio ug . Besides, it is
also effected by the coefficient of wheel face width of the first and the second stages
(ψba1 and ψba2). In addition, it is found that the allowable contact stress and the
output torque do not affect the optimum gear ratio.

Figure 4 shows the Pareto chart of the standardized effects from the largest effect
to the smallest effect. According to the chart, the bars that represent parameters
including the total gearbox ratio (factor A), the coefficient of wheel face width of the
first and the second stages (factors B and C) and the interactions between them (AB
and AC) cross the reference line. Therefore, these factors are statistically significant
at the 0.05 level with the response model.

Theoretically, the Pareto chart cannot show which effects increase or decrease the
response. Therefore, the Normal Plot of the standardized effects (Fig. 5) is used for
that. From Fig. 5, it is found that the total gearbox ratio is the most significant factor
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Fig. 3 Main effects plot for
optimum gear ratio of stage 1

Fig. 4 Pareto chart of the
standardized effects

Fig. 5 Normal plot for u1

for the optimum gear ratio of the first stage. Also, the total gearbox ratio and the
coefficient of wheel face width of the first stage have a positive standardized effect.
If they change from the low level to the high level of the factors, the optimum gear
ratio of the first stage increases. Besides, the coefficient of wheel face width of the
second stage has a negative standardized effect. When it increases, the optimum gear
ratio decreases.
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Fig. 6 Estimated effects and coefficients for u1

Figure 6 shows the estimated effects and coefficients for u1. As in Fig. 6, factors
which have a significant effect on a response have P-values lower than 0.05 are the
total gearbox ratio ug , the coefficient of wheel face width of the first and the second
stage (ψba1 and ψba2) and their interactions. As a result, the relation between the
optimum gear ratio and significant effect factors can be described by the following
equation:

u1 = 0.2545 · ug + 3.75 · ψba1 + 0.69 · ψba2 + 0.26 · ug · ψa1

− 0.228 · ug · ψba2 − 6 · ψba1 · ψba2 + 0.736 (20)

As seen in Fig. 6, the high values of adj-R2 and pred-R2 indicate that the estimated
model (Eq. 20) fit the experimental data very well.

Equation (20) is used to calculate the gear ratio of the first stage u1. After having
u1, the total ratio of the second stage is calculated by u2 = ug/u1.

4 Conclusions

Theminimum cross-sectional acreage of a two-stage helical gearbox can be obtained
by determination of optimum gear ratios of the gearbox.

Models for calculation of the optimum gear ratios of a two-stage helical gearbox
to get the minimum cross-sectional acreage of the gearbox were proposed.

By using explicit models, the optimumgear ratios of the gearbox can be calculated
accurately and simply.
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Anti-friction Bearing Malfunction
Detection and Diagnostics Using Hybrid
Approach

Tamiru Alemu Lemma, Noraimi Omar,
Mebrahitom Asmelash Gebremariam and Shazaib Ahsan

Abstract Antifriction bearings are widely used in the industries especially in air-
craft, machine tool, and construction industry. It holds and guides moving parts of
the machine and reduces friction and wear. As they are one of the riskiest compo-
nents in the rotating machinery, it puts challenges on the bearing health condition
monitoring. The defects found in the bearings can lead to malfunctioning of the
machinery and impact the level of production. This paper presents detection tech-
nique and diagnosis of bearing defects using a novel hybrid approach (continuous
wavelet transform, Abbott–Firestone parameter, and artificial neural network). The
vibration signals were obtained from Case Western Reserve University. MATLAB
is used to analyse the vibration signals, test, and train the required models accord-
ing to the chosen model structure. Various statistical features are extracted from the
time domain namely kurtosis, skewness, root mean square, standard deviation, crest
factor, and Abbott parameters to analyse and identify the bearing fault. The results
demonstrate that the proposed method is effective in identifying the bearing faults.

Keywords Antifriction bearing · Rotating machinery · Condition monitoring ·
Detection · Diagnosis · Vibration · ANN · Wavelet · Abbott parameter

1 Introduction

Antifriction bearings are designed to support movingmachine parts such as the rotat-
ing shafts and they have the potential to reduce friction effectively. They minimize
the friction by eliminating any possible sliding between bearing surfaces and replac-
ing all contacts with rolling interfaces. The bearing is also known as rolling contact
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bearing. It can be divided into two different designs, which are ball bearings and
roller bearings. The bearings are mostly used in automobile, automatic production
machinery and high-speed engines due to their capacity and reliability of carrying
load. Thus, it is safe to say that in majority of machines, bearings are among the most
essential components.

In most of the manufacturing company or any commercial industry, if there is an
unexpected downtime due to mechanical failures, it will lead to a big impact on the
company especially on the economic side. Example causes ofmechanical failures are
improper lubrication, misalignments, bearings faults and gearbox failure. However,
several researches show that bearing malfunctioning is one of the main reasons why
rotating equipment fails. Most of the bearing failures are not correlated with the
end of its useful life but it can be caused by poor handling and installation, harsh
operating conditions, material fatigue, lubrication or even contamination problems.
Failure of bearings will not directly cause the machinery to breakdown, but it will
persist overtime and cause a severe failure. Therefore, it is important to detect any
early warning sign before the equipment failed.

Mostly damaged bearings are not equated with the end of its useful life, a large
number of bearings fail too early while in service due to heavier loading that has
exceeded the prescribed limit, inadequate lubrication, incorrect assemblyor handling,
ineffective sealing and incorrect fit [1]. When the rolling elements in the bearing roll
over the flaw, theywill generate vibration signal which frequencymight be correlated
to rotational speed of the supported shaft. The frequencies associated with flaws in
the cage, internal and external races, and on one of the bearing balls, are given by
Eqs. (1), (2), (3), and (4), respectively.

Train or Cage Frequency: FTF = fr
2

{
1 − d

D
cos∅

}
(1)

Ball Pass Frequency Inner Race: BPFI = n
fr
2

{
1 + d

D
cos∅

}
(2)

Ball Pass Frequency Outer Race: BPFO = n
fr
2

{
1 − d

D
cos∅

}
(3)

Ball Spin Frequency: BSF = D
fr
2d

{
1 −

(
d

D
cos∅

)2
}

(4)

where d is the ball diameter,D is the pitch diameter, n is the number of balls, f r is the
rotational frequency, and ∅ is the contact angle. These formulas are the kinematic
frequencies assuming no slippage.

With today’s advanced technology and an efficient diagnostics system, it is pos-
sible to recognize these primitive faults before destructive failure happened. The
technique is called as condition monitoring. It plays an important role to maintain
the efficiency and effectiveness of the machine at an optimal level. Condition mon-
itoring means to monitor, determine, and understand the state of the machine in
operation. If there is a sudden change in the machine behaviour, it is likely an indica-
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Fig. 1 Timeline for intelligent system-based bearing fault detection and diagnostics research

tive of a developing failure. Hence, an efficient and effective condition monitoring is
very critical in an industry. Themost commonly used conditionmonitoring technique
for fault detection in rotating machine is vibration analysis. The vibration spectrum
will be interpreted and analysed using hybrid approach to detect and diagnose the
bearing faults.

Many researches have been carried out to improve the technology on bearing fault
detection. There is wide range of methods for bearing fault detection based on vibra-
tion analysis ranging from Fast Fourier transform (FFT), short-time Fourier trans-
form (STFT), Wigner-Ville Distribution (WVD) [2], wavelet transform [3], singular
value decomposition (SVD), Hidden Markov Model (HMM) [4], medium entropy
deconvolution (MED), spectral kurtosis (SK), experimental data analysis (EDA)
[11], neural network [6], fuzzy logic [7] and spectral analysis [8]. To improve the
accuracy and precision of the bearing fault diagnosis, there is an alternative solution
using the artificial intelligence approach. Various studies have been carried out and
a lot of researchers have brought new strategies in view of the artificial intelligent
techniques. The timeline for intelligent system-based bearing fault detection and
diagnostics research is illustrated in Fig. 1.

The main purpose of this paper is to establish an understanding on the signatures
of possible causes of bearing failures using hybrid approach (continuous wavelet
transforms and Abbott–Firestone parameters) and develop a diagnostic system that
can be applied in the field. This will help to improve the bearing life and carry out
preventive maintenance. To our knowledge, such a hybrid approach has not been
reported before.
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1. Signal Processing
2. Wavelet Transform

3. Abbott-Firestone Curve
4. Artificial Neural Network Diagnosis System

Fig. 2 Flowchart for bearing detection and diagnostics system

2 Methodology

There are five important steps involved in fault detection and diagnostics of anti-
friction bearings using our proposed hybrid approach, as shown in Fig. 2: signal
processing, wavelet transform, Abbott-Firestone curve, and artificial neural network.
The description of each step is provided as follows:

Step 1: The raw vibration signals obtained from the vibrating system is processed
to capture the relevant information or also known as feature extraction.
The current study uses time-domain analysis to calculate the diagnostics
indicator.

Step 2: New method is applied in the present paper where the vibration signals is
directly feed into the ContinuousWavelet Transform (CWT) and the results
is presented as a 3D pattern of the CWT coefficients.

Step 3: From the wavelet coefficients obtained in previous step, all those values will
be aggregated into cumulative density function and the associated parame-
ters are computed. This step will produce what is called as Abbott-Firestone
curve or bearing area curve. The same curve will be further processed to
generate Abbott parameter.

Step 4: The computed Abbott parameters is then plotted and tend to capture them
into the artificial neural network. In this stage, the classification of the
bearing fault can be determined.
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Table 1 Diagnostics indicators

Name Formula Name Formula

Standard deviation
σ =

√
1
n

n∑
i=1

(
ki − k̄

)2 Moment
ks =

(
1
n

√
n∑

i=1
k

)2

Kurtosis
kkur = 1

n

n∑
i=1

(
ki−k̄

)4
σ 4

Peak-to-peak kp2p = |kmax − kmin|

Root mean square
krms =

√
1
n

n∑
i=1

k2
Peak to RMS kpeak.to.rms = |kmax |

krms

Skewness
kskew = 1

n

n∑
i=1

(
ki−k̄

)3
σ 3

Waveform factor kwave = krms∣∣k̄∣∣

Square mean root
ks =

(
1
n

√
n∑

i=1
k

)2 Impulse factor kimpulse = kmax∣∣k̄∣∣

k̄ is the mean

2.1 Signal Processing

Suitable feature extraction strategies highlight the essential distinctive attributes of
the data,while at the same time disregards all kinds of unimportant characteristics, for
example, the noise. The common parameters computed in the time domain include
the root mean square (RMS), kurtosis, skewness, and crest factor. In the present
paper, the features are extracted from time domain.

The time domain parameters can viably show early faults happening in rotating
machinery. These indicators can be good indicators formonitoring the bearing health.
Here, there are ten of themwhich are generally used for the fault diagnosis of rotating
machinery, as shown in Table 1.

Each of the diagnostic indicators has distinctive critical degrees to distinguish
the bearing fault, though all represent defect data of the bearing. Thus, the selected
features used in this paper are RMS, skewness, kurtosis, standard deviation, and crest
factor.

2.2 Continuous Wavelet Transform

Wavelet transform has turned out to be one of the developing and quick advanc-
ing numerical and signal processing instruments for its numerous distinct benefits.
Wavelet investigation is fit for uncovering parts of information that other signal anal-
ysis methods might miss, similar to patterns, breakdown points and discontinuities
in higher subsidiaries. Moreover, because it bears an alternate perspective of infor-
mation than those displayed by traditional approaches, wavelet investigation can
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frequently denoise a signal without measurable deterioration [9]. As such, it is an
effective means to interpret a nonstationary signal.

The CWT of x(t), represented by
(
Wx

ϕ

)
(a, b), is the convolution of the signal x(t).

with wavelet ϕa,b(t) and integrated over the interval [−∞,+∞] [10]. It is given by:

(
Wx

ϕ

)
(a, b) = 1√

a

∞∫
−∞

x(t)ϕ

(
t − b

a

)
dt (5)

where a > 0 and b are scale and shift parameters, respectively. ϕ(t) represents the
mother wavelet. Typical mother wavelets include Mexican hat, Morlet, Gaussian
derivative, Shanon, and Daubechies. Whenever ‘a’ decreases, the wavering turns out
to be more intense and shows high-recurrence nature. Likewise, when ‘a’ increases,
the motions wind up drawn out and demonstrate low-recurrence nature. The size
‘a’ is thought to be confined to R+, though easily understood as a corresponding of
frequency.

For a known
(
Wx

ϕ

)
(a, b) and constant Cϕ , the original signal can be constructed

by applying the inverse transform, which is given by the equation

x(t) = 1

cϕ

∞∫
0

⎧⎨
⎩

∞∫
−∞

(
Wx

ϕ

)
(a, b)ϕ

(
t − b

a

)
db

⎫⎬
⎭
da

a2
(6)

where Cϕ is the constant parameter that relies upon ϕ(t). Based on Cϕ , the admissi-
bility condition is given by Eq. (7).

Cϕ =
∞∫

−∞

|ϕ(ω)|2
ω

dω < ∞ (7)

where ϕ(ω) = ∫ ∞
−∞ ϕ(t)e−iωtdt. If the mother wavelet satisfies Eq. (7), then any

function x(t) ∈ L2(R) satisfies Eq. (6). As such, the continuous wavelet transform
based on ϕ(t) is invertible.

2.3 Abbott-Firestone Parameter

The wavelet coefficients obtained from the vibration signals are transformed to
Abbott parameters. The latter is normally used to measure wear occurrence, for
example, lubrication impact, bearing materials, or the texture of the surface [11].
The Abbott parameters are tabulated in Table 2. All the parameters depend on the
F(x) equation that represents the best-fitted line computed from the “linear part” of
A(x), the Abbott curve equation. F(x) is the straight line equation that best adjusts
the linear part of the Abbott curve, and we define c1 = F(0) and c2 = F(100).



Anti-friction Bearing Malfunction Detection and Diagnostics … 123

Table 2 Definition of Abbott parameters [11]

Definition Formula

Quantity of solid peaks A1 A−1(c1)∫
0

(A(x) − c1)dx

Quantity of solid valleys A2 100∫
A−1(c2)

(A(x) − A(100))dx

Threshold as the minimal AHD Mr1 A−1(c1)

Threshold as the maximal AHD Mr2 A−1(c2)

Kernel or core roughness depth Rk c1 − c2

“Reduced” height peak amplitude Rpk A(0) − c1

“Reduced” height valley amplitude Rvk c1 − A(100)

3 Results and Discussion

The bearing fault data set is obtained from Case Western Reserve University. The
information set is collected from the test stand as indicated in Fig. 3, where it com-
prises of a 2 hp motor, a dynamometer, a torque transducer, and control hardware.
The bearing signals are extracted using sampling rate of 12,000 samples per second
through accelerometer, which were connected to the housing. As shown in Table 3,
these signals were measured under 0, 1, 2, and 3 hp engine load with the engine
speed of 1797, 1772, 1750, and 1730 rpm respectively.

The bearings utilized as part of this study are deep groove ball bearings which
were made by SKF. The diameter measurements of the inside, outside, thickness,
ball, and pitch of the tested bearings are 0.9843, 2.0472, 0.5906, 0.3126, and 1.537 in.
respectively.

Fig. 3 Bearing test stand
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Table 3 Summary of bearing fault data arrangement

Fault position Motor load (hp) Fault diameter (in.)

Inner race 0, 1, 2, 3 0.007, 0,014, 0.021

Ball 0, 1, 2, 3 0.007, 0,014, 0.021

Outer race (at 3:00) 0, 1, 2, 3 0.007, 0.021

Outer race (at 6:00) 0, 1, 2, 3 0.007, 0,014, 0.021

Outer race (at 12:00) 0, 1, 2, 3 0.007, 0.021

Fig. 4 a Signal from healthy bearing for 0 hp and 1797 rpm. b Signal from bearing with inner race
fault for 0 hp and 1797 rpm

The deformity sizes were 0.007, 0.014, and 0.021 in. Healthy bearing, bearing
with inner race fault, outer race fault bearing, and bearing with ball defect are the
four sets of data that were obtained from the experimental set up.

Figure 4a, b illustrates the characteristics waveforms of the vibration signal eval-
uated from the test bearing: healthy bearing and bearing with inner ring defect,
respectively. There is a major difference in the vibration amplitude of a healthy bear-
ing and a defect bearing. The amplitude of the vibration of a damage bearing inner
ring is much higher compared to a normal healthy bearing. The spikes in the wave-
form as presented in Fig. 4b indicate the impact between a ball and a crack inside
the bearing.

Figures 5 and 6 represent some plots of the calculated values of RMS, kurtosis,
skewness, and crest factor. Windows are applied to the time waveform to shape the
spectrum and reduce errors. It can be observed that for the faulty bearing, the values
of the indicators are slightly more than the normal bearing. The crest factor has high
value due to the increasing peaks in the time domain signal. Kurtosis value describes
the impulsive shape of the time signal while the negative values of the skewness
points out the malfunctioning of the bearing since it is not symmetrical.

Figure 7a, b show the vibration signal and their standard deviation of a normal
bearing. The range of the normal bearing amplitude is −0.25 to 0.25 mm and 0.05
to 0.08 of standard deviation. However, comparing the value to a bearing with inner
race fault, as illustrated in Fig. 8a and b, the amplitude of the vibration signal is
higher with the range from −2 to 2 mm and the standard deviation varies from 0.27
to 0.34.
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Fig. 5 Diagnostics indicator for healthy bearing (0 hp, 1797 rpm)

Fig. 6 Diagnostics indicator for bearing with inner race fault (0 hp, 1797 rpm)
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Fig. 7 a Overall vibration signal of healthy bearing b standard deviation for healthy bearing
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Fig. 8 aOverall vibration signal of inner race fault bearing b standard deviation for inner race fault
bearing
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Fig. 9 a Standard deviation for healthy bearing with threshold line b standard deviation for inner
race fault with threshold line

Referring to Fig. 9, the two horizontal lines represent the threshold value of the
standard deviation. The threshold value is defined at the range of 0.05–0.24. Any
points located outside of this band will be considered as faulty.

The statistical features used for fault diagnosis in this paper are extracted from
vibration signals in both time domain and frequency domain. To get more bearing
information and avoid misclassification of the bearing fault, wavelet-based feature
extraction is also used. The continuous wavelet coefficients of the signals are calcu-
lated using complex Morlet wavelets. The three-dimensional plots between relative
wavelet energy, scale, and time for different type of bearing fault are as shown in
Fig. 10. It is observed that outer race fault has the highest magnitudes of the coeffi-
cient value, followed by inner race fault and ball fault. The lowest wavelet coefficient
magnitude is the no fault bearing. The magnitudes are depending on the frequency
of the vibration signals, higher frequency will result in high magnitudes of wavelet
coefficients at a particular scale.

After applying the wavelet transform and obtained the wavelet coefficients, the
magnitudes will be aggregated into cumulative density function. It is obtained by
integrating the profile length, in this case the vibration signals. The cumulative density
function of the profile permits the estimation of the Abbott-Firestone parameters.
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(a)

(b)

(c)

(d)

Fig. 10 Wavelet coefficients for a healthy bearing b inner race fault bearing c outer race fault
bearing d ball fault bearing
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Fig. 11 Abbott parameter for a healthy bearing b inner race fault bearing c outer race fault bearing
d ball fault bearing

Using the formula stated in Table 2, the associated parameters can be calculated (see
Fig. 11). The vibration signals and the corresponding bearing curve are shown in
Fig. 11. The cumulative probability is divided into three parts which include Rk,
Rpk, and Rvk at 40% of the tangent of the density function.
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Fig. 12 Plot of the Abbott parameter for a healthy bearing b bearing with inner race fault c bearing
with outer race fault d bearing with ball fault

Rk is the central portion, whereas Rpk defines upper portion and Rvk is the under
portion of Rk area. They are determined by constructing a horizontal line from
the crossing point of tangent line to the vertical axis. The Mr1, Mr2, A1, and A2
parameters portray the level of peak and valley that offer details on the peak and
valley density of the surface.

The distinction amongst Rpk and Rvk parameters give the characteristic of the
surface’s topology where valleys are marked compared to the peaks. The higher the
estimation ofMr2, the lower the valleys density is. The calculated Abbott parameters
are plotted as shown in Fig. 12. It is obvious that the values of the parameters for
bearing with outer race faults are higher compared to the other three conditions of
bearing.

To diagnose the defects in the antifriction bearings, a new hybrid approach has
been developed. It is based on the statistical analysis which involves the signal pro-
cessing, the continuouswavelet transforms, followed by theAbbott-Firestone param-
eters, and pattern classification techniques such as artificial neural network. By using
the vibration signals obtained from the CWRUwith different types of bearing faults,
the diagnostic system was tested and evaluated.
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Table 4 Performance of the
proposed approach

Dataset Cross-entropy Percentage error (%)

Training 6.3964 0

Testing 11.553 0

Validating 11.607 0

There are three chosen statistical features extracted from the vibration signals
namely kurtosis, skewness, and the root mean square which corresponds to the dif-
ferent types of bearing faults. The vibration data set consists of 4000 samples of four
operating condition (healthy bearing, inner race fault, outer race fault, and ball fault).
Each of the fault consists of 1000 samples with 700 for training, 150 for testing, and
150 for validating.

The computed Abbott parameter is combined with the statistical diagnostic indi-
cators to evaluate the proposed method. The classification of the bearing fault is done
by using the neural network pattern recognition tool in MATLAB. The model has
10 inputs: Rpk, Rk, Rvk, Mr1, Mr2, A1, A2, skewness, kurtosis, and RMS, and four
outputs: healthy bearing, inner race fault bearing, outer race fault bearing, and ball
fault bearing.

To identify the four types of bearing fault, binary encoding format is used as the
fault outputs. The four-digit output target nodes are distinguished as (1 0 0 0) for
healthy bearing, (0 1 0 0) for inner race fault, (0 0 1 0) for bearing with outer race
fault, and (0 0 0 1) for bearing with ball fault.

The hidden layer used in the network is 10 and the iteration stopped at 87 when
it reached the minimum gradient. The results indicate that the proposed method
can diagnose the bearing faults. The training, testing, and validating success show
100%. Meanwhile, the average error measurement is 6.22 × 10−7. The details of
the cross-entropy and percentage error for each data set are tabulated in Table 4.
Minimizing Cross-Entropy results in good classification. The lower the values, the
better the results will be. On the other hand, the percentage error indicates the fraction
of samples which are misclassified. A value of 0 tabulated as such in Table 4 means
there is no misclassifications.

4 Conclusions

The objective of this paper is to develop a detection technique and diagnosis of
bearing defects using the hybrid approach. The conclusions that can be made from
this research are as follows:

• Using hybrid approach to diagnose the bearing fault is the best idea since it can
accommodate huge information.

• The outcomes of the analysis demonstrate that the new method is efficient and
capable to analyse and classify the bearing fault.
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Future work will consider further tests to make the proposed method applicable
in the field.
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Automated Pipeline Diagnostics Using
Image Processing and Intelligent System

Tamiru Alemu Lemma, Divyeruthra Muniandy and Shazaib Ahsan

Abstract Due to many drawbacks such as human error, tremendous energy and
time consumption in traditional method of pipeline inspection, this paper proposes
an automated pipeline diagnostic using image processing and intelligent system. The
primary focus of the developed system is underwater pipeline network due to higher
inaccessibility and defect rate. Comparatively, many methods were used in image
processing along the years and Convolutional Neural Network (CNN) was identi-
fied as the most effective method for this case study based on the literature review.
Narrowing down into CNN context, the author has identified and compared the
mean accuracy of transfer learning process of two pre-trained convolutional neural
networks which were also the winners of ImageNet Large Scale Visual Recogni-
tion Challenge (ILSVRC) for the year 2012 and 2014. They are known as AlexNet
and GoogLeNet. This was done by initially modelling pipes with various defects in
CATIA and surface recording was simulated similar to ROV recording. Then these
videos were automatically converted into image frames, pre-processed and fed into
system as training material. After sufficient training, the system was able to detect
and distinguish the pipeline defects. GoogLeNet was identified as the network with
the highest mean accuracy of 99.87%, hence was finalised as the systems network
architecture. MATLAB 2017b was used to develop the system. To further evaluate
the performance of the system, a mini lab rig was set up replicating underwater envi-
ronment with pipeline models with dents, holes and cracks. Similarly, the inspection
videos were recorded and the systemwas able to detect and distinguish the defects on
the pipeline alongside their location and percentage coverage with mean accuracy
of 99.87% as well, proving the functionality of the system in real condition. The
mechanical properties of the pipelines and characterisation of pipeline defects were
also reviewed thoroughly before developing the inspection system.
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1 Introduction

Deep-water pipeline or subsea pipelines are located beyond water depths and all
activities inclusive of servicing, maintaining and inspection are remotely controlled
(IMR). The typical characteristics of deep-water pipelines system are highwall thick-
ness, high insulation, extreme operating and ambient external pressure, significant
geohazard and slug formation etc. Relatively, there are many factors addressed that
promote degradation and deterioration of these pipelines. They are from three main
categories; environmental, internal process and chemical processes. Environmental
factor’s contributors are uncertainty and geological occurrence of the pipeline base
such as plate tectonics at sea bed while internal process consists of corrosion, solid
deposition, erosion, pressure gradient drop, deformation leakage etc. Lastly, biolog-
ical degradation, deposition of anions and cations, and sacrificial degradation are
chemical process factors. Other factors such as improper usages and deposition of
anchors too lead to most of the deep-water pipeline deterioration.

Acknowledging the importance of pipeline systems and numerous factors attribut-
ing to its deterioration and degradation, it is unerring to emphasize a proper inspection
system. Planned inspection campaigns are integral part of IMR strategy aiming to
monitor pipeline system integrity over time and to monitor the impact of the subsea
and production environments on the pipeline. Routine inspection might be an indi-
cator for more specific investigation or specialist techniques. The usual deep-water
pipeline physical inspection is split into internal and external locations to pipelines.
Pigging and Remotely operated underwater vehicle (ROV)/Autonomous underwater
vehicle (AUV)methods are typical internal and external physicalmonitoringmethod.
Permanent methods are also becoming more common and inspection frequency is
determined from risk-based techniques.

Justification for proceeding with this project is done by acknowledging numerous
problems faced by the industry due to conventional pipeline diagnostics. Tradition-
ally, skilled human inspectors manually inspect the pipelines either by walk-down or
from videos recorded by Underwater Water Vehicles. This however poses so many
drawbacks. Considering pipeline system usually composed of long and complicated
pipeline networks, it requires a tremendous amount of time, labour and cost to inspect
themmanually which relatively reduces the productivity, quality and accuracy of the
inspection. The inspectors are at risk of committing human errors due this fatigue
while analysing lengthy videos. Hence, if longer time is taken to preserve the quality
and accuracy, production cost will be at rise. The link between the collected infor-
mation and mechanical problems is also left to the expert to identify and diagnose.
The purpose of this project is to establish an automated mechanism concentrating
more on the mechanical integrity of the pipelines.

The automated diagnosis system utilizes CNN for image processing. Many fields
have been utilizing deep learning networks for object detection and classification
e.g. facial recognition in Facebook and Apple Gadgets. Traditional machine learn-
ing depends on shallow nets which revolve around single input and output with at
most one hidden layer. If a network is configured with more than three layers, it is
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considered as deep learning network. In this type, every layer of nodes is trained to
detect a cluster of features depending on previous layer’s output. Advancement of
neural network enables detection of more complex features as they are able to aggre-
gate and recombine features from all the previous layers. Most importantly, deep
learning network is capable of processing unlabelled and unstructured data. Hence,
deep learning network is the best means of image clustering and object detection
which is a perfect fit for the system development.

2 Literature Review

There were many researches that have done image processing and defect detection
dating as early as the 90s and experiments with various advancements in computer
technology are still ongoing. Petraglia [1] is among the recent ones who used CNN to
classify underwater pipeline events and compared their accuracy withMLP based on
wavelet features which were about 93.2 and 91.2% on average respectively. Random
Forest classifier is one of many new attempts which was able to distinguish faults in
88% of the overall image frames in CCTV acquired images of waste water pipeline in
research done byMyrans [2]. Besides, there are other edge detectionmethods namely
Susan Edge Detection by Wang and Su [3], and Canny Edge Detection by Mashford
[4–6], which had an accuracy of about 99%. Abdel-Qader [7], who compared it with
Fourier Higher Transform and Sobel Gradient, later proved FHT to have the highest
reliability. Mashford [4–6, 8] has also done various image segmentations by Support
Vector Machine while Iyer and Sinha’s [9] work using morphological segmentation
gained huge limelight. Lastly Kaseko et al. [10], Osama Moselhi and Tariq Shehab-
Eldeen [11–13] can be considered pioneers in image processing for defect detection
and they have also used neural classifiers. Even though there were various methods
developed, CNN was chosen to process the image for the system. This is because
they have various advantages such as ruggedness to shift and distortion in images,
fewer memory requirements, easy training, able to process large data without manual
labelling and has high accuracy. Hence, it serves as an appropriate image processing
medium for underwater environment due to their harsh environment and long pipeline
configurations.

Narrowing down to CNN, various deep CNN were compared. ImageNet project
is a huge visual database project designed for visual object recognition software
research. An annual software (ILSVRC) is conducted by ImageNet project where
software programs are evaluated based on their capability in object detection and
image classification. They were LeNet [14], AlexNet [15], ZFNet [16], GoogleNet
[17], VGGNet [18] and ResNet [19]. Finally, AlexNet and GoogleNet were chosen
to be compared in the project due the availability of pretrained model and memory
requirement for transfer learning in MATLAB 2017b.
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3 Methodology

The overall project algorithm is represented by Fig. 1. Initially, 15 pipes were mod-
elled in Computer Aided Three-dimensional Interactive Application (CATIA) with
various defect configuration and coverage. The defects modelled were two types of
corrosion and cracks, holes, breakage and pitting. Later, these models were recorded
through screen video recording application. These videos were converted into image
frames by algorithm developed in MATLAB 2017b and saved in a specific folder
named accordingly. This folder is then used as a training source for both developed
AlexNet andGoogLeNet system. In pre-processing stage, a number of images in each
folder are computed and displayed. The folder names serve as categories in which
the images will be classified. Then these images are read one by one, converted to
RGB images and then resized according to the requirement of the CNN network.
Then the sets are split into training and validation data. The split is randomized to
avoid biasing the results. These training sets are then processed by the system. Prior
to training of the system, Parallel Computing Toolbox, Neural Network Toolbox,
and all the pre-trained networks models were downloaded and installed in MAT-
LAB 2017b. First, the GPU capability is computed, and the algorithm is allowed to
continue if it is more than 3 as training on a GPU requires a CUDA-enabled GPU
with compute capability 3.0 or higher. The details of the hardware setup used by the
author to model the system is shown in Table 1. The CNN network was specified to
be used alongside with the required the mini batch sizes, maximum epochs, initial
learn rate, verbose frequency, validation data and validation frequency. Layers of the
CNN network was also connected according to requirement of the chosen network
for transfer learning process. After sufficient training, the system was tested by feed-
ing videos of various pipe models and the results were plotted. The accuracy of the
CNN networks was compared to finalise the system architecture.

After finalising the CNN architecture to be used, the system is further developed
with the ability to identify location of the defects and percentage of defect coverage.
Then the system is tested with actual steel pipes which were defected in prior. The
defects were holes with constant diameter, dents and corrosion. The steel pipes were
placed in the dark box filled with water to represent dark environment of underwater

Fig. 1 Project algorithm

Table 1 Hardware setup CPU Intel Core i5-3337U CPU
1.80 GHz

The number of CPU cores 3

Memory size 8 GB

Operation system Windows 10
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Fig. 2 Performance
evaluation setup

Fig. 3 Layer graph

Table 2 Camera
specification

Features Specification

Megapixels 14

Video capture resolution 4 K

Remote operation Wifi and Infrared

pipeline system. Then an automated dollywith camera attachedwhichwas connected
bywireless network to the computerwas placed in the samebox.The setup is shown in
Fig. 2 and specification in Table 2. The dolly then moves along the pipes recording
the surface defects replicating ROV. Then the videos were converted and used as
training and validation data for the system.
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4 Results

Comparing the accuracy of the system developed using AlexNet and GoogleNet as
shown in Table 3, GoogLeNet was finalised as system architecture.

GoogLeNet used in this applicationhas a total of 144 layers. To retrain thenetwork,
the last three layers have been removedwhich serve the purpose of combining features
extracted into class probabilities and labels. Three new layers were added to layer
graph namely, fully connected layer, a softmax layer, and a classification output layer.
The layer graph at this stage is shown in Fig. 3. The last of the transferred layers are
then connected to the new layers and ensured to be connected correctly by plotting
the new layer graph as shown in Fig. 4. The visualization of weight of the first CNN
layer is represented in Fig. 5. The smoothness and less noise visualization of the
weight represent good convergence of the network (Fig. 5).

The result acquired using the system for the CAD pipe models were plotted.
Figure 6 shows the defects detected in each image frame while Fig. 7 shows percent-
age of coverage of each defect detected on the pipe.

Finally, the system is developed into a user-friendly application with the ability
to evaluate defect location and calculate the percentage of the defect coverage. GUI
of the application is shown in Fig. 8. The application has four tabs namely, ‘Input’,
‘Result: Location’, ‘Results: Percentage’ and ‘Results: Details’. The ‘Input Tab’ is
where all the information are filled and chosen for the diagnostics. In this tab, the
‘Staff ID’ column is to fill the details of the user using the application and ‘Line
Number’ is to identify the pipe being diagnosed. ‘Pipe Length’ and ‘Frame Rate’
requires details of total length of the diagnosed pipe and frame rate set of the video
source defect which is used to estimate the location of the defects. ‘Department’

Table 3 Mean accuracy of
the systems developed

Networks Mean accuracy (%)

AlexNet 84.0

GoogLeNet 99.87

Fig. 4 Layer graph after
connecting to new layers
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Fig. 5 First convolutional layer weights

Fig. 6 Plots of defect detection on pipeline model
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Fig. 7 Percentage of defect coverage of the pipe models

Fig. 8 GUI of the application
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Table 4 Configuration of
steel pipes

No. Configuration

1 Clean, corrosion, clean, dents, clean, holes and clean.

2 Corrosion, clean, corrosion, dents, corrosion, holes,
corrosion

3 Dents, clean, dents, corrosion, dents, holes, dents

4 Holes, clean, holes, corrosion, holes, dents, holes

is the section where user selects the department they are representing for the diag-
nostics purpose whilst the rest of the unselected departments will receive a copy of
diagnostics report only if ‘Yes’ is selected for ‘Send Alert’ option. In ‘Video Input’
section, users can browse their folders to select the video file they want. The opened
folders only show files which are in video format. To ensure the right videos are
being uploaded, the ‘Preview’ pane plays the video once the video file is selected.
The ‘Start’ button initiates the diagnostics and ‘Cancel’ buttons halts the process.
‘Result: Location’ is the tab where the plots of defects detected, and their location
are shownwhilst ‘Results: Percentage’ shows the percentage of defect coverage. The
last tab has details of the diagnostics.

The performance of the application was evaluated with feeding videos of equi-
length steel pipes arranged to have various configuration of defects as shown in
Table 4. The defects were holes, corrosion and dents. Based on the literature review,
even though there are many types of defects haunting pipeline industry, it is safe to
conclude that there are only 4 major types of defects namely, cracks, dents, corrosion
and mechanical damage. So, the defects included in this performance evaluation are
able to generalize and proof the ability of the system to detect and distinguish the
wider range of defects.

The defect location detected for configuration 1 and configuration 2 are shown
in Figs. 9 and 10, respectively. The percentage coverage for all cases in Table 4 are
shown in Fig. 11.

The plots have shown no error or variance in distinguishing the defects and identi-
fying the accurate location and percentage every time the videos are fed for analysis.
Hence, the repeatability of the result acquired for all the steel pipe defect configu-
ration has proven the precision and reliability of the system. GoogLeNet has also
ensured the accuracy of the detection is also on check ensuring the system is highly
suitable to replace the current manual diagnostics system. Many limitations and
challenges posed by manual diagnostic system can be avoided using this system;

(i) High time consumption to analyse the ROV videos

• Subsea pipelines are usually long and huge. To fully analyse their surface
based on the videos, it will require tremendous amount of time.With the rate
of detection the automated system has, the defect can be detected quickly
and the repair team can be alerted as soon as possible. This could prevent
time allocation for further aggravation of the defects.
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Fig. 9 Location of defect
detected in performance
evaluation for configuration
1

Fig. 10 Location of defect
detected in performance
evaluation for configuration
2

(ii) High energy consumption to analyse the ROV videos

• Engineers need to carefully assess the videos and distinguish the defects.
They too are forced to constantly organize the data, update the repair team
and be aware of the pipeline activity around the clock. Thismay cause fatigue
among the inspectors. However, with this system, it can be programmed to be
running all the time, organize and present the data suitably whilst updating
the repair team in case of any serious detection.

(iii) High memory requirement for continuous data storage



Automated Pipeline Diagnostics Using Image … 143

Fig. 11 Percentage of coverage in performance evaluation for all configurations

• Currently, the ROV requires huge amount of memory to store the surface
inspection recording of the long pipelines. With this system, the data can
be updated to the detection system concurrent with the recording process.
However, this requires strong internet connection between the ROV and the
receiver or inspection panel.

(iv) Complex data transmission system

• Traditionally, engineers need to update several departments after every
inspection process, namely repair and maintenance team, production team
and health, safety and environment team. This process is highly tedious.
However, with this system, notifications can be programmed to be sent to all
the required department automatically.

5 Conclusion and Recommendations

All objectives were achieved. An automated pipeline diagnostic systemwas invented
with the ability to distinguish and detect defect with accuracy of 99.87%. The system
was just tested with three defects to generalize and prove the ability of the system
to detect defects and it can be trained to detect wider range of defects. Besides, for
maximum efficiency of the system, it is recommended to use high quality camera and
higher GPU configuration. For future work, extensive research regarding causes of
defects should be done and added as preventive mechanism to the system to further
increase the productivity of the pipeline industry.
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Integrated Safety and Process Economics
Approach for Sustainable Process Design
of Process Piping

Muhammad Athar, Azmi M. Shariff and Azizul Buang

Abstract Inherent safety is termed as the best approach of process safety which
aids in creating sustainable process designs at the preliminary design stage. How-
ever, the available inherent safety techniques for process designs do not contemplate
the nature of individual process equipment and process economics for the purpose.
Consequently, an innovative approach is consolidated in this work to cover the gaps
for the process piping, which is one of the most failing process equipment in the
industry. The method consists of streams indexing section to identify critical pipes
followed by risk estimation and analysis section tomake the decision about safety for
the critical process pipes. For unacceptable risk, the process conditions can be mod-
erated as per the inherent safety concept. The critical process streams are analyzed
again for risk acceptability and continued until the risk is acceptable. The use of
inherent safety principle would change the process economics and can be compared
with the base case to recognize the improvement. Conclusively, the resulted process
design has the features of acceptable risk and enhanced process economics.

Keywords Inherent safety · Preliminary design · Process economics · Safety
index · Sustainability

1 Introduction

For safety enhancement in chemical process industries, four methodologies are
adopted namely inherent, passive, active, and procedural [1]. Among these, inher-
ent and passive schemes are considered as better options. A process is termed as
inherently safer if the hazards related to either chemicals or process are minimized
or completely eradicated [2]. However, inherent safety benefits can be maximized
by implementation at the earlier design stages [3]. Furthermore, it aids the designer
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Fig. 1 Inherent safety concepts [3]

such that there is no need of external safety system. Moreover, the implementation
of the inherent safety concept tends to minimize the capital and operational costs
[4]. In practice, most of the traditional safety studies are performed once the pro-
cess design is finalized. At this point, the remaining three strategies are engaged to
control the risk [5]. Additionally, any modification in the process at this stage would
incur extra capital in comparison to the design modification at the early design stages
[6]. Therefore, the inherent safety concept of process safety is capable of providing
sustainable process design, as it tends to either minimize or remove the root cause
of hazards associated with materials and process. There are four main principles for
inherent safety; as demonstrated in Fig. 1 [3].

The quantification of the inherent safety has always been the biggest challenge and
has been resolved by comparing various design options to select the safer one. For
this purpose, a number of inherent safety methods have been presented, and most
of these methods rely upon indexing approach for inherently safer process route
selection [7]. These include inherent safety index (ISI), integrated inherent safety
index (I2SI) and process route index (PRI) [7–9].

Process design in the modern era is focusing on conflicting objectives involving
safety, economics, and environment [10], andmulti-objective optimization (MOO) is
considered as the best option [11] for a trade-off among these conflicting objectives
[12]. A lot of research has been performed to integrate safetywith process economics.
Initial works include the Pareto type curve for investment purposes by exploiting
accident scenarios [13] and extended decisionmaking procedure for investment [14].
There are other methodologies in the literature, which target either a specific process
or section of the process. These include multi-objective optimization study for the
supply chain network of bio-refineries [15], quantification of the risk in storage
facilities and relevant economics aspects [16] and quantitative risk assessment (QRA)
strategy for minimization of risk for storage facilities [11].

In the above-mentioned research works, none of the technique is applicable for
the inherently safer design of process piping by considering the nature of equipment
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and process economics collectively. Subsequently, this work proposes a method for
the sustainable process design of process piping at the preliminary design stage by
focusing at the aforementioned gaps. In this method, individual process piping in the
chemical process is analysed and ranked using the relative ranking indexing followed
by the risk assessment and analysis for the safety aspect. For the unacceptable risk,
inherent safety theme is engaged to modify the design followed by the comparison
of the revised process economics with the base case to quantify the improvement.

2 Methodology

The framework to reduce the fire risk from the leakage of process piping up to the
acceptable range using inherent safety ideology and relevant changes in process eco-
nomics is given in Fig. 2. The framework is comprised of different sections including
the indexing part for process piping ranking, risk estimation and analysis section,
inherent safety utilization segment and process economics component. For indexing,
the flow related issues have been used for its significance in process piping accidents
[17], and at this stage, process streams are the alternative of process pipes. The
parameters for flow behavior are estimated using the relative ranking concept [18],
via the newly proposed index namely process stream characteristic index (PSCI), as
below:

PSCI = A× (Ip × IT × Iρ × Iν × Ie × IFL) (1)

Individual indices in Eq. (1) can be estimated using the following generic rela-
tionship:

IParameter = Parameter value of individual stream

Average parameter value of all streams
(2)

This indexing would aid the process designer to rank the process streams and
recognize the critical one. For the critical process streams, fire risk is assessed and
analysed. The risk can be computed through:

Fire Risk = Consequences of Fire× Probability of Fire (3)

The necessary equations of fire consequences are estimated by Eqs. (4)–(7) [19],
while the fire frequency can be estimated using Eq. (8) [20].

Estimation of flammable mass

mv = CDAh

√
γρ p

(
2

γ + 1

) γ+1
γ−1

(4)
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f = [
fIL × Pimm,ign

] +
[

fIL ×
(
1− Pimm,ign

)×(
Pdel,ign

) × (
1− Pexp/g/ign

)
]

(8)

Fire consequences and frequencies are readily discussed in the literature [21, 22],
and the risk is ranged from 1 to 36 using the magnitudes of radiation and frequency
[23]. The risk range is grouped into three regions, i.e., 1–8 is acceptable, 9–24 is
tolerable and 25–36 is unacceptable. The tolerable risk is defined as the residual risk
after employment of all cost-effective actions. For the unacceptable risk, the process
is modified through inherent safety concept of moderation, which is coupled with
process conditions.

Lastly, the process economic analysis is involved in the framework, for which
energy requirements and product quantity can be obtained from ASPEN HYSYS.
Both risk and process economics parameters can be plotted against the modifications
and this can help to identify the suitable conditions for the process streams. For the
unacceptable risk of the critical process stream, the above-mentioned inherent safety
principle is used, and the loop starts again and continues until the risk is acceptable.
For the modified design, process economic analysis is performed by comparing the
process duty and product flow rate of modified and base case process conditions.
With the improved process economics i.e., less process duty and enhanced product
amount, the loop would finish. On the contrary aspect, a further modification is
required in the process until risk and process economics criteria are satisfied.

3 Results and Discussions

The design of process piping using the integrated safety and economics framework
is demonstrated using the natural gas steam reforming loop. The preheated natural
gas is mixed with steam and in the first reactor an endothermic reaction takes place,
usually named as a primary reformer, to produce carbon monoxide and hydrogen.
At the same time, an exothermic reaction also occurs to produce carbon dioxide and
hydrogen. As a result of these reactions, a mixture of hydrogen, carbon monoxide,
carbon dioxide and water is obtained. However, a substantial amount of methane
in natural gas is still unconverted, for which a high-temperature reactor is engaged,
termed as a secondary reformer, and heat required from the reaction is provided by
the addition of air. The outlet of the secondary reformer is cooled, and the gasmixture
is separated from the water contents. This gas mixture is enriched in hydrogen and
nitrogen with a significant amount of carbon dioxide and can be used for making
various chemical products.

The simulation of the steam reforming process is available in Fig. 3, which has
been simulated using the Peng Robinson equations of state, and there are 26 process
streams. The PSCI concept has been applied to all process streams and the critical
streams are identified based on the PSCI. Sub-indices for PSCI have been calculated
for all streams, and the individual variables have shared in the magnitude of PSCI.
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Table 1 PSCI values of critical process streams

Process
stream

Ie IP IT Iρ IFL Iν PSCI

SG4 1.0453 0.7260 2.3416 0.0241 2.1710 0.2735 0.2538

SG3 1.0453 0.7260 2.3416 0.0241 2.1710 0.2735 0.2538

SG10 1.0453 0.6169 0.0720 0.1196 2.1710 1.8556 0.2238

SG5 1.0453 0.7259 1.6810 0.0309 2.1710 0.2206 0.1885

SG1 1.6093 0.7260 1.9403 0.0251 1.4180 0.2223 0.1794

The PSCI and relevant individual indices for critical process streams are provided
in Table 1 and it is recognized that all critical streams are in the syn. gas (SG) loop.
Among the SG loop, SG1 is the exit stream of primary reformer, SG3 is the exit
stream of secondary reformer, SG4, SG5 and SG10 streams are associated with heat
exchanger network used for cooling of synthesis gas. The PSCI concept is used
to represent the mutual influence of all variables in the flow. The PSCI values are
observed with small magnitude, therefore, PSCI values are magnified using factor
value 10. In the steam reforming process, streams SG4 and SG3 are identified as
the most critical streams. A few other streams have also been included in the critical
streams list as mentioned in Table 1, while others have fewer chances of damage due
to leakage.

For the identified critical streams, the fire risk is estimated, which in turn is
dependant upon the fire consequences and the frequency. These two parameters are
calculated using the above-mentioned equations. Consequences are estimated for a
leakage hole of 25 mm. A few other assumptions have been made using the literature
criteria [19], i.e. dimensions of pipe as 100 mm diameter and 5000 mm length, the
maximum distance of interest as 2 m, the height of pipe from the ground as 5 m
and relative humidity 50%. Only the risk for streams SG10 and SG5 is acceptable,
whereas, the others have a tolerable risk. Although, the risk is tolerable, however,
the radiation intensity is a bit high which needs to be minimized.

For the minimization of the radiation intensity, inherent safety principle mod-
eration is applied to the process conditions. Iteration method is implemented for
moderation of process conditions. After each moderation, fire risk is estimated and
analysed for acceptability. After each moderation, the process economic analysis is
also performed and compared with the base case to materialize the improvement in
the process economics. For critical streams mentioned in Table 1, radiation intensity,
fire frequency, process duty and product amount for initial condition and modified
conditions are depicted in Fig. 4. Analysing the results for acceptable risk of all crit-
ical streams and improved process economics, new process conditions are identified
for steam reforming process, delineated in Table 2.

After the modification, the risk for all critical streams is acceptable, as the mass
released and the radiation intensity of these streams is considerably reduced. Further-
more, a slight reduction in the frequency of fire is observed for all streams except the
stream SG1, which experiences a substantial decrease tominimize the risk. Themod-
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Table 2 Initial and final process conditions for critical streams

Stream name Original pressure
(kPa)

Modified
pressure (kPa)

Original
temperature (°C)

Modified
temperature (°C)

SG4 3530 3177 975.1 900.3

SG3 3530 3177 975.1 900.3

SG10 3000 2700 30 30

SG5 3530 3177 700 630

SG1 3530 3177 808 727.2

ified process conditions have contributed to minimizing the fire radiation intensity
and process duty because ofmoderated process conditions, while the product amount
is increased, as observed in Fig. 4. The moderated conditions have not affected the
reaction in reformers, whereas it has favored the thermodynamic separation of the
gas mixture from the water and improved the gas purity slightly. The moderation of
process conditions has also released the duty load on cooling water requirements and
the primary reformer by 26 and 3.3% respectively. Therefore, the process of duty
observes a smooth and significant decline of 9.6% overall.

Overall, the risk is reduced for all critical streams with fractional improvement in
product amount and a significant reduction in process duty. In the future, more case
studies can be executed to further improve the proposed approach. In this context,
the moderated process conditions have altered the rating of the process vessels and
piping, which would minimize the installation cost. This aspect is not in the scope
of current work, however, it can be integrated into future works.

4 Conclusion

To obtain the economic and inherently safer sustainable process design for process
piping at the preliminary design stage, a new method is proposed in this work. The
indexing method is engaged to rank the pipes in the process to recognize the critical
ones. These critical process pipes are then studied through fire risk estimation and
analysis. For the unacceptable risk, the process conditions are moderated, and risk
is estimated again for risk acceptability confirmation. Moreover, the engagement
of inherent safety principle in the process design would alter the process duty and
product amount, which is compared with the base case to identify the improvement.
The design is finalized once the risk is acceptable for all critical process streams and
process economics depicts betterment using inherent safety guide word.
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Optimization of Delignification Process
from Red Meranti Wood Sawdust
(RMWS) Pretreated with Acidified
Sodium Chlorite

Abdul Rahman Siti Noredyani, Abdul Wahid Zularisam,
Ahmad Noormazlinah and Abdul Munaim Mimi Sakinah

Abstract Delignification is a process to remove the lignin content from lignocel-
lulosic biomass to increase hydrolysis efficiency. In other word, the process ensures
cellulose parts are more accessible. In the present research, there are two objectives;
(i) to optimize the operating parameters of acidified sodium chlorite pretreatment
for delignification of RMWS, and (ii) to characterize the RMWS used as feedstock.
The two significant variables, reaction temperature and ratio of sodium chlorite to
sawdust were optimized using response surface methodology and experiments were
performed according to a central composite experimental design in order to enhance
the delignification process aswell as holocellulose recovery. The experimental design
was expressed based on preliminary work and screening process using the combined
severity, which ranged from 0.76 to 1.64 for chlorite solution and temperature range
from 65 to 85 °C. The experimental results showed the most optimal condition of
acidified pretreatment of RMWSwas 1.42 for the ratio of sodium chlorite to RMWS
at an optimal temperature at 70 °C, resultedwith 97%of lignin removal. These results
are important for further treatment to finally extract the cellulose.

Keywords Red Meranti Wood Sawdust (RMWS) · Acidified sodium chlorite ·
Delignification · Respond surface methodology (RSM) · Lignin removal

1 Introduction

As theworld’smost abundant renewable lignocelluloses resources for second genera-
tion biofuels, there has been an increasing interest in biomass for past three decade as
a sustainable alternative platform to fossil energy carriers for production of bio-based
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chemicals, biomaterials and other added-value products including cellulose [1, 2].
There are four types of lignocellulosic biomass, including forestry residuals, dedi-
cated crops, agricultures residuals, and waste and residual. Malaysia’s forest plays an
important role, as a feeder to provide feedstock especially logs to the timber industry.
The total land area in Malaysia is 32.9 M ha, of which 55.3% was under natural and
plantation forest cover in 2008, with total up for Peninsular Malaysia; 5.9 M ha,
Sarawak; 8 M ha and Sabah; 4.3 M ha [3]. Under the Third Industrial Master Plan
(IMP3 2006–2020), in two years forward, the annual exports of the timber industry
are targeted to achieve RM53B by 2020. When this target was achieved, the abun-
dance of sawdust will arise, and the economical disposal of sawdust is a problem of
growing concern to the wood industries. Sawdust, is are composed of wood’s fine
particle and by-product of woodworking processes, for example milling, sanding,
sawing, planning and drilling.

Lignocellulosic biomass in forestry residue is mostly contained of three major
components, which are cellulose (40–50%), hemicellulose (20–30%) and lignin
(10–25%) [4]. Cellulose, as major component in residual biomass, is considered
as the most robust candidate for displace fossil fuel based polymers attributable to its
eco-friendly properties like sustainability, non-food material, bio-compatibility and
biodegradability [5, 6]. There have been a number of longitude studies involving this
kind of resources especially for forestry residues that have been reported to play an
important role in the transformation to a more sustainable society, which contributes
up to 50%world biomass resources, aside, they are being carbon neutral [7, 8]. In this
context, the concepts of bio-refineries are supposed to improve economic impacts
by utilization of renewable biomass, together with the positive effects to environ-
ment to reduce greenhouse gas (GHG) emission and also as an alternative disposal
method because of their large availability, which may contribute to serious environ-
mental problems due to land use and open burning [9]. The normal extraction of
logging residues from logging and sawmill will leave at least 20% of remaining by-
products containing of chips, bark and sawdust at the clear-felled area [10]. As a raw
material, sawdust residue from wood especially from Red Meranti Wood is widely
harvested and available worldwide with low cost and high potentials for industrial
scale industries. Cellulose, as a major component of sawdust which is encapsulated
by lignin-hemicellulose matrix makes it robust or recalcitrance from crystallinity of
its bonding which may affect potential applications [11, 12]. Delignification process
is a pretreatment to disrupt and to expose its complex lignin structure to achieve the
main objectives; to recover as many cellulose from residue RMWS biomass. The
aim of this work was to optimize the operating parameters of acidified sodium chlo-
rite pretreatment for delignification of RMWS and to characterize its lignocellulosic
contents. The effectiveness of lignin removal during the pretreatment is a successful
downstream process.
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2 Materials and Method

2.1 Raw Material

Red Meranti Wood Sawdust (RMWS) was collected from local sawmill (Kilang
Papan Sg. Charu Sdn. Bhd), and used as a raw material for cellulose recovery. These
Red Meranti trees were harvested from Sg Lembing forest area before being sent to
the nearby sawmill plant. RMWSwas screened to remove outsized particles and then,
sun dried. The dried Red Meranti Wood sawdust was passed through to a particle
size of 0.5 mm before dried in an oven for 24 h at temperature 45 °C (Vibratory Sieve
Shaker AS 200 Basic, Retsch, Germany). The dried samples were kept (sealed plastic
sheet) at room temperature until next procedure. The quantification of lignocellulosic
RMWS composition was done to determine the main structural constituent using
standard methods and chlorite delignification method [13–17].

2.2 Pretreatment of Acidified Sodium Chlorite

The acidified NaClO2 treatment consists of two steps. The RMWS (500 mg) was
delignified with 25% NaClO2 adjusted with glacial acetic acid with fixed ratio 0.6
to RMWS for 6 h of total pretreatment time at certain temperatures. The water
insoluble solids (WIS) or known as holocellulose was separated by filtration from
the light yellow suspension, washed with plentiful amount of distilled water until
close to neutral (~pH 7) and dried at 45 °C for 24 h. The WIS were analysed for
Lignin Klason and the recoveries of solid fractionwere determined as a percentage of
the solid recovery or known as Holocellulose recovery, calculated as shown at Eq. (1)
[18, 19]. These analyses were used to measure the effectiveness of delignification
pretreatment on RMWS. The previous study have reported the highest holocellulose
yield was achieved with acidified sodium chlorite delignification compared with
sodium hydroxide extraction and alkaline hydrogen peroxide extraction [20].

HC recovery(Yield),% = 100
(Amount of dry solid recovered after reaction, g)

Initial amount of dry solids, g
(1)

2.3 Klason-Lignin Characterisation

The percentage of lignin removal was measured as a response in this study. From
Eq. (2), Klason lignin, also known as acid-insoluble lignin (AIL) analysis was used
to analyse the lignin content left after delignification reaction [15, 21]. Firstly, 0.3 g
from 13 runs of delignified sample of RMWS was weighed (in duplicate) and 3 ml
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Table 1 Levels of parameters condition variables tested in the CCD

Factor Symbols −α −1 0 +1 +α

Coded Actual

Ratio NaClO2 to RMWS A a 0.76 0.98 1.2 1.42 1.64

Temperature B b 65 70 75 80 85

of strong H2SO4 of 72% solution was added for hydrolysis in water bath for 1 h at
30 °C. Then, the solution was diluted with 84 ml deionized water to obtain 3% of
H2SO4 and heated in autoclave at 121 °C for 1 h. The autoclaved hydrolysis solution
was vacuum filtered and washed with hot water. The acid insoluble residues were
dried at 105 °C until a constant weight was achieved.

Lignin removal,% = 100
(Delignify RMWS, g− Klason Lignin residue, g)

Delignify RMWS, g
(2)

2.4 Design of Experiment

In order to optimize the process, a central composite design (CCD) was employed
along with two different parameters to design the best combination of parameters.
According to theCCD, the pretreatment of RMWSwith acidified NaClO2 was calcu-
lated using an experimental design (α = 2). The ratio NaClO2 to sawdust (0.7–1.64)
and temperature (65–85 °C) were selected as independent variables (parameters),
keeping the pretreatment time at 6 h and fixed ratio of acetic acid to sawdust as 0.6.
A total of 13 experiments including 5 centres of the domain selected for each fac-
tor (75 °C and 1.2 ratio 25% NaClO2 to RMWS) were performed in random order.
Table 1 displays the coded and actual levels of both, the pretreatment temperature
and the number of ratio of 25% NaClO2 to RMWS. The experimental data were
analysed by the statistical software Design Expert 7.1, Stat-Ease, Inc., Minneapolis,
USA.

3 Results and Discussion

3.1 Lignocellulosic Composition of Red Meranti Wood
Sawdust

These analyses are important for measuring the theoretical yield in polysaccha-
rides and for calculating the reactivity of components present in this lignocellulosic
biomass. The main lignocellulosic composition of RMWS is showed in Table 2. The
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Table 2 Lignocellulosic
composition of Red Meranti
Wood Sawdust

Composition % Total dry weighta (w/w) + SDa

Rafiqul and
Sakinah
(2012)

Siti Sabrina
and Sakinah
(2017)

In this study

Total solid n/a 96.11 ± 0.02 91.12 ± 0.19

Moisture n/a 3.89 ± 0.02 8.88 ± 0.19

Ash 0.43 ± 0.04 0.16 ± 0.06 0.25 ± 0.02

Extractives 3.08 ± 0.05 4.40 ± 0.04 2.065

Holocellulose n/a 72.60 ± 0.52 73.52

Hemicellulose 30.64 ± 0.07 24.88 ± 0.57 34.08

α-Cellulose 41.06 ± 0.03 47.72 ± 0.05 39.44

Lignin 25.22 ± 0.05 27.75 ± 2.02 27.00

aStandard deviation (Duplicate)

total solid and moisture content were measured using natural convection heating or
drying oven (Memmert GmbH, Germany). The results for both were based on dry
matter (DM) basis. The ash content of RMWS was measured as the residue remain-
ing after calcination at 575 °C for 3 h to burn off all the carbon [22]. Extractives
were calculated by extracting untreated RMWS (2 g) with Ethanol-Toluene solu-
tion (160 ml), using a Soxhlet tool (ν = 250 ml) for 6 h (about 16 extraction cycles)
[23]. Themajor lignocellulosic composition of RMWS (hemicellulose, cellulose and
lignin) were analysed according to the standard methods. [15–17, 22, 24]. The high
content of cellulose (39.44%) in RMWS contributes this kind of biomass suitable
for cellulose recovery.

3.2 Holocellulose Recovery and Lignin Removal

After pretreatment of delignification of RMWS using the acidified sodium chlorite,
the holocellulose (HC) was recovered as shown in Table 3. Subsequently, the Klason
lignin analysis was done to calculate the effectiveness of delignification reaction to
RMWS and then, calculated as the percentage of lignin removal as Eqs. (1) and (2)
above. The results for holocellulose recovery (%) and lignin removal (%) was sum-
marize in the Table 3. From these data, run 5 was found as the highest percentage of
HC and the lowest one was run 6. On the contrary, the observed difference between
both runs for lignin removal was presented Run 6 was the highest on the percentage
of lignin removal. This finding revealed that the delignification reaction at Run 6
was almost complete, with 97.33% of lignin was removed from RMWS. The results
differ with run 5, which higher impurities in HC, it was recovered. There are sev-
eral explanations for these result, which clearly indicated that the optimization of
the pretreatment process condition had a synergetic effect on the overall process
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Table 3 Experimental design for acidified NaClO2 pretreatment of delignification RMWS

Run Holocellulose Temperature, °C SCa: RMWSb Lignin

Recovery (%) Coded Real Coded Real Removal (%)

12 86.40 −1 70 −1 0.98 85.33

10 84.80 −1 70 1 1.42 96.67

13 89.60 1 80 −1 0.98 88.00

2 86.80 1 80 1 1.42 88.00

5 91.80 0 75 −2 0.76 81.33

8 81.20 0 75 2 1.64 93.33

9 89.36 −2 65 0 1.20 90.00

3 82.46 2 85 0 1.20 90.67

1 82.60 0 75 0 1.20 94.67

11 82.20 0 75 0 1.20 93.33

6 79.60 0 75 0 1.20 97.33

4 83.60 0 75 0 1.20 93.33

7 83.00 0 75 0 1.20 96.67

including HC yield and lignin removal process, as mentioned by [25]. When there
are impurities in HC means that the reaction was not entirely successful and need
subsequent extractions or processes have to carry out in order to obtain free-lignin
holocellulose [20]. The other reason is because of the glycoside bounds with acidic
cleavage [26].

3.3 Screening of Parameters

Prior studies that have noted the importance of optimization of pretreatment because
woody biomass as RMWS is harder to treat as compared to grass biomass, revealed
that the extent of cross-linking and the phenyl content lignin found inwood is farmore
complex than that of grassy substrates [27]. To enhance the reaction in delignification
of RMWS with optimization process, process screenings were performed earlier
using a 25−1 fractional factorial analysis to evaluate significant parameters within
designated values, then, to be optimised using central composite design. In previous
research, there are a number of parameters that need tobe consideredwhile employing
a pretreatment of RMWS (delignification), before it is used to recover the cellulose as
a final product [28]. These parameters include the ratio of CH3COOH to RMWS, the
ratio of NaClO2 to RMWS, reaction time and temperature with average percentage
of lignin removal from total run of 61.67%. In this study, only temperature and the
ratio of NaClO2 to RMWSwere recognized as parameters that have significant effect
on lignin removal fromRMWS at 99.63% confidence level. As a result, two variables
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were chosen as parameters to be optimised, with temperature at 75 °C at 1.2 ratio of
NaClO2 to RMWS were selected as center point in this study.

Central composite design (CCD) was applied to predict the optimum parameters
conditions for enhancement of delignification reaction of RMWS, with the different
combination of temperature and amount of NaClO2 conditions involved. The per-
centage of lignin removal was calculated as the response (Table 3). The CCD used
in this study is generated a polynomial regression equation which allowed determi-
nation of levels of both parameters to be carried out with the interrelation between
each parameter evolved simultaneously [29].

3.4 Model Fitting and Analysis of Variance (ANOVA)

By using Design Expert software, version 7.1.6 (Stat-Ease Inc, USA), the experi-
mental plan generated as tabulated in Table 3 were designated to evaluate the suitable
model for the response using the fit summary collects the important statistics used
to identify which model to suggest for detailed study. The suggested model should
be considered a good starting point for the model fitting [30]. According to fit sum-
mary reports (Tables 4 and 5), the quadratic model was adequately significant to
appoint the percentage of lignin removal as a response and was observed by Fisher’s
statistical test (F-test) and the coefficient of determination, R2.

Sequential model sum of squares started with mean and addition term with linear,
two factor interactions, quadratic, and cubic were implemented and F statistic value
was calculated. According to the fitted model (Table 4), the addition of significant
terms with value of p are less than 0.05, which clearly indicated that the quadratic
model is significant, fits the conditions to be chosen to fit response, supported with

Table 4 Sequential model sum of squares

Source Sum of squares dfa Mean
square

F value p-value Prob > F

Mean versus Total 1.087 × 105 1 1.087 ×
105

Linear versus
Mean

105.89 2 52.94 3.10 0.0894

2FI versus Linear 32.15 1 32.15 2.09 0.1821

Quadratic versus
2FI

100.47 2 50.24 9.27 0.0108

Cubic versus
Quadratic

7.49 2 3.74 0.62 0.5770

Residual 30.43 5 6.09

Total 1.090 × 105 13 8381.69

aDegree of freedom
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Table 5 Lack of fit test

Source Sum of squares dfa Mean square F value p-value

Linear 1.087 × 105 6 26.11 7.52 0.0356

2FI 105.89 5 24.90 7.17 0.0397

Quadratic 32.15 3 80.01 2.31 0.2182

Cubic 100.47 1 16.55 4.77 0.0944

Pure error 7.49 4 30.47

aDegree of freedom

Mason et al. [31]. The lack of fit test is considered as insignificant in lack of fit (p-
value > 0.1) [30, 31]. Stated to tables Table 5, the computed P-Value for quadratic
is 0.2182, considered as insignificant condition. Based on these results (Tables 4
and 5), it is concluded that quadratic model was the sufficient model it a good starting
point for the model fitting. The value of regression coefficient interrelation with the
parameters and response are designed as the 2nd order polynomial equation in coded
form as shown in Eqs. (3) and (4).

i. Percentage of lignin removal, Y (coded):

Y (coded) = 94.39+ 2.94A− 0.39B− 2.83AB− 1.982 − 1.22B2 (3)

ii. Percentage of lignin removal, y (actual):

y(actual) = −482.22+ 304.68a + 10.36b− 2.58ab− 40.83ab2 − 0.049b2

(4)

According to the Table 6, the values of Prob > F for that model are less than
0.05, which showed that the model is significant. In addition, the main effect of
sodium chlorite concentration (in term of ratio) are significant model terms, whereas
the main effect of temperature (B) is insignificant model term for delignification
reaction of RMWS. The coefficient of determination (R2) for this model is 0.8628.
This R2 value is relatively close to 1, which is acceptable. In particular, this implies
that 86.28% of total variations in the delignification method is explained by the
fitted models (Eqs. 3 and 4). The predicted R2 (0.2428) is acceptable justification
with the adjusted R2 (0.7648) which explains the correlation between both values
from the model. Table 6 showed the adequate precision greater than 4 (10.601),
which means adequate model discrimination. The normal probability residual points
(Fig. 1) apparently follow a straight line which shows the errors are scattered at
normal plot (adequacy of the least square fit). The plot of the residual versus the
predicted response (Fig. 2) displays a random distribution and considered the model
suggested is adequate and free from any destructions assumption (independence
variance & constant variance).
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Table 6 ANOVA table and summary of fit for optimization of delignification RMWS

Source Sum of squares dfa Mean
square

F value p-value

Model 238.51 5 47.70 8.81 0.0063

A-Ratio SC to RMWS 104.08 1 104.08 19.21 0.0032

B-Temperature 1.81 1 1.81 0.33 0.5814

AB 32.15 1 32.15 5.93 0.0450

A2 89.49 1 89.49 16.52 0.0048

B2 34.38 1 34.38 6.35 0.0398

Residual 37.92 7 5.42

Lack of fit 24.04 3 8.01 2.31 0.2182

Pure error 13.88 4 3.47

Cor total 276.42 12

Std. Dev 2.33 Adj R-squared 0.7648

Mean 91.44 Pred R-squared 0.2428

R-squared 0.8628 Adeq precision 10.601

aDegree of freedom

Fig. 1 Normal probability plots of residual

3.5 Optimisation of Parameters

The effect between amount of sodium chlorite (in term of ratio, A) and temperature
(B) on delignification process of RMWS at contact amount of acetic acid (0.6) and
time (6 h) were analyzed using simulated interaction plot and three-dimensional
response surface plot which are illustrated in Fig. 3. As shown in Table 6 and Fig. 3,
the interaction effect between both parameters has a p-value< 0.05, representing that
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Fig. 2 Plot of residual versus predicted response for lignin removal (%) for lignin removal (%)

the interaction is significant to the response. Based on Fig. 3, a notable and constant
improvement in the percentage of lignin removal is observed for the increase of the
amount of sodium chlorite from ratio 0.96–1.42 at temperature condition 70 °C.
However, at higher temperature condition (80 °C), a result is also observed where
the percentage of lignin removal decreased slightly from ratio 1.2–1.42 of SC to
RMWS. These results probably indicate that the process of delignifing the RMWS
keep on increasing at increment of concentration (1.2–1.42; ratio SC to RMWS)
under temperature condition 70 °C. This finding supports previous research from
Nadia Rabetafika et al. [20] and Kumar et al. [18], which showed the acidified
NaClO pretreatment is the best at 70 °C compared with other pretreatment. From the
result, there is slight decrement of lignin removal at 80 °C, which assume it reach
the optimal condition. Rabemanolontsoa and Saka [32] have recently mentioned that
the concentrated acid allows to obtain high yield of product with lower temperature
less than 100 °C.

3.6 Model Validation and Model Confirmation Testing

For this study, numerical optimization was conducted based on the regression mod-
els with the aim to achieve maximum desirability for lignin removal using response
surface analysis. A desirability of response variable used into a specific value rang-
ing from 0 (completely undesirable response) to 1 (most desirable response) [30].
Three proposed optimum conditions were chosen that directed tomaximum response
(lignin removal, %) with higher desirability factors (1,0.933 and 0.988). Validation
experiments were performed at three suggested optimum conditions (for validation
of model) and three confirmation runs from the design of experiments setting to
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Temp = 80°C

Temp = 70°C

Fig. 3 3D interaction graph and response surface plot for the effects of ratio SC to RMWS (a) and
temperature (b)

validate these conditions. According to the Eqs. (5) and (6) by Zularisam et al. [33],
the error and residual were calculated.

Residual = (Actual value − Predicted value) (5)

Error,% = 100
(Actual value)

Predicted value
(6)

In order to validate the reliability of the models, a series of additional experiments
were run (Table 7) and estimating the percentage of lignin removal from Eqs. (3)
and (4). Based on Table 7, the first three conditions which were recommended by the
Design Expert software, while the other two conditions were among the preparation
conditions which were applied previously. From the results, the percentage error
between the actual and predicted value ranging from 0.935 to 1.035%, which implied
that the produced models were accurately sufficient because the error were less than
5%. Thus, the models were successfully validated.

Furthermore, Table 7 also exposed the results of confirmation testing consist of
suggested level of critical parameters and the most constructive setting from design
of experiment. Based on the validation results, the optimal value for percentage of
lignin removal was chosen with parameters 1.42 of NaClO2 to RMWS temperature
70 °C with the response resulted in the actual (97%) and predicted (97.36%), at
95% of confidence interval (CI). Concisely, the percentage error between both value
was 0.996%, which found to be very close to the predicted value. Thus, the model
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Table 7 Results of model validation and model confirmation testing for percentage of lignin
removal

Validation of models

Parameter

Ratio SC to RMWS Temperature (°C) Actual Predicted Residual Error (%)

1.42 70 95.0 97.36 2.36 0.976

1.42 72 90.67 96.96 6.29 0.935

1.42 75 95.67 95.36 0.31 1.003

1.64 75 95.67 92.38 3.29 1.035

1.2 75 97.33 94.39 2.94 1.031

Model confirmation testing

1.42 70 97.0 97.36 0.36 0.996

was successfully validated and verified that model was adequate to the experimental
data. Accordingly, the selected optimal condition was the most suitable and could
be achieved using response surface methodology (RSM). These results of this study
are in agreement with Nadia Rabetafika et al. [20] findings that proved acidified
NaClO2 pretreatment contributed to low content of lignin which were explained
by the cleavage of ester linkages between lignins and hemicelluloses during the
extraction process.

4 Conclusions

• The aimof acidifiedNaClO2 pretreatment of RMWSwas to remove asmuch lignin
in order to recover as many cellulose from this feedstock. Therefore, the pretreat-
ment was optimized by maximizing the delignification process in holocellulose
recovery.

• According to the central composite design, the optimal conditions were found at
70 °C and 1.42 of NaClO2 to RMWS, with predicted value obtained by the model
for lignin removal (%) was 97.36. The optimal conditions were experimentally
repeated and resulted as 97% of lignin removal from RMWS. These results are
important for further treatments to eliminate hemicellulose in order to extract
cellulose as a final product.
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Wrist Twist Working Posture’s Muscles
Activity and Potential Energy Analysis
via Human Digital Modelling

Azizul Rahman Abd Aziz, Siti Azfanizam Ahmad, Faieza Abdul Aziz,
Siti Anom Ahmad, Ali Ahmed Shokshk and Salami Bahariah Suliano

Abstract Pronation and supination are a pair of unique movements possible only
at the to flip the palm either facing superiorly (supination) or inferiorly (pronation).
Muscles in the forearm work together by pulling on the radius bone of the fore-
arm. This posture was concerned in work ergonomics assessments but still was not
clarified about the postures variety. The objective of this research is to evaluate the
postures variance range via kinesiology variables. A digital male human model was
developed according to theMalaysian population anthropometry data with AnyBody
Modelling System (AMS). The model was simulated with the constraints of static
wrist pronation and supination postures for 30 min duration at a constant elbow
flexion 90° (neutral) and 0° for both wrist flexion abduction to find the muscles
activity and potential energy differences across the range of motion. The simulation
result showed that co-contraction occurred between agonist and antagonist muscles
on dynamic balance pronation movement (postures) act in a non-proportionate rela-
tionship. The other 2 outputs of maximum muscles activity and potential have been
analyzed to generate the statistical risk index across the movement variety based on
the outputs range. It is concluded that wrist twist postures range of motion varies
by both muscles activity and potential energy which can be used to differentiate the
posture’s angles.

Keywords Wrist twist · Pronation · Supination ·Muscles activity · Potential
energy

1 Introduction

Pronation and supination is a process of rotating the forearm or palm along a range.
In working posture practices, the palm used to handle manual operation is required
to be held at certain angles. Prolong postures held will cause musculoskeletal dis-
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orders (MSDs) which contribute to injury. In 1984, a study focusing on a 66 years
old female case to diagnose the method for injury treatment has summarized that
stress occurrence at the joint caused by the muscles activity or contraction did affect
the injury [1]. Ergonomics had taken the initiative in preventing MSDs by develop-
ing ergonomics assessments. An ergonomics assessment named Rapid Upper Limb
Assessment (RULA)was developed byLynnMcatamney in 1993 to evaluate the indi-
vidual worker’s exposure to ergonomic risk factors [2]. The risk was then indexed
with numbers to differentiate the postures possibilities for MSDs. This assessment
also had included wrist pronation as a posture to be assessed. Interest in correlat-
ing muscles activity and working posture have been drawn by Fountain in 2003
[3]. The author has conducted an experiment in testing RULA risk scores compared
with muscles activity by using electromyography (EMG) measurement. 20 subjects,
each performed a 30 min typing task in three working postures differentiated by
RULA’s scoring system. Tested muscles were trapezius, deltoid, biceps brachii and
forearm extensor. It has claimed that there is no statistical significance in the root-
mean-squared amplitude in the signals measurement which has raised the curiosity
to investigate the wrist twist or supination posture by muscles activity and energy
expenditure.

2 Postures Kinesiology Review

This research has included the kinesiology viewpoints on human postures. The
upturned study was conducted to identify the wrist pronation posture kinesiolog-
ical aspects to be comprised in this research including postures definition, the mus-
cles involve and the range of motion (ROM). The subject posture itself is a term
used to describe a position of the body or the arrangements of body parts. Working
postures represent required static kinematic positioning of the worker’s overtime in
completing the tasks. Postures are as a type of movement named dynamic balance
where constant antagonistic pair muscle contractions are required to maintain a cer-
tain position [4]. From the static posture definition, antagonistic pair or prime mover
muscles of wrist pronation movement has been identified and mapped in Table 1
[5]. The joint proximal radioulnar has been identified as the joint correspond for the
wrist pronation movement. The posture accepted ranges is 80° pronation and 80°
supination [6]. Table 1 shows the mapped kinesiological aspects of wrist pronation
posture or twist as assessed in RULA.

3 Methodology

This research analysis was conducted with human digital modeling by AnyBody
Modelling System (AMS) to simulate a Malaysian male digital model towards cor-
relating the muscles activity and the potential energy changes across the pronation
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Table 1 Pronation supination prime mover muscles and kinesiology mapping

Rapid upper limb assessment Kinesiology

Description Range Score Joint ROM Prime mover
muscles

Wrist is
pronated/supinated
(twisted)

Mid-range +1 Radioulnar 0–80 Pronator
quadratus
Pronator Teres

End-range +2 0–80 Biceps brachii
Supinator

and supination postures. The Malaysian male anthropometry data from [7] has been
used as the references in the AMS model scaling. The average weight of 67.35 kg
and height 172.02 cm with BMI 22.76 has been identified and used for the model
scaling. This average data was gathered from 150 males ranging from age of 18 to
24 years old. The template of standing man provided by AMS has been used as the
initial setup for the human digital model preparation. This model was then scaled
with average Malaysian male data mentioned to configure a specific Malaysian male
model as the research subject. The scaling process was calculated automatically by
the AMSwith the standard scaling script for body’s dimensions estimation including
segment’s length and mass as referred [8].

This model was thenmodified at the radiohumeral (elbow) and radiocarpal (wrist)
joints deflection as the simulation constraint. The elbow deflection was set up at 90°
flexion and 0° for both wrist flexion and abduction condition while performing the
wrist pronation simulation. This elbow flexion constraint was based on the neutral
posture stated in the ergonomic report [9]. Wrist pronation and supination postures
were adjusted by the proximal radioulnar joint symmetrically for both the right and
left hand. The simulation duration was set to a 30 min constant for all tested angles.
The range of tested postures angleswas as referred to identifiedROMfrom the review
stated abovewhich are 80° formaximumpronation and 80° formaximum supination.
The simulation output data were collected with the angles interval increment of 10°
each testing. The epoch for output data collection was set to 5 min which make
7 output data per posture’s angle simulation. Figure 1 shows the tested proximal
radioulnar joint adjustment.

4 Result and Discussion

This research outputs concerned were the specific posture potential energy in calo-
rie and the muscles activity which include antagonistic pair and maximum muscles
activity. Muscles activity was analyzed in the maximum voluntary contraction per-
centage (%MVC) unit or the activation level compared to the maximum capacity
of specific muscles. 30% of MVC level has been recognized as a high intensity for
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Fig. 1 Pronation supination
mannequin adjustment

muscles activation as referred in human physiology study [10]. The negative sign in
the x-axis plots stands for supination angle deflection.

4.1 Postures Potential Energy

The postures potential energy outputwas ameasurement affected by postures specific
mass positioning against the gravity which indicates the energy required to uphold
the postures specific angle deflection. Figure 2 shows the distribution of potential
energy across a deviation of pronation angles along the ROM.

The scattered data has been tested for the statistical significance using a P-value.
The plot has given a P-value 1.0978E-08 which is less than 0.05 and proceeded with
relationship or model determination. The model or equation for the posture data has
been developed using spreadsheet trendline identification. Equation (1) shows the
trendline of pronation postures and deflection angle relationship and the mod output
legend shows the value gained by the equation with 1° accuracy. The output value
was then used to findmaximum andminimum value and used to generate a statistical
index level of low (<33.3%), medium (33.3–66.7%) and high (>66.7%).
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+2+2 +1

Fig. 2 Postures potential energy expenditure

Fig. 3 Postures antagonistic pair muscles activity

y = 3.957E− 10x4 + 1.097E− 07x3 − 1.718E− 05x2 − 2.426E− 03x+ 631.3
(1)

4.2 Postures Muscles Activity

The data of 30 min postures simulation have been averaged to select a representative
value for the specific posture muscles activity. The first output was the antagonistic
pairmuscles activity for each specific posture tested shown in Fig. 3.Anothermuscles
activity concerned was the maximum muscles activity shown in Fig. 4 comparing
all muscles included in the model during specific posture simulation.

Shown in Fig. 3 the co-contraction mechanism where both functioning muscles
were activated at certain magnitude during specific postures uphold. This result has
answered the insignificant statistical claimed [3] where individual muscles activity



174 A. R. A. Aziz et al.

+2+2 +1

Fig. 4 Postures maximum muscles activity

measurement cannot be compared to workers perceived discomfort. Subsequently,
the P-value test on maximum muscles activity variable has given 0.0004 P-value but
not been proceeded with the trendline or equation development since the variable
result did not originate from the same entity. However, the maximum and minimum
values extracted from the variable were also used to generate the statistic index
range to classify postures angle maximum stress. The variables levels were shown
in Figs. 2 and 4 by horizontal red dashed line. These levels were developed from
the maximum and minimum range value within the ROM. Both variables change
collaboratively in the trend with perceived discomfort as noted in RULA, except at
the 40° pronation angle where both variables show low level but RULA has scored
it as +2 (high). This condition may require higher precision in the statistic index
for further justification. However, these results have indicated that these 2 variables
were posture’s measurable kinesiology parameters affecting the worker’s postures
discomfort level.

5 Conclusion

From the discussion, it can be concluded that the postures risk index or scores in
RULA which were generated from perceived discomfort were influenced by both
muscles activity (stress) and energy expended (fatigue). Other than that, wrist twist
or pronation variation has been clarified regarding posture’s specific angle deflection
along the ROM with maximum stress and fatigue tendency variables. These 2 kine-
siological variables appear to be appropriate as a magnitude reference for posture’s
risk index justification.
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Numerical Investigation of Savonius
Rotor Elliptical and the Design
Modification on a Blade Shape

Salih Meri AR and Hamidon Bin Salleh

Abstract The Savonius turbine has advantages over its counterpart of other species
Vertical Axis Wind Turbine, which has a speed-start at the lowest wind speed, but its
main problem is a negative torque on the return blade. In this paper, the focus is on
reducing this problem and upgrading the performance of the Savonius turbine. The
design of the blade shape has been modified to obtain optimal responses (maximum
power factor andmaximum torque factor). The behaviour of wind energywas studied
through a change in the shape of an elliptical blade for the concave side to a wavy
surface to the purpose of increasing the area exposed to the thrust force and also to
increase the positive torque. Four vertical channels were also created for each blade
and parallel to the turbine shaft to reduce the air pressure on the convex side of the
blade and thus reduce the negative torque on the same side. The results obtained by
numerical testing using the CFD-FLUENT ve 16.1 program are the maximum value
of the power coefficient equals 0.276, comparedwith the experimental test maximum
power coefficient of the classical form of the elliptical form 0.25.

Keywords Savonius rotor · CFD-Fluent · Design modification · Coefficient of
power

1 Introduction

As a result of the increasing rise in the prices of fuel and its polluting emissions of the
atmosphere, researchers have tended to pay attention to green technology, especially
wind energy to generate electric power and to move away from the generators of
electric power that works with oil [1].
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Wind turbines are devices that utilize wind energy and convert them into electrical
or mechanical power. They are divided into two groups depending on the direction
of the axis of rotation with the wind direction, namely the horizontal axis wind
turbines and vertical axis wind turbines. The vertical axis wind turbine is a device
relatively small in size and does not require routers because it receive wind in all
directions, therefore can be used in urban areas for electric power generation, and
have the installation costs and components are lower compared to the first type [2].
Savonius is the first to invent a wind-powered system in 1920; therefore, it is called as
his name (Savonius), which is based on the principle of drag. Since a non-complex
design consists of two semi-circular blades that are similar to the letter “S”, the
manufacturing is simple and low-cost. It also has a low-speed start and a low noise
level. From that period, increased attention to the development of the Savonius system
and to consider the engineering parameters of the effect on the efficiency of turbine
performance (such as TSR-tip speed ratio (�), the ratio of height H to diameter D,
overlap ratio e/d, the shape of a blade) [3, 4]. The main problem that reduces the
efficiency of the Savonius turbine is the negative torque confrontation the rotor on
the convex blade, therefore, the design of the blade shape has attracted the greatest
interest of researchers. Study of the effect of the geometry parameter (shape of the
blade) of the Savonius type was the focus on decrease the negative torque and to
obtain the highest of the performance than the other types. The increases in power
coefficients for each type were (blade shape of the classic Savonius 4.2%), (blade
shape of the Benesh rotor 11.1%), (blade shape of the elliptical rotor 22.8%) and
(blade shape of the Developer Bach rotor 31.6%) [5].

Three-dimensional experimental tests were carried out for the design of the Savo-
nius rotor by means of venting and covering in the blade, which is intended to create
different pressure on both sides of the feather. The validation of the two tests showed
positive results in improved performance compared to the conventional rotor [6].
Others also studied the effect of the overlap ratio between blades of the rotor. The
optimal overlaps ratio are at a range of 0–0.15 [7, 8].

Some literary verifications were found focussing on the change in the form of the
blade of the Savonius rotor such as the classical Savonius rotor [9], Bach [10, 11], the
modified rotor of Bach type [5, 12], Banish [12] and the twisted blade [13]. There is
an evidence for preliminary studies of the elliptic shape with the possibility of using
in the application of rotor Savonius which showed that the elliptical rotor of the
concave side of the increase in the total pressure and the tip losses is less compared
to the classic rotor [10]. These features encourage a comprehensive study focuses
geometry parameters for the Savonius turbine with the aim of reaching the design
of Savonius elliptical rotor optimization by following up the previous numerical and
experimental investigations.
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Fig. 1 Model of a new Savonius elliptical rotor

Table 1 Description of
geometric parameters

Geometric
parameter

Value
(mm)

Geometric
parameter

Value

Chord length d 115 Overlap ratio e/Di 0.15

Rotor diameter Di 200 Aspect ratio H/D 1

End plate
diameter Do

220 No. of blade 2

Height of the
blade H

200 No. of channels 8

2 Problem Statement

The main problems affecting the performance of the Savonius rotor are negative
torque which intercepts the movement of the rotor blades from the convex side.
Therefore, the goal of this study is to rely on the blade shape of the elliptical type
after verification of the experimental results of the research Sanusi et al. [15] using
numerical tests (CFD-FLUENT) ve. 16.1. Then, the study develops and improves the
performance of the Savonius rotor to obtain the highest coefficient of power through
the creation of four vertical and parallel channels of the axis of rotation for each
blade and appropriate entry angles of the convex blade to reduce the negative torque
of the rotor and to reduce the load on the axis of rotation caused by a force of thrust
on the rotor as shown in Fig. (1) and Table (1) illustrates the geometric parameters.
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3 Numerical Investigation

In this study, the focus will be on three non-dimensional entities used globally that
are depended on to extract the performance coefficient of the Savonius turbine. First:
the power coefficient Pf describes the energy conversion efficiency of the turbine,
second: the torque coefficient Tf is a non-dimensional representation of rotor torque,
which is proportional to power produced, and third: the tip speed ratio is defined as
the ratio of the blade tip speed (TSR or λ) to the free-stream wind speed V [14].

Pf = Output (power turbine)

Input (power available)
(1)

Pavailable = 1

2
ρAV3 (2)

Pturbine = 2πNT

60
= Tω (3)

TSR = ωR

V
= λ (4)

Tf = T
1
2ρA rV2 (5)

Pf = Tω
1
2ρAV3 = T

1
2ρARV2

ωR

V
= CT λ (6)

where P is the power, T is the rotational torque, N is the revolution per minute (rpm),
ω is the rotating speed of rotor (rad/s), ρ is the air density (kg/m3), A is the swept
area of the turbine (m), and R is the rotor reduce.

The experimental results were investigated numerically of the researchers Sanusi
et al. [15] using the program (CFD-FLUENT) for Savonius elliptical rotor, made of
aluminium material with an overlap ratio between the blades is 0.15 and aspect ratio
(D/H = 1). The experimental test used an open system wind tunnel and depended
on wind speed inlet (5.999 m/s). The maximum power coefficient obtained by the
researchers was Pfmax = 0.25. The parameters that affect the performance for Savo-
nius turbine are the presence of an overlap ratio between the two blades, the ratio of
the rotor diameter to the height, the shape of the blade (control of the blade arc), the
number of rotor blades, add or not adding the end plate, number of stages and angle
twisting of the blade. The improvement in the ratio of the rotor to height increases
the turbine performance [16]. The end plates in the Savonius rotor are fixed at the top
and bottom of the turbine and the particular thickness has an effective increase in the
coefficient of power [6], which makes control of the flow and its concentration on
the concave blade better [17]. The overlap ratio between the blades rotor has a shown
importance and through previous studies in increasing and improving the efficiency
of the turbine, it allows the gap to reduce the pressure to the return blade on the
suction side [18]. Therefore, the interference ratio was studied by many researchers
as it is significant in improving the performance of Savonius turbines [19, 20].
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Fig. 2 Computational domain and boundary conditions

Fig. 3 Computational grid (ANSYS Mesh)

4 Results and Discussion

The length of the analytical domainwas 120 cm in parallel to thewind flow and 40 cm
in the vertical direction of the wind, based on the measurement of the wind tunnel
test section of the aerodynamic laboratory in University Tun Hussein Onn Malaysia
(UTHM). The numerical test of the Savonius turbine consists of the analysis domain
represented by the rectangle form and the modified rotor design is a circular shape
centred in the centre as shown in Fig. 2. In this paper, to generate a grid for two-
dimensional numerical analysis of the study, where the grid is created for the test
model by the most important part (ANSYSMesh) in the numerical analysis program
(CFD-Computational fluid dynamics). The total number of elements and nodes were
obtained with 80,000 and 40,000 respectively after finding the best reference values
for Skewness, which reached a maximum value at 0.45 as shown in Fig. 3.

The flow around the Savonius rotor is assumed to be unsteady and turbulent,
operating at a free stream wind speed of 5.999 m/s With the SST k-ω turbulence
model [21], at V = 5.999 m/s, 2D simulations (transient time) are carried out on
modifying elliptical Savoniuswind turbinewith blade overlap ratio (0.15). The torque
coefficient (Tf ) and the power coefficient (Pf ) obtained are shown in Figs. 4 and 5,
respectively.
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Fig. 4 Torque coefficients
Tf obtained using CFD
analysis

Fig. 5 Power coefficients Pf
obtained using CFD analysis

The variation of Tf show the effect of rotational speed on the torque generated
by the turbine. It indicates that gradual decrease in the generated torque increases
the rotational speed of the turbine. This phenomenon is analogous to the electrical
loading on the turbine, where with the gradual application of the electrical load, the
turbine torque increases, which in turn, reduces the rotational speed of the turbine.
In this process, to modify elliptical Savonius wind turbine with blade overlap ratio
(0.15), the highest Pf of (0.276) is obtained at TSR = 0.8 with the assumption the
density of air is 1.185 kg/m3 at 25 °C and 1 atm.
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Fig. 6 Velocity contours: a Conventional Savonius elliptical rotor. b New Savonius elliptical rotor

4.1 Velocity Contours

Figure 6a, b shows the distribution of velocity contours through the Savonius rotor for
a conventional elliptical rotor and new Savonius elliptical rotor (modified design) so
that the maximum speed and minimum values are represented as red and blue colour
respectively. As shown in Fig. 6b, the speed goes up near the side of the concave
blade and less to the convex blade side of the rotor. Therefore, the distribution of the
velocity around the rotor blades is better because the loss of the tip speed is lower
for the modified Savonius turbine compared to the conventional elliptical turbine.
There is a significant decrease in negative torque on the convex side of the rotor
due the holes vent (4 channels) on the convex side of the blade, and the wind power
conservation from loss through the distribution of air on the internal surface curves
in a homogeneous manner and also because of its small holes vent on the concave
feather side making the wind velocity difference is clear as shown in Fig. 6b.

4.2 Pressure Contours

Figure 7. At part (a) and (b) show the distribution of pressure contours around the
Savonius rotor for the conventional elliptical rotor and new Savonius elliptical rotor
(modified design). All pressure lines on the XY are shown at wind speed (5.999 m/s)
with the best tip value (0.8) at maximum power coefficient. The maximum and
minimum pressure values are red and blue, respectively, it notes that the amount of
pressure applied to the convex blade side of the modified design is decreased due to
the presence of ventilation holes (4 channels) along the blade, as shown in Fig. 7b.
Resulting in lower wind flow resistance on the surface of the convex blade as well as
negative torque values compared to the convex blade surface of the classical elliptical
Savellius turbine.
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Fig. 7 Pressure contours: (a) Conventional Savonius elliptical rotor. (b) New Savonius elliptical
rotor

5 Conclusion

Within the framework of this study, a numerical simulation was carried out to inves-
tigate of experimental results a two-dimensional by the program CFD-Fluent of the
Savonius elliptical turbine with an overlap ratio (0.15) at the speed of the wind flow
(5.999 m/s). The objective of the current study is to develop and improve the per-
formance of the Savonius elliptical rotor to obtain the highest coefficient of power
through the creation of four vertical and parallel channels of the axis of rotation
for each blade and appropriate entry angles of the convex blade. It works to reduce
of the pressure on the return blade from the convex side and will also reduce the
negative torque of the turbine. The results obtained the maximum power coeffi-
cient Pfmax(0.276) compared with the conventional elliptical Savonius turbine which
reaches the maximum power coefficient Pfmax (0.25) [15] for this study. Therefore it
is hoped for this numerical study that be useful can future research in experimental
tests.
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High Pressure Die Casting Porosity
Defect Analysis and Experimental
Validation for Power Steering Columns
and DVVTs

M. D. Ibrahim, M. R. Mohamad, L. Roslan, Y. Sunami and S. S. Lam

Abstract This paper presents a research study conducted in a local automotive
component manufacturer that produces aluminium alloy of Power Steering Column
and Dynamic Variable Valve Timing (DVVTs) for local and global markets. The
die casting defects that are caused by molten metal during mould filling include
gas porosity, shrinkage porosity and air entrapment. However, the control of cast-
ing defects has been based on the experience of die casting engineers and trial and
error experiments. Trial and error experiments are time consuming and costly which
eventually leads to high rate of rejection. This paper presents some numerical simu-
lations which analyzed the filling flow of molten metal, metal solidification behavior
and porosity prediction through changes during the heat transfer process from liq-
uid form to solid form using a 3-D computer numerical simulation. The numerical
simulation replicated the actual condition of parameter setting on the die casting
machine, mould’s gating, runner, air vents and cooling design. The numerical result
is validated through comparisons with observations made on experimental casting.
Results showed a significant confidence in the ability of casting numerical simulation
to predict porosity. A location of shrinkage porosity is accurately predicted through
significant correlations between numerical simulation of mould filling and casting
solidification behaviour. This research will enhance the efficiency of the mass pro-
duction of die casting the industry with the understanding of porosity defect analysis
and its solution, which traditionally relies on trial and error methods, in a way early
in its stages of die casting mould and process parameter design.

Keywords Die casting · Porosity · ADC12 · CFD · Experimental analysis
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1 Introduction

Common practice of die caster inMalaysia was based on trial and error on innovation
and modifications of a die casting mould design to overcome the porosity problem.
Generally, experiences from past project are used for future projects applications.
As the die castings processes and the die cast products get more and more complex,
it became too difficult to still maintain the trial and errors methodology. This situa-
tion leads to a lot of wastage of die casted products and production time. The North
American Die Casting Association (NADCA) [1] has defined die casting as: A man-
ufacturing process for producing accurately dimensioned, sharply defined, smooth
or textured-metal part. It is accomplished by forcing molten under high pressure into
reusable metal dies or moulds. High pressure die casting process consists of three
main phases as illustrated in Fig. 1. In this study, a computer simulation software
of Magmasoft© is used to predict the porosity of the Power Steering Column and
DVVTs (Daihatsu Valve Variable Timing) die cast products. In casting simulation,
the mould filling and solidification analysis is done by using an algorithm or pro-
gram based on finite volume method. The simulation programs are also based on
Finite Element Analysis of 3-D models of castings. The casting model has to be
created using a solid modelling system and imported into the simulation program

Fig. 1 High pressure die casting process phases [1]

Fig. 2 The 3-D geometry model of power steering column layout resembles the actual mould
condition. Mould dimension is 1117 mm (length) × 650 mm (width) × 650 mm (thickness)



High Pressure Die Casting Porosity Defect Analysis … 189

[3]. The numerical input data replicates an actual process parameter, gate and runner
design and mould construction. The geometry comparison can be seen in Fig. 2. The
simulation result is then validated through an experiment analysis on the actual die
casting machine and die casting mould. The accuracy of the prediction porosity is
then being compared with the actual porosity found on die cast parts.

2 Case Study: Die Cast Automotive Product of Power
Steering Column and DDVTs Engine Component

The objective of this simulation is to validate the accuracy of numerical prediction for
porosity formation in the die cast product of Power Steering Column and DVVTs as
shown in Figs. 3 and 4. These die cast productswere chosen because these automotive
product require a very high-quality standard and a safety parts for the automotive
component. The DVVTs diecast parts control the amount of fuel injected to the
combustion compartment of the engine. The Power Steering Column parts control
a system that helps in steering the wheels. Any failure on these parts will cause a
disaster to the engines and vehicles. In a worst case scenario, fatality may occur if the
products failed. The numerical result are then being compared with actual casting
parts that is produced during experimental analysis.

Fig. 3 The diecast of DVVTs

Fig. 4 The diecast of power steering column
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3 High Pressure Die Casting Filling and Flow Simulation
Model Formulation

The mathematical model and numerical simulation of molten metal in high pressure
die casting are more likely belong to casting filling process. This casting filling
process is an unsteady flow of incompressible viscous liquid with free surface [8].
This casting filling process can be described by continuity equation, momentum
conservation equation, energy equation and volume of fluid-function equation [2, 4,
5, 8].

A. Continuity Equation

D = ∂u
∂x

+ ∂v

∂ y
+ dw

∂ z

where D is the divergence; u, v, and w are the components of velocity vector in
x, y, z direction of ms−1.

4 Heat Transfer in High Pressure Die Casting Model
Formulation

In casting process, there are temperature gradients where heat flows from hot regions
to cold regions. The heat transfer modes are through conduction in the mould and
the solidified casting. In actual die casting processes, the mould cooling system is
also important for the casting solidification process to occur efficiently. The heat
transfer during casting filling process can be described by the rate of equation of the
following Fourier’s Law, Heat Diffusion Equation and Newton’s Law of Cooling,
respectively [2, 4, 8].

A. Rate Equation: Fourier’s law

qn
x = −λ

dT
dx

or
qx

A
= −λ

�T
�x

where qn is the heat flux, W/m2; q is the heat rate, W; A is the area normal to
flow, m2; λ is the thermal conductivity, W

mK ; T is the temperature, K and x is the
distance, m.

B. Heat Diffusion Equation

ρC p
∂T
∂ t

= λ

(
∂2T
∂x2

+ ∂T
∂ y2

+ ∂2T
∂ z2

)
+ q̇
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where q̇; is the heat rate per unit volume; ρ is the density
(

kg
m3

)
;Cp is the specific

heat
(

k J
kg K

)
, K and λ is the thermal conductivity, W

mK and T is the temperature.

C. Newton’s Law of Cooling

qn = q
A

= h(T 1 − T 2)

where qn is the heat flux, Wm2 ; q is the heat rate, W; A is the area, m2, h is the heat
transfer coefficient, W

m2 K and (T1–T2) is the temperature difference across the
boundary, K.

5 Formulation of Die Casting Porosity Defect Prediction
Model

The mathematical model to predict porosity evolution during solidification was first
proposed by Kubo and Pehlke in [5]. In this simulation, the model is used to predict
the flow pattern and temperature distribution in the mould cavity during casting
solidification and mould filling [6, 7]. The results of temperature distribution and
mould filling in the casting model are combined to make porosity predictions. The
Basic Equations for porosity prediction are presented in the following Continuity
Equation and Equation of Motion [2, 5, 8].

A. Motion Equation

u = − k
u f L

(∇ Ps�ρL g
)

where u is the interdendritic flow velocity vector, k is the permeability of the
medium, f L is the volume fraction of liquid, m3, Ps is the shrinkage pressure, Pa,

ρL is the density of liquid,
(

kg
m3

)
and g is the acceleration due to gravity, ms−2.

The permeability is defined as [2, 4].

k = f 3Ld
2
2

180
(
1 − f L

)2
where d2 is the secondary dendrite arm spacing.
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Table 1 The process
parameters used on high
pressure die casting machine

Description DVVTs Power steering column

Aluminium alloys ADC12 ADC12

Low speed plunger
velocity (1st phase)
(ms−1)

0.2 0.2

High speed plunger
velocity (2nd phase)
(ms−1)

3.5 3.3

High speed velocity
switch over point (mm)

375 390

Metal pressure (3rd
phase) (bar)

900 800

Molten metal
temperature (°C)

675 650

Mould temperature
fixed and moving half
(°C)

150 ± 10 150 ± 10

Mould materials (steel) H13 H13

Cycle time (s) 55 60

Mould cooling time (s) 9 10

6 The High Pressure Die Casting Process Parameters

The actual casting products were casted using cold chamber high pressure die casting
machine. The product is being examined by a cross cut at the location where the
porosity has been predicted in the simulation. This is to verify and validate the
simulation results. The process’ actual setting parameters used on casting machine
and in the simulation for DVVTs and Power Steering Column is shown in the Table 1.

7 Results and Discussions

Die casting simulation were conducted using numerical commercialized software.
In this simulation, several important information, were obtained from the simulation
filling, solidification and porosity prediction result. The information from the sim-
ulation filling results are metal turbulence, smooth filling, air inclusion, entrapment
and the last area to be filled in the casting. The information from the simulation solid-
ification results are the last area of solidification and hotspot area in the casting. The
information from the simulation porosity prediction results are all types of porosity.
The most important point in the casting is the porosity defect. High volume produc-
tion and very near net shape make the process very attractive, but the reputation of
die castings as having high porosity has heavily restricted the use of the process.
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4.1mm
2.7mm

Fig. 5 Location 1, comparison between model and actual cross cut die casted DVVTs products

3.3mm

4.6mm

Fig. 6 Location 2, comparison between model and actual cross cut die casted power steering
column products

Porosity is one of the biggest problems in the die casting [1]. Porosity was predicted
by a porosity simulation at several locations as shown in Figs. 5 and 6. According
to the results, the average porosity fraction was between 5–10%. The validation of
simulation result is verified through actual casting produced from the experiment
on the die casting shop floor. The casting part is examined through a cross cut of
casting component at the area porosity and has been predicted by a simulation. These
phenomena can be seen from the right-hand side of Figs. 5 and 6. This verifies the
result from simulation where it matches with the die casted part.
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8 Shrinkage Porosity and Casting Solidification Behavior
Correlation

In high pressure die casting, there are two major internal types of porosity. It is
shrinkage porosity and gas porosity. Gas and shrinkage porosity require almost com-
pletely opposite actions for corrections, hence an engineer doing troubleshooting
must first identify the type of porosity, otherwise the corrective actions are likely to
be little or no value [1]. It is very important for the simulation result to be able to give
information so that shrinkage porosity and gas porosity can be differentiated. This
will save a lot of very expensive trial and error. Shrinkage porosity occurs because
most of the casted metals will occupy less space when they change state. Shrinkage
porosity wherever it occurs, will always be at the last point to solidify. This will also
be the hottest point in that region of the castings [1]. In the porosity simulation, the
results only predicted the location of porosity that might happen in the casting. The
results are unable to provide information whether it was a gas porosity or a shrinkage
porosity.

In this study, the result of simulation porosity prediction was compared with a
casting solidification simulation to identify the type of porosity. Based on the solid-
ification simulation of Power Steering Column, the location of the last point area at
castings to solidify was observed and detected. The results matched with the location
of porosity predicted by simulation of porosity on the castings as shown in Fig. 7.
Most of the casting part has completely solidify after 18 s of molten injected into
the mould except at the two areas indicated in blue colour in the same figure. These
localized areas temperature is still high, between 507 and 530 °C. By comparing
the simulation results from solidification and porosity, there was a significant cor-
relation between the last point at cast to solidify with a shrinkage porosity. From
the actual experimental data in Fig. 7, specifically at location 1 and 2, it was found
that the porosity predicted by the simulation was found in an agreement with the
area where the last point at casting solidifies Taking this correlation, the porosity can
be considered as shrinkage porosity. Furthermore, the cross cut of location 2 result
has irregular shapes and rough structured shape, shown previously in the most right
figure in Fig. 6. The shrinkage porosity can be identified at casting as an irregular
and rough dendritic structured shapes compared to gas porosity where it has a round
shape [9, 10]. This information is beneficial to the casting engineer and designer to
distinguished between porosity caused by gas and porosity caused by shrinkages.
This is so that an effective corrective action can be done successfully in a shorter
time frame and at a lower cost because it can be detected early, during its simulation
stages.
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Fig. 7 Result from simulation shows porosity at casting location 1 and 2 matches the location of
last point of power steering column cast to solidify

9 Conclusions

This paper concludes that the results of numerical simulation showed the porosity
prediction on the die casted DVVTs and Power Steering Column matches the data
from experimental analysis. However, the size of porosity prediction through simu-
lation is fairly acceptable compared to the actual size found on the castings surface.
The mould filling simulation is useful for casting engineer and designer to accurately
design runner system, air vent and overflows without the need of expensive trial and
error experiment on the production line. The solidification simulation is capable to
determine the last point on casting to solidify. This will give an accurate information
whether the porosity was caused by a gas porosity or shrinkage porosity. As result,
casting engineers are able to do corrective action effectively. Through the informa-
tion obtained from the numerical simulation and experimental data, the proposed
methods to reduce shrinkage porosity are by using metal savings, squeeze pins and
super cooling [1, 9].
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Energy Savings in Manufacturing Plant:
Pump System Optimization Case Study
in Johor and Sarawak, Malaysia

M. D. Ibrahim, Z. F. Ismail, S. S. Musa and S. S. Lam

Abstract This paper presents a preliminary analysis of energy usage and energy
savings opportunities in two targeted manufacturing plants, Plant A and Plant B by
optimizing their pump systems. Plant A is a manufacturer of Examination Nitrile
Powder Free Glove, located in Johor, meanwhile Plant B is a cement manufacturing
plant located in Sarawak, Malaysia. Pumping System Assessment Tools (PSAT), is
used to assess the efficiency of pumping systemoperations and to assist in preliminary
assessments on the efficiency of the pumping system operation. Annual savings
potential for the existing performance of the system can be comparedwith the optimal
condition that is suggested by the PSAT database. Annual savings potential for Plant
A is found to be USD 4000, meanwhile for Plant B, annual savings potential that can
be saved is up to USD 24,100. For effective implementation, the system’s pressure
drops can be improved to ensure the pump achieves its best efficiency point, (BEP).

Keywords Energy savings opportunity · Pump system · Pump system
optimization

1 Introduction

From 2010 to 2030, world marketed energy consumption is projected to increase by
33%. In 2030, total world energy use rose from 82,919 Zetawatt (ZW) in 1980 to
116,614 ZW in 2000 and is expected to reach up to 198,654 ZW [1]. The contribution
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of industrial sector has been significant, among all the various sectors contributing
to greenhouse gas emission, GHG. As reported through a previous study, 10–30% of
GHG emissions can be reduced by implementation of a few energy savings options
with little or no cost to the industrial sector [2]. The major equipment or drive in a
building or plant can reduce energy consumption. It is also estimated that by making
use of energy efficient motors in a system, this significant amount of energy can be
saved by using better motor loading percentages [3].

In 2011 to 2030, China’s cement industry, current energy and carbon dioxide
(CO2) emission have been analyzed for cement production in different levels. Under
the best practice scenarios, the results show potential for cumulative final energy sav-
ings of 27.1–37.5 Exajoules, EJ, and energy emission reductions by 1.2 Gigatonnes
CO2 [4]. By 2035, under technical diffusion scenario, eighteen energy efficient tech-
nologies result in 25% savings for electricity and 9% savings for fuels, where this
has been proved by the study for cement industry in Taiwan [4]. As this industry is
the second most energy-intensive user in the country, it is important to understand its
promising potentials for energy efficiency improvements. Energy savings by using
modified split pump system shows promising result, where it shows that this energy
solution as calculated and analyzed by Levelized Cost of Energy (LCOE), is compet-
itivewith current retail prices of electricity in the Europeanmarket. Depending on the
considered of hybrid energy solution, the calculated LCOE ranges from 0.440 up to
0.194 USD/kWh [5]. Similarly, most of the plants especially petroleum or chemical
plants are committed in reducing energy consumption in terms of thermal, electrical
andmechanical in the process equipment used. Inmost machine such as pumps, fans,
compressors and blowers, throttling valves, dampers and adjustable guide vanes are
causing mechanical and fluid energy to be dissipated or wasted. Foretold strategies
for energy can be applied in the machineries in the rubber industries, which can save
a significant amount of energy and some utility bills [6]. 10% of electricity consump-
tion can be reduced by combining or selecting motor savings strategically which is
also equal to around 38% of CO2 emission reductions [7].

In this study, targeted factories use pump to supply cooled water for machine and
process. Failure of the pump will cause stoppage of the machine and the worst will
cause defect to the production output, thus affecting the quality of the product. In
order to adjust the system back to its initial designed best efficiency, current condition
of system needs to be monitored. Through optimization of the system, the plant will
reduce its baseline consumption, thus, will increase the productivity of the plant.

2 Methods

In this study, the targeted factories were approached through walkthrough audit
and data collection, to estimate energy usage and energy savings by energy-using
equipment or processes for different energy savings measures.

PumpingSystemAssessmentTools (PSAT) provided by theUnitedNations Indus-
trial Development Organization is used to analyze the pump system in this study.
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PSAT is used to assess the efficiency of pumping system operations. The system uses
achievable pump performance data fromHydraulic Institute standards andmotor per-
formance data from the Motor Master and database to calculate the potential energy
and associated cost savings. The output of the PSAT can estimate pump and motor
efficiencies, calculate annual energy usage and energy costs for existing and optimal
equipment, potential annual energy savings, and its optimization rating. Data for the
current condition of the system has been collected and analyzed.

3 Findings

Figure 1 shows the energy consumption in PlantA. From the graph, it can be observed
that, pumping system is one of the main drives in Plant A which has contributed to
the significant energy usage. Thus, in this study, pump has been targeted to reduce
the energy consumption of the plant. Graph in Fig. 1 shows that compressor has
the highest contribution of the total consumption of the plant with 31%, followed
by electrical motors with 28%, pumps with 22% and followed by process heat, air
conditioning and lighting. The percentage of energy consumption by themain drive is
calculated by considering the specification of the machine, total units of the machine
and plant total consumption for year 2016.

Figures 2 and 3 show the targeted pump system diagram in Manufacturing Plant
A and location for the targeted pump system. The chiller system supports the plant
to supply chilled water to the production line. For glove industry, cooled water is
important to ensure the efficiency of the process until final product is made. Figure 4
shows PSAT result in Plant A. It shows that the current pump efficiency is 60.6% as
shown at the upper right side (yellow column) of the figure. The database suggests
that the system can be operated up to 82.9% as stated in optimal column side, which
means the system can run in amore efficient condition than its current state. Figures 5
and 6 show pump head calculation for both conditions A and B.

The flow rate of the pump can be changed to see the difference in the head so that
the plot can be constructed. Optimization of the system is important as the efficiency
usually drops due to ageing, changes in the process and improper utilization. This
will contribute to reliability issue for the system, therefore the current condition

Fig. 1 Energy consumption
in Manufacturing Plant A
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Fig. 2 Targeted pumping system diagram in Plant A

Fig. 3 Targeted pump in
Plant A

needs to be monitored to adjust the system back to its best efficiency point. Figure 7
shows the pump curve of the targeted pump, plotted based on current condition.

From the graph, it can be seen that the system should be operated at 80% efficiency
(flow rate of about 58 L/s) but the curve shows that the pump is currently operated at
60% region (flow rate of 45 L/s). The pump is operating off from its best efficiency
point (BEP) as it should be. From this condition, it can be said that the pumpwill have
reliability issues, which may lead to vibration problems, and shorter lifespan. When
the pump operates at flow which is less than the flow designated BEP, this will also
induce cavitation, vibration, impeller damages, suction and discharge recirculation
to the pump system.
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Fig. 4 PSAT result for Manufacturing Plant A

Fig. 5 Pump head for condition A
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Fig. 6 Pump head for condition B
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Fig. 7 Pump curve of targeted pump Plant A

This research study has been carried out in another manufacturing plant located in
Sarawak. Same approach was used in this case study. Figures 8 and 9 show targeted
pumping system diagram in Plant B. The cooling system is important to the plant
as it supplies cooled water to support other machineries like compressor, bearing
equipment, cooling tower conditioning, hydraulic oil station and etc. [4].

Pump system of the plant is analyzed by using PSAT. From the results, it shows
that the current pump efficiency is 59.5%, shown at the upper right side (yellow
column) of the Fig. 10. The database suggests that the system can be operated up to
79.4% as stated in optimal column side, which means the system can run in a more
efficient condition than its current state. The proposed system optimizations are the
management of Plant B can survey at the market for centrifugal pump with 37 kW
motor power, 31.7 kW pump and motor shaft and motor current at 60.6 A to get the



Energy Savings in Manufacturing Plant: Pump System … 203

Fig. 8 Targeted pump in Plant B

Fig. 9 Targeted pumping system diagram in Plant B

optimal pump efficiencywhich is at 79.4%. Furthermore, the potential annual savings
for the plant is about MYR 96,300 per year or USD 24,100. The annual energy for
Plant B also can also be saved from 394.2 to 295.5 MWh. The current annual cost
for the selected centrifugal pump is MYR 385,300 per year and if they change the
motor and pump to the suggested optimal condition, they will get the annual cost at
MYR 289,000 per year. The management can replace the current large pump with a
smaller pump available in the market to get more efficient pump system. Otherwise,
they can also consider trimming the pump impeller instead of changing the pump
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Fig. 10 PSAT result for Manufacturing Plant B

with the new one. Operation of the pump at reduced speed eliminated much of the
throttling losses.

From Fig. 10, it shows that from condition A, optimization rating of the system
is 75.0%. If the flow rate of the pump is increased from 193 to 234 m3/h as shown
in Figs. 11 and 12, the optimization can be achieved up to 81.8% compared to
current condition (shown in right hand side of the previous figure of Fig. 10 in
condition B, grey column). The flow rate of the condition B is inserted in pump head
calculation as shown in comparison in Figs. 11 and 12 previously. Thus, the flow
rate of the pump can also be changed to see the difference in the pump head. Result
shows that the percentage obtained from optimization rating for the pump system
running is approximately 75.0%, meanwhile the database suggested that the optimal
condition for the system that it can be operated is around 81.8%. It can be concluded
that the pump system efficiency can be increased more than 5% from its current
operating condition. Figure 13 shows the installation of flow meter at targeted pump
to determine its flow rate to obtain the data before been analyzed by PSAT, on-site.
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Fig. 11 Pump head for condition A

Fig. 12 Pump Head for condition B

Fig. 13 Installation of flow meter to calculate the flow rate of the pump
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4 Conclusions

This paper investigates the amount of energy that can be saved through optimiza-
tion of the pump system. The system can be optimized by returning the flow rate of
the pump to its designed state to gain better pump efficiency. Based on the results,
13,983.6 kg CO2 of emission can be reduced from the system improvement in manu-
facturing of Plant A, meanwhile 126,665.4 kg CO2 can be reduced frommanufactur-
ing of Plant B. Emission of CO2 still can be reduced without considering the change
of the pump size used. Flow rate of the pump can be improved by maintaining the
cleanliness of the pipeline and ensuring that there is no friction or blockage in the
flow.

This can be done by maintaining the service of the pipeline and minimizing
the choking from any unnecessary valves. Thus, the system can be operated in its
optimum condition. This implies that systems had improved and there is a potential
of saving energy for the system. Future works can be implemented by trimming the
impeller to a lower diameter, whereby there will be less power needed to transfer the
fluid in the pump, thus increasing the pump efficiency. Improving the pump system
as one of the major drives in plant will automatically reduce the total consumption
of the plant, therefore reducing the CO2 emission.
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Virtual Reality Training Platform
in Onshore Pipeline

Faieza Abdul Aziz, Adel S. M. A. Alsaeed, Shamsuddin Sulaiman,
Mohd Khairol Anuar Mohd Ariffin and Abdul Rahman Yahya Al-Arhabi

Abstract This paper reviews the possibility to implementVirtual Reality (VR) train-
ing platform for maintenance in oil and gas industry. All major oil and gas companies
in recent years have advocated design and develop Virtual Maintenance training sys-
tem for the greater benefit of the humanity and the environment focusing on sustain-
able development. Oil and gas industry often requires people to work in hazardous
environments, these environments are constantly increasing in size and complexity
as companies look for new more cost effective ways of doing training and mainte-
nance. Therefore the application of Virtual Reality may allow the new workers to
practice and become familiar with the real work using Virtual Environment before
performing the real tasks.

Keywords Virtual reality ·Maintenance · Training · Oil · Generator

1 Introduction

Thermoelectric generators (TEGs) have been actively used to regenerate the useful
energy from the waste heat and the spread of the application has been increased from
microwatts to kilowatts [1]. Oil and gas industry has been a key commodity in today’s
world. Continuous technology revolution and inventions created high competitive
environment for all the industries. Thus, industries and investors have to adapt to the
novel technology and innovations to increase their productivity and product quality
while minimizing the operational cost and lead time [2].

Thus, implementation of VR technology in training enables an inexpensive, yet
significant training environment to be created. In VR training platform, a 3D model
is used for interaction and learning purposes. This eliminates the use of plain docu-
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ments, blueprints and fixed videos, making way for significant and effective training
communication among the workers [3].

This research paper focuses on removal and installation of pipes in onshore
pipeline of thermoelectric generators (TEGs). Due to the high temperature circu-
lation in the block valve station, the pipes require frequent maintenance activities,
where at minimum, the removal and installation of pipes occur within two months’
time. According to a study [4] the manual maintenance training is equivalently risky
as the actual work environment onshore. The training could turn into a devastating
incident and which leads to property damage and loss of life, due to the mistake of
trainee. Thus, VR training platform approach is expected to remove the risk present
in the current training method and provide an interactive 3D VR based training
simulators for workers in TEGs removal and installation of pipes.

2 Oil and Gas Industry in Middle East

Middle East LNG is the largest industrial enterprise and it attracts huge foreign direct
investment. Besides that, it is among the most modern LNG station in the world. The
strategic location of Middle East LNG plant enables it to actively intrude in the
markets of Asia, Europe and the Americas. There are various types of facilities and
processes that natural gas goes through to obtain the final product. The final product
should be free from carbon dioxide, water and mercury.

Middle East LNG plants are associated with advanced facilities and technologies
to cater the huge demand. For example, in Yemen LNG, their main pipeline has the
capacity of supplying 1.140 million SCf/d of natural gas from the reservoir to the
LNG plants. The production capacity of the LNG plant in Yemen is responsible in
fulfilling the sale demands in Asian, European and American markets [5].

2.1 Theory of Thermoelectric Generator Operation

TEG generates electrical power via the direct conversion of heat energy to electrical
energy. The generated electrical powerwill be directed to the load in a circuit. Despite
the variance in temperature, the process of electrical power generation continues as
two dissimilar materials are combined and heated. Figure 1 shows LNG Terminals
scattered across Middle East Countries. Figure 2 is the illustration of TEG and how
the electrical power is generated.

The temperature difference and therefore the amount of power produced, solely
depends on the fuel supply rate to the burner. It is also influenced by the amount of
cooling supply from ambient air. The physical size data of TEG is as illustrated in
Table 1.

In the context of maintenance, TEG is highly reliable as it requires relatively little
maintenance activities. Yet, it still requires periodic maintenance checks to ensure
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Fig. 1 Middle East Countries LNG Terminals

Table 1 Physical size of
thermoelectric generator TEG

Physical size data

Diameter of top 155 cm 61 in.

Overall height 102 cm 40 in.

Length of lower cabinet 46 cm 18 in.

Width of lower cabinet 46 cm 18 in.

Height of lower cabinet 44 cm 17 in.

Weight (less power conditioner) 83 kg 183 lb

abruption free operation of TEF throughout the year, meeting the capability of and
capacity of the TEG. On annual basis, it is necessary to perform power check, to
determine if the system is operating at accurate power setting for the current ambient
conditions.
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Fig. 2 Illustration of TEG

2.2 Maintenance of Cooling System in Onshore Pipeline

Cooling system of the heat pipes consists of 12 set of heat pipes (Fig. 3) and they
are hermetically sealed. It contains a specific amount of fluid in equilibrium with
its vapor. The heat pipe is filled with methanol and heat is absorbed by the liquid
fill, causing it to vaporize. Vapor moves up to the heat pipe till the finned section to
condense the vapor. As the ambient temperature varies, the cooling effect on the heat
pipe also varies. Greater cooling effect is attained at significantly cooler ambient air.

Figure 4 shows the cut away of the heat pipe. The heat pipe is inspected during
the TEG operation. There are two methods of inspecting the heat pipes.

2.2.1 Method 1

The first method is to inspect the ability of heat pipe to warm up. If the heat pipe is
not able to warm up to 50 mm from the tip, it shall be inspected by using Method 2.
During the cold weathers or windy conditions, it is difficult to conduct inspection via
Method 1. Even though Method 1 is less accurate, it does not require any additional
equipment to conduct the inspection.
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Fig. 3 Heat pipe

Fig. 4 Cut away of heat pipe Middle East Countries LNG Terminals

2.2.2 Method 2

This method requires thermocouple meter and a 50 mm probe with 5 mm or lesser
diameter. The thermocouple meter is able to read temperatures up to 150 °C with
accuracy level of ±1 °C. The method involves the temperature profile of heat pipe
condenser tube for analysis as a goodheat pipe generates constant temperature profile.
Before conducting the inspection, technicians need to ensure the TEG operation hour
is more than an hour.

The inspection procedure begins with the temperature profile from the third and
fourth fin, from inside, at the bottom surface of the tube. Readings were taken every
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50 mm (2 in.) along the Condenser Tube. All readings should be within 5 °C (9 °F)
of each other up to the end of the finned section of the Condenser Tube. If the
temperature profile drops by more than 5 °C (9 °F) along the finned section, more
readings are required to be taken to locate the point where the temperature drops. If
this point is within 7 fins of the last fin on the Condenser Tube, or all the readings
were within 5 °C (9 °F) of each other, the heat pipe is working well. This method is
more accurate and reliable when compared to Method 1.

Commonly, for both methods, it is not advised to conduct heat pipe inspection if
the heat pipe is physically damaged or no longer operable. The replacement of heat
pipe is done by certified technician only.

3 Virtual Reality

3.1 Attributes of Virtual Reality (VR)

3.1.1 Immersion

Immersion is a key feature of VR technology. This terminology describes the feel-
ing of a VR user, that his virtual environment is real. A high degree of immersion
is equivalent to a realistic or “believable” virtual environment [6]. The term “Im-
mersion” could also be defined as the sensation of being immersed within a virtual
environment (VE) [7].

There are several factors which detract from the experience of immersion. They
are indicated as: Feedback Lag, Narrow field-of-view, a monoscopic view and low
display resolution in order of significance [6]. In addition, the factor of feedback lag
is considered as the most important effect with regard to immersion effectiveness,
which is represented in related psychological experiments.

Much of the discussion emphasized the significance of fidelity of a virtual envi-
ronment and visual ‘immersion’ of the user (e.g. by using a head mounted display or
CAVE display system) and assessment of how well these support user performance
in VR/VE tasks [8, 9].

Uses of immersive VR for training workers in industrial processes have been
suggested in the literature. it is reported [10] that an immersive VE for training in
manual assembly operations [10] and a virtual machine shop are part of a planning
and training tool for machining processes [10] such as: machine tool setup and NC
part program execution. In addition, [11] reported in 2006 that a VE was developed
to support training in manual welding processes using immersive VR [11].

However, due to various aspects ofVRenvironments that need further research and
development, e.g. representation speed, presence, real-time interaction and response,
realistic visualization and expensive costs, full immersive VR simulation systems are
rarely employed in real industry [12]. The lowest level of VR systems are desktop
systems which provide only a monitor-based viewing of virtual objects. The features
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of desktop, non-immersive VR systems are far from the possibility of immersive
VR technologies, but the main advantage of desktop systems is that standardized
computer techniques can be applied [13].

As a result, desktop, non-immersive VR systems have greater applicability for
industrial uses compared to immersive VR technologies. The advantage of desktop-
based VR systems is to provide a standardized method to support most common
computers even including the lowest level of monitor-based computers and this may
help to spread the VR application in industry.

3.1.2 Presence

While immersion is an objective measure, presence is the subjective sense of being
in the virtual environment (VE). Presence requires a self-representation in the VE.
For instance: a virtual body (often, only the hand is represented in the VE, since the
whole body is not tracked). Presence also requires that participants can identify the
movements of a virtual body representing his/her movements [6].

In addition, Sheridan defined presence as the sense of being physically present
with the visual, auditory, or force displays generated by the computer [14]. However,
a study [15] addressed a simpler definition to the whole concept by introducing that
presence as the “feeling of” being in an environment. Another researcher [15] also
proposed that if a feeling of presence is not high, then users become detached from
the environment, thus resulting in a decrease of performance [15]. This may be true
but other factors can also affect performance, like frame-rate, the screen resolution
or the VE layout itself [16].

3.1.3 Interaction

Interaction is described as any action of the user aiming to modify or probe the
virtual environment [6]. In order to achieve a good degree of immersion, it is neces-
sary to develop interaction techniques that are as intuitive as possible. Conventional
interaction devices such as key board, mouse and tablet are employed with most VR
applications are not adequate enough for natural interaction.

The main drawback of these is their low number of input dimensions, maximally
2. However, a new advanced device allows 6 or more dimensions that allow efficient,
natural interaction techniques (Fig. 5).

3.1.4 Autonomy

Autonomy reflects the extent to which the environments function on their own,
without (and sometimes in spite of) user input. Systems with low autonomy, like
many tutorials and practice programs, stayed dormant until students enter an answer
to a question or click on a navigation icon. Autonomous environments, on the other
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Fig. 5 Advanced inventions to support VR interaction

hand, follow their own goals, evolve and develop whether the user does anything or
not. Real-time simulations and many games fall into this category.

4 Advantages and Diadvantages of VR

One major advantage of using virtual reality to teach objectives is that it is highly
motivating. An investigation by [17] of the attitude of education students towards
virtual reality as a tool in the educational process, and towards virtual learning envi-
ronments on specific disciplines, found that students had a favorable attitude towards
virtual reality in the educational process.

VR grabs and holds the attention of students. This has been documented in the
reports of a number of research studies. Students find it exciting and challenging to
walk through an environment in three dimensions, interact with an environment, and
create their own three dimensional (3D) worlds.

Virtual reality canmore accurately illustrate some features, processes, and so forth
than by other means. VR allows extreme close-up examination of an object. VR gives
the opportunity for insights based on new perspectives. Looking at the model of an
object from the inside or the top or bottom shows areas never seen before.

The disadvantages of using virtual reality are primarily related to cost, the time
necessary to learn how to use hardware and software, possible health and safety
effects, and dealing with possible reluctance to use and integrate new technology
into a course or curriculum. As with all new technologies each of these issues may
fade as time goes by and virtual reality becomes more commonly used in areas
outside of education.
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5 Summary

This is an on-going project and the breakdown of the project for the design and devel-
opment of virtual maintenance training systemwas divided into different phases. The
first phase includes documentation of conceptual design, training function and the
process of designing and development of VR app and second phase is focused on
testing and evaluating the effectiveness of developed virtual training app for heat
pipe removal and installation in pipeline of oil and gas industry. The third phase is
the comparison between the process performance data, such as time data, recorded
during an immersive process execution. Validation will be performed on the devel-
oped VRmaintenance training platform based on aspects of functionality, reliability,
usability, efficiency, maintainability and portability.
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Parametric Study of Hydrodynamic
Coefficients for Circular Cylinders
at Subcritical Reynolds Number

A. M. Al-Yacouby and M. S. Liew

Abstract Vortex induced vibrations of circular structures are well known phenom-
ena in many fields of engineering applications. Up to now, most of the experimental
investigations are conducted at low Reynolds Numbers. In this study, the hydro-
dynamic forces and flow around smooth circular cylinders at subcritical Reynolds
(Re) Number was investigated experimentally in the wave basin. The objective of
this study is to conduct a parametric study and determine the important parameters
affecting drag coefficient (CD) and lift coefficient (CL). The model tests were con-
ducted in the offshore engineering laboratory at Universiti Teknologi PETRONAS
(UTP), Malaysia, using rigid vertical cylinders with various outer diameter Do =
27, 34, 42 and 48 mm. The range of Re Number achieved in the wave basin varied
from 3.19E+03 to 2.83E+04 which covers the subcritical flow regime. Generally,
the values of CD determined experimentally varied between 1.12 and 1.23, while the
values of CL varied between 0.23 and 0.36. The range of these force coefficients are
comparable with the recommended values of drag and lift coefficients available in
the literature for the similar flow regime.

Keywords Drag coefficient · Lift coefficients · Circular cylinders · Subcritical
Reynolds Number

1 Introduction

Flow around circular cylinders, is a challenging classical problem encountered in
many fields of engineering applications related to fluid mechanics. For instance,
bridge piers, chimneys, high rise buildings are some examples of engineering appli-
cations where circular cylinders are interacting with the incident flow.Many offshore
structures such as jacket platforms, jackup, tension-leg platforms, semi-submersibles,
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marine pipelines, conductors and production risers contain elements with cylindri-
cal shapes. As the exploration of oil and gas has moved from shallow water to the
deep sea, the safety of production risers becomes increasingly important, as fatigue
damage caused byVortex InducedVibration (VIV) of risers play a crucial importance
role in the design of production risers [1]. Despite its simple geometry, flow past a cir-
cular cylinder is considered to be an essential starting point for better understanding
of more complex flows [2]. The complication of the flow around circular cylinders is
mainly associated with the boundary layer, the separated and reattached shear layer
and wake interference [3]. Thus, the complex physics of flow around circular cylin-
ders and its real-life engineering applications have attracted the attention of many
scientists and engineers for over a century, leading to many successful theoretical
and experimental contributions. The review of the literature indicates that several
successful studies have been conducted on flow around circular cylinders such as
Roshko [4], Morcovin [5], Williamson [6], Achenbach [7] and Bearman [8]. How-
ever, only very limited papers addressed the parametric studies in details. Thus, the
objective of this study is to conduct a parametric study and determine the important
parameters that affect drag (CD) and lift (CL) coefficients. This paper is organized
into the following sections. In Sect. 2, the theoretical formulation is briefly presented,
In Sect. 3, the experimental set up is presented. Section 4 contains the test results
and the investigation of dynamic characteristics of the cylinders and the validation
of the results. Finally, some conclusions are drawn in Sect. 5.

2 Theoretical Formulations

The dynamics of a circular cylinder subjected to flow induced vibration can be
described by a damped spring-mass system with a single degree of freedom in the
direction of the imposed harmonic external force [9, 10].A circular cylinder subjected
uniform flow can also be described as a two-degree of freedom system where the
structure is allowed to vibrate in the x and y directions. In the following sections,
important parameters related to flow around circular cylinders, are briefly discussed.

2.1 Solution to Vibration Equation

The basic differential equation of motion describing the dynamic and vibration of
structures is as follows:

m
••
y (t) + c

•
y(t) + ky(t) = F(t) (1)

In which m is the total mass of the system, −ky is the spring force, k is the spring

constant, y(t) is the displacement of the structure, c
•
y is the damping force in which
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c is the viscous damping,
••
y is the acceleration, F(t) is the force on the structure

and t is the time. The dot above the symbols indicates differentiation with respect
to time [11]. The response of the cylinder y(t) can be set to be y(t) = A sin(ω0t),
where A is the amplitude of excitation and ω0 = √

k/m represents the still water
Eigen frequency. Thus, differentiating the response y(t)with respect to time (t) gives
•
y(t) = ω0A cos(ω0t) ⇒ ••

y = −ω2
0A sin(ω0t).

3 Experimental Description

Figure 1 shows the wave tank in which the model tests were conducted. The model
consists of vertical cylinders made of galvanized steel, flexibly fixed at the top as
cantilever beam. The cylinders have a total length L = 1.32 m, with outer diameter,
Do = 27, 34, 42 and 48 mm and wall thickness t = 2.5 mm. The wetted length is
0.98 m, giving an aspect ratio L/Do = 27.5–48.9. Instead of using the conventional
spring setup adopted in VIVmodel tests, a force sensor was developed custom-made
for this purpose (refer to Fig. 1b). The force sensor has 2 mm thick walls and acts as
spring, allowing the cylinder to oscillate. The top part of the sensor permits motions
in x direction and the bottom part of the sensor acts as a spring permits motion in the
y direction. Thus the model responses in x and y direction are ensured and captured.
The mass of the pipe m varied from 2.5 to 4.8 kg,m* = m/md in whichm is the mass
of the cylinder and md is the mass of the displaced fluid. The displaced mass can be
calculated as md = πρD2L/4, where ρ is the density of the fluid (1000 kg/m3).

Furthermore, as themaximum current velocity inside the wave tankwas limited to
0.123m/s, and the intention of the experimental study was to investigate the response
of the cylinders at subcritical to high ReNumber and the geometry of the wave basin
was modified. To achieve higher Re number using small models, fluid velocity has
to be increased, and thus the shape of the wave tank was modified by constructing
temporary walls inside the wave tank to form a test section of 2 m × 3 m within the
wave tank. The optimum layout of the test section and the general layout of the wall
configuration were determined using CFD simulations. The effects of walls on the
current velocity were analysed using three different CFD proposals. The optimum
layout which gives the highest flow velocity was adopted and constructed as the best
wall configuration for VIV model tests.

4 Parametric Study of a Single Cylinder in Current

The total forces acting on a smooth circular cylinder subject to current can vary with
the cylinder diameter, current velocity, Re Number and the reduced velocity. As the
effect of cylinder diameter on the total forces is well established, it is obvious that
increasing the cylinder diameters will definitely increase the hydrodynamic forces.
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Fig. 1 Details of model setup: aWave tank, b Cylinders fitted with force sensors, c Velocity meter,
d Cross sectional view of the test section

Thus, in the present study, cylinderswith relative outer diametersD/d = 0.027, 0.034,
0.042 and 0.048 were investigated. The important parameters that can affect the
in-line and cross-flow forces and the force coefficients are discussed in the following
sections.

4.1 Variation of in-Line and Cross-Flow Forces with Current
Velocity

The variation of in-line and cross-flow forces with respect to flow velocities are
presented in Figs. 2 and 3 respectively. The plots indicate that increasing the current
velocity has a major influence on the measured hydrodynamic forces. The in-line
forces varied from 0.071 to 3.47 N, while the cross-flow forces varied from 0.0149 to
0.577 N. From the graphs depicted in Figs. 2 and 3, one can observe that the effect of
relative cylinder diameter (D/d) on in-line and cross flow forces is very similar to that
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Fig. 2 Variation of in-line force with relative cylinder diameters at different flow velocities

Fig. 3 Variation of cross-flow forces with relative cylinder diameters at different flow velocities

of flowvelocities. The plot indicates that the recorded forces increased proportionally
with the increasing relative cylinder diameters (D/d) as well as with the increased
current.

4.2 Variation of in-Line and Cross-Flow Forces with Re
Number

Re Number is an important parameter used to present test results pertaining to VIV
as the Re is a function of cylinder diameter, current velocity and kinematic viscosity
of the fluid. The variations of in-line and cross-flow forces with Re Number for
different relative cylinder diameters are presented in Figs. 4 and 5 respectively. The
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Fig. 4 Variation of in-line forces with Re for D/d = 0.027, 0.034, 0.042 and 0.048

Fig. 5 Variation of cross-flow forces with Re for D/d = 0.027, 0.034, 0.042 and 0.048

graphs show that the range of ReNumber covered in this study varies from 3.19E+03
to 2.83E+04, which corresponds to the subcritical flow regime characterized with
transition in shear layers. The variation of in-line and cross-flow forces with Re
indicates that these forces increased proportionally with the increasing Re Number.

4.3 Variation of CD and CL with Re Number

When a cylinder is exposed to flowwithRe > 40 the vortex shedding developed in the
wake of the cylinder become time dependent [12], and the drag and lift forces can be
estimated asCD = FD/0.5ρDLU 2 andCL = FL/0.5ρDLU 2 respectively. Figure 6
shows the variation of CD with Re Number. The values of drag coefficients for all
the different cylinders almost follow the same pattern with respect to Re Number.
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Fig. 6 Variation of CD with Re for D/d = 0.027, 0.034, 0.042 and 0.048

Fig. 7 Variation of CL with Re Number for D/d = 0.027, 0.034, 0.042 and 0.048

Generally, the range of CD Number varied from 0.3 to 0.5 depending on the cylinder
diameter and the flow regime. Similarly, the values of CL for smooth cylinders with
different outer diameters are presented in Fig. 7. The trend of the graph indicates
that the values of CL are slightly fluctuating as compared to the drag coefficients.
But generally, all the four cylinders have shown a consistent trend. The range of CL

coefficients determined experimentally varied from 0.06 to 0.12. The values of CD

and CL are in good agreement with the published studies available in the literature.
For comprehensive studies on variation ofCD andCM with ReNumber, one can refer
to Zdravkovich [13] and Sumer and Fredsøe [12].

5 Concluding Remarks

The flow around smooth circular cylinders atReNumber range varied from3.19E+03
to 2.83E+04 was investigated experimentally in the wave basin, and the findings
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were validated using numerical and experimental data available in the literature. The
cylinder specimens used in this research have outer diameter Do = 27, 34, 42 and
48 mm. By comparing the results with the previously published results for the same
flow grime, the main findings are as follows:

• The values of CD determined experimentally varied between 1.12 and 1.23, while
the values ofCL varied between 0.23 and 0.36. The range of these force coefficients
are comparable with the recommended values of drag and lift coefficients available
in the literature for the similar flow regime.

• The comparison of the parametric study with the previously published results in
the same flow regime shows a good agreement. Therefore, this parametric study
appears to be suitable for better understanding the fundamentals of flow structure
interactions at subcritical flow regime.
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Time Step Sensitivity Analysis
of a Flow-Driven Savonius Rotor

Ahmad Zakaria and Mohd Shahrul Nizam Ibrahim

Abstract The difficulty in choosing the right combination of time step and time
increment in simulating a flow-driven rotating rotor is largely attributed to the wind
speed dependent time constant which is defined as the elapsed time for the rotor
to reach its stable rotational speed. Therefore, a combination of time step and time
increment for one wind speed may not work for other wind speeds. A CFD sensi-
tivity analysis of a Savonius rotor is conducted in this study in order to improve its
simulation accuracy in predicting the rotor rotational speed by manipulating the time
step for a wind speed range of 2–6 m/s. An optimum combination of time step and
time increment for minimum error for first are obtained by CFD analysis. Based on
a reference parameter of 6 m/s wind speed, other time step for 2, 3, 4 and 5 m/s wind
speeds were calculated using the number of revolutions required to reach a steady
state rotational speed. The resulted rotational speeds generated were then compared
with the actual experiment in an open circuit wind tunnel. It is observed that the
rotor only starts to rotate just after zero-time step and gradually accelerates until it
reaches a constant rotational speed. Consequently, higher time step is required for
low speeds and the converse is true for the high speeds. Lower time step can result
in non-convergence solution. The result shows that the predicted RPM of Savonius
rotor can be made close to the experimental data at the expense of higher comput-
ing time. Accuracy of predicted RPM is within 5% as compared to 20% without
sensitivity analysis.

Keywords Time step · Sensitivity analysis · Flow-driven · Savonius
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1 Introduction

Savonius rotors are characterized by its simplicity in design and ease of manufacture.
They are widely used in low wind power density regions like Malaysia. Their main
advantages over to the horizontal axis wind turbine have been discussed in [1]. The
performance of a Savonius rotor can be improved by several methods. These include
the addition of the end plate on both ends, aspect ratio (height to diameter ratio),
bucket spacing and overlap, number of bucket, and rotor staging design [2]. Various
rotor profiles such as semi-circular, twisted, air foil shape, multiple miniature semi-
circular and a few more have been suggested by previous researcher in order to
increase the Savonius rotor performance [3]. A similar improved performance can
be achieved by adding a fin on the rotor blade [4].

Prior to implementation, Savonius rotor’s performance can be evaluated by Com-
putational Fluid Dynamic (CFD) analysis. However, the accuracy of such a study is
highly dependent on the correct computational parameter, such as azimuthal incre-
ment, domain size and number of the turbine revolutions to reach convergence [1].
Grid convergence analysis is very crucial to ensure better rotor torque prediction
[5]. A sensitivity analysis is usually performed to determine parameters affecting its
output of interest. The values determined can be used as guidelines for others to use.

To date, most analyses on wind turbines are performed in conjunction with the
sliding mesh method where a known angular velocity is applied to the rotor during
simulation. The optimum rotation speed is then obtained by varying the tip speed
ratio (TSR). This study on the other hand uses a flow driven approach in which the
rotor is defined as a rigid body. Hence, the rotor is driven by the incoming wind speed
due to the net torque generated by angular velocity and moment of inertia. A two
bladed Savonius rotor with 180° twist angle was employed as a case study. The main
objective was to study the sensitivity in variations of time step on the accuracy of
rotational speed of the rotor by using commercial computation fluid dynamic code,
AcuSolve.

2 Savonius Rotors

A two-bladed Savonius rotor with 180° twist angle used is shown in Fig. 1. The rotor
height is 1.0 m and its diameter is 0.5 m.

The rotor is designed to rotate in counter-clockwise (CCW) direction. The basic
parameter of the Savonius rotor is given in Table 1.

The ABS prototype model for the experiment was fabricated by using 3D printer.
The end plates are made of 0.002 m thick× 0.55 m diameter Aluminium, thus giving
a total weight of the rotor assembly of about 4.0 kg.
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Fig. 1 Savonius rotor parameter

Table 1 Basic parameters of
Savonius rotor

Parameter Value

Overlap ratio, δ = e/d 0.242

Rotor thickness 0.003 m

End plate diameter, De 1.1 D

End plate thickness 0.002 m

Fig. 2 a 3D domain dimension, b boundary condition

3 Computational Domain and Boundary Condition

Figure 2 shows the three-dimensional (3D) computational domain used in this study.
The domain size is 16 D× 16 D× 30 D (where D= 0.5 m). The rotor is positioned
at the middle of the computational domain to ensure the free stream flow does not
to disturb the induction field in front of the rotor. The flow will decelerate to lower
velocity than the free stream velocity in induction field. This location is also to
provide a sufficient distance for turbine wake generations [1].
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Fig. 3 Meshing condition: a 3D domain z-axis cross-section, b rotating region, c boundary layer
meshing

3.1 Mesh Generation

The 3D tetrahedral mesh of 0.05 m around the rotor was created in the computational
domain. The rotor surface was fine meshed to 0.01 m with three boundary layers
created around the rotor. The cross section of mesh around the rotor is shown in
Fig. 3. The denser mesh around the rotor with an addition of boundary layer will
improve the accuracy of Savonius rotor torque prediction [6]. A total number of
1,339,710 elements are generated based on the setup parameter.

3.2 Boundary Condition and Time Step Calculation

Non- slip boundary condition is applied to the rotor surface. The inlet boundary
condition is set to Cartesian velocity on x-axis based on computational domain axis.
No boundary conditions are applied to the interface between the rotating domain
and fixed domain to allow the transport of flow properties between two domains.
The wall boundary condition is set to slip boundary condition. Turbulence model
Spalart-Almaras (SA) was selected due to low wind speed operations as suggested
by [7].

In the case of a slidingmesh approach, the time step can be estimated by assuming
the stable rotational speed is achieved at the beginning of simulation. Hence time
step can be calculated by knowing the number of rotor’s revolutions before it reaches
a stable condition. Typical number of revolution to reach a steady state is between
20 and 30 [1]. On the contrary, a flow driven method as shown in Fig. 4, the rotor
will gradually start to rotate just after zero-time step. It will then accelerate until it
reaches its stable rotational speed in unit rotation per minute (RPM) indicated by the
red dashed line. Minimum time to reach this situation is defined as time step or time
constant (Ts). Since Ts is a function of wind speed, it can therefore be estimated by
conducting an experiment involving various wind speeds.

The optimumcombination of time step and time increment obtained fromprevious
work [8, 9] is used in this study. The best combination of time step= 7000 and time
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Fig. 4 Rotational speed versus time constant in a flow-driven simulation

Table 2 Time step for
specified wind speed

Wind speed, m/s Time step

2 21,000

3 14,000

4 10,500

5 8400

increment= 0.0015 s give an output rotational speed closer to the actual experiment.
These two parameters are termed as the reference values. The following equations
are used to generate other time steps for each wind speed.

Txre f = Tsre f × �t (1)

S = Txre f × V (2)

N = S

2πR
(3)

Tx=2,3,4,5 = S

V
(4)

Ts=2,3,4,5 = Tx=2,3,4,5

�t
(5)

where Txref is total simulation time for reference wind speed, Tsref is reference time
step,�t is time increment, S is distance travelled for reference wind speed, V is wind
velocity, N is total number of revolution for stable RPM, R is rotor radius, Tx=2,3,4,5

is simulation time for 2, 3, 4 and 5 m/s wind speed and Ts=2,3,4,5 is time step for each
wind speed.

The generated time steps for all wind velocities are given in Table 2.
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4 Results and Discussion

4.1 Accuracy of RPM Prediction at Specified Wind Speed

The result of simulated rotational speed of Savonius rotor at different wind speed
is shown in Fig. 5. Low wind speeds require longer time step to reach its stable
RPM. Similarly, time step required is reduced with the increasing wind speed. Any
attempts to use smaller than minimum time step will result in non-convergence
solution and poor RPM prediction. This analysis also shows that by using time
increment of 0.0015 s, its computational time will be much longer for lower wind
speed. It is also observed that at 2 m/s wind speed, the computational time is 93 h.
On the contrary it took only 37 h of computational time for 5 m/s wind speed using
16 core machine. Overall accuracy of rotor RPM prediction is shown in Fig. 6. It
clearly demonstrates improvement in terms of accuracy after sensitivity analysis
done. The overall difference percentage is about 10% as compared to the results
obtained without sensitivity analysis of 20% [8].

Figure 6 shows the numerical study result at various wind speed and percent
different from the experimental data. The result shows close relationship between
the numerical study result and experimental data. With exception of 2 m/s, the error
in RPM prediction results for other wind speeds is below 5%.

As stated in Sect. 3.2, a transient flowfield is captured in the flow-driven approach.
Hence the time step cannot easily be predicted. In this case, the minimum number
of rotor revolution (N) to reach a steady state RPM is about 40. If N = 20–30 as
suggested in the literature [1] is used, this will result in non-convergence solution.

Fig. 5 Time step required to reach stable RPM for different wind speeds
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Fig. 6 Savonius rotor RPM prediction at various wind speed

5 Conclusions

In this study, a procedure for performing sensitivity analysis of a flow-driven rotating
body has been developed. Without the sensitivity analysis, the error in RPM predic-
tion is about 20%. However, with the additional sensitivity analysis done, this error
has been reduced to about 5%. It should be noted that time step should properly be
selected to ensure convergence and good accuracy.

It is also admitted that similar results could be obtained by the sliding mesh
approach. However as mentioned by [8], the flow driven method adopted this study
has an edge in terms ease of bench marking against the wind tunnel experimental
data in which tip speed ratio (TSR) cannot be implemented in the later. Although
the time taken for the analysis is quite high, it can be justified with the availability
of affordable higher cores machine.
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Abstract In this study, copper oxide nanoparticles were prepared by green approach
using solution cast method. The mixture of green tea aqueous acts as a bio-reducing
agent and copper nitrate is used as metal sources. The copper ions (Cu2+) were
reduced by polyphenol in green tea aqueous extract to form copper oxide nanoparti-
cles. The FTIR spectra shown C–H peak represent polyphenol chemical bonding in
green tea aqueous solution. As the weight of tea increases, the content of polyphenol
in green tea also increases. The structure and morphology of the synthesized cop-
per oxide nanoparticles were characterized using Field Emission Scanning Electron
Microscopy (FESEM) and X-Ray diffraction (XRD). The size of the particles was
found to be in the range of 100–200 nm. The formation rate of copper oxide nanopar-
ticles is higher as the concentration of polyphenols increases. The optimum copper
oxide nanoparticles with the smallest particles size was produced with the amount
of 20 g of green tea.

Keywords Biosynthesis · Camellia sinensis · Copper oxide · Nanoparticles

1 Introduction

Copper oxide nanoparticles (CuONPs) are widely used in various industrial applica-
tions including semiconductor devices, sensor, medicine, solar energy and catalyst.
The properties of these copper nanoparticles are mostly dependent to the mate-
rial size, morphology, and the specific surface area of the material, which strongly
depend on the preparation method [1]. Smaller size and great porosity that exist
in the nanoparticles are capable of performing a higher reaction yield. The usage
of copper oxide nanoparticles in various applications has led to numerous studies
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of different synthesis method for copper nanoparticles [2, 3]. In achieving a more
convenient and less toxic disposal, eco-friendly approach is becoming favourable.
The common synthesis procedure will yield to toxic chemical and high in cost [4].
Sometimes, the chemical by-product itself will drain into the soil and water that
results in contamination that often leads to mutagens and serious health hazards.

Biosynthesis of nanoparticles by plant has currently received more attentions as it
is a suitable alternative compared to chemical and physicalmethods. Previously, there
are multiple studies that have been done on synthesis of the copper oxide nanopar-
ticles by using different plant extract such as from Carica papaya, Azadirachta
indica (Indian Lilac), Hibiscus rosa-sinensis (Chinese hibiscus), Murraya koenigii
(Curry Tree),Moringa oleifera (Drumstick Tree) and Tamarindus indica (Tamarind
tree) [5]. The extract from the plants may act as reducing and capping agent for the
nanoparticles synthesis. Different parts of plants such as the leaves, stems, seeds and
fruits could be used in the synthesis as the plants exhibit combinations of metabolites
[6]. Terpenoids, polyphenols, sugars, alkaloids, phenolic acids and proteins play an
important role as the reducing agent in the synthesis [7]. For example, the polyphe-
nolic compounds could release reactive hydrogen atoms that could reduce the metal
ions to form nanoparticles.

Thus, in this study, an eco-friendly approach of copper oxide nanoparticle is devel-
oped by using plant extract of tea extract aqueous (Camellia sinensis). Afterwards,
the CuO NPs were tested for the present of ions metal after the characterization test.
Besides that, canesis tea has a higher polyphenols contents compared to others fruits
like apples [8].

2 Methods

2.1 Materials

Themainmaterial used in this research is the tea powder fromplantCamellia sinensis
obtained from a local store.

2.2 Preparation of Tea Extract

The tea extract solutions were prepared by adding 20, 30 and 40 g of the green tea
powder into the beaker followed by 200 ml of deionized water. The solution was
mixed at 350 rpm for about 2 h. After that, the samples were left for a while to allow
the water and the tea to completely dissolve The samples obtained were filtered and
then were kept at 4 °C for further use The copper nitrate solutions were prepared by
using the same technique and stirred at 350 rpm. In this study, the concentration of
the copper nitrate solution is 0.5 M.
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2.3 Copper Oxide Nanoparticles

The synthesis process starts with stirring and heating of the copper nitrate solution
vigorously at 350 rpm until the copper nitrate were completely dissolved. Subse-
quently, 100 ml of 20 g of tea extract solution was slowly added. The solution was
heated at 90 °C and stirred for about one hour. The colour changes gradually from sea
blue to brownish, which was indicating the formation of the copper oxide nanoparti-
cles as showed in Fig. 1. After one hour, the mixture was cooled at room temperature.
The process was repeated but with different concentrations of tea extracts solution.
The precipitates obtained were filtered and rinsed with ethanol. Then, the process
is continued by purification of the sample by rinsing the precipitates with distilled
water. To remove the moisture from copper oxide nanoparticles, the particles were
dried in a conventional oven at 90 °C for 5 h.

2.4 Characterization of Nanoparticles

It is necessary to characterize the properties of the copper nanoparticles in order
to understand the effect of experimental parameter. FESEM with 2 kV was used to
determined morphology of the nickel oxide nanoparticles. Energy Dispersive X-ray
Spectrometry (EDX) is a microanalysis technique that is used to validate and confirm
the existence of copper oxide element in the nanoparticles.

Fig. 1 Colour changing during biosynthesis of copper oxide nanoparticles
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3 Results and Discussion

3.1 Morphology Studies

Thephysical properties of biosynthesized copper oxide nanoparticles canbeobserved
by FESEM and the FESEM images were shown in Fig. 2. The biosynthesized CuO
NPs were spherical in shape. It shows that when higher the concentration of tea
extract solutions used, the more the aggregation can be observed. Based on Fig. 3,
the mean diameter for the CuO NPs obtained were 391.43, 243, and 230.74 nm for
CuO20, CuO30 and CuO40 respectively. Although the synthesis of CuO20 exhibits a
larger average size, the nanoparticles are well dispersed and distributed compared to
others.

The chemical compositions for all CuO NPs were illustrated in Table 1. It shows
that copper and oxygen are present in the finished product. It also can be observed
when the concentration of phenolic compound increases, the copper content in the
sample will decrease.

Fig. 2 FESEM images for a CuO20, b CuO30 and c CuO40
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Fig. 3 Copper oxide nanoparticles particle size distribution for a CuO20, b CuO30 and c CuO40

Table 1 Chemical
composition for synthesized
copper oxide nanoparticles

Copper oxide nanoparticles Copper, % Oxygen, %

CuO20 18.98 32.85

CuO30 13.77 36.23

CuO40 11.54 34.62

4 Conclusions

Copper oxide nanoparticles were successfully synthesized using the biosynthesis
method. Tea solution extract was used as a bio-reducing agent. Reduction of metal
salt occurred due to the presence of phenol compound in the tea aqueous extract. The
biosynthesized copper oxide nanoparticles have different sizes from the FESEM
images with 391.43, 243 and 230.74 nm for CuO20, CuO30 and CuO40 of the tea
aqueous extract.
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Abstract The purpose of this article is to illustrate the use of two-dimensional
fast Fourier transform (2D-FFT) algorithm to describe the properties of aluminium
thin films. To do so, the microstructures of thin Al films deposited on stainless steel
substrates though radio-frequency (RF)magnetron sputtering are analysed using two-
dimensional fast Fourier transform (2D-FFT) algorithm. Field emission scanning
electronmicroscope (FESEM) and atomic forcemicroscope (AFM) images obtained
on the surfaces of the films are taken through different image analysis processes. The
power spectra are described in terms of spatial frequencies, wavelengths and light
intensities in the reciprocal space for both SEM and AFM images. The results of
power spectra obtained from FESEM and AFM micrographs are compared for two
different cases-films deposited at 200 and 300 W at the same substrate temperature
(100 °C). We observe that the 2D-FFT analysis of both SEM and AFMmethods can
describe (in more details) the distribution of surface structures in thin aluminium
films.

Keywords Atomic force microscopy (AFM) · Aluminium thin films · Image
analysis · Fast Fourier transform (FFT) · Field emission electron microscopy
(FESEM) · Sputtering
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1 Introduction

Surface microstructures of thin films are usually obtained through various micro-
scopic techniques, including scanning electron, transmission electron and atomic
force microscopes. The characterization of the structural properties of the thin films,
therefore, depends on image analysis of the captured micrographs [1]. In materi-
als engineering, image analysis is the extraction of the physical information from a
micrograph, and it involves both qualitative and quantitative approaches depending
on the type of information required. In surface engineering, researchers are inter-
ested in morphology, texture, defects, grain orientation and size evolution during
film growth [2]. The homogeneity and distribution of surface structures (rough-
ness) are also important aspects in thin films microscopy. An extensive literature
on microscopic analyses of thin aluminium films is readily available [2]. Through
different microscopic techniques, as reported in literature, a conceptual model for
the evolution of porosity across the interface of aluminium/substrate films has been
described [2]. The development of the structural zone models (SZM) for thin film
growth is based on microscopic analyses [3]. Most of the microstructural analyses
reported in the literature on Al films rely on visual/qualitative examination of the
micrographs although some studies have tried to report on the quantitative results
of Al films. However, most of these studies have reported porosity using the per-
centage (area fraction) method of image analysis. Other studies have used statistical
techniques such as Gaussian distribution to report on the distribution of sizes of the
surface structures in thin films from atomic forcemicroscopy (AFM) [4]. Line profile
extraction that measures the lateral and height sizes of surface structures especially
in AFMmicrographs has also been reported [5]. Quantitative image analysis derives
some of the most important parameters for detailed description of the films’ struc-
tural properties. As such, to build into the existing quantitative methods, the present
work illustrates the use of two-dimensional fast Fourier transform (2D-FFT) algo-
rithm to analyse both SEM and AFMmicrographs of thin aluminium films sputtered
on stainless steel substrates. The overall aim is to show that 2D-FFT analysis can
satisfactorily describe the structural properties of thin films from SEM and AFM
micrographs.

2 Methods

The thin aluminium films were prepared by radio-frequency (RF) magnetron sput-
tering equipment whose schematic is illustrated in Fig. 1. The equipment consists
of the sputtering chamber and human interface control unit. It has the capacity of
sputtering with two targets and up to four substrates per run.

The sputtering system consists of a substrate heater control to regulate andmonitor
the temperature of the substrate and an automatic chamber vacuuming system, which
includes a turbo pump, barometer and gas valves, which can reduce the system



Two-Dimensional Fast Fourier Transform Analysis of Surface … 241

Fig. 1 Aschematic illustration ofmagnetron sputtering system.The systemalso consists of electron
beam evaporation and thermal spray techniques and control unit

pressure to the order of 10−6 mbar. The films, in this case, were prepared on stainless
steel substrates at RF powers of 200 and 300W for 2 hours at a substrate temperature
of 100 °C. The 99.99% purity Al target of 75 mm diameter and 3 mm thickness was
used. The argon flow rate was maintained at 12.0 sccm throughout the experiment.
The Al-coated samples were then allowed to cool inside the sputtering chamber
for close to 12 h after which they were sliced into 10 mm × 10 mm for SEM and
AFM microscopy imaging. Scanning electron microscopy was undertaken using
field emission scanning electron microscopy (FESEM) whereas the atomic force
microscopy (AFM) imaging was undertaken using Veeco Dimension 3100 facility
in tapping mode in the air and at room temperature. The obtained micrographs were
taken through image analysis process.

3 Results and Discussions

Figure 2 shows the FESEMmicrographs of thin aluminium films deposited on 316L
stainless steel substrates at 200W and substrate temperature of 100 °C. Figure 2a and
d show the micrograph taken at magnifications of 25000× and 35000× respectively.
At lower magnification (25000×), the microstructure shows highly interconnected
structures of aluminiumfilms. The interconnection iswell illustrated by the processed
image as indicated by red arrows in Fig. 2b. As seen, the microstructure appears as a
layer-by-layer structure of aluminium films growing from the substrate towards the
surface.
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Fig. 2 FESEMmicrographs of thin aluminiumfilms on stainless steel atmagnifications (a) 25000×
and (d) 35000× and their corresponding processed images (b) and (e) and 2D-FFT power spectral
(c) and (f). The red arrows in (b) and (e) indicate the interconnected paths between the aluminium
structures. L and C in (d) indicate layered and chocolate-like structures respectively

Further magnification of the interconnected structures reveals ‘bubble chocolate’
morphologies (labelled C in Fig. 2d) containing aluminium structures layered and
aligned on top of each other. The structure appears as bands indicated as L layered
on each other from the substrate to the top surface of the film. This observation is an
indication of the epitaxial growth of aluminium films duringmagnetron sputtering on
stainless steel substrate at 100 °C.The processed image (Fig. 2e) of themicrostructure
shows highly interconnected paths between adjacent layers of the films. These paths
can be interpreted as the porosity which occurs during formation and growth of
thin aluminium films as reported in the literature [3]. The paths appear mostly on the
surface of thefilmandare causedbyoxidationwhichoccursmostly during the cooling
of the aluminiumfilms inside the sputtering chamber. The evolution of porosity on the
surface of aluminium films deposited through physical vapor depositionmethods has
been detailed in literature [2] and usually appears as interconnected paths as observed
in this case.

Figure 2c and f show the corresponding two-dimensional fast Fourier transformsof
themicrographs. The central region of 2D-FFT spectrumprovides themost important
information about the peaks in the real images [6]. At lower magnification (25000×),
the radius of the light intensity at the centre of the power spectrum is larger than at
higher magnification (35000×), which can be attributed to the larger interconnected
aluminium structures and porous paths indicated by the red arrows in the processed
image. This observation indicates the essence of using the images of two different
magnifications in this case since different magnifications show various information
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Fig. 3 Gray level signals along the red lines of the micrographs in Fig. 2a and d

regarding the microstructure. The 2D-FFT in Fig. 2f can be used to explain the
distribution and density of the layered and ‘chocolate-like’ structures indicated as L
andC respectively. The smaller size of the central region at amagnification of 35000×
indicates finer and closed packed particles of aluminium within the different layers.
The few traces of high-frequency values appearing on the radial spectrum are due
to the presence of small spaces/voids exposing the substrate (which means that the
film is not laterally uniform and has not fully covered the substrate surface).

Figure 3 shows the grey scale values along the red lines of the processed image
of the FESEM micrographs in Fig. 2a and d. As shown, a high grey value repre-
sents the aluminium structures whereas the low values indicate the interconnected
porous paths and aluminium-free (spaces/voids) substrate surfaces. The grey scale
images can be used to show the visual distribution of the aluminium structures, and
in this case, the frequency of fluctuations of the grey values indicate a high degree
of non-homogeneity especially at low magnification (25000×). The log-log plot of
the power spectrum density (PSD) versus spatial frequency of the 2D-FFT analysis
is represented in Fig. 4. The PSD profile at lower magnification is a characteristic of
randomly distributed structures in the micrograph whereas at higher magnification,
the profile indicates the periodic behavior of the structures. At higher magnifications,
in fact, the particles of the film appear periodically aligned along the length of the
substrate although with occasional spaces exposing the surfaces of the substrate.
These observations agree with the FESEM results, which show that the microstruc-
ture consists of largely interconnected paths and aluminium structures and voids
thereby, indicating that the film microstructure is non-homogeneous.

The2DAFMimage for the thinfilmsdeposited at 200Wand substrate temperature
of 100 °C and its corresponding 2D-FFT spectrum is shown in Fig. 5. The advantage
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Fig. 4 The corresponding power spectral density versus spatial frequency of 2D-FFT analysis of
micrographs shown in a left-hand and b right-hand graphs

Fig. 5 AFM micrograph (scan size 1 µm × 1 µm) and the corresponding 2D-FFT analysis of
thin aluminium films deposited on stainless steel substrates at 200 W at a substrate temperature of
100 °C

of AFM is that it gives very high magnifications of the structures; in this case, up to
nanoscale levels. There are observable features on the surface topography which can
be related to the FESEM micrographs. Layers (indicated as L in the AFM image)
are visible with the interconnected paths between adjacent layers (appearing darker
in the image) as earlier observed at 35000× of FESEM micrograph.

The 2D-FFT spectrum of the AFM image shows a tiny central peak, indicating
the presence of very fine features. There is the formation of very small aluminium
structures (with well-defined boundaries) as earlier observed in the FESEM at the
magnification of 35000×. The peaks in the 2D-FFT image represent the layered
structures of the film and the interconnected paths whereas the high-frequency values
indicate the well-defined fine particles of the films. The presence of high-frequency
values on the radius of the spectrum is an indication of the tiny spaces/voids within
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Fig. 6 Power spectral density profiles of the AFM image of thin aluminium films deposited on
stainless steel substrates at 200 W and substrate temperature of 100 °C

the surface of the film. The spaces are an indication that some surfaces of the substrate
were not coated during the sputtering process.

Figure 6 shows the PSD profile for the AFM topography. Such profiles fromAFM
micrographs can be used to describe to the lateral distribution of surface structures.
The profile (Fig. 6) is a characteristic of random surfaces. At very higher magnifi-
cations, the AFM probe can detect the atomic levels of the surface structures, which
mostly for a sputtering process are likely to follow a pattern resulting in a periodic
surface [7]. The region of the white noise (low spatial frequency) indicates a uni-
form distribution of the structures. However, in this case, the profile is dominated
by the power law gradient, which indicates lateral non-homogeneity of the surface
structures. The non-uniformity is due to the presence of the interconnected pores
and lateral spaces within the aluminium microstructures observed in the FESEM
micrographs.

Figure 7 shows the FESEM micrographs of aluminium films deposited at 300 W
and a substrate temperature of 100 °C. The microstructure consists of nearly uni-
formly distributed morphology of aluminium films on the surface of the substrate at
both magnifications. There are fewer voids and interconnected paths (indicated by
red and white arrows in Fig. 7a and c and the processed images) than observed at
200 W in Fig. 2. At RF power of 300 W, the density of ions in the sputtering plasma
is higher than at 200 W and therefore the sputtering yield is increased leading to
densification of the films, which results in more uniform coating of the substrate
with less voids within the surface of the film [8–11]. The grey scale values plotted
against arbitrary distances along the processed images (Fig. 8) reveal an alternat-
ing fluctuation in the aluminium film structures and voids/interconnected spaces.
The 2D-FFT power spectra of the FESEM images reveal some noises in the high
frequency regions (as seen in Fig. 7c and f). The observation can be attributed to
the occasional interconnected paths appearing between the very fine structures of
aluminium layers (indicated as L in Fig. 7d). The 2D-FFT spectra for both images
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Fig. 7 FESEM micrographs of thin aluminium films deposited on stainless steel substrate at RF
power of 300 W and a substrate temperature of 100 °C. The images were taken at (a) 1000× and
(b) 15000× to reveal the important features of the microstructure. The corresponding processed
(b) and (e) and 2D-FFT images are shown. The red arrows indicate voids (aluminium-free spaces
exposing the substrate) while white arrows indicate paths (pores) within the aluminium structures

are symmetrical indicating the level of homogeneity of the sizes and distribution of
the films’ structures. The PSD profiles of these images are shown in Fig. 9, and they
represent the periodic distribution of the surface features. For both magnifications,
the profile is characterized by the non-fluctuating region at low spatial frequencies
and the highly correlated region at high frequencies.

Figure 10 represents theAFMmicrograph of the thin films deposited at 300Wand
substrate temperature of 100 °C and its corresponding 2D-FFT spectrum. As shown,
the topography consists of well-distributed structures of aluminium films (brighter
regions) with a few voids (dark regions). The 2D-FFT of the AFMmicrograph shows
a nearly oval central region with random peaks along the fast scan direction of the
AFM probe (Y-direction in the 2D-FFT image). This observation indicates that there
are fine structures entangled in larger structures within the surface microstructure.
The PSD profile of the AFM micrograph shown in Fig. 11 indicates the periodic
behaviour of the surface topography and is comparable to the profiles illustrated in
Fig. 9.
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Fig. 8 The grey scale values along the red lines indicated in images in Fig. 7

Fig. 9 Power spectral density profiles for 2D-FFT analysis of micrographs shown in Fig. 7
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Fig. 10 AFM micrograph and corresponding 2D-FFT spectrum for the thin aluminium film
deposited at RF power of 300 W and a substrate temperature of 100 °C

Fig. 11 Power spectral density profiles of the AFM image of thin aluminium films deposited on
stainless steel substrates at 300 W and a substrate temperature of 100 °C

4 Conclusions

In this article, two-dimensional fast Fourier transform analysis of SEM and AFM
micrographs of thin aluminium films prepared by RFmagnetron sputtering was illus-
trated. Aluminium films prepared at 200 and 300 W at 100 °C were used as a case
study to explain how this technique can be used to characterize the properties of
the films. For SEM images, two different magnifications were chosen for consis-
tency purposes of the observations and computations. From the study, the following
conclusions can be drawn:

• From the SEMandAFMmicrographs, aluminiumfilms deposited through sputter-
ing grow through layer-by-layer mechanism thereby forming thin films. However,
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during the film growth, interconnected and porous paths (as illustrated by the pro-
cessed images) are formed. The 2D-FFT spectra for SEM and AFM micrographs
in all cases correlated well with the film growth mechanism during sputtering.

• The power spectral density profiles of SEM micrographs, for all the cases consid-
ered, were comparable to those of theAFMmicrographs and both profiles depicted
the similar behaviour of the thin films.

The two-dimensional fast Fourier transform technique is therefore recommended
for detailed microstructural analysis of field emission scanning electron microscope
(FESEM) and atomic force microscope (AFM) images of thin aluminium and other
films.
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Fractal Analysis of Thin Films Surfaces:
A Brief Overview

Fredrick M. Mwema, Esther T. Akinlabi and Oluseyi P. Oladijo

Abstract The concept of fractals has been widely accepted in various fields for
studying natural or random phenomena. Most specifically, in surface engineering
and thin films, fractal analysis is used to investigate the self-affine nature and scaling
characteristics of surfaces to understand the physical processes of creating the sur-
faces. Various methods have been applied in the fractal analysis of thin films, some
of which include autocorrelation, height-height correlation, power spectral density
functions, triangulation, and box counting among others. From these methods, it is
possible to compute the roughness characteristics such as roughness exponent, cor-
relation length, fractal dimension, Hurst exponent, etc. Fractal dimension is the key
parameter used to understand the roughness properties of the films. In this article,
we have summarised some of the key results on the fractal analysis of thin films, and
it has been noted that fractal characteristics depend on the thin films’ deposition pro-
cesses. The interrelationships among the fractal parameters and surface morphology
of the films are unpredictable, and therefore fractal analysis should be undertaken
for each new type of thin films.
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1 Introduction

1.1 Background

The concept of fractals has been accepted to describe most natural systems and
currently finding extensive application in the characterisation of surfaces [1, 2]. In
most cases, random systems such as surface microscopy behave like fractals, i.e.
their geometrical units resemble one another at all scales (at both low and high
magnification similar features are identified) [3–5]. It, therefore, means that fractals
are not sensitive to the scale of resolution and fractal analysis can be used to extract
more information about a surface as compared to the conventional statistical methods
[6]. The concept of fractals in thin film structures was clearly described, for the
first time, in 1985 by Yehoda and Messier [7]. They argued that the presence of
low-density regions (network of voids) of films microstructures was the reason for
the fractal behaviour of thin films. In thin film surfaces, fractal dimension is used
as an analytical index to measure how the morphological features vary on scaling
[2]. The fractal analysis provides information on roughness exponent, correlation
length, shift (or lattice size) and pseudo-topothesy besides the fractal dimension of
thin films [8]. These parameters offer a detailed description of spatial patterning,
segmentation, texture and lateral roughness of the surface morphology [9]. As such
extensive literature exists on fractal analysis of surfaces of thin films [10–19] and
severalmethods of fractal analysis, havebeendeveloped.Theobjective of this paper is
to provide a very short overview of themost commonly usedmethods and summarize
some of the published results of fractal analysis of thin films. The article may assist
researchers expecting to use these methods in thin film imaging applications.

1.2 A Review of Common Fractal Analysis Methods

1.2.1 Autocorrelation Function

The autocorrelation function (ACF) shows the dependence of a signal on its own
at different time shifts. In thin films, ACF describes the self-affine characteristics
of surfaces and is used to derive fractal parameters such as roughness exponent,
correlation length and fractal dimension (D) [12]. From various literatures [20, 21],
the autocorrelation function (A(r)) along the direction of fast scan (x-direction) is
expressed in terms of height function z(i, j) as follows.

A(r = ld) = 1

m(m − l)w2

m∑

j=1

m−l∑

i=1

z(i + l, j)z(i, j) (1)
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where d is the horizontal distance between two adjacent image features and l is the
preceding feature of the point (m) of interest.

1.2.2 Height-Height Correlation Function

Various researchers have used height-height correlation function (H(r)) to illustrate
the self-affine and mounded characteristics of surfaces of thin films [1, 6, 12, 13].
Mathematically, one-dimensional H(r) of the m × m area of surface micrograph in
the direction of the fast scan of the AFM probe is given as follows [22].

H(r = ld) = 1

m(m − l)

m∑

j=1

m−l∑

i=1

[z(i + l, j) − z(i, j)]2 (2)

A bi-logarithmic plot of H(r) versus r reveals two regimes as described by Yadav
et al. [12] and it has been shown that the fractal dimension (D) is determined by fitting
a power law within the linear region (small values of r) of the plot whereas roughness
exponent, correlation lengths and Hurst exponents are determined by best-curve at
the nonlinear region (large values of r). Detailed applications of H(r) are reported
elsewhere [1, 12, 20].

1.2.3 Power Spectral Density Function

The power spectral density function uses a fast Fourier transform algorithm of the
height functions (H_st) of the surface as shown in the logarithmic diagram in Fig. 1a.
The fractal dimension is computed as a function of the average power (S) of the height
spectra over the area under study and is determined as follows [23].

S = 1

l2N j

N j∑

1

|Hst |2 (3)

where Nj is the number of points within the digital area whose linear size is defined
by l. Within the highly correlated region (self-affine surfaces), S obeys the power
law in the form S = k−β−1

j where, kj is the radial spatial frequency and the slope of
the curve in Fig. 1b is defined by β [24]. From this method, D can be determined as
follows.

D = 7 − β

2
(4)
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Fig. 1 Illustrating the spectral determination of the fractal dimension through (a) fast Fourier
transform of surface and (b) the double log plot of power versus spatial frequency (adapted from
Carpinteri et al. [23] with permission from Elsevier, copyright order number 501448072)

Fig. 2 Illustrating the
box-counting method for
dragon curve fractals. In this
method, N is the number of
the boxes and h is the length
scale (size of each box)

1.2.4 Box-Counting Method

In this method, the fractal features are covered with a single box, which is subse-
quently divided into four quadrants. Each of the quadrants is further divided into
four quadrants, and this is repeated in a loop until the minimum size of each box is
equal to the resolution of the data [25, 26]. Then for each case, the number of boxes
(N) covering the fractal features are counted, and its logarithm is plotted versus the
size of boxes (h). The fractal dimension (D) is determined from the maximal slope
coefficient of the double log plot defined as follows [25, 27, 28]. The method is
illustrated in Fig. 2.

D = lim
h→0

− log N(h)
log h

(5)
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1.2.5 Triangulation Method

The computation of D in triangulation method (as known as prism counting) is based
on approximating the area of the surface using successive pyramids and computing
their lateral regions as illustrated in Fig. 2 [23, 29]. The area under study is covered
by a square patch, and then one pyramid on the four angles of the square is created
(Fig. 3a). The square is further subdivided into four quadrants, and then on each
quadrant, a pyramid is created so that a total of 8 pyramids are generated (Fig. 3b).

The procedure is repeated to generate 16 pyramids (Fig. 3c), 32 pyramids (Fig. 3d)
and so forth until the base length of each pyramid (r) is equal to the resolution of the
digital data of the image. The apparent area (A) of each prism is then computed for
each r. The slope of the bi-logarithmic plot of r versus A is used to compute D as
follows [23].

D = 2 − lim
r→0

− logA(r)

log r
(6)

Fig. 3 Triangulation fractal dimension scheme of the dragon curve fractal. The a, b, c, d represents
the repetitive steps followed in constructing the pyramids for each rectangular space occupied by
the fractal features
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2 Overview of Published Literature

There is considerable published literature on the fractal analysis of thin films. The
general observation from literature is that fractal methods provide a detailed descrip-
tion of the microstructure and evolution of the physical structures during thin film
deposition. Through, fractal methods, the evolution of surface complexity of struc-
ture with the deposition parameters has been detailed [1, 13, 17, 24, 30]. The fractal
dimension has been shown to increase/decreasewith the substrate temperature, power
and films’ thickness [1, 31, 32]. In a recent study, the effect of deposition time on
the sputtering of Ti thin films on glass substrate was reported and shown that the
fractal dimension increases with the deposition time [33]. Ţălu et al. [34] reported
on the variation of fractal dimension of Ni–C prepared through the combination of
radio frequency sputtering and plasma enhanced chemical vapor deposition (PEVD)
techniques at varying times of 7, 10, 13min on silicon and glass substrates. The high-
est fractal dimension was obtained at 10 min while the lowest obtained at 13 min
of deposition. The fractal dimension has also been shown to decrease with increase
in PEVD deposition pressure [35]. The power spectral density of 10 and 20 nm
gold thin films has been reported [36]. The effect of annealing temperatures on the
fractal properties of ITO thin films deposited by electron beam evaporation has been
reported [37, 38]. Using height-height correlation method, Raoufi et al. [37] reported
that fractal dimension of ITO films increases with the annealing temperature. Sim-
ilar results were reported for the same films using power spectral density method
[3]. In a similar study, Raoufi [38] reported that the lower annealing temperature,
the slower the decrease of the fractal dimension. The fractal dimension of AlN epi-
layers sputtered on alumina was shown to increase with the substrate temperature
[31]. The effect of deposition power and substrate temperature of Al thin films on
steel substrates has been described by power spectral density function [24, 30]. The
relationship between the statistical and fractal measurements of thin films has also
been reported by various researchers [14, 24, 30, 39]. The general finding from these
reports is that there is no direct relationship between root mean square and average
roughness and fractal dimension.

Table 1 provides a summary of some of the fractal methods used in thin film
analysis. The results of the correlation among the properties, deposition meth-
ods/parameters and fractal characteristics of the thinfilms are also included inTable 1.

3 Conclusions

Fractal techniques offer powerful tools for characterisation and segmentation of sur-
face structures of thin films. The fractal dimension is the basicmeasure of irregularity
and discontinuities of the surface properties. Various methods have been used for
computation of fractal dimension of thin films some of which include, autocorrela-
tion, height-height correlation functions, power spectrum and box countingmethods.
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Table 1 Selected published articles and key results on the fractal analysis of thin films

Author/year Description of the
publication

Fractal analysis
method(s) used

Findings and
inferences

Yadav et al.
[12]/2014

Fractal characteristics
of LiF thin films
deposited through
electron beam
evaporation at 77, 300
and 500 K substrate
temperatures were
reported

Height-height
autocorrelation

The lateral correlation
lengths, roughness
exponents and fractal
dimensions were
computed. The fractal
dimension decreased
with increasing
substrate temperature
and roughness. The
surfaces of LiF films
were shown to be
self-affine

Yadav et al.
[13]/2017

The study investigated
the fractal properties
of ZnO prepared by
atom beam sputtering
on Si at varying
deposition angles- 20°,
30°, 40°, 60°, 75°

Higuchi’s algorithm Fractal dimension and
Hurst exponent were
determined. The
highest fractal
dimensions were
reported at 30° and
60° while the lowest at
75°. The highest Hurst
exponent was
determined at 75°. The
surfaces were said to
be self-affine

Yadav et al.
[1]/2012

The fractal and
multifractal analysis
were performed on
electron beam
prepared LiF thin film
surfaces at different
thicknesses (10, 20
and 40 nm)

Autocorrelation,
height-height
correlation and
multifractal detrended
fluctuation analysis
(MFDFA)

The lateral correlation
length and fractal
dimensions were seen
to increase with film’s
thickness; whereas the
roughness exponent
decreased with the
thickness of the film

Buchko et al.
[40]/2001

The study reports on
the fractal analysis of
protein polymer films
prepared through
electrostatic
atomization and gas
evolution foaming.
The films were
prepared at different
polymer concentration
(1.6–2.4 wt%), the
electric field
(3–6 kV/cm),
deposition separation
(1–2 cm) and time
(1–10 s)

Power spectral density The fractal dimensions
were computed as 2.7
for fibre-only films
and 2025 for fiber +
bead films. For the
bead-only film, the
fractal dimension
value did not have any
physical meaning

(continued)
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Table 1 (continued)

Author/year Description of the
publication

Fractal analysis
method(s) used

Findings and
inferences

Dallaeva et al.
[31]/2014

The fractal analyses of
AlN epilayers
prepared through
magnetron sputtering
at varying substrate
temperatures of 1000,
1300 and 1500 K are
reported. The films
were deposited on
Al2O3 substrates

Morphological
envelops (cube
counting method)

The fractal dimension
was computed and
shown to increase with
a deposition
temperature of the
substrate

Arman et al.
[41]/2015

Fractal analysis of
AFM micrographs of
Cu films deposited on
Si and glass substrates
was reported. The
films were prepared
through DC
magnetron sputtering
at different thicknesses
(5, 25 and 50 nm)

Autocorrelation
function, Box (cube)
counting and power
spectral density
methods

The fractal dimensions
were computed and
were shown to
decrease with the
increase in the
thickness of the film.
The results show that
sputtered Cu thin films
are self-affine and can
be characterised
through fractal
methods

Ţălu et al.
[42]/2018

The fractal nature of
oxidised CdTe
surfaces was
investigated using
AFM

Autocorrelation,
height-height and
power spectral density
functions

The micromorphology
description based on
the various fractal
techniques was
satisfactory to describe
the surface oxidation
of CdTe

Ţălu et al.
[43]/2016

Surface analysis of
Cu/Co nanoparticles
prepared by DC
magnetron sputtering
on Si was undertaken
under various power
and deposition times

Autocorrelation
function

Evolution of
correlation lengths,
pseudo-topothesy and
fractal dimensions
with various
deposition parameters
were reported

Tălu et al.
[44]/2016

Fractal analysis of
gold nanoparticles in
carbon film deposited
through rf magnetron
sputtering was
reported. The
sputtering was
undertaken under
varying power
(80–120 W)

Autocorrelation and
height-height
(structural) functions

Fractal dimensions,
pseudo-topothesy and
corner frequency, were
computed as a function
of the sputtering
power. There were no
proportional
relationships among
fractal dimension,
pseudo-topothesy and
roughness

(continued)
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Table 1 (continued)

Author/year Description of the
publication

Fractal analysis
method(s) used

Findings and
inferences

Yadav et al.
[6]/2015

Fractal and
multifractal analysis of
BaF2 thin films
deposited on Si by
electron beam
evaporation. The
surfaces of the films
were irradiated at
different ions/cm2

Autocorrelation,
multifractal and power
spectral density
functions

Lateral correlation
lengths, power spectral
density, roughness
exponent and fractal
dimensions were
computed

Hosseinpanahi
et al. [45]/2015

The paper reported on
the fractal and
multifractal analysis of
CdTe films deposited
on glass substrates by
sputtering at varying
times of 5, 10 and
15 min and at a
constant power of
30 W

Detrended fluctuation
analysis (DFA) and
MFDFA

Multifractal
parameters and Hurst
exponent were
computed. The Hurst
exponent was shown
to be higher than 0.5,
indicating a positive
correlation and
multifractal nature of
the films

Nasehnejad et al.
[46]/2017

Dynamic scaling
analysis of
electrodeposited silver
thin films is reported.
The films were
prepared at varying
thicknesses (80, 150,
220, 320, 600 and
750 nm)

Power spectral density,
height-height
correlation

Roughness exponent,
power spectrum and
correlation functions
were computed. The
power spectral density
and correlation
functions were seen to
increase with the film
thickness indicating
dynamic scaling of the
films. The roughness
characteristics were
observed to also
increase with film’s
thickness

Raoufi [38]/2009 The fractal analysis of
ITO films prepared
through electron beam
evaporation was
undertaken. The
analysis was done on
as-deposited, annealed
samples (200 and
300 °C)

Box-counting method Fractal dimension was
computed for the three
AFM micrographs,
and higher values were
determined on the
as-deposited sample.
The fractal dimension
was shown to decrease
with an annealing
temperature of the ITO
thin films

(continued)



260 F. M. Mwema et al.

Table 1 (continued)

Author/year Description of the
publication

Fractal analysis
method(s) used

Findings and
inferences

Raoufi [3]/2010 A power spectral
density analysis was
reported for electron
beam evaporated ITO
thin films annealed at
various temperatures.
The annealing
temperatures varied as
0, 250, 350 and 450 °C

Power spectral density
function

The fractal dimensions
and slope of the
inverse power law
were computed. The
fractal dimension and
roughness were seen
to increase with
annealing temperature
whereas the slope
decreased with the
annealing temperature

Douketis et al.
[47]/1995

The fractal
characteristics of
vacuum-deposited
films at 100 and 300 K
were investigated

Cube counting,
triangulation and
power spectrum
analyses

For the three methods,
fractal dimension was
computed and
averaged. The highest
value of fractal
dimension was shown
to correspond to films
with high roughness

Ţălu et al.
[48]/2018

The study investigated
the fractal character of
ITO deposited by DC
magnetron sputtering
under different
sputtering chamber
conditions (O2, N2 and
H2 gases)

Autocorrelation
function

Fractal dimension and
pseudo topothesy were
computed and shown
to vary with different
deposition conditions

Mwema et al.
[24]/2018

A power spectral
density analysis was
undertaken on Al thin
films deposited on
stainless and mild steel
substrates at 150 and
200 W

Power spectral density
function

Correlation length,
roughness exponent,
fractal dimension and
Hurst exponent were
determined. The
fractal characteristics
were seen to evolve
with the substrate type
and rf power

Li et al. [49]/2000 The fractal model was
developed to study the
self-affine nature of
Co-based thin films

Variation-correlation
function

The fractal dimension
and correlation length
were calculated. The
fractal dimension was
shown to decrease
with an increase in
surface roughness. The
lowest fractal length
was reported at the
lowest surface
roughness
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The advantage of these techniques over the statistical techniques of surface analysis
of thin films is that they describe the lateral development of the surface features
rather than just the vertical features. Through fractal analysis, researchers can deeply
understand the growth and scaling of thin films during deposition at various process
parameters and techniques. Despite the extensive use of fractal methods, there has
been no much efforts to determine the best technique for analysing thin films. Future
researches on fractal studies, therefore, should undertake comparative studies of the
behaviour of different techniques on the morphological data to determine the suit-
able algorithm for specific films. There is also increasing application of multifractal
analysis for films’ surfaces exhibiting multifractal behaviours.

Acknowledgements The authorswish to acknowledge theUniversityResearchCommittee (URC),
University of Johannesburg, South Africa for financing the Ph.D. researcher working on thin film
processing.
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Image Segmentation and Grain Size
Measurements of Palm Kernel Shell
Powder

Omolayo M. Ikumapayi and Esther T. Akinlabi

Abstract Image segmentation is one of the essential tools to determine the fore-
ground from background and at the same time enhance visual perception for better
understanding through image manipulation. It is very useful for pattern recognition
and image processing. This enables users to determine the high quality and high
resolutions of the final result of the analysis. In this present study, PKS-Powder
has been characterized with the use of Scanning Electron Microscopy (SEM), and
Energy Dispersive X-ray (EDX) analyses. Digital Vibratory milling machine was
employed for the mechanical milling at the time interval of 0, 10, 15 and 20 min.
ImageJ software was employed for image processing by sectioning an image into
various regions using thresholding segmentation method. It was revealed that at 0
min (i.e. 300µm sieved), it has the highest mean area value of 127.169µm2 and area
standard deviation of 4,091.487µm2 with the least value of a number of particle size
distribution of 458 µm. In contrast, 20 min milled has the lowest values for mean
area and area standard deviation of 52.913 µm2 and 795.413 µm2 respectively with
the highest number of particle size distribution of 1,315 µm. It was observed that
milling time increases the number of particle sizes distributions and reduces the area
of particle size. EDX analysis revealed that Ca, Al, Si, Fe, C, K, and O are the main
elemental constituents of PKS-powder.
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1 Introduction

Nowadays, the use of bio-waste materials especially agro-waste has been a subject
of interest, not only for scientific and technological point of view but also for socio-
economic benefits in terms of employment, revenue generation such as exportation
to other countries, as well as environmental issues [1–3]. Palm Kernel Shell (PKS)
has been utilized in several applications today in form of macro-, micro- and nano-
particles. Despite being bio-waste materials that pose a nuisance to the environment,
its applications havemade it be environmentally friendly and at the same time, is cost
effective. Palm kernel shell is that hard part that enclosed and houses the nut of palm
kernel fruit (Elaeis guineensis) [3, 4] (see Fig. 1). The processing of PKS involving
the crushing of the palm kernel seed into different sectional sizes and then remove
the nut within it and the left over as waste product is known as palm kernel shell.
Several residues and waste products can be obtained from the process of removing
and extracting freshly ripe and fleshy palm fruits from the bunch either at the mills
or at home. These residues can be in form of empty fruit bunches (EFB), fibres, palm
kernel shells as well as liquid waste in form of sewage (palm oil mill effluent, POME)
with various usage, amongst which are preventing the attack of fibres from pest and
insect. Other applications is found in weaving of baskets, as fuel for domestic use.

PKS is a bio-waste material from the processing of palm kernel fruit oil and has
been progressively used in the various applications for environmental and technical
benefits varying from water purification, additives, and reinforcements in building
technology [5], aggregates, energy generation and fuel. It was noted that a greater
use of this bio-waste material is mostly pronounced in the concrete application for
structural components, water detoxifier and in the making of brakes in automotive
parts. It has been established that in order to increase the environmental sustainability
of by-product waste materials, there must be effective management. However, to
reduce landfill during construction process using waste materials such as PKS, there
must be effective strategies to waste management, this will eventually bring clean,
sustainable and green construction [6]. It was also established that a large amount
of PKS residues are left over during the process of oil palm production and as such

Fig. 1 a Palm kernel fruits, b palm kernel shell, c pulverised PKS
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posed environmental challenges since it was discharged untreated. On this note,
effective utilization of PKS is required to curb this menace. At present, the most
utilization of PKS has been traced to boiler fuel in direct-fired systems to generate
steam, nevertheless, there is still an under-utilization of this bio-waste material [7].

Several researchers have done a tremendous study using PKS in Macro, Micro,
and Nano level to conduct various experiments [7]. However, there is an area that is
still left blank that the researchers are yet to address which is the motive behind this
investigation. PKS has been utilized in the area of reinforcement in cement, concretes
[8], composites in polymers, metals, and ceramics by various researchers. It has been
utilized as fuel generation [9], carbon additives [10, 11] and pyrolysis up till today-
Pyrolysis of PKS was characterized and to be used for washing medium and pre-
treatment process [12]. Its usefulness has also been extended to water treatment in
terms of Activated Carbon (AC) [13]. AC was produced from PKS and used as an
adsorbent to remove pollutants from the aqueous phase. Production of AC from PKS
was established which was used to remove colorants from the body of water with the
help of activating agent called ZnCl2 [8, 14]. Literatures revealed that about 34.5%
PKS is estimated from a single palm kernel fruit and the disposal of this biomas
material waste has been a major environmental issue as reported [3, 15–17]. Palm
kernel fruits, palm kernel shell as well as pulverized palm kernel shell are depicted
in Fig. 1a–c respectively.

2 Materials and Methods

2.1 Material Collection and Processing

About 50 kg of palm kernel shell (PKS) used for this research work was collected
from a local palm oil processing mill located at Ota, Ogun State Nigeria. The PKS
was first sorted by removing any appearance of nuts and other extraneous materials,
after which it was then washed with soap and rinsed with sufficient water to remove
dirt, dust or any other impurities and free it from foreign materials. It was then air-
dried naturally under the sun for 48 h. In order to ensure total dryness, it was further
dried in an electric oven set at 50 °C for another 24 h before it was finally crushed
using digitalised vibratory disc milling machine.

2.2 Vibratory Disc Milling Machine (VDMM)

A Digital Vibratory Disc Grinding Mill Lab Pulveriser (740× 740× 950 mm) with
Machine Model 2MZ-200 supplied by FTLAB Technology has 2 pieces of bowl
with a capacity of 200 g per bowl, feed size of less than 15 mm, pulverize time of
3–5 min or more depends on the nature of the materials, while the operating voltage
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of 380 V/50 Hz, motor capacity of 1.5 KW with rotational speed of 940 rpm; was
employed to carry out dry mechanical milling (DMM) at varying processing time
of 10, 15 and 20 min which enables the reduction in particle size from micron to
near-nano levels for palm kernel shell powder. The machine was thoroughly washed,
dried and cleaned with acetone before and after use to remove any contaminants that
may be present. 40 g of PKS-Powder sample was charged into each bowl and then
set for running. The machine was interrupted every 5 min of operation in order to
avoid a rise in temperature and at the same time to limit adherence of the powder
within the container walls, the cooling interval before the next running was 30 min.

2.3 Microstructural Characterization

Themilled and unmilled PKS-Pwere analyzed through variousmicrostructural char-
acterization processes. For this study, the Scanning Electron Microscopy (SEM),
Energy Dispersive X-ray (EDX), X-Ray Diffraction (XRD), and X-Ray Fluores-
cence (XRF) were used. The processes involved are discussed as follows.

2.3.1 Scanning Electron Microscope (SEM)

TESCAN model, type VEGA 3 LMH with model number VG9731276ZA and the
following details 50/60 Hz, 230 V and 1,300 VA is the type of SEMmachine that was
employed for the studies. In order to have the sample more conductive and to have
better resolution, the samples were sputter coated with a thin layer of carbon just
before the scanning electron microscope analyses coupled with Energy Dispersive
Spectrometer (EDS) analyses. The beam intensity used in the analysis is 14 and the
accelerating voltage used is 20 kV, all micrographs were taken at SEMmagnification
of 500× except the unmilled PKS-Pwhichwas taken at 56× SEMMEG. The particle
size and surface of Palm kernel Shell Powder (PKS-P) were analyzed at different
milling times and the unmilled samples were also analyzed by SEM—this was taken
as the sieved size of 300 µm according to ASTM standard. The micrographs of
different milling time were taken at 10, 15 and 20 min at 100 µm.

2.3.2 Energy Dispersive X-Ray Spectroscopy (EDXS)

The elemental compositions of palm kernel shell powder as analysed by EDXS is
depicted in Table 1.
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Table 1 The EDX shows
elemental compositions of
PKS-P

Element Composition (wt%)

C 64.4

O 34.1

Si 0.9

Al 0.2

Fe 0.2

Ca 0.1

K 0.1

Table 2 The chemical
composition analysis of
PKS-P using XRF

Chemical formula PKS-P (%)

MgO 0.667

Al2O3 4.921

SiO2 46.23

K2O 4.254

SO3 2.257

CaO 4.786

Fe2O3 31.013

P2O5 2.448

TiO2 0.218

Cr2O3 0.267

MnO2 0.088

Na2O 1.32

2.3.3 X-Ray Fluorescence (XRF) Analysis

In this research, PHILIPS PW1404 X-Ray Fluorescence (XRF) Spectrometer is used
to carry out the chemical composition of PKS-P when sieved with 300 µm ASTM
standard sieve and the outcome of the analysis is presented in Table 2.

2.3.4 Image Thresholding

Otsu’s method [18] was used for image thresholding. The technique is a nonparamet-
ric aswell as unsupervised thresholding technique,which selects optimum thresholds
from a maximization of the intraclass variance of binary images. The global optimal
threshold value was obtained for the SEM images. To determine whether the milling
time has a significant effect on the microstructure, three time-steps were chosen for
the experiment on the palm kernel shell powder (PKS-P).
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3 Results and Discussion

3.1 Image Analysis

The SEM images of PKS-P are originally obtained in 758 by 753 pixels dimension.
The images were cropped into 747 by 747 pixels. SEM images obtained were binary
images with the palm kernel powder being of white in column 2, which is a processed
image and green intensity in column 3 in thresholding Images and red intensity in
column 4 in particle size analysis; and the sputtering giving black shades in column 2
and 3 which are processed and thresholding images and white in column 4 in particle
size analysis. Hence, an image complementing process is essential. The resulting
cropped image was complemented, such that white and black, green and black as
well as red and white are revered in the binary images. This makes the PKS-P the
regions of interest other than the black spots signifying the sputtering. Actual size
of the particles was obtained using ImageJ software, the result of the processed,
thresholding and particle size analysis results are presented in Fig. 2. The mean
areas of the particle sizes, standard deviation, minimum and maximum areas of the
particle sizes are presented in Table 3.

Figure 2a–t contains the Original Images from 0, 10, 15 and 20 min milling time
as well as processed images, thresholding images and particle size measurements of
the same milling time. This has been grouped into four columns i.e. columns 1–4.
Column 1 represents the Original Image from 300 µm down to 20 min milled.

Figure 2a, e, I, m, q in column 1 is the original images before the actual processing
takes place for unmilled (300 µm sieved), 0, 10, 1 and 20 min respectively. There
was a gradual reduction in the area of the particle from column 1 down the column
(Fig. 2a–q) which was also evident in Table 3 as the number of particle sizes increase
down the column 1.

Figure 2b, f, j, n, r are the processed Images fromOriginal Images which appeared
in binary images by segmentation. The foreground is the white pixel (i.e. PKS-P)
and the background is the black pixel (i.e. sputtering).

Figure 2c, g, k, o, s are the thresholding images from the processed images where
the foreground is a green pixel which replaced thewhite pixel in the processed images
but still maintained the background which is a black pixel.

Table 3 Measurements of particle size area of PKS-P at unmilled and varying milling time

Milling time
(mins)

Mean area
(µm2)

STD area
(µm2)

Min. area
(µm2)

Max. area
(µm2)

No. of
particle sizes
(µm)

0 127.169 4091.487 0.291 166,163.117 458

10 97.163 1964.954 0.304 55,425.272 839

15 62.687 1431.954 0.295 47,156.624 1167

20 52.913 795.413 0.287 26,131.384 1315
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Column 1 for Original
Images

Column 2 for
Processed Images

Column 3 for
Thresholding Images

Column 4 for Particle
sizes analysis

(a) Original
micrograph at 1 mm
of 300 μm sieved

(b) Processed
Image at 1 mm
of 300 μm sieved

(c) Thresholding
Image at 1 mm of
300 μm sieved

(d) Particle Size
Analysis at 1 mm of
300 μm sieved

(e) Original
micrograph at 100
μm of 300 μm sieved

(f) Processed
Image at 100 μm
of 300 μm sieved

(g) Thresholding
Image at 100 μm of
300 μm sieved

(h) Particle Size
Analysis at 100 μm of
300 μm sieved

(i) Original
micrograph at 100
μm of 10 mins milled

(j) Processed
Image at 100 μm
of 10 mins milled

(k) Thresholding
Image at 100 μm of
10 mins milled

(l) Particle Size
Analysis at 100 μm of
10 mins milled

Fig. 2 SEM images of PKS-powder at various milling time of 0, 10, 15 and 20 min taking at 500×
MAG
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(m) Original
micrograph at 100
μm of 15 mins milled

(n) Processed
Image at 100 μm
of 15 mins milled

(o) Thresholding
Image at 100 μm of
15 mins milled

(p) Particle Size
Analysis at 100 μm of
15 mins milled

(q) Original
micrograph at 100
μm of 20 mins milled

(r) Processed
Image at 100 μm
of 20 mins milled

(s) Thresholding
Image at 100 μm of
20 mins milled

(t) Particle Size
Analysis at 100 μm of
20 mins milled

Fig. 2 (continued)

Figure 2d, h, l, p, t are the measured images for particle size analysis taken at
(300 µm sieved), 0, 10, 1 and 20 min. It was observed in Table 3 that there was
an increased in the number of particle sizes from 458 µm at 0 min to 1,315 µm at
20 min milled. This suggests that there was a significant influence of milling on the
PKS-P.

4 Conclusion

The method used in this work permitted the manipulations of micrographs in order
to have a true representation of the Powder distribution and at the same time dis-
tinguishing foreground from background. Image processing analysis was investi-
gated in this research through thresholding segmentation at varying milling times
(t = 0, 20, 40, 60 min). It was revealed in the study that progressive milling leads to
an increase in particle size distributions and decrease in the area of particle size as
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noted in Table 3. It was revealed that at 0 min (i.e. 300 µm sieved), the highest mean
area value of 127.169 µm2 and area standard deviation of 4091.487 µm2 with least
value of a number of particle size distribution of 458 µmwere observed. In contrast,
20 min milled has the lowest values for mean area and area standard deviation of
52.913 µm2 and 795.413 µm2 respectively with the highest number of particle size
distribution of 1315 µm. It was observed that milling time increases the number
of particle sizes distributions and reduces the area of particle size. EDX analysis
revealed as showed in Fig. 1 that Ca, Al, Si, Fe, C, K, and O are the main elemental
constituents of PKS-powder. Applications of PKS-Powder are rooted in many areas
such as reinforcements in building and concretes applications, fillers, energy gener-
ation and fuel, additives, activated carbon as well as water purification. PKS-powder
can also finds its near future applications in reinforcement of metal, ceramics and
polymers composites most especially in the friction stir processing and welding.
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Effect of Support Structure Design
on the Part Built Using Selective Laser
Melting

Muhammad Rafi Sulaiman, Farazila Yusof and Mohd Fadzil Bin Jamaludin

Abstract Support structures are needed to successfully build parts using Selective
Laser Melting (SLM) in order to support overhanging surfaces to disperse process
heat, minimalize geometrical deformation induced by residual stresses and hold the
work piece in its place. These structures need extra post-processing time for their
removal and are often massive. Reduce in amount of support structures would sig-
nificantly decrease finishing efforts and manufacturing costs. The design of support
structure can influence the manufacturability of more complex metal parts, energy
and material utilization. In this research, it focuses on finding the design of support
structure which can reduce deformation of the resulting print part with lowest vol-
ume of material used and easy to be removed during post processing. Experimental
result revealed that change in design and parameter of support structure and sample
orientation influence the amount of deformation, build time and support removability.

Keywords Additive manufacturing · Support structure design

1 Introduction

Additivemanufacturing (AM) is a general term used to describe a process that creates
three-dimensional object in which sequential layers of material are formed under
computer control to build the object. Layer fabrication process is key in building
parts using AM. The process starts with depositing thin layers of material, one on
top of another. The part is built by repeating the fabrication process from bottom to
top. Literally any shape that can be modelled on a Computer Aided Design (CAD)
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system can be constructed using this technique, including geometric shapes that is
impossible to be manufactured using conventional techniques. SLM technique is
one of the AM processes that builds prototype parts by depositing and melting metal
powder layer by layer. It is one of the additive manufacturing technologies enabling
building components frommetallic powders [1, 2]. Although SLM is a relatively new
technology, theRapid Prototyping (RP) based SLMprocess challenges the traditional
material removal processes.

Many AM-produced parts can be supported by their surrounding materials such
as the powder in the Selective Laser Sintering (SLS), sheet lamination processes and
Powder Bed Fusion (PBF). However, several other AM processes, such as extrusion-
based systems and direct printing, are not be able to be supported by surrounding
materials. Extra supports are required for overhanging structures and to attach the
part to the build plate. In some cases with large distortion, such as when using Powder
Bed Fusion (PBF) process for metal in SLM, supports are needed in order to release
the heat, resist distortion and prevent the work piece frommoving from original place
[3]. Support structures are needed to be removed before the finishing process takes
place.

The number of support structures that need to be used is determined through the
design of a part. Compare to other AM processes, SLM has the most difficulty to
remove the supports as they are solid metal. The main restriction on designing part
geometries in AM is the need of support structures because support placement is
equally as important as the part design. Some of the major concerns in metal Powder
Bed Fusion (PBF) processes such as SLM are distortion and high residual stresses.
Due to concentrated heating of laser irradiation, phase transformation and complex
thermal cause stress to be generated. In addition, frequent thermal contraction and
expansion of the earlier hardened layers during the process produce considerable
stress gradients and thermal stress that can exceed the yield strength of the material
[4]. Residual stresses can lead to initiate fracture, part distortion, and unwanted
reduction in strength of the part [5].

It is significant to make the first layer without distortion on the powder bed in
creating parts with overhanging parts because the primary powders do not restrict
the distortion [6]. Thermal stress can cause huge deformations to the part and can
lead to build failure due to delamination of the part from the base plate. Thermal
stress can also encourage cracks during processing before the part is finished being
built. The need for support structures is described as one of the limitations of the
SLM process because it severely limits the geometries that the processes can make
and adds significant cost and time to production [7].

The major work of post-processing in SLM is support removal and finishing.
There are two types of support materials: (a) rigid structures which are built and
designed to support the part being built to a build plate (synthetic support), and (b)
powder which surrounds the part as a naturally-occurring by-product of the build
process (natural supports) [8]. In SLM, the nearby powder acts as a natural support
and provides support for the part during build process. The loose powder can simply
be removed from the part in SLM. In most cases, extra synthetic support structures
need to be designed and fabricated to decrease deformation caused by thermal stress.
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This type of support structure needs to be removed from the part during SLM post
processing. Surface finishing is usually required after support removal.

The rule of thumb for good SLM support structure design is that it should be the
minimum amount of supports which avoids the risk of fabrication failure. A good
support design should also achieve the following important functions: restraining
the part to a maximal amount of distortion and keeping the part from crashing into
the blade, avoiding breaking of the support structure, anchoring the floating sections
and overhanging introduced during the building process to the platform, raising the
part off the platform for easy removal, and reinforcing thin and tall parts during
the build to prevent them from bending by the forces of the blade [9]. Too many
supports increase the amount of material used and leads to an increase in difficulty
for removing supports. The surface with the lowest requirement for finishing is a
good option for the bottom surface since the surface attached to the support structure
will have poor surface finish after removal of the support structure. So, a good support
strategy should also avoid interfering with key geometrical features.

In light of this, the present study investigates the effect of support structure design
on part built using selective laser melting by determining the best support structure
in term of build time, support removability, and amount of deformation.

2 Experimental Procedure

2.1 Design of Support Structure

Magics software (from Materialise, Belgium) and AutoFab (from Marcam, Ger-
many—Now acquired by Materialise, Belgium) have functions to generate support
structures manually or automatically. It allows users to choose orientation of the 3D
model to attach to the support structure. Types and parameters of the support struc-
ture are also flexible for the user to select. The user can modify and tune the support
structure for special features to optimize the design. Magics software support gen-
eration module provides a broad range of support structure types including block,
line, point, web, contour, gusset, combi, volume, and cone support structure. In this
study, the researchers focus on block and contour type of support structure because
both are suitable for large surface. Figures 1 and 2 show the block and contour type
of support that are used in this experiment.

The parameters of support structure that are changed is hatching distance for block
type of support structure while for contour type of support structure, it is contour
offset. Block support are made with a grid of X and Y lines which are separated at a
certain distance (X Hatching and Y Hatching) as in Fig. 3. While in Fig. 4, it shows
the contour offset value in contour support that indicates the offset from one contour
to the other. The default value in magics software for hatching distance and contour
offset is 1.5 mm. To avoid failure during build process, both hatching distance and
contour offset value are set to range only 20% (0.3 mm) from the default value which
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Fig. 1 Block type of support
structure

Fig. 2 Contour type of
support structure

Fig. 3 Hatching distance in
block support

is 1.2 and 1.8 mm. Another parameter that is tested in this experiment is whether the
support is perforated or fragmented as shown in Figs. 5 and 6. The wall of support
are perforated and fragmented to allow the removal of excess powder and make the
process of support removal easier [10, 11].
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Fig. 4 Contour offset in
contour support

Fig. 5 Perforation type of
support

Fig. 6 Fragmentation type
of support

The parameters of 24 samples produced in this experiment were summarizes in
Table 1. Sample 1–12 use overhanging part as in Fig. 7 while sample 13–24 use
incline angle part as in Fig. 8. The cantilever part was chosen to study the efficiency
of the support structure and to collect enough data on cantilever deformationwhile the
incline angle part is chosen to study the effect of angle on performance of support
structure. Since sample 1–12 (overhanging) and 13–24 (incline angle) are using
similar support parameter but the only thing different is the sample part, the first 2
types of test which is build time evaluation and support removability are carried out
only for the first 12 samples (overhanging) while deformation analysis are carried
out for all 24 samples.
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Table 1 Support structure parameter

Sample
number

Type of part Support
type

Hatching
distance

Contour
offset

Perforation/fragmentation

1 Overhanging Block 1.2 – Perforation

2 Overhanging Block 1.2 – Fragmentation

3 Overhanging Block 1.5 – Perforation

4 Overhanging Block 1.5 – Fragmentation

5 Overhanging Block 1.8 – Perforation

6 Overhanging Block 1.8 – Fragmentation

7 Overhanging Contour – 1.2 Perforation

8 Overhanging Contour – 1.2 Fragmentation

9 Overhanging Contour – 1.5 Perforation

10 Overhanging Contour – 1.5 Fragmentation

11 Overhanging Contour – 1.8 Perforation

12 Overhanging Contour – 1.8 Fragmentation

13 Incline angle Block 1.2 – Perforation

14 Incline angle Block 1.2 – Fragmentation

15 Incline angle Block 1.5 – Perforation

16 Incline angle Block 1.5 – Fragmentation

17 Incline angle Block 1.8 – Perforation

18 Incline angle Block 1.8 – Fragmentation

19 Incline angle Contour – 1.2 Perforation

20 Incline angle Contour – 1.2 Fragmentation

21 Incline angle Contour – 1.5 Perforation

22 Incline angle Contour – 1.5 Fragmentation

23 Incline angle Contour – 1.8 Perforation

24 Incline angle Contour – 1.8 Fragmentation

2.2 Manufacturing Process

All experiments are conducted using SLM 280 HL machine. The open software
architecture and integrated SLM Build Processor offer the ability to adjust whether
system parameters run standard builds or optimized tomeet strict production require-
ments and gain a competitive lead. The whole process is done in inert gas atmosphere
and closed-loop powder handling. The material used to print the part is AlSi10Mg.
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Fig. 7 CAD geometry of overhanging part

Fig. 8 CAD geometry of incline angle part

2.3 Measurement and Analysis

Build time of support structure is evaluated through the date obtained from Magics
software. Post processing to remove support structure is done manually using Multi
Cutter. The level of removability (hard or easy) recorded during the post processing
of samples. Lastly, the deformation analysis is carried to differentiate the amount of
trapped stresses that are released through longitudinal deformation. This deformation
is an indication of the quantity of residual stresses present in the part. Dimensional
inspection was conducted by attaching dial indicator on grinding machine to get the
value of z-axis to see the part deformation. The value of z-axis in upward direction
was used to indicate the performance of the created supports. Since the parts were
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still attached to build platform, the flatness of the build plate was measured first to
avoid wrong measurement of the results. The build plate was grinded using NAGA
ICHI PRECISION Grinding Machine until flatness value of the plate was less than
50 µm. The heights of 4 points were measured on the top part surface. These points
were denoted with the letters a, b, c, d in Figs. 7 and 8. Measurement points “a” and
“b” were located on the edge of part surface attach to build plate while the points “c”
and “d” were located on the edge of overhang surface. Using measurement results
for each sample, amount of deformation graphs was generated to provide better
interpretation of the results.

3 Results and Discussion

3.1 Build Time

Table 2 gives the build time that are required to build each sample part individually
based on magics software. Since all samples used in this experiment have similar
dimension, the difference in build time is because of the different type and parameter
of the support structure. The build time is directly proportional to the amount of
material used to create the support which means the higher the build time, the higher
the cost to build part is; because more materials are used to build the part. From
Table 2, it is noticed that even though all samples have different support parameters,
the build time different is not significant. The biggest difference of build time is
only 3 s because the height of support structure is only 13 mm. However, in real
manufacturing situation, the part that are built is bigger which require larger support
structure which will give more significant in build time. The data from Table 2 also
show that in block type support structure, when the hatching distance becomes bigger
the build time becomes less. For example, in sample 13, 15 and 17 which have value
of hatching distance of 1.2, 1.5 and 1.8 mm respectively, the build time increases
1 s every time the hatching distance is increasing. However, it is different in contour
type support structure where even though the hatching distance is increasing, the
build time remains the same. For example, in sample 7, 8, 9, 10, 11, and 12, the build
time remaining maintained at 46 min and 56 s even though the hatching distance is
increasing from 1.2 to 1.8 mm. Even though the build time is not changing, it does
not mean the part has same build time, but it is because the difference between each
sample part build time is less than one second. The contour type support structure
does not have a significant difference in build time compared to block type support
structure even though the hatching distance is changing because the air gap in contour
type support structure is bigger compared to block type of support structure as in
Figs. 1 and 2.



Effect of Support Structure Design on the Part Built … 283

Table 2 Build time of
support structure from magics
19 software

Sample number Build time (min)

1 46 min 59 s

2 46 min 59 s

3 46 min 58 s

4 46 min 58 s

5 46 min 58 s

6 46 min 58 s

7 46 min 56 s

8 46 min 56 s

9 46 min 56 s

10 46 min 56 s

11 46 min 56 s

12 46 min 56 s

Table 3 Removability
evaluation of support
structure

Sample number Removability score

1 1

2 2

3 1

4 2

5 1

6 2

7 2

8 3

9 2

10 3

11 2

12 3

3 easy to remove, 2 average, 1 hard to remove

3.2 Support Removability

As we can see in Table 3, the easiest support structures to be removed is sample
8, 10 and 12. Sample 8, 10 and 12 are built using contour type support structure
with outside wall fragmented while the hardest support structures to be removed are
sample 1, 3 and 5. Sample 1, 3 and 5 are built using block type support structure with
different hatching distance and outside wall is perforated. From sample 1, 3 and 5,
it is also known that the lower the hatching distance, the harder it is to remove it.
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Fig. 9 Amount of deformation after support remove for overhanging sample

Fig. 10 Amount of deformation after support remove for incline angle sample

3.3 Deformation Analysis After Support Remove

Once the supports is removed from sample, point a, b, c and d are measured and
presented into form of graph for easier comparison. The points (a, b) are added
and divided by 2 to find the average of height for each end of overhanging sample.
The same processes were also done to point (c, d) to find the average. Then the
average height of (c, d) are minuses by average height of (a, b) to find the amount of
deformation as shown in Figs. 9 and 10.
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From the graph in Fig. 9, we can see that the lowest amount of deformation is
for sample 1 with only 0.90 mm of deformation. Sample 1 is built using block type
support structure with perforation outer wall and the hatching distance is 1.2 mm. If
we compare the amount of deformation for sample 1, 3, 5 and 2, 4, 6 we can conclude
that the lower the hatching distance, the lower the deformation that occurred. The
highest deformation occurs to sample 6 with 2.16 mm of deformation. Sample 6 is
built using block type of support structure with fragmentation outer wall and the
hatching distance is 1.8 mm.

From the graph in Fig. 10, we can see that the lowest amount of deformation is
for sample 23 with only 0.10 mm of deformation. Sample 23 is built using contour
type support structure with perforated outer wall and the contour offset is 1.8 mm.
Meanwhile the highest deformation occurs to sample 14 with 0.33 mm of deforma-
tion. Sample 14 is built using block type support structure with fragmented outer
wall and the hatching distance is 1.2 mm. If we compare the highest deformation
in overhanging sample which is 2.16 mm with incline angle sample which is only
0.10 we can conclude that the angle orientation of the part also affects in reducing
amount of deformation.

4 Conclusion

This study shows the effect of changing support structure parameter on part built
using Selective Laser Melting (SLM) machine. Overhanging and incline angle type
of sample part are used to evaluate performance of support structure in term of
build time, support removability and amount of deformation. From discussion, few
conclusions can bemade regarding the parameter of support structure. First, change in
support structure design give significant effect on amount of deformation. Second, the
lower the hatching distance and contour offset the lower the amount of deformation.
Third, different in sample orientation give effect on amount of deformation. Fourth,
build time is not significant for small area of support structure. Fifth, for easier support
removability is by using contour type of support structure with fragmentation outer
wall. Sixth, for lower amount of deformation is by using block type of support
structure with perforation outer wall.
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A Correlation to Predict Erosion Due
to Sand Entrainment in Viscous Oils
Flow Through Elbows

Mysara Eissa Mohyaldinn, Mokhtar Che Ismail and Nurul Hasan

Abstract The entrainment of sand particles in fluids flowing through horizontal or
vertical pipes is frequently occurring during oil and gas production and transporta-
tion. Consequently, sand impingement on the internal walls of pipes and fittings
leads to continuous eroding and wall thinning of these fittings. One of the practices
followed to avoid erosion is by early prediction of erosion rate and controlling the
flow parameters to be within a pre-specified safe operation limit. The prediction
can be conducted using empirical correlations, semi-empirical models, or compu-
tational fluid dynamics (CFD) simulation. Direct impingement model (DIM) is a
semi-empirical model that processes high accuracy result than the empirical corre-
lations and involves inclusion of the effect of viscosity. DIM, however, was found
more complicated than empirical correlations as it involves numerical solution of the
equation of particlesmotion. It is desired, therefore, to develop amodel that processes
the features of both empirical (i.e. easy use) and semi-empirical (i.e. high accuracy)
models. In this paper, a correlation has been proposed for prediction of sand erosion
in elbows due to entrainment of sand in oils. The correlation has been developed by
mean of comparison of results from the empirical Salama model with results from
DIM for oil with different viscosities. As a result, the viscosity was incorporated
into Salama model and the applicability of it is extended to oil flow. The new model
was validated against results from the DIMmodel as well as published experimental
data. The new model was found to perform better than the original Salama model
for viscous oil.
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1 Introduction

The entrainment of sand particles in fluids flowing through horizontal or vertical
pipes is frequently occurring during oil and gas production and transportation. In
conventional oil production, sand is produced with oil and gas from a sandstone
reservoir under certain conditions; such conditions include unconsolidated forma-
tion, high water cut, and high pressure drop. In unconventional oil or crude bitumen,
which is a mixture of sand, bitumen, and water; sand is produced with a very high
volume fraction [18].

The entrainment of sand in fluids causes wear of pipes and fittings through which
it flows, due to the impingement of sand particles on internal surfaces. The severity
of the wear depends on many factors that are related to the fluid, sand particles, and
target material.

The erosion rate for amaterial used in anyflowprocess can be determined either by
field or laboratory tests under simulated conditions or be calculated using a selected
mathematical or computational model, provided that the noteworthy flow parameters
are included in the model. Although field and laboratory tests uarantee more accurate
results than modeling, it is more costly, difficult, and time consuming than prediction
using mathematical and computational tools. Modeling the erosion, on the other
hand, requires proper selection of the model that is suitable for the specified process,
and provides accepted accuracy. For erosion, the models in the open literature can
be grouped into three categories, namely CFD models, semi-empirical models, and
empirical models [9]. In the empirical methods, erosion is predicted for a component
(most probably elbow or tee) by using the fluid velocity (no particles or bubbles
tracking). The methods are commonly based on simple empirical correlations that
predict erosional velocity (the velocity above which erosion occurs) and erosion rate,
and are more applicable to gas flow where the dispersed phase (particles or bubbles)
is assumed to be almost flowing at the same mean velocity of the fluid. The erosional
velocity is usually predicted using the American Petroleum Institute Recommended
Practice equation (API RP 14 E) [1], which is a simple equation that equates the
erosional velocity with the ratio of amaterial-dependent constant to the square root of
fluid density. This formmakes the equationquestionable on the groundof overlooking
of some important factors such as particles size and shapes, component geometries,
and fluid viscosity. It follows that other empirical models have been proposed to
replace the API RP 14E equation. Examples of empirical equations for sand erosion
rate prediction are those proposed by Salama and Venkatesh [15] and Salama [14].
Salama model [14] has the advantage over Salama and Venkatesh model due to its
incorporation of the effect of two-phasemixture density and particle size. This model
has further been examined by Mysara and others by comparison with published data
[8] and three newmodels are produced from it and proposed for prediction of erosion
rate for fluids based on gas-liquid-ratio.

Throughout the previous attempts, there is a big gap in the literature for including
viscosity in the empirical correlation. As a matter of fact, the experimental investiga-
tions of the effect of viscosity on erosion rate is limited [13]. The significance of the
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dependency of erosion rate on viscosity has been highlighted by some researchers
but with limited results, high discrepancy of the findings, and at conditions mostly
different with those faced in oil and gas operations. Saleh and his co-workers [16]
have used mixtures of glycerin and distilled water of various concentrations at room
temperature of 30 °C to study the effect of viscosity on cavitation erosion. Their
results, however, were predominately in qualitative analysis using scanning electron
photomicrographs and no quantitative results were presented for the viscosity effect.
Okita et al. [12] studied the effect of viscosity on erosion rate using a jet impinge-
ment tester which is believed not to generate a real simulated conditions as those
encountered during flow in piping, especially with regards to viscosity impact. A
finding that there is ore related to flow in pipes has been presented by Huang et al.
[3], who concluded a reduction of erosion rate by 10% when viscosity is increased
2 by folds from 1 mPa s to around 2 mPa s. However, recently Kesana et al. [4], also
examined erosion at the same two values of viscosity (1 and 10mPa s), hey concluded
that no clear relationship between wear and viscosity. The latest study conducted by
Sadighian [13] concluded that at low range of viscosities, erosion rate decreases with
the increase of viscosity, while at higher range of viscosities, erosion rate increases
with viscosity. Although Ardalan’s study is the latest and most comprehensive one,
the number of experimental measurements conducted to investigate the effect of
viscosity is limited, and hence their finding in this regards cannot be generalized.
Therefore, no erosion-viscosity correlation was presented as part of Ardalan’s study
to be used for future prediction of erosion rate.

In this paper, Salama model is modified to increase its accuracy and extend its
applicability to viscous oil flow. The reason for that is because Salama model is a
simple model that can be used for routine sand erosion prediction. Salama model
is very easy to use if compared with semi-empirical and CFD [20] methods but the
original form of Salama model shows less accuracy for viscous liquids as viscosity
is not included in the model.

2 Methodology

In this work, Salama model, an easy to use empirical model but less accurate when
applied for viscous fluids, has been improved by including the effect of viscosity,
which ismissing in the originalmodel. The viscosity parameter has been incorporated
into Salamamodel following comparison with CFD [19] model, Direct Impingement
Model (DIM), and published experimental data.

Salama model was developed through numerous tests that were carried out using
water and nitrogen gas. Since water and gas viscosities are almost constant, therefore
the viscosity parameter has not been included in the equation. Salama, however,
expected that higher viscosity will result in reduction of erosion rate [11, 8, 14, 15].

The direct impingement model (DIM) is a semi-empirical model developed by
University of Tulsa to predict erosion in elbows and tees [5]. The model assumed
that particles velocity changes within an identified distance (so-called stagnation
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zone). A simplified form of the equation of particles motion can be solved within
the stagnation zone to calculate the particles terminal (impingement) velocity (the
velocity at which the particles hit the internal surface of the tee or elbow) [6, 7, 17].
In this work, the simplified equation of particles motion has been solved numerically
following the method proposed by University of Tulsa to calculate the [10]. The
calculated terminal velocity was then used to perform erosion calculations.

In addition to the empirical and semi-empirical model deliberated above, erosion
due to sand entrained in oil flowing through a 2-in. elbow has been performed using
Fluent 6.0 discrete phase model (DPM). The discrete phase model (DPM) in Fluent
has been used to track the particles and to simulate the erosion rate. In DIM, the
dispersed phase is tracked using Lagrangian method, which solves the equation of
force balance on particles.

3 Results and Discussion

Firstly, published measured data sets from Salama [14] and Shirazi et al. [17] were
used to assess the accuracy of Salama and DIM. The results shown in Fig. 1, indicate
that the erosion rate values predicted by Salamamodel overestimates the correspond-
ing measured values. The average absolute error was found to be 41.7% (details are
found in [9]).

On the other hand, DIM reveals better agreement with the measured data as
indicated by Fig. 2. Although DIM model marginally underestimates the measured
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data, its accuracy can be considered as adequate (with only 7.33%. average absolute
error).

For further assessment, both models have been compared with CFD predicted
erosion rates at the same flow characteristics (input data). The comparison result is
shown in Fig. 3. More details about the model geometry, the boundary conditions,
and other input data used in the CFD simulation can be found in [11].

Figure 3 underpins the results obtained above as it showsmore deviation of Salama
model predicted values than DIM predicted values from the CFD results. The devi-
ation of Salama model from the CFD results has been reported previously by other
researchers. In instance [2], documented better agreement of the DIM model than
Salama model with CFD model when compared erosion rate in a 2-in. elbow.

3.1 Extension of Salama Model to Oils Flow

In this section, the procedure followed to improve Salama model by incorporating
fluid viscosity effect is outlined. A modified model that combines both the ease of
Salama model as well as the accuracy of DIM model is presented here. We believed
that this model will be a reliable tool for easy calculation of erosion rate due to
sand-oil flow in elbow.
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Development of the model

To incorporate viscosity in Salama model, similar input data was assumed for an
oil with varied viscosity values. Erosion rates were predicted by Salama model and
compared with those predicted by DIM at the same input data (Table 1).

As shown, Salama model predicts erosion rate values greater than zero for all
non-zero flow velocities, while DIM model predicts zero erosion rates as long as
flow velocity is lower than the erosional velocity. The erosional velocity (in m/s) was
found to proportionally relate to viscosity µ (in pa s) (Eq. 1).

Vel = 1227µ (1)

When velocity is greater than erosional velocity, the erosion rate calculated by
Salama model is found to be greater than those predicted by DIM model until the
velocity reaches another critical value (we referred to as abnormal velocity). The
abnormal velocity is also found proportionally related to viscosity (Eq. 2).

Vab = 3081µ (2)

Based on that, the following model (Eq. 3) was developed as an improvement of
Salama model:

Em =
⎧
⎨

⎩

0 V < Vel

AlEs − Bl Vel ≤ V ≤ Vab

AuEs − Bu V ≥ Vab

(3)
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where

Em: the modified erosion rate (expressed as mass loss rate) (mm/kg)
Es is the erosion rate (expressed as mass loss rate) predicted by Salama model
(mm/kg)
Al,Bl,Au and Bu are viscosity dependent constants (Eq. 4):

Al = −47.06µ − 1.522

Bl = 0.001µ + 2E − 06

Au = −175.6µ + 3.556

Bu = 0.006µ − 1E − 05 (4)

For more details about the model development [9].
The new model was employed to Visual Basic 6 to develop a computational

package. The flow chart of the program shown in Fig. 4.

3.2 Validation of the New Model

The new model is recommended for application to oil with viscosities exceeding
0.001 Pa s (1 cp). The validation of the model was conducted in two steps. The first
step is comparison with DIM model (erosion rate prediction from the two models at
the same input data). Figure 5 indicates excellent agreement between the twomodels.

The second step is validation with published measured date. Due to a lack of
sufficient measured data, limited data from Shirazi et al. [17] was utilized for val-
idation. Data is for clay-water mud with 6 cp (0.006 Pa s) viscosity and 68.7 b/ft3

(1101 kg/m3) density, flowing at 31 ft/s (9.45 m/s) in 2-in. (0.05 m) elbow. The
entrained sand is 350-micron sand particles flows with sand flow rate of 1754 ft3/day
(131720 kg/day (assuming sand density of 2650 kg/m3)). The reported measured
erosion rate is 4238 mil/year (105.95 mm/year).

The calculation from the original Salama model and the modified Salama model
(listed below) revealedmore accuracy of the newmodel as comparedwith the original
one.

• The predicted erosional velocity = 7.362 m/s
• The abnorm predicted al velocity = 18.486
• The erosion rate by the modified Salama 116.8 mm/year
• The erosion rate by Salama the original model = 249.3 mm/year.
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Fig. 4 Flow chart of calculation procedure using the new model

4 Conclusions

Comparison of Salamamodel and theDIMmodel with CFD results and experimental
data show good accuracy of the DIMmodel and a lack of accuracy of Salama model.
A new model was developed by comparison of results from Salama model with
results from the DIM model for oil with different viscosities. Unlike the original
Salamamodel, the developedmodel predicts non-zero erosion rate only for velocities
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greater than a critical value referred to as erosional velocity, which is directly related
to viscosity. The developed model combines the simplicity of Salama model and the
accuracy of the DIM model. The validation of the model with results from the DIM
model and published experimental data indicates good accuracy.
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Reduction of Excessive Flash in Friction
Stir Processing of AA1100:
An Experimental Observation Study

Tawanda Marazani, Esther T. Akinlabi and Daniel M. Madyira

Abstract Friction stir processing (FSP) has proven to be a powerful emerging sur-
face engineering technology for modifying metal surfaces and their bulk properties
to desired forms. As a variant of friction stir welding (FSW), FSP borrows its prin-
ciples of functionality from FSW. FSP technology is highly dependent on careful
selection of process parameters. Its key parameters include tool rotational speed,
traverse speed, tool tilt angles, axial force, tool and process design as well as base
metal properties. Formation of excessive flash is a commonFSP parametric challenge
which needs to be studied. In this work, build-up of mass flash was experimentally
observed and controlled by varying process tool tilt angle and the rotational during
FSP of AA1100. The process was conducted using H13 tool steel cylindrical tool
with a shoulder diameter of 21 mmwith a 7 mm cylindrical threaded pin, at constant
traverse speed of 20 mm/min at tilt angles varying from 0° to 3°, rotational speeds of
500 to 1500 rpm for unreinforced process and 2100–2800 rpm for reinforced process,
at constant plunge depth of 0.2 mm, and traverse force of 11.2 kN. Results obtained
from the physically examined FSP’ed samples show that excessive flash was gener-
ated for tilt angles from 0° to 2° as a result of limited under-shoulder space for flow
of the plasticized material and the front tip of the tool digging into the base metal
ejecting material from the processed zone. Massive flash reduction was observed at
2.5°. A further improvement of flash reduction was witnessed at 3° tilt angle but with
reduced shoulder-to-base metal areal contact due to too much raised tool front.
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1 Introduction

Friction stir processing (FSP) is a recently developed surface engineering tool which
draws its functionality from the principles of friction stir welding (FSW) [1, 2]. The
technique was developed for localizedmodification of materials, mostly light metals,
through friction and severe plastic deformation (SPD) to yield desiredmicrostructural
refinement usually of ultrafine grain (UFG) structure for the improvement of grain
size based attributes [3–6]. FSP differs with FSW in that, it simply does modification
of either the surface or in-volume properties of the metal [7, 8], it does not join
metal plates together which is the major role of the latter [9]. FSP highly depends on
careful selection of process parameters, tool design, type of reinforcement particles,
its method of delivery and containment, the base metal to be processed and the
design of the process, that is whether it is single pass or multi-pass [10–15]. These
factors do not function as standalone parameters but in combinations and a deeper
understanding of how they interact is highly indispensable to every successful FSP
engineer.

FSP uses a specially designed non-consumable shouldered and pinned tool which
is rotated and plunged into the metal plate until the tool shoulder reaches the desired
plunge depth [16] during what is known as the plunging or plunging or dwell period
[17, 18]. This generates frictional heating at the point beneath the tool shoulder
causing superplastic deformation of the basemetalwhich results inmaterial breaking,
heating, softening and consequently complex material mixing within the processed
zone as the tool traverse in the desired direction [19–22]. If second phase nano
particles are impregnated onto the surface by either pasting, drilling hole or grooving,
this normally results in improved mechanical properties [23].

FSP is mainly used in modifying aluminium (Al) based alloys for applications
which include production of surface composites, powder metallurgy homogeniza-
tion, micro-forming or modification of microstructure for metal matrix composites
(MMCs)] and property improvement in cast Al alloys [24]. FSP has been con-
ducted on Al/SiC composites [25], AA-2024 T351 [26], aluminium-magnesium
alloy [27], AA7075 [16], AA6056 [28], Al–Mg alloy AA5086 [15], 7050-T7451
[14], AA2024/Al2O3 [29], AA 6063 [24], WC/AMCs [30] and many others. The
resulting improved properties from these studies include hardness, tensile strength,
wear, corrosion resistance, elimination of casting defects and refinedmicrostructures,
strength, ductility, fatigue and enhanced formability [18].

Process parameters that govern FSP have been widely studied [28], and these
include tool rotation speed, traverse speed, tool shoulder, tool pin, shoulder surface
design, tool tilt angle and number of passes [29]. These parameters determine the
amount of heat generated and the extent of plastic deformation and material mixing.
The generated heat should be optimal as either insufficient or excessive heat leads
to formation of defects. Longitudinal grooves or wormholes also known as cavities
which arise as a result of high traverse speed, insufficient heat and insufficient forging
pressure tunnel, pinholes, cracks and mass or excessive flash during FSP have been
presented as common FSP defects.Mass flashwas reported to be caused by excessive
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Fig. 1 H13 tool steel FSP threaded cylindrical pin tool

Table 1 FSP parameters

Process Tool tilt
angle
(degrees)

Rotational
speed (rpm)

Traverse
speed
(mm/min)

Plunge depth
(mm)

Traverse
force (kN)

Unreinforced 2 500–1500 20 0.2 11.2

Reinforced 0–3 2100–2800 20 0.2 11.2

heat input, but in the views of the researchers, the parameters that lead to excessive
heat are the causes ofmass flash.Apart frombeing a defect, excessiveflash constitutes
unaccounted material removal or loss. It is formed from material ejected from the
processed zone. The subject of flash formation and reduction during FSP has hardly
been studied and reported. The purpose of the current work is to study mass flash
formation duringFSPofAA1100 anddevelopways of containing itwithin practically
reasonable limits.

2 Experimental Design

AA1100 plates used in this work had dimensions 250 × 130 × 6 mm, length, width
and thickness respectively. For the reinforced processes, the plates had a groove each
of size of 225× 2× 3.5 mm, length, width and depth respectively in which 17-4PH
stainless steel powder reinforcements were compacted using a pinless H13 tool steel
cylindrical tool before FSP. Unreinforced processes were done on plane base metal
with no groove. FSP was conducted using H13 tool steel cylindrical tool (Fig. 1)
with a shoulder diameter of 21 mm, a 7 mm cylindrical threaded pin, of pin length
5.5 mm. Table 1 summarises the FSP parameters employed in this work. The process
was conducted using the ETA Friction Stir Welding Numerical Controlled Manual
Machine. The job setup with the compacted reinforcements is shown in Fig. 2.
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Fig. 2 Job setup with compacted 17-4 PH reinforcements

Fig. 3 Excessive flash (red dots) images on unreinforced FSP’ed AA1100: a at 500 rpm; b at
900 rpm; and c at 1500 rpm, at 2°, 20 mm/min travel speed and 11.2 kN traverse force
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3 Results and Discussion

Preliminary unreinforced processing done at 2°. FSP was conducted on the AA1100
base metal without a groove and with no reinforcements. The machine spindle was
set to a tilt angle of 2° and the process was carried out at unreinforced variables
as shown in Table 1. At his setting, for all chosen rotational speeds 500, 900, and
1500 rpm, excessive flash was generated on the retreating side for the whole length of
the processed track while the advancing side showed no flash. The unreinforced FSP
images are shown in Fig. 3. The coiled excessive flash was untwined and measured
and recorded an average width of 9 mm and an average thickness of 0.17 mm.
The advancing side is clear of flash. For one processed sample with an effective
processed length of 75 mm, this yielded a material volumetric loss of 114.75 mm3

which translated to 0.31875 g of material removal since the density of AA1100 is
0.0027 g/mm3. For the 3 process A, B and C, of an effective processing length of
225 mm, this yielded a material volume loss of 344.25 mm3 and thus a mass of
0.929475 g.

Reinforcedprocessingdoneat 0°. Images for processing conducted at 0° are shown
in Fig. 4 where it is evident that excessive flash was generated on the retreating side.
The coiled excessive flash was untwined and measured and recorded an average
width of 9 mm and an average thickness of 0.17 mm. The advancing side is clear
of flash. 17-4 PH SS powder hardened the ejected mass flash and made it very hard
to uncoil for width and thickness measurement. The flash from the three processes
was then removed using a side cutter and weighed on a high accuracy mini digital
jewellery weighing scale with an accuracy of 0.01 g, and recorded a mass of 1.221 g.

Reinforced processing done at 2°. Figure 5 shows images for processing conducted
with reinforcements at 2°. Excessive flash was generated at the retreating side. The
flash was observed to be ejected out of the processed zone during FSP. The flash
was coiling around the tool but got deposited onto the retreating side. The image
conducted at 2100 rpm also shows excessive flash but not as much as the one on the
retreating side. As a result of the mixing with the 17-4 PH SS powder, the ejected
mass flash was very hard to uncoil for width and thickness measurement. It was
carefully removed using a side cutter and weighed on a high accuracy mini digital
jewellery weighing scale with an accuracy of 0.01 g, and recorded a mass of 2.574 g.

Reinforced processing done at 2.5°. Images for processing conducted at 2.5° are
shown in Fig. 6. From the images, it can be seen that mass flash was remarkably
reduced to reasonable levels. Very small spatters of less than an average of 2 mm
measured offset from the shoulder track were measured on both the advancing and
retreating sides. This was noticed for all processes conducted using the whole range
of rotational speeds. The small flash spatters were chipped off and weighed and
yielded 0.318 g of material loss.

Reinforced processing done at 3°. Images for FSP conducted at 3° are shown in
Fig. 7. Remarkable reduction of mass flash can be observed from the images. Flash
spatters of less than an average of 2 mm measured offset from the shoulder track
on both the advancing and retreating sides were recorded for the whole range of
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Fig. 4 Excessive flash (red dots) images on reinforced FSP’ed AA1100: d at 2100 rpm; e at
2450 rpm; and f at 2800 rpm, at 0°, 20 mm/min travel speed and 11.2 kN travel force

Fig. 5 Excessive flash (red dots) images on reinforced FSP’ed AA1100: g at 2100 rpm; h at
2450 rpm; and i at 2800 rpm, at 2°, 20 mm/min travel speed and 11.2 kN traverse force
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Fig. 6 Small flash spatters (red dots) images of reinforced FSP’ed AA1100: j at 2100 rpm; k at
2450 rpm; and l at 2800 rpm, at 2.5°, 20 mm/min travel speed and 11.2 kN traverse force

rotational speeds. The flash spatters were carefully chipped off weighed and yielded
0.263 g of material loss.

4 Conclusions

A total of 18 samples were FSP’ed and were physically examined for mass flash
during FSP. Excessive flash was generated at tool tilt angles of 0°–2° due to lack of
space for the containment of the plasticised material under the flat surfaced shoulder.
Material loss due to excessive flash is one of the FSP limitations. 17-4 PH powder
has the potential to enhance hardness and wear properties of AA 1100. Tilt angles
of 2.5° and 3° massively reduced excessive flash generation since they allowed the
flow of the plasticized material under the flat shoulder surface. Further increase of
tool tilt beyond 3° reduces shoulder-base metal contact which requires increased
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Fig. 7 Small flash spatters (red dots) images of reinforced FSP’ed AA1100: m at 2100 rpm; n at
2450 rpm; and o at 2800 rpm, at 3°, 20 mm/min travel speed and 11.2 kN traverse force

plunge depth. Controlled variation of tool tilt angle played a very important role in
the successful reduction of excessive flash.
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Nonlinear Friction Analysis of a Modified
Switching Function Controller
in Pre-sliding Regime

N. A. Rafan, Z. Jamaludin, T. H. Chiew and M. Maharof

Abstract Highly nonlinear effect inmotion accuracy is commonly referred as quad-
rant glitches which occurred at a quadrant. The abnormal spikes that occur at each
quadrant is the friction to be compensated which due to reversal motion for contin-
uous movement while machining process. Friction that focuses at point of reversal
motion behaves as switching line in pre-sliding regime. The magnitude of glitches is
higher at low velocity. Thus, a design of switching function in pre-sliding regime is
necessary to overcome nonlinear friction effect. This paper analyzes experimentally
the performance of switching functionmodel namely Pseudo-like-curve-slip (PLCS)
model. The controllers involved in this analysis are cascade P/PI controller and slid-
ing mode controller (SMC) which is combined accordingly. The results show that
PLCS model with feedforward combining with cascade P/PI controller performed
better than SMC combination.

Keywords Friction model · Pre-sliding regime · Quadrant glitch · Sliding mode
controller · Cascade controller

1 Introduction

Until recent years, many researches have focused on reducing errors and designing
robust controller accordingly in pre-sliding friction. Pre-sliding regime is where
displacement is a function of motion. Within the time interval for velocity reversal,
there is a sudden change of torque. Normally this situation leads to system chattering
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Fig. 1 Sigmoid curve at
pre-sliding regime

due to the discontinuity. A sigmoid function is introduced to overcome the issue
where it is expected to make ideal continuous motion between sliding regime [1].

Sigmoid function is located at pre-sliding regime which behaves as switching line
to connect both sliding regime. Figure 1 shows sigmoid curve function at pre-sliding
regime.

In pre-sliding regime, friction behaves as a hysteresis function of displacement
with non-local memory behaviour. It is dependent to the displacement. Sigmoid
function is widely used as basis of neural network and sliding mode control [2–4].
Estimating sigmoid function, displacement of a sinusoidal excitation of the system
is evaluated as elementary slip block and spring in Generalized Maxwell Slip model.

In classical design of sliding mode control, a sigmoid function is implemented to
reduce chattering in system. Tjahjowidodo [5] suggested sigmoid function in com-
pensation model to control discontinuity around zero position error. When modeling
a sigmoid function, Park [1] stated that α, is the slope of the sigmoid function, with
scaling factor and a bias for adjusting the magnitude of the function.

Another study of the sigmoid function in modeling showed that suitable numbers
of sigmoid function are important. Shang et al. [6] found that higher number of the
sigmoid function improved accuracy but it become more complicated. A broader
perspective has been adopted by Piatkowski who introduced sigmoid like curve to
compensate pre-sliding friction. A sigmoid like curve has the shape as the letter S
[2].

A friction compensation model is intended to reduce errors in pre-sliding regime
as well as to reduce chattering for linear and circular motion. The uncompensated
friction lead to the positioning errors while machining process. Therefore, this paper
presents the frictionmodel design and performance analysiswith different controllers
applied at one time of experimentation. The results provide effectiveness of modified
switching function in pre-sliding regime.

This paper is organized as follows. Section II provides an overview of nonlin-
ear effect in motion accuracy. Section III describes the controller design applied in
experimental work and friction compensation model design. Section IV discusses
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on experimental results and analysis. Finally, Section V concludes the finding and
gives recommendation for future works.

2 Nonlinear Effect in Motion Accuracy

During circular cutting test analysis, spikes are observed at quadrant of circular
motion. The quadrant is referred as motion reversal of axes during circular motion.
The quadrant spikes are caused by highly nonlinear friction phenomenon at low
velocity while performing motion reversal [7]. It is also known as quadrant glitch.

Quadrant glitch is identified as nonlinear effect in motion accuracy with large
tracking error, undesired stick slip motion and limit cycles due to nonlinear behavior
of Coulomb friction [8, 9]. The spikes are caused by stiction and depends on feed
speed [10]. Quadrant glitches can be reduced at lower feed rate and speed of machine
tool. Besides, smaller radius of circular motion has lead to smaller quadrant glitches
[11]. The magnitude of glitches is measured from contour error at 90-degree interval
based on circular tests. Figure 2 illustrates quadrant glitches measured by contour
roundness test measurement.

Quadrant glitches is the magnitude of contour error occurred at each quadrant of
circular motion. Contour error is the difference between actual circle and reference
circle which is tabulated according to circular angle (00–3600) as shown in Fig. 3.

Actual circle

Reference  circle

Fig. 2 Quadrant glitches measured by contour roundness test measurement
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Fig. 3 Contour error

3 Methodology

3.1 Controller Scheme

The controller applied to evaluate controlled system behaviour is cascade P/PI con-
troller and Sliding Mode Controller (SMC).

A cascade P/PI position controller consists of a Proportional (P) plus Integral
(I) velocity control loop and a Proportional (P) position control loop. The control
performance of a cascade P/PI controller could be further enhanced with velocity
feedforward, applied at velocity loop of the cascade P/PI position controller and a
frictionmodel. Figure 4 shows control scheme of the cascade P/PI position controller
configuration with friction model based feedforward.

Parameters applied for cascade P/PI controller is tabulated in Table 1.
XYmilling positioning table which consists of motor is defined as a second order

slidingmode controller (SMC) [12]. In slidingmode controller (SMC), tracking error
input signal is a difference between measured position signals with reference input
signal. Trajectories of motion is driven to reach sliding surface designed which is
called as reaching phase. Ideal sliding motion is to ensure trajectories maintained at
sliding surface causes fast switching function.

The general form of the sliding surface:

s(e, ė) =
(
d

dt
+ λ

)n−1

e where λ > 0 (1)
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Fig. 4 Cascade P/PI position control scheme with friction model based feedforward

Table 1 Parameters of
cascade P/PI controller

Parameter X axis Y axis

Source of input signal Cosine wave Sine wave

Amplitude (mm) 30 30

Bias 0 0

Frequency (rad/s) f * 2 * pi f * 2 * pi

Phase (rad) pi/2 0

Sample time, Ts 1/2000 1/2000

Kp of position controller 282 282

Kp of velocity controller 0.009505 0.9523

Ki of velocity controller 0.007594 0.7609

Velocity (mm/s) 2 2

Position error, e(t) = y(t) − r(t) (2)

where, y(t)= z(t) is actual position and r(t)= Zref (t) is reference position.
Theplant transfer function for the table relating the amplifier voltage to the encoder

position is given as follows:

(x-axis)
y(s)

u(s)
= 67940

s2 + 155.1s + 53.81
(3)

(y-axis)
y(s)

u(s)
= 69380

s2 + 144.8s + 166.3
(4)

where, y(s) is encoder position in mm and u(s) is voltage input in volts.
The differential equation representing this transfer function is referred as second

order model as (5) and (6) with parameters shown in Table 2.

(x-axis) ÿ + 155.1ẏ + 53.81y = 67940u (5)
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Table 2 Parameters for SMC
controller

Parameter Gain (K) Lamda (λ) Delta (δ)

X-axis 0.10 50 5

Y-axis 0.09 100 5

(y-axis) ÿ + 144.8ẏ + 166.3y = 69380u (6)

At the moment of ideal sliding motion, the followings are true:

n = 2; order of SMC (7)

s(e, ė) = ė + λe where ė = ẏ − ṙ (8)

ṡ(ė, ë) = ë + λė = 0 where ë = ÿ − r̈ (9)

Thus, ë = −λė (10)

where, ÿ = ë + r̈ (11)

In order to satisfy the sliding conditionwhere trajectories remain at sliding surface,
a discontinuous term across the surface is added such that,

u = uequivalent − k · sgn(s) (12)

where sgn is signum function,

sgn(s) =
{ +1 for s > 0
−1 for s < 0

}
(13)

Parameters applied for SMC controller for x and y axis is shown in Table 2.

3.2 Friction Compensation Model

The ideal sigmoid curve that smoothly connected between sliding regimes is referred
for better tracking accuracy [13]. The sigmoid-like curve is a curve of S placed in
pre-sliding regime to exhibit smoothness behaviour in reversal motion.

In pre-sliding regime, a stick and slip of N-elementary friction model is parallel
connected. Each elementary is identified as asperity that stick and slip [14]. Based
on Generalized Maxwell Slip (GMS) model, the dynamic behavior of elementary
slip block and spring is described as below [15–17].
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dFi
dt

= kiυ (14)

dFi
dt

= sign(υ) · C ·
(

αi − Fi
s(υ)

)
(15)

Equation (14) shows elementary friction force, Fi is proportional to the deflection
of asperity, k1υ when asperity is stick where ki is the stiffness of asperity. The
elementary friction model is remained in stick until equals to the maximum force,
W where the elementary is about to slip. The number of elementary friction force
allocates the total number of memory location of hysteresis.

Equation (15) shows elementary friction force, Fi is slipping when force, Wi =
αi s(v) where

∑
αi is equal to Stribeck force.

Measured friction force during spring elementary state is grouped into three main
elements which are: (i) switching function (ii) constant force and (iii) friction caused
by Stribeck curve towards viscous friction [7, 17].

The total friction force F is the summation of the output of all elementary state
models and viscous term σ .

F(υ) =
N∑
i=1

Fi (υ) + σ · υ(t) (16)

The friction compensation model is designed as Pseudo-Like-Curve-Slip (PLCS)
model. A classical sigmoid function is replaced at switching function which is com-
monly applied as switching function in sliding mode controller (SMC) design.

dFi
dt

=
(

v

|v| + δ

)
· C ·

(
αi − Fi

s(v)

)
(17)

where υ is velocity and αi is normalized sustainable maximum friction force of each
element during sticking and s(υ) is Stribeck curve.

4 Results and Discussions

The system involves a Panasonic MSMD 022G1UAC servomotor and attached with
an incremental encoder with resolution of 0.0005 mm/pulse accordingly. Each axis
of test setup applies a sinusoidal signal of amplitude 30 mm and a frequency of
0.01061 Hz.

Experimental result is analysed based on root-mean-square error (RMSE) and
contour error. A percentage reduction on magnitude of quadrant glitches at 0°, 90°,
180° and 270° in angle are also analysed in order to evaluate the performance of
PLCS model to the different controllers.
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Fig. 5 Comparison tracking errors and contour errors between cascade P/PI controller and SMC
controller for PLCS model

Table 3 Comparison errors
of PLCS model applied with
cascade P/PI controller and
SMC controller

Controller Contour error (μm) Radial tracking error
(μm)

RMSE Max
error

RMSE at
X

RMSE at
Y

Cascade
P/PI

0.217 1.20 0.542 0.000495

SMC 110 247 21.8 109

Figure 5 illustrates tracking and contour errors between applied cascade P/PI
controller and SMC controller. The resulting plot shows that PLCS model with
applied SMC controller showed less chattering compared to cascade P/PI controller.
The effect of sigmoid function at switching function in pre-sliding combined with
SMC controller which is good at switching phase provide better chattering reduction.
However, the position error of y axis led to higher RMSE and contour error. The
overall tracking performance was poorly affected when applied with SMC controller
because SMC controller design mainly focused on control law and switching phase
design accuracy, hence reducing chattering.

Table 3 shows RMSE and contour error of PLCS model applied with cascade
P/PI controller and SMC controller. The RMSE of applied PLCS model with SMC
exhibited larger position and contour error affected from higher position error of
y-axis.

Figure 6 shows comparisons of percentage error reduction in term of quadrant
glitches for PLCS model applied with cascade P/PI controller and SMC controller.
The tabulated results indicate that PLCS model gives better reduction when applied
with cascade P/PI controller compared to SMC controller. The percentage error
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Fig. 6 Percentage error reduction of PLCSmodel using cascade P/PI controller and SMCcontroller

reduction is in a range of 30–70%. Meanwhile, applied PLCS model with SMC
controller provides 13–35% of error reduction. Based on the result obtained, PLCS
model is performed well with cascade P/PI controller in pre-sliding regime at low
velocity.

5 Conclusion

This paper presents experimental results of modified switching function model
namely PLCS model when applied with different controllers at one time. The exper-
iments are conducted with PLCS model applied with cascade P/PI controller and
PLCS model applied with SMC controller respectively. The results are based on
reversal motion of a ball screw driven positioning table at low velocity. Based on
the performance analysis of PLCS model, the results show that PLCS model with
feedforward are capable to reduce quadrant glitches as well as tracking error better
with cascade P/PI controller compared to SMC controller at low velocity. Quadrant
glitches reduction referred to reduction in nonlinear effect in motion accuracy, hence
indicating that PLCS model is able to improve smoothness behavior in pre-sliding
regime.
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Measurement of Residual Stresses
in Aluminium to Copper Friction Stir
Spot Welds

Mukuna Patrick Mubiayi and Esther T. Akinlabi

Abstract Friction stir spot welding (FSSW) technique was used to join aluminium
(AA1060) to copper (C11000). The effect of process parameters on the residual stress
and the full width at half maximumwas studied. A copper ring was observed on both
sides of the keyhole in all the fabricated FSS Welds. The surface morphology of the
copper rings was examined using a scanning electron microscope; while the residual
stresses were measured using the non-destructive X-ray diffraction method. The
copper ring dimension in all the fabricated FSS Welds increased with the variation
of the tool shoulder plunge depths; nevertheless, the welds fabricated at 1200 rpm
rotation speed displayed a decrease in the dimension of the formed copper ring. In
the analysed samples only compressive residual stresses were observed and highest
residual stress of −116.8 MPa was obtained on the formed copper ring of the spot
welds fabricated at a rotation speed of 800 rpm and 0.5 mm tool shoulder plunge
depth. The presence of higher residual stress on the copper rings was due to the
extrusion of copper into the aluminium sheet. Additionally, the intensity of all the
peaks for the fabricated spot welds decreased in comparison to the peaks generated
by the aluminium and copper base materials. Furthermore, the tool shoulder plunge
depth affected the full width at half the maximum (FWHM).

Keywords Aluminium · Copper · Copper ring · Friction stir spot welding ·
Residual stress

1 Introduction

Materials joining friction stir welding (FSW) was developed in 1991, and it has been
recognized as a reliable solid-state joiningmethod. Friction stir spot welding (FSSW)
is an alternative to friction stir welding, and it is an alternative joining procedure for
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Fig. 1 A diagram showing the different stages of the friction stir spot joining procedure

resistance welding [1]. For the two welding methods, a rotating non-consumable
tool is plunged into the materials to be joined. Figure 1 displays a schematic dia-
gram of the FSSW technique. FSW and FSSW welding methods are being used in
various sectors, and these sectors include automotive and aerospace. Hence, it is of
importance to understand the different characteristics of these materials’ behaviours
includemechanical properties. Residual stresses inmaterials especially in joined dis-
similar materials are among these essential mechanical properties. Residual stresses
are the stresses that are still present in a material after manufacturing and process-
ing in the absence of thermal gradients or external forces. There are many different
methods to measure the residual stress for components and these methods include
non-destructive method such as X-ray diffraction and neutron diffraction methods
[2]. Various studies have been carried out bymany researchers on the residual stresses
in FS Welded structures [3–7].

Bach et al. [3] measured the residual stress distribution of AA 2024 T3 FSWelded
using the non-destructive neutron diffraction technique. They used two sets of sam-
ples named, the welded plate and the hammer peened plate. They observed that the
residual stresses on the as-welded are better than those found in the hammer peened
samples at every slit depth.

A cut-compliance technique was used to measure the residual stress intensity
factor KIres on FS Welded AA 2024-T351 sheets [4]. Fratini et al. [4] found that
the KIres profile for friction stir welding decreased up to a lowest at around 9 mm
away from the welding centreline; then, rose to a positive maximum closer to the
retreating side.Additionally, themaximum residual stresswas found in the advancing
side, and the distribution was quite symmetrical [4]. Ma et al. [5] successfully joined
AA 2195-T8 sheets using FSW and utilised the non-destructive neutron diffraction
method to measure the residual stresses. They investigated the effect the specimen
dimensions on residual stress profiles, and three specimens of different dimensions
were utilised in their study.
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The residual stresses obtained on the X-direction have a double peak tensile
residual stress field of similar form in all the fabricated three specimens. They
further stated that the maximum residual stress (tensile) parallel to the fabricated
joint ranged from 120 MPa (biggest specimen) to 47 MPa (smallest specimen).
Far-off the joint line at the notch tip, the minimum residual stress ranged from
around−130MPa (biggest specimen) to−20MPa (smallest specimen) compression
values. A synchrotron X-ray diffraction method was used to measure the residual
stress distribution in FS Welds of AA7449 [6]. Altenkirch et al. [6] investigated
the effect of tensioning on the residual stresses. They observed that the application
of tensioning stress decreased the tensile magnitude of the final measured residual
stresses by modifying the stress accumulation path [6].

The effect of the variation of the welding parameters on the residual stress profiles
in the FSWelds of AA5083-H321 was investigated by Lombard et al. [7]. They used
a synchrotron X-ray diffraction technique.

They mostly observed tensile residual stresses in the weld area, with balancing
compressive stresses in the base material.

More recently, Sun et al. [8] used friction stir welding (FSW) technique to weld
hot rolled AA7050-T7651 sheets of 6.35 mm thickness using a conventional tool,
different downforce and comparing the obtained results to the welds fabricated using
a stationary shoulder friction stir welding (SSFSW). They observed that by reducing
the tool downforce, the shoulder input power decreases, nonetheless a negligible
decrease in the weld zone (WZ) microhardness and the residual stresses peak was
seen. On the other hand, in contrast, the stationary shoulder led to a much more
significant increase in the minimum WZ microhardness and a substantial reduction
in the peak tensile residual stresses [8]. And this was obtained by using a similar
input power used with the conventional tool.

In the current study, the X-ray diffraction method was used to measure the resid-
ual stresses on FSS Welded AA1060/C11000. Furthermore, the effects of process
parameters namely rotation speed and tool shoulder plunge depth on the formation
of a copper ring and the full width at half maximum are also studied.

2 Methods

A 3 mm thick pure aluminium (AA1060) and pure copper (C11000) sheets
were joined using FSSW in a 30 mm overlap configuration using H13 tool steel
(50-52 HRC). A tool having a flat pin and flat shoulder was employed. A pin of
4 mm (length), 5 mm (diameter) and 15 mm shoulder diameter was used. 800 and
1200 rpm rotation speeds, 0.5 and 1 mm shoulder plunge depths while keeping a
constant dwell time of 10 s were used. The samples are coded as XXX_X, the first
part depicts the rotation speed and the second part the shoulder plunge depth. The
formation of copper rings on both sides of the keyhole was studied using a scanning
electron microscope (SEM), a TESCAN Vega TC was used. The non-destructive
X-ray diffraction (XRD) technique was employed to measure the residual stress dis-
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Fig. 2 The position of the residual stress measurement a in the copper ring and b in the stir zone

tribution in the produced FSSWelded sheets. A BRUKERAXSwas used to measure
the residual stress. Figure 2a, b depicts the residual stress measurements position in
the stir zone (SZ) and the copper ring of the fabricated friction stir spot welds.

3 Results and Discussions

A keyhole was present in all the fabricated friction stir spot welds, and copper rings
were observed on both sides of all the friction stir spot welds [9], the copper rings
which can also be called hooks [10], are extruded copper material penetrating into
the Al sheet. This was also observed by Ozdemir et al. [11]. Figure 3 shows the
copper rings with different dimensions and the keyholes in the fabricated friction stir
spot welds.

Additionally, Heideman et al. [9] also reported on the presence of the copper ring
with different dimensions in all the produced friction stir spot welds. They explained
that the copper rings formed are made of the copper (Cu) base material extruded
in the aluminium (Al) sheet and the copper rings were also observed in this study.
Heideman et al. [9] further said that while the copper base material was moving and
diffusing into the aluminium base material, the aluminiumwas not diffusing or being
pushed into the formed copper ring [9].

The dimensions of the copper ring seen on the produced FSSWelds using different
FSSWprocess parameters are shown in Fig. 4. Furthermore, in this study, a reduction
in the thickness of the sheets in all the fabricated FSS Welds was further observed.
Ozdemir et al. [11] further indicated that the penetration length of the copper material
into the aluminium material was about half of the aluminium sheet thickness, but
this was not in agreement with the results obtained in the current study. The copper
penetration length into the aluminium was investigated in the present study.



Measurement of Residual Stresses in Aluminium … 323

It was observed that the dimension of the copper ring increases with the increment
of the tool shoulder plunge depth, except for the FSS Welds fabricated at 1200 rpm
rotation speed, where a decrease was observed. This indicates that the spot welds
produced at high rotation speed display an increment in the dimension of the copper
ring and a reduction when the shoulder plunge depth of the tool is increased to 1 mm.
Heideman et al. [9] indicated in their study that, the copper ring caused interlocking
between the two sheets (copper and aluminium), which helped the two sheets to stick
together during tensile testing and this resulted in reaching higher strength before
failure [9].

The measured residual stresses in the SZ (one measurement) and on the copper
ring (three measurements) of the FSS Welds are shown in Fig. 5.

Residual stresses of −67 and −50.3 MPa were obtained in the stir zone (SZ)
of the spot weld produced at a rotation speed of 800 rpm and the tool shoulder
plunge depths of 0.5 and 1 mm, respectively. On the other hand, the welds fabricated

Keyhole

Copper ring 

(a) (b)

Fig. 3 Copper ring dimension of the FSS Welds fabricated: a 800 rpm, 0.5 mm and b 1200 rpm,
1 mm

Fig. 4 The dimensions of
copper rings at different
process parameters,
a (800_0.5), b (800_1),
c (1200_0.5) and d (1200_1)
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Fig. 5 Measured residual stress obtained on the stir zone and on the copper ring of the FSS Welds
fabricated at different process parameters

at 1200 rpm rotation speed using 0.5 and 1 mm tool plunge depths exhibited
an increment. The residual stresses obtained were −48.2 and −53.6 MPa. This
indicates that the residual stresses were affected by the tool shoulder plunge depths.
Furthermore, no trend was observed on the variations in the residual stresses when
the tool shoulder plunge depth was varied. Themaximummeasured residual stress of
−116.8 MPa was observed on the copper ring of the friction stir spot weld fabricated
at 800 rpm rotation speed and with a tool shoulder plunge depth of 0.5 mm. It can be
further said that the extrusion of the copper material (placed at the bottom) into the
aluminium material (placed on top) was the cause of high values of residual stress
measured in the copper ring. Figure 6a, b depicts the X-ray diffraction of Al and
Cu peaks utilized to measure the full width at half maximum (FWHM) of different
FSS Welded samples. A diffraction peak from both base materials was chosen, viz.
44.83° (200) and 50.57° (200) (2 Theta) for Al and Cu, respectively.

It was observed that the intensity of all the peaks decreases in comparison to the
peaks generated by the base materials for the same peak position, and it was further
observed that those peaks were broadened, as displayed in Fig. 6. This indicates that
the joining process parameters created stress in the produced FSS Welds. Vashista
and Paul [12] reported that not only microstrains but also small grains can broaden
the peaks. It was seen that welding parameters affect the peaks position compared
to the peaks generated from the base materials. The diffraction peaks of the Al had
a higher shift than the Cu diffraction peaks, and this can be due to their different
properties, including the melting point. The FWHM values are display in Table 1.

It was observed that the FWHM increases at rotation speed of 800 rpm, 0.5 mm
shoulder plunge depth, and then it decreases when the tool shoulder plunge depth is
increased to 1 mm. It was further observed that when the rotation speed is increased,
the full width at half maximum (FWHM) also increases.
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Fig. 6 X-ray diffraction peaks of a Al and b Cu used to measure the FWHM of the fabricated FSS
Welds depicting the variation of the intensity of the peak intensity and the widths

Table 1 Depicts the
variation full width at half
maximum (FWHM)

Sample name FWHM

Copper PM 0.29271

800_0.5 0.36551

800_1 0.32128

1200_0.5 0.33443

1200_1 0.33662

Aluminium PM 0.24875

800_0.5 0.3594

800_1 0.26731

1200_0.5 0.31654

1200_1 0.29351

Additionally, when 1 mm tool shoulder plunge depth is used, the FWHM
decreases. This shows that the tool shoulder plunge depth affects the FWHM. The
Al diffraction peaks shifted more than that of the Cu diffraction peaks; this can be
due to the different properties exhibited by the two parent materials.

4 Conclusions

In this study, AA1060 and C11000 sheets were spot welded by using the FSSW
method. The results are summarised as follow:

– A copper ring was observed on both sides of the keyhole for all the produced FSS
Welds. This could mean that the extrusion of copper into aluminium resulted in the
presence of a copper ring which could be the reason for the presence of residual
stresses in all the produced FSS Welds.
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– It was observed that the residual stresses measured in the copper ring were higher
compared to the residual stresses values in the SZ. The spot weld produced at the
rotation speed of 800 rpm and 0.5 mm tool shoulder plunge depth exhibited the
highest residual stresses of −116 MPa which was measured in the copper ring.
This is due to the extrusion of copper into the aluminium sheet and which resulted
in the presence of residual stress in the formed copper ring.

– It was further observed that the intensity of all the selected diffraction peaks was
lower when compared with the diffraction peaks generated by the copper and
aluminium parent materials.

– The tool shoulder plunge depths namely 0.5 and 1 mm were found to affect the
full width at half maximum (FWHM).
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Effect of Chip Treatment on Chip-Based
Billet Densification in Solid-State
Recycling of New Aluminium Scrap
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Abstract In solid state recycling of new aluminium scrap, processes prior to hot
extrusion play an important role in order to obtain free-defect microvoid extrudates.
The microvoid is formed due to air entrapment that came from porous chip-based
billet. In this work, chip-based billet made from annealed and non-annealed chip
was investigated to determine the effect of annealing on density, void pattern and
hardness. AA6061-T651 chips were prepared as annealed and non-annealed and then
compacted in die. The billets density and appearance were measured and visually
inspected. Density measurement found that billet made from annealed chip has the
highest relative density of 96.9%. Visual inspection and microstructure examination
disclose that voids are present in the billet for both types of chip in which non-
annealed chip is more obvious. The voids has distributed in homogeneously along
the axial and vertical due to pressure gradient. The pressure gradient also affects the
hardness distribution. The effect of strain hardening is more obvious at the periph-
eral compared to the centre. The average hardness of annealed chip is 49.5 HV0.1
while non-annealed chip recorded 89.5HV0.1. In general, annealing treatment before
compaction had softened the chip, reduced the hardness and strength, permitted large
plastic deformation and improved billet density .
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1 Introduction

Solid state recycling is an alternative process for sustainable aluminium processing
[1]. The process can be carried out with various severe plastic deformation (SPD)
techniques. Until today, many techniques including direct hot extrusion [2, 3] and
indirect [4], hot press forging [5], rolling [6], cold compact [7] have been investigated
in transforming aluminium scrap into finished or semi-finished product. In solid state
recycling using hot extrusion, the process can be accomplished after undergoing
several processing steps. The steps may include chip segregation, comminution,
cleaning, cold compact, sintering and hot extrusion process.

Microvoid defect is always associated with solid state aluminium recycling when
using SPD process [8]. The defect was found to become crack initiation point when
the material was subjected to static and dynamic load [9]. The present of microvoid
had reduced the strength and ductility of the recycled aluminium. The microvoid
was formed in the extrudates due to entrapped air [10]. The entrapped air may result
from the usage of porous chip-based billet. Therefore, in order to produce free void
defect extrudates, the process prior to hot extrusion such as cold compaction plays
an important role.

The void in the chip-based billet can be determined from the density. The closer
the density to the theoretical density of the aluminium, the lesser the void develops
in the chip based billet. The density of the chip-based billet is influenced by several
factors including compaction technique, compaction pressure and time. Previous
researchers have worked out to produce billet with high density by introducing vari-
ous strategies. Tokarski [11] found that single layer compaction at 240MPa produces
chip-based billet with relative density as high as 77%. Additionally, Hasse [12] found
that compacting the chip at 303 MPa produces green billet with the density of 82%.

In order to improve the density, Misiolek [13] has introduced the multi-layer cold
compaction. He found that the density of multi-layer compaction is higher than the
single layer. However, the chip-based billet was easily cracked at the interlayer due to
poor consolidation at the interface between the former and subsequent layer. This is
because the compaction process has developed strain hardening at the former layer.
The strain hardening makes the subsequent chip unable to diffuse into the former
layer. In addition, spring back may occur during the compaction. It is because the
chip has a distinctive level of strain hardening and residual stress that was developed
during the machining process [14]. Therefore, high pressure is required to obtain a
shear strain that is enough to break the aluminiumoxide on the chip surface.However,
higher operating pressure will reduce tool life and increase operation cost.

Annealing treatment on the chip before compaction process is an alternative to
reduce the strength of the chip. The technique has been introduced by Samuel [15]
and also applied by Kore [16]. Samuel concluded here is no doubt that the annealing
treatment can soften the aluminium chip and improve the density of the chip-based
billet. However, research works explaining the effect of annealing on density, void
distribution and hardness are seldom reported. Therefore, this research is carried out
to determine the effect of annealing on density, void distribution and hardness. The
work compared the responses obtained from both type chip based billet.
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Table 1 Mechanical properties of AA6061-T651

Ultimate strength (MPa) Yield stress (MPa) Elongation (%) Hardness vickers (HV)

319 287 10.5 104

Fig. 1 Aluminium AA6061-T651 chips

2 Methods

Artificial aluminium chip of AA6061-T651 was generated using MAZAK 3-axis
CNC milling machine from slab to simulate the industrial aluminium scrap. This
type of aluminium was selected because of it has been widely used in industry for
engineering application. Table 1 tabulated the chemical composition and mechanical
properties of the aluminium.

The machining process was performed at the cutting condition of side cut end
mill, 10 mm cutting tool diameter, 345 mm/second cutting speed, 1 mm feed per
tooth and 1 mm depth of cut. An oil-water emulsion was used as a coolant during
the cutting. This cutting condition produced elemental chip as shown in Fig. 1.

The chips were collected, dried and cleaned in an ultrasonic acetone bath for
30 min to remove the oil-water emulsion that is fouled on the chip surface. The clean
chips were dried in the furnace oven at 100 °C and held at 1 h to vaporize the acetone
and water. Two types of chips, annealing and without annealing were prepared. The
annealing process is carried out by heating the chip in the furnace. The chips were
heated at 500 °C and held at 10 min. The chips then were immediately left to cool
down naturally in the air for 10 min. Within this time, the chip has reached the
ambient temperature of 26–28 °C.
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Four samples of semi-finished billet with the length of 25± 1mmwere produced.
In order to obtain desired billet length, a few trials were carried out at a different
weight of chip. To form the chip-based billets, the chips were filled in the 30 mm
diameter cylindricalmould cavity and pressed. The plunger exerted on the top surface
of the chips was forced to compact the chips in the cavity using the press machine.
The semi-finished billets were produced according to two different pressure levels,
50 bar and 150 bar. The compaction process was carried out at ambient temperature.

The resultant chip-based billets were inspected using Dynalite image capture.
The billet density was calculated by dividing the mass of the billet by the volume.
The relative density (RD) was calculated by dividing the measured density with
an as-received density of AA6061-T651 (2700 mm3/Kg). The microhardness was
performed in accordance with ASTM E348 with the indentation load and time of 0.1
kgf and 10 s respectively.

3 Results

The chip-based billet produced from the non-annealed chip and compacted at 50 bar
pressure resulted in a relative density of 73.2%. Meanwhile, annealing treatment on
chip before compaction improves the billet density to 84.4%. The same pattern is also
obtained when the chip compacted at 150 bar. The billet relative density is improved
from 88.3 to 96.9%. Figure 2 shows the comparison of the chip-based billet density
of different compaction pressures and chips.

Visual inspection on the chip-based billet observed that the black dot appearing
on the surface of the billet is a void (as shown in Fig. 3). The void is an empty space
that mechanically developed during the compaction process. Chip-based billet with
a relative density of 88.3% exhibited more voids if compared with the billet that has
96.9% relative density. The voids distributions along the vertical are inhomogeneous.
It is more apparent on the bottom area and become vague toward the top. Obviously,
the voids distributions determine that the top area is denser than the bottom area.

Fig. 2 Chip-based billet
relative density with
different compaction
pressure and chip treatment
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Fig. 3 Chip-based billet (compacted at 150 bar), a non-annealed, b annealed

Microstructure examination on the top surface plane reveals that the densification
trend varies from the peripheral to the centre of the billet. As shown in Fig. 4, for
both types of chip, point A is denser than point B. In point A, the dense area is about
0.6 mm from the peripheral. Chips thinning were observed in this area in which the
thickness of the chip had reduced from an average of 0.5 mm in original condition
to less than 0.1 mm. No voids were observed in the point A. However, in point B,
the voids are more noticeable when the distance reduces toward the centre.

Microhardness test carried out on the top plane of the annealed chip-based billet
reveal that the hardness distribution varies along the radii. As shown in Fig. 5, the
hardness number is lower at the centre and rises as the radii increases toward the edge
surface. The hardness value at the centre is 40HV0.1. The highest value of 62HV0.1 is
recorded near the surface edge. On average, the annealed chip based billet resulted in
49.5 HV0.1. However non-annealed chip based billet responded indifferently. Except
for point near the surface edge, other locations resulted in lower hardness number
without an obvious trend. The highest hardness number of 97 HV0.1 is recorded at
the surface edge. For the rest, hardness values appear inconsistent within the range
of 67 HV0.1 to 93 HV0.1 without obvious decreasing or increasing trend toward the
surface edge. The average hardness number of the non-annealed chip is 89.5 HV0.1.
This value is nearly one time higher than the annealed chip but less than the hardness
value of the as-received material which is 105 HV0.1.
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Fig. 4 Chip-based billet macrostructure (compacted at 150 bar), a non-annealed chip, b annealed
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4 Discussions

The density of chip-based billet produced from the uniaxial compaction is depends
on the given axial pressure and the yield stress properties of the chip. Higher pressure
exerted on the chip resulted in higher density. However, when the chip based billet
has achieved its deformation resistance, an increase in pressure resulted in negligible
density improvement [13, 17]. Annealing treatment on the chips improves the billet
density. In this work, chip annealed at 500 °C, heldwithin 10min and then compacted
with 150 bar pressure resulted in a relative density of 96.9%. The value is 9% higher
than the non-annealed chip. The density is increased because the annealing has
softened the chip and facilitated the plastic flow into the empty space between the
chip [15].

Annealing chip by heating above the solvus temperature of about 500 °C has
recrystallized the structure and produced homogeneous solid solution, allowing dis-
solution second phase and eliminating the segregation of the alloys [18]. The heated
aluminium chips that were immediately exposed to the air has rapidly cooled to the
room temperature. It is because the chips have an enormous surface area to volume
ratio which permit rapid heat dissipation. The energy associated with the material
that has enormous surface area to volume ratio is different compared to the con-
ventional bulk [19]. The rapid cooling of the chip has limited the atom diffusion
process towards potential nucleation, thus enabling the formation of supersaturated
solid solution of aluminium. The formation of this phase may reduce the yield stress
to about 55 MPa [18]. This value is much lower than the yield stress of as-received
material of 310 MPa.

The softened chip enables large plastic deformation, fragmenting the thin film of
aluminium oxide on the surface and thus providing larger contact surface area within
the virgin aluminium [8]. The condition permits more adjacent chip to consolidate
among them and resulted in billet with high density. However, it may be hard to obtain
100% relative density as the uniaxial compaction of chips involved accumulation of
vacancies or void through the bulk diffusion. The voids are an empty space between
the adjunct chip boundary [20]. It was formed as a consequence of mechanical
deformation. During the compaction, the plastic flow of the aluminium chip is unable
to fill in space, leaving the space filled with entrapped air.

The voids formation along the vertical and radial were inhomogeneous. As found
from the visual inspection on the surface appearance, the voids are more apparent on
the bottom compared to the top side. Additionally, the void distribution is also inho-
mogeneous along the radii as found from microstructure examination. The findings
show that billets compacted by uniaxial have density gradient along the vertical and
radial. The variation in density is caused by differential stress distribution induced by
applied compaction pressure. During compaction, the axial force from the applied
compaction pressure is transmitted to the chip [21]. However, the force changes its
reaction when the movement of chip achieved its limitation. At this condition, some
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of the force transmitted to the die wall as radial force [22]. The reaction causes the
force transmitted to the bottom chip is less than the upper chip due to interparticle
friction and die wall friction. Therefore, the longer the distance from the plunger,
the lower the force and the larger the distance from the centre the higher the reaction
force.

Plastic deformation of the softened chip due to compaction had created a crystal-
lographic defect. This defects impede the movement of dislocation, result in strain
hardening and making the aluminium chip harder. The effect of strain hardening is
more obvious at the die wall compared to the centre of the billet due to differential
force distribution along the radii. The force at the die wall is higher than the centre
due to the reaction of die wall friction. Therefore, higher hardness was recorded at
the die wall compared to the centre.

Comparison of the hardness value of the annealed and non-annealed chip based
billet shows a great difference. The annealing treatment had softened the chip and
resulted in lowest average hardness of 49.5 HV0.1. The effect of homogeneity due
to annealing treatment carried out before compaction resulted in more consistent
hardness variation [18]. The large variation in non-annealed chip shows that the
inhomogeneous structure of the non-annealed chip is still preserved although the
chip had undergone cold compaction.

5 Conclusions

In comparison, annealing treatment performed on chips before compaction improved
the relative density of the chip-based billet. The treatment had erased all hardening
history, softened the chip, permitted large plastic deformation and resulted in greater
billet density. Full density is hard to obtain since the deformation accumulates voids.
Uneven void distribution due to differential force along the radial and vertical resulted
in density gradient and hardness variation. The top area is denser than the bottom
area. Meanwhile along the radii, the peripheral area is denser than the centre. High
hardness was recorded at the peripheral and lower at the centre. On average, the
hardness of annealed chip based billet was one time lower than non-annealed chip.
The billet of non-annealed chip had large hardness variation compared to annealed
chip.
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The Effects of Rotational Tool Speed
on Mechanical Properties of Bobbin
Friction Stir Welded AA1100

Siti Noor Najihah Mohd Nasir, Mohammad Kamil Sued
and Muhammad Zaimi Zainal Abidin

Abstract Bobbin friction stir welding (BFSW) is a solid state welding which joined
the workpieces through the frictional heat generated by the non-consumable rotating
tool. The influence of rotational speed on the AA1100 were studied by employing
different rotational speeds ranging from 700 to 1100 rpm and the welding speed
was fixed at 150 mm/min. All the weld samples were defect-free. The result found
that as the rotational speed increased, the width of softened zone became large. The
maximum tensile strength of the weld sample exhibited at value of ~92 MPa with
the joint efficiency of 85.5% using rotation speed of 800 rpm and welding speed of
150 mm/min.

Keywords Bobbin friction stir welding ·Mechanical properties · AA1100

1 Introduction

Friction stir welding (FSW) is a joint process that provides a great potential to weld
material without melting the parent material. This welding technique allows the
material be softened and joined through frictional heat generated by the action of the
tool that rotated and traversed along the line of joint. Due to low heat input, it allows
the FSW to have lower energy consumption compared to the metal inert gas welding
(MIG) and tungsten inert gas welding (TIG) [1]. This process has been classified as
an environmentally benign process [2] and is categorised as a solid state process.

One of the endeavours of FSW processes that improve the weldment of the con-
ventional FSW is known as bobbin friction stir welding (BFSW). The improvement
of this welding technique is based on the tool configuration called as bobbin tool.
Having an extra shoulder that holds the bottom surface of the workpiece allows the
BFSW process to eliminate the downforce [3, 4], avoiding the incomplete penetra-
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tion defect and providing uniform mechanical properties by through-thickness weld
[5] besides having better energy consumption [6]. With these promising advantages,
the main challenge is for weld to be formed when using BFSW [7]. Initiation of bond
is challenging, hence defects such as open tunnel and excessive flash are produced.
Although conventional FSW and BFSW are similar, the additional shoulder at the
bottom provides significant process sensitivity required to be understood. With the
absence of tool tilt angle and plunge (axial) force that are not feasible for BFSW, the
pressure and heat are maintained from the compression load [8] and spindle speed.
Zhou et al. [9] found that the increase of rotational speed on the AA6061-T6 weld
increased tensile strength while further increases dropped the tensile strength of the
weld. Subsequently, Wang et al. [10] claimed that the increase of rotational speed on
AA2198-T851 changes the hardness profile from U-shaped to W-shaped. Heat gen-
eration is proportionate to the increase of spindle speed. For material that is soft and
has high thermal conductivity, the role of heat is significant to the success of the bond.
High thermal conductivity will cause fast heat dissipation hence high heat source is
required. However, the heat influences the mechanical properties degradation.

In this paper, the impact of spindle rotation is being investigated in termofmechan-
ical properties of theweld. The study focuses on pureAluminium alloy grade in order
to investigate the sensitivity of the heat to the joint strength. Through literatures, the
influence of the rotational speed is focussing more on joining Aluminium alloy 2000
and 6000 series rather than other series of aluminium alloys. Thus, this study is
important for impact study and widens the application of BFSW.

2 Methodology

Thebasematerial used for this study is a 6mmthickAA1100platewith the dimension
of 140 mm long by 140 mm wide. For each welding trial, the AA1100 plates were
clamped on the jig and were butt welded using the CNC milling machine and a
bobbin tool. During the welding, the welding speed was fixed at 150 mm/min. The
rotation speed was varied from 700 to 1100 rpm at an interval of 100 rpm and thus
giving a total of 5 welding trial runs.

The bobbin tool used in this study comprised of a tool pin and two shoulders
namely upper shoulder and lower shoulder. The diameter of the tool pin is 10 mm
and has a smooth cylindrical shape with three flat features on it. Both shoulders have
the diameter of 25 mm. The upper shoulder is featureless while the lower shoulder
has a taper with 5°. The taper helps to prevent the formation of the flash occurring
on the weld and helps to facilitate the material flow from the advancing side to the
retreating side of the welding. Figure 1 shows the experimental setup in this study.

After welding, the weld samples were cross sectioned for mechanical testing. The
microhardness testing was conducted on polished sample with the load of 200 g
for 10 s dwell time using a semiautomatic Vickers (Mitutoyo) hardness machine.
The microhardness profiles were measured at the middle thickness layer of weld
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Fig. 1 a Experimental setup and b bobbin tool

sample with 1 mm spacing indentation distance. For transverse tensile testing, the
weld samples were conducted following the standard of ASTM E8-04.

3 Results and Discussions

In this study, the mechanical testing result is by means of microhardness and tensile
test. Figure 2 displayed the middle thickness hardness profile at different rotational
speed. From the figure, all the weld sample exhibited the W-shape hardness profile
corresponding to the four zones namely stir zone (SZ), heat affected zone (HAZ),
thermo-mechanically affected zone (TMAZ) and base material (BM). The average
hardness of the base material (BM) was in the range of 38–42 Hv. The hardness of
each zone drops compared to the hardness of BM due to the thermal softening effect
that gave the heat input during the welding. As the rotational speed increased from
700 to 800 rpm, the width of the softened zone became larger. For the case of the high
rotational speed of 1100 rpm, the hardness decreased progressively at ~28MPa at the
edge of the SZ and slightly increased by ~33.7 MPa at the centre of SZ. Referring to
Fig. 2, the maximum hardness in the SZ region was ~35MPa achieved by the sample
welded at the rotational speed of 700 rpm and welding speed of 150 mm/min. The
lowest hardness was ~27–29 MPa at the advancing side of the weld.

The transverse tensile strength and elongation result for all weld samples are high-
lighted in Fig. 3. The average ultimate tensile strength (UTS) for the basematerialwas
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Fig. 2 Hardness profile for all welded samples

107.6 MPa. The highest UTS achieved by the weld sample was joined at rotational
speed of 800 pm and welding speed of 150 mm/min at value of ~92 MPa with the
joint efficiency of 85.5%. High tensile strength was due to the dislocation movement
of the smaller grains that have higher resistance to localized plastic deformation [11].
From Fig. 3a, the tensile strength of the weld sample first increased with the increase
of rotation speed from 700 to 800 rpm and then slightly decreased, maintaining the
tensile strength at ~90 MPa from 900 to 1100 rpm. Although more heat input is
produced by increasing the rotational speed, somehow this does not influence the
tensile properties of the AA1100 weld but it does influence the elongation of the
weld sample.

Referring to Fig. 3b, the lowest elongation exhibited by the sample is welded
at rotational speed of 700 pm and welding speed of 150 mm/min. The increase of
rotational speed increases the elongation of the weld sample. All the weld samples
having the necking behaviour and the fracture location happened on HAZ near the
boundary of TMAZ on the advancing side of the weld. These findings were in agree-
ment with [9, 12, 13]. Fracture location at the advancing side is due to the stirring of
material flow from the advancing side (AS) to the retreating side (RS). Material flow
from the AS was stirred to fulfil the RS of the weld which influence the strength of
the weld properties.
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Fig. 3 Result of a ultimate tensile strength and b elongation

4 Conclusion

The AA1100 has been successfully bobbin friction stir welded and the mechani-
cal properties have been clarified in details. On the basis of the present study, the
following conclusions can be drawn;

(1) The hardness profile of allweld samples exhibited theW-shape.As the rotational
speed is increased, the width of softening zone becomes larger. The maximum
hardness at SZwas exhibited by the samplewelded at rotational speed of 700 pm
and welding speed of 150 mm/min.

(2) The AA1100 sample welded at rotational speed of 800 rpm and welding speed
of 150 mm/min had the highest UTS of 92 MPa with 85.5% joint efficiency.
There was no change in UTS as the rotational speed increased from 900 to
1100 rpm because the AA1100 had reached the optimal strength at 800 rpm. On
the other hand, the elongation of sample welded at rotational speed of 800 pm
andwelding speed of 150mm/minwas the lowest compared to the basematerial.
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Investigation on Oil Absorption
and Microstructural Properties
of Polyethylene Composites Reinforced
with Post-agricultural Waste Fillers

M. B. Mohd Salahuddin, N. A. Noor Emilia Adila
and M. A. T. Intan Syafinaz

Abstract Conventional plastic made from polyethylene (PE) is not able to absorb
excess oil from the fried food due to its nature to resist water and oil. As a result,
oil inside fried food plastic packaging will be accumulated and will affect the fresh-
ness and shelf life of the product. To address this issue, polyethylene incorporated
post-agricultural waste filler which is rice husk (RH) and rice husk ash (RHA) is
produced. Five levels of filler loading which are 10, 15, 20, 25, and 30 in weight
percent were incorporated into the PE to produce RH-PE and RHA-PE composites.
Tests were performed to evaluate the oil absorption and microstructural properties of
the composites. The results showed that the addition of fillers at any loading percent-
ages resulted in significant improvement on the oil absorption of the composites as
compared to control sample which is PE. The RH-PE and RHA-PE composites with
25% of fillers were found to possess the best oil absorption property as compared to
other compositions. An increase in the loading of fillers would lead to some large
agglomeration, high amount of spaces between rice husk and polyethylene and sub-
sequently allow more oil to be absorbed into the composite. It proved that R RH-PE
and RHA-PE composites with optimum composition have a great potential to be a
good oil absorbent material.

Keywords Polyethylene composite · Rice husk · Rice husk ash · Agricultural
waste · Oil absorption

1 Introduction

Fried food products are generally known to be undesirable due to oil absorbed during
the frying process. It requires a longer time to toss the oils before it can be served to
the consumer. In food industry, fried food is omit packed into plastic before its oil can
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be fully tossed or vacuumed. Since time is very important in any production process,
fully tossing the oil from fried food will require a longer time. Conventional plastic
in the market, made from polyethylene (PE), is not able to absorb excess oil from the
fried food due to its nature to resist water and oil. As a result, oil will be accumulated
inside the plastic and will affect the freshness and shelf life of the product. Although
using paper can be an alternative to absorb oil, utilization of this absorbent material
will add to the overall production cost.

To date, research on the oil absorption property of polyethylene composite, par-
ticularly cooking oil, is rather limited. Most of the researches conducted focused
on crude oil including research reported by Aboul-Gheit et al. [1], who conducted a
study on absorption ability of waste plastic for spilled oil from seawater and Atuanya
et al. [2], who studied the oil absorption properties of porous polyurethane foams
based on recycled poly(ethylene terephthalate).

In order to enhance the oil absorption property of PE, post-agricultural waste
filler including rice husk (RH) and rice husk ash (RHA) was reinforced into the
PE. Utilization of rice husks as possible sorbent materials for oil spills has been
discussed in several studies. Kumagai and Matsuo [3] studied the use of carbonized
rice husk on the absorption of oil and found that 1 g of rice husk absorbed 6.7 g
of heavy oil omit which indicates their usefulness as an adsorbent for oil spill
cleanup. In a study conducted by Thompson et al. [4], acetylation of rice husks using
N-bromosuccinimide (1% NBS) as a catalyst for one hour and 3.5 h increased the
crude oil sorption from 1.9 to 8.2 g/g and 10.3 g/g, respectively. Chuayjuljit et al.
[5] found that the addition of RHA silica to LDPE film modifies the film blocking
behavior.

Although researches on oil absorption of PE and RH or RHA have been long
conducted, however, research on rice husk-based polyethylene (RH-PE) and rice husk
ash-based polyethylene (RHA-PE) composites on oil absorption using cooking oil is
not well established. Therefore, this research aims to produce a plastic material made
of polyethylene which is able to absorb oil from fried food when the food is packed
inside the plastic. The objective of this study is to determine the effect of different
loading of RH and RHA on the oil absorption and the microstructural properties
of RH-PE and RHA-PE composite. Results from the test were compared and the
potential of RH and RHA as post-agricultural waste filler in PE was elucidated.

2 Materials and Experimental Details

2.1 Materials

Rice husk (RH) and rice husk ash (RHA) were obtained from Maerotech Sdn. Bhd.
RH is brown in color and slightly heavier and thicker compared to RHA. Low-density
polyethylene (LDPE) was obtained from Mylab Scientific Sdn. Bhd.
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Table 1 Sample composition
of RH-PE and RHA-PE
composites

RH-PE composite RHA-PE composite

PE (%wt) RH (%wt) PE (%wt) RHA (%wt)

100 0 100 0

90 10 90 10

85 15 85 15

80 20 80 20

75 25 75 25

70 30 70 30

2.2 Sample Preparation

Sample composites were prepared by weighing the materials based on the weight
ratio as shown in Table 1. The actual mass of the fillers and binder was increased by
5% to account for wastage during the manufacturing process. RH or RHA and LDPE
were mixed using Brabender Internal Mixer. The mixer was heated up at 130 °C for
a period of 5 min at the preheating stage. The RH or RHA and LDP were poured
into the mixer and allowed to be stirred at a speed of 50 rpm for 10 min. Once the
mixer stopped, the front platewas opened to collect the polyethylene composites. The
composites were pressed using a hot plate presser to obtain a thin sheet composite.
The thickness of all samples was 1 ± 0.05 mm.

2.3 Oil Absorption Test

The oil absorption capacity was determined by first weighing the sample before it
was immersed omit into the oil. Once immersed in the oil, the samples were stored
at room temperature. The samples were weighed again on day 2, 4, 6, 8 and 10 to
determine the amount of oil absorbed. The oil absorption capacity was calculated
using Eq. 1 where mfinal is sheet weight after dipping in the oil and minitial is initial
sheet weight.

OAC(g/g) = mfinal − minitial

minitial
× 100 (1)

After oil absorption capacity was measured, the samples were wrapped using
aluminum foil, placed under steel weight (1 kg) for 1–2 min and were then weighed
again. The oil retention capacity was calculated using Eq. 2 where mfinal is sheet
weight after dipping in the oil and minitial is sheet weight after pressing.

ORC(%) = mfinal − minitial

mfinal
× 100 (2)
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2.4 Microstructural Analysis

Scanning Electron Microscope (SEM) was carried out using a Hitachi S-3400N
machine to observe the surface of the sample composites.

3 Result and Discussion

3.1 Fillers and PE Microstructures

Figure 1a, b shows SEM images of RH and RHA, respectively. The image of RH
shows rough surface along with some granules as compared to RHA, and the same
result was obtained by Kunal et al. [6]. The outer surface of RH is composed of
dentate rectangular elements, which are mainly comprised of silica in which it is
coated with a thick cuticle and surface hairs. The middle part and inner epidermis
contain a small amount of silica [7]. Jauberthie et al. [8] reported that the presence
of amorphous silica is concentrated at the surface of the rice husk and not within the
husk itself.

RHAwas found to be solid in naturewith amorphous forms aswith cristobalite and
trace crystalline quartz [9]. Crystalline and amorphous forms of silica are obtained
based on temperature range and duration of the burning of the husk [10]. The amor-
phous forms of silica are composed of silica tetrahedral arranged in a random three-
dimensional network without regular lattice structures. The structure is open with
holes in the network where electrical neutrality is not satisfied, and the specific
surface area is high due to the disordered arrangement. This helps to increase the
reactivity due to large area available for reaction to take place [11].

Morphological images of PE are shown in Fig. 2. It can be seen that the surface
of the film is smooth which indicates a strong intermolecular bonding between the

Fig. 1 SEM micrographs of a rice husk b rice husk ash
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Fig. 2 SEM micrographs of
polyethylene film

fine particles of PE. A similar result was obtained by Wang et al. [12]. According to
Ozaltin et al. [13], PE exhibits a homogenous, relatively smooth surface morphology
with a minor uniform fiber-like feature stem. Ali et al. [14] also found that low-
density PE films were smooth and plain after curing. However, the surface roughness
increased after the degradation process.

3.2 Effects of RH Loading on Oil Absorption of RH-PE
Composites

Result for each composite showed different absorption rate as in Fig. 3 with 0% omit
filler (100% PE) acting as a control. Composites contained filler loading of 25, 20
and 10% appeared to have omit good, moderate and poor oil absorbent, respectively.
It was observed that mass of oil uptake is increased with an increase in filler loading.
However, a further increase in filler loading, which is above 25%, does not give a
significant difference to the rate of oil sorption capacity. This result is in agreement
with Idris et al. [15]. He found that the efficiency of oil sorption capacity depends
on the filler loading.

The effect of contact time on the sorption capacity of RH-PE composite was
studied. Based on Fig. 3, RH-PE composite with 25% filler showed the best oil
absorption performance. The absorption capacity increases with the contact time
within the first 10 min. The high rate of oil uptake may be attributed by the presence
of vacant voids on the sorbents surface. However, after 20min, less vacant voids were
available to be occupied due to the repulsive forces between the solute molecules on
the solid and bulk phases. Therefore, the oil uptake achieves equilibrium [16]. Time
for RH-PE composite to reach equilibrium is 30 min and omit good absorbent is able
to absorb oil up to 25%. Similar result was reported by Kenes et al. [17].
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Fig. 3 Effect of RH loading on oil absorption properties of RH-PE composites

Fig. 4 a Polyethylene film after oil absorption test, bGood, cModerate, and d Poor oil absorbance
property of RH-PE composite

Figure 4a shows SEM images of PE film after oil absorption test. There is no
significant difference as compared to the sample before the oil absorption test. It
shows that the smooth plastic surface without any cellulose-based fiber is not a good
absorbent. Figure 4b–d show results for the RH-PE composite with different RH
loadings.
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The SEMmicrographs in Fig. 4 revealed that RH-PE composite contained numer-
ous pores which are able to transport and hold oil. The pores vary in sizes and are
distributed over the present silica craters. The spiky whitish materials are silica bod-
ies, and underneath are perforations, which aid oil absorption [15]. Higher amount
of spaces between rice husk and polyethylene may allow more oil to be absorbed
into the composite. It indicates that higher filler content in the composite resulted in
a higher percentage of oil uptake.

3.3 Effects of RHA Loading on Oil Absorption of RHA-PE
Composites

Figure 5 shows the relationship between total oil uptake and time taken to reach equi-
librium for five different compositions of RHA-PE composites. RHA-PE composite
with filler loading of 25% appeared to be a good oil absorbent, filler loading of 20
and 10% was found to have a moderate and poor oil absorption capacity, respec-
tively. From the result, it can be concluded that the RH-PE composite has better oil
absorption capacity as compared to that of RHA-PE composite.

The total mass of oil uptake increases due to the availability of more active areas
on the surface of the composites which allow for more oil absorption activity to take
place. After attaining an optimum sorbent dose, the equilibrium between sorbate,
which is the oil, and sorbent, which is the composite, at the operating conditions was
achieved [16].

A decrease in the particle size of RHA may probably be the reason for lower oil
absorption capacity. Previous research found that the oil absorption was improved
with an increase in the particle size of natural organic sorbents. Generally, grinding
the sorbents caused damage to the particles and destroyed the pores, thus the sorbent
was unable to hold more oil on the surface and the absorption rate was reduced [16].
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Fig. 5 Effect of RHA loading on oil absorption properties of RHA-PE composite
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Fig. 6 a Polyethylene film after oil absorption test, bGood, cModerate, and d Poor oil absorbance
property of RHA-PE composite

Figure 6b–d show the magnification images of SEM for RHA-PE composite with
different filler loading. An increase in the oil sorption capacity was found to be
influenced by a decrease in the particle size of the filler. This may probably be due
to an increase in surface area of the filler. On the other hand, with the increase
in particle size of RHA, the oil sorption properties decreased. The reason for this
behavior might be due to the accumulation of small particles on each other, which
resulted in plugging the pores and capillaries present between fibers and the polymer
[18].

4 Conclusion

Samples of rice husk-based polyethylene (RH-PE) and rice husk ash-based polyethy-
lene (RHA-PE) were prepared based on the experimental design and tested for oil
absorption and microstructural properties. Omit overall, RH-PE and RHA-PE com-
posites with 25% of fillers (RH andRHA) are the best samples which possess the best
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oil absorption property. Based on the results obtained from the test, the addition of
fillers showed significant improvement on the properties of the composites. Although
further increase in filler loadings at 30% resulted in a decrease of the property value
of the RH-PE composites, the total oil uptake is still above the control sample. For
the microstructural property of RH-PE and RHA-PE composites, higher amount
of fillers resulted in a less homogenous composite mixture while lower amount of
fillers made the structure appears more homogeneous and the matrix system become
denser. Based on the results from oil absorption test, an increase in the content of
fillers would lead to some larger agglomerates due to the formation of hydrogen
bonds among the abundant hydroxyl groups and adsorbed water on their surface.
Higher amount of spaces between rice husk and polyethylene may allow more oil to
be absorbed into the composite. It indicates that higher filler content in the composite
resulted in a higher percentage of oil uptake. From the results, it proved that RH-PE
and RHA-PE composites with optimum composition have a great potential to be a
good oil absorbent material.
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The Analytical Study of Stress
Concentration Factor in an Infinite Plate
at Various Temperatures

Nirav P. Patel, Dharmendra S. Sharma and Rahul Singh Dhari

Abstract This article presents the analytical investigation of stress concentration
factor around the circular and square hole in an infinite carbon/epoxy plate at four
different temperatures of 23, 60, 90, and 120 °C. The micromechanics model is
executed in conjunction with a complex variable approach to calculate the stress dis-
tribution around these cut-outs considering biaxial and uniaxial loading. The carbon
fibers are assumed to be thermal insensitive materials and elastic properties of epoxy
are defined at various temperatures. The influences of temperatures, fiber angles and
stacking sequence on maximum stress concentration factor are stated. The results
show that the values of the stress concentration factor are highly affected by these
parameters. The present article will serve as a tool for designers who wish to study
the behavior of composites at various temperatures.

Keywords Complex variable method · Circular hole · Square Hole · Stress
concentration · Temperature

1 Introduction

Carbon-based composite materials are widely used in various applications such as
aerospace, transportation aircraft, military aircraft, helicopter, marine, and medical
fields because of its superior strength, stiffness, formability andweight properties [1].
These types of composites are usually subject to various levels of thermal environ-
ments that dealwith different temperatures. The structural behavior of thesematerials
significantly changes due to variation in temperatures [2]. Considering experimental
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results, Li et al. [3] stated that failure and damage behavior of composites varied
with the loading and temperatures. Recently, Pan et al. [4, 5] have also studied the
dynamic response of 3-D braided composites under different temperatures using
a thermomechanical coupled constitutive model based on finite element analysis.
Majority of studies dealt with the finite element analysis based calculation in various
applications of damage mechanics. However, because of the significance of compos-
ites in various design applications, laminated fiber reinforced composites containing
through cut-outs have been the matter of extensive study [6–9]. Hole/cut-outs are
the unavoidable member of any components and the material properties prominently
degrade due to the presence of these holes in any structural element. The behavior
becomes even more intricate if the material is at various levels of temperature. The
analytical modeling of composite laminated materials with a cut-out considering
various loading are becoming an interesting domain of research.

Ever sinceKirsch [6] addressed the issue of stress concentration inmetallic plates,
many researchers have described the analytical study of stress field around various
cut-outs. Muskhelishvili [7] established the complex variable method to solve the
problems of stress concentration in isotropicmaterials which is employed and altered
by Lekhnitskii [8] and Savin [9]. This method [7] has also been extended to infinite
composite plate subjects to in-plane [10–14] and bending loading [15, 16]. Major-
ity of these studies present the stress analysis for regular cut-outs. However, few
researchers [17, 18] have also attempted to calculate the stresses around the com-
plex geometrical hole for isotropic [17] and anisotropic [18] media. They [10–18]
concluded that the stress distribution around cut-outs was significantly affected by
elastic properties, hole orientation, loading, fiber angles and stacking sequences.
Hence, these parameters act as the governing parameters on which the performance
of composite depends. The greatest benefit of working with composites is that their
properties can be organized in a well-ordered manner.

The governing of parameters may not be appropriately truthful without consid-
ering the effect of constituent parameters such as fiber and matrix properties, and
volume fraction. It is familiar that the elastic properties of a lamina depend upon the
individual properties of fibers and resins. Micromechanics is a commanding method
that can be used to evaluate precisely of the whole property of a unidirectional con-
tinuous composite lamia. The bridging model developed by Huang [19] is widely
used micromechanical method to determine the elastic properties of lamina using
constituent properties of fiber, matrix and volume fraction. Huang model [19] is also
extended to strength and temperature based calculation and results are validated with
experimentation [20, 21]. This bridging model is also implemental in the applica-
tion where the behavior of composites studied for impact analysis [4, 5]. However,
to the best of author’s knowledge, there are rare articles that executed the bridging
model to stress concentration problems. Yeh [22] calculated the stress concentration
for composite wing at three temperature levels using constant strain approach and
experimentation. The articles on analytical investigation of the effect of temperature
on stress concentration are also limited.

The implementation of temperature based bridging model in conjunction with
complex variable approach to study the stress concentration around a cut-out in
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infinite composite plate is the primary upshot of the present work. Here, the car-
bon/epoxy plate containing circular and square hole is considered for the study. The
plate is considered to be infinite and at various temperatures of 23, 60, 90, and 120 °C.
The stress concentration factor is calculated using complex variable approach and
temperature effects are introduced in the bridging model. The values of stress con-
centration factor are reported for various biaxial and uniaxial loading at different
temperatures. The present model is also extended to symmetric laminated plates in
addition to an orthotropic lamina.

2 Mathematical Formulations

The infinite homogeneous laminated plate containing a cut-out is considered, which
is in equilibrium as a result of forces at the edges. The thickness of the plate is very
small, and plane stress condition is applied. In the symmetric laminated composite
plate, all layers are orthotropic and perfectly bonded together. For this laminate, the
effective stiffness coefficient is written in the following form:

ai j = 2
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Qtk
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where, ai j is the stiffness coefficient of a laminate, Qtk
i j and Qk

i j are the transformed
and on-axis stiffness coefficients of a lamina, tk is the thickness of each layer, and
Ei j , νi j ,Gi j (i, j = 1, 2, 6) are the elastic properties of lamina. These elastic prop-
erties of lamia can be calculated from the bridging model [19–21]. Considering
unidirectional fiber composite, the stress increment in the matrix
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where, [Ai j ] is bridgingmatrix which represents the load sharing by fiber andmatrix.
Based on these values (Eq. 2), the elastic properties of a lamia can be calculated as
below [19–21]:
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Tm, ν12 = V f ν
f
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where, α and β is varying from 0 to 1. It is assumed that the carbon fiber is thermal
insensitive (temperature-independent) [4, 5] and thematrix is sensitive to temperature
that means the values of compliance coefficients of the matrix is written as a function
of temperature:

STmii(i=1,2) = 1/ETm
ii , STm12 = −vTm12 /ETm

11 , STm66 = 1/GTm
12 , (4)

where, the values of elastic parameters of the matrix are evaluated at various temper-
atures using experimentation. The elastic properties of a lamina in Eq. (1) are com-
puted fromEq. (3).UsingHooke’s law,Airy’s stress function and strain-displacement
compatibility condition, the following characteristic equation is obtained:

a11κ
4 − 2a16κ

3 + (2a12 + a66)κ
2 − 2a26κ + a22 = 0· (5)

where, ai j is calculated from Eq. (1). Introducing the κ j ( j = 1..4) [roots of Eq. (5)]
to complex functions of complex variable method [7] and presenting Airy’s stress
function in terms of complex functions:

σx = 2Re
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1φ
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φ(w1) and ψ(w2) are the Muskhelishvili’s stress functions [7] which are the
functions of wj ( j = 1, 2).wj ( j = 1, 2) are the mapping functions used to transfer
area external to a given cut-out to the area outside the unit circle:
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where, zC and zS are the mapping functions of circle and square hole. The values of
stress functions φ(w1) and ψ(w2)in Eq. (6) can be obtained by considering method
of superposition: φ(w1) = �1(w1) + �2(w1), and ψ(w2) = 1(w2) + 2(w2). The
values of � and  can are evaluated from the following relations:
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t
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where, B, B∗,C∗ are obtained by putting the stress values at infinity [23] in Eq.
(6). The γ is the boundary of the unit circle in ζ plane, and f 01,2 are the boundary
conditions obtained on the periphery of the cut-out:

f 01 + i f 02 = −2{Re[κ1�1(w1) + κ21(w2)] + iRe[�1(w1) + 1(w2)]}. (9)

By inserting values of Eq. (8) into Eq. (6), the values of stresses around a circular
and square hole can be obtained. The normalized tangential stresses can be computed
by applying transformation relations.

3 Results and Discussions

The objective of the present work is to study the effect of plate temperatures on the
stress concentration around the circular and square hole. The symmetric laminated
carbon/epoxy plate subjected to biaxial and uniaxial loading is considered for the
study. The temperature dependent elastic properties of the laminate are calculated
from Eq. (1) (based on Eq. (3–4)) that are finally inserted in the form of stress
functions in Eq. (6). The normalized tangential stresses (σθ

/
σ ) is calculated by

transforming stresses of Eq. (6). The material properties of carbon fiber (thermal
insensitive) are E f

11 = 243, E f
22=13.8, G f

12 = 23.1, G f
23 = 5.4(GPa), ν

f
12 = 0.29,

ν
f
23 = 0.28 and V f = 0.6 while, the elastic properties of epoxy resin is considered
to be temperature dependent. The temperature dependent properties of matrix are
adopted from the work of Pan et al. [24]: Temperature (°C) = [23, 60, 90, 120];
ETm
11,22 = [2.035, 1.891, 1.687, 0.3851]; GPa; GTm

12 = [0.765, 0.711, 0.635, 0.1447];
GPa; and νTm

12 = [0.33, 0.33, 0.33, 0.33]. Based on these temperature based elastic
properties, the properties of laminate are calculated.

Considering the case of an orthotropic carbon/epoxy lamina (fiber angle = 0°
from Y-axis) subjected to biaxial loading and containing a circular hole, the values
of normalized tangential stress are obtained around the periphery of the circular hole.
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Fig. 1 σθ /σ around circular
hole in carbon/epoxy plate
subjected to biaxial loading

Table 1 The effect of fiber
orientation and temperature

Fiber 23 °C 60 °C 90 °C 120 °C

0° 8.24 8.45 8.78 15.69

45° 4.91 5.00 5.16 10.52

90° 2.46 2.46 2.48 9.39

The values are computed for four plate temperatures (23, 60, 90, 120 °C) and the
stress pattern is found to be symmetrical from the X-axis of the circular hole. Hence,
the stress distribution is plotted with respect to various temperatures as shown in
Fig 1. It can be observed from the figure that the values of σθ

/
σ is increased as the

temperature of the plate is increased. The maximum values of σθ

/
σ are 8.2438 at

23 °C, 8.4450 at 60 °C, 8.7751 at 90 °C and 15.6934 at 120 °C. There is no change
in stress distribution pattern as the temperature changes.

Similarly, the same carbon/epoxy plate (fiber angle=0°) containing circular hole
is considered with uniaxial-X loading condition. The σθ

/
σ is plotted for this case

and presented in Fig 2. The maximum values are listed in Table 1 for fiber angle
= 0°. The stress pattern is symmetric and different compared to biaxial loading but
remains the same at various temperatures. The values of maximum σθ

/
σ can be

affected by variation in fiber angles. Table 1 reports these values at different fibers
and temperatures. The values of stress concentration are greatly affected by varying
fibers along with temperature. The stress concentration is increased as temperature
increased for specific fiber angle but, 90° fiber performs best among all fibers at
all considered temperatures and loading. Hence, one can control the fiber angle at
various temperatures to reduce the stress concentration. An attempt has also been
made to study the effect of temperature in carbon/epoxy plate containing a square
hole. The plate is subjected to biaxial loading and fiber angle is considered to be at 0°
(Fig 3). The same observation can be made as circular hole problem. The maximum
values of σθ are 6.3032σ at 23 °C, 6.4440 σ at 60 °C and 9.0607 σ at 90 °C.

In addition to the orthotropic case, the present methodology can be extended
to the symmetric laminated composite. The cases of carbon/epoxy with cross play



The Analytical Study of Stress Concentration Factor … 359

Fig. 2 σθ /σ around circular
hole in carbon/epoxy plate
subjected to uniaxial-X
loading

Fig. 3 σθ /σ around square
hole (biaxial)

Table 2 The maximumσθ /σ
for carbon/epoxy plate
(circular hole)

Sequence 23 °C 60 °C 90 °C 120 °C

[0/90]s 5.946 6.085 6.311 11.103

[45/–45]s 3.502 3.577 3.705 6.505

([0/90]s) and angle play (45/–45]s) laminated composite plate are considered with a
circular hole and biaxial loading. The stress distribution is found to be symmetrical
and plotted in Fig. 4. The maximum values of both cases remain to be same as this is
a biaxial loading case with a circular hole inside a plate. The stress pattern for [0/90]s
carbon/epoxy plate (circular hole and 23 °C) subjected to biaxial loading case is found
to be similar to results of Ukadgaonker and Rao [15] (Fig. 8 for Graphite/Epoxy).
This stress pattern validates the methodology presented in this article. Similarly,
for the uniaxial-X loading case, the maximum σθ

/
σ is reported in Table 2. The

performance of angle-ply is good compared to cross play laminate. The proper choice
of stacking sequence/fiber angle may lead to reduction in stress concentration for
specific temperatures.
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Fig. 4 σθ /σ around circular
hole (biaxial)

4 Conclusions

The methodology to investigate the temperature effect on stress concentration is pre-
sented in this article by the conjunction of micromechanical bridging model with the
complex variable method. The methodology can be valid for lamina and symmetric
laminated composites and the upright solution is obtained from this method. The
values of stress concentration factor are greatly affected by temperature. This is due
to changes in elastic properties of the matrix that leads to final degradation of elastic
properties of a lamina/laminate. In addition to this, the behavior of a composite can be
tailor-made by selecting proper fiber angle/stacking sequence because the variations
in these properties tend to decrease the stress concentration at various temperatures.
The present methodology can be useful to designer who needs to study the stress
concentration in composites at different temperatures.
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Performance Evaluation of EFB Biomass
Supply Chain for Electricity Power
Generation Based on Computer
Simulation: Malaysia Case Study

Seyed Mojib Zahraee, Ainul Akmar Mokhtar, Ali Tolooie
and Nurul Afiqah Mohd Asri

Abstract Malaysia is one of the largest countries that has the largest palm oil planta-
tion size in the world. Despite the enormous amount of palm biomass in the state, the
use of biomass as fuel for power generation remains low. One of the most significant
crises in energy supply from the biomass is to utilize it efficiently and effectively by
considering lower cost of the supply chain and the process to change the biomass
into useful energy source. In this paper, computer simulation is used to develop a
model form current situation of empty fruit bunches (EFB) biomass Supply chain
in Perak sate of Malaysia based on Arena software. The results found that, there
are sixteen potential palm oil sites that had been analysed and met all the criteria of
the case study according to their existing palm oil capacity, distance to the nearest
power plant and minimum palm oil produced. The model had also been run with two
different scenarios by decreasing the number of labour and increasing the number
of trucks. First scenario showed that by decreasing the labors, output is decreased
from 4.59 to 4.336 ton/ha. In contrast, cycle time, value added (VA) time and other
time are increased near 15, 25 and 15% respectively. Additionally, the final results
based on the second scenario claimed that by assigning two truck, the output of the
process is increased 23% (from 4.59 to 6.02 ton/ha) compared to current situation as
well as the time cycle of the whole process is increased from 7.2 to 8.95 h because
of an increase in VA and Other time (34 and 23%).
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Arena software
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1 Introduction

Global warming (GW) has become one of most crucial problems in the world. Inter-
national communities have been attempting to reduce greenhouse gases (GHG) that
are accelerating GW. Hence, the development of renewable and sustainable energy
sources play a leading role in the current global policies to decrease GHG gener-
ation, especially in replacing fossil fuels [1]. Biomass is a renewable and versatile
energy source used in combined heat and power (CHP) generation and transportation
systems [2]. In the past decade, the number of countries exploiting biomass for the
production of energy has increased rapidly, thus making biomass an attractive and
promising option compared to other renewable energy sources [3]. It may be used for
energy production at different scales, including large-scale power generation, CHP,
or small-scale thermal heating projects at governmental, educational or other institu-
tions [1]. Recently, governments around the world such as the United States, Brazil,
Malaysia and many other European countries have tried to increase the commercial-
ization process of the biomass industry. Malaysia is the world’s second largest palm
oil producer with 38% of the global market, and is the largest palm oil exporter,
consisting of about 88% of the market’s palm oil in 2011 [1]. Oil palm biomass
emerges as a potential major contributor to renewable energy as the government has
now shifted from conventional energy sources such as coal, oil and gas to promoting
renewable energy sources in order to increase energy security [4]. One of the most
significant crises in energy supply from the biomass is to utilize it efficiently and
effectively by considering lower cost of the supply chain and the process to change
the biomass into useful energy source. There are many advantages in using biomass
to generate power, but several barriers have affected its efficiency such as quality and
cost, feedstock availability, transportation cost, handling and stock, as well as logistic
efficiency system [5]. All these factors have significant effects on the biomass sup-
ply chain efficiency. Regarding the EFB supply chain in Perak state, there are some
conflicting decisions on the selection of supplier, location, routes and technologies
in the production. One of the operational challenges is the feedstock unavailability
[6]. Furthermore, EFB also consists of high moisture content [4]. Transporting wet
biomass residues to the production site after the harvesting process is unfavourable
since it is costly with increasing distance. Furthermore, due to the moisture content
of the EFB, it requires to undergo a drying process to prevent biodegradation, which
also increases the cost of the production and investment of the technologies and
equipment. Besides, due to the high cost of biomass technologies, most small devel-
opers and plantation owners are unable to afford them thus the biomass itself is not
fully implemented in Malaysia [7]. This paper aims at evaluating the performance
of EFB supply chain in Perak state of Malaysia by comparing current situation and
different scenarios using computer simulation.
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2 Literature Review

2.1 Application of Computer Simulation in Biomass Supply
Chain

It has been pointed out that simulation is a useful and compressive method due to its
capability and flexibility in simulating and evaluating complicated dynamic systems,
considering the uncertainty and variability in the system [8]. There are four types
of simulation tools, namely spreadsheet simulation, system dynamics, discrete-event
simulation, and business games [9]. In order to simulate complex stochastic systems,
discrete-event simulation is the most effective tool [10, 11]. Discrete-event simula-
tion has received a considerable amount of attention among investigators to model
and evaluate biomass supply chain because of its time-dependency and stochastic-
ity of biomass supply chain [12]. A few more simulation investigations have been
conducted on other agricultural productions such as corn grain by Arinze et al. [13]
and Sokhansanj et al. [14]. They applied the simulation modeling to investigate the
changes in the quality of potash fertilizer and alfalfa cubes during storage and trans-
port. Ravula et al. [15] used the discrete-event simulationmodel on the transportation
system of cotton gin in order to schedule the trucks in the biomass logistic system.
It should be noted that all these models, IBSAL and SHAM included, did not pro-
vide a schedule and plan that satisfied the daily demand. Zhang et al. [16] created
a simulation model to study the woody residue supply chain. To achieve this goal,
a simulation model of the biofuel supply chain was constructed using the Arena
software by considering the graphical user interface. This model included the basic
supply chain activities such as biomass harvesting/processing, on-site storage, and
transportation. The delivery feedstock cost, GHG emissions, and energy consump-
tions were considered as the performance measurements to evaluate this model. In
addition, discrete-event simulations were applied to estimate the work time cost for
managerial organizational task for each of the supply chain [17]. From the reviewed
literatures, it can be found that the simulationmodeling is a useful method to evaluate
the supply chain by examining different scenarios and circumstances. This paper tries
to fill the research gap for Malaysia as the case of study by developing simulation
model of the EFB biomass supply chain in Perak state in order to assess the current
situation and propose a suitable scenario of EFB supply chain performance.

3 Materials and Methods

3.1 Case Study

Maju Intan Biomass Power Plant, Teluk Intan in Perak sate of Malaysia has been
selected as the case study. As for the transportation limitation, it is not applicable in
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Perak to transport biomass residue by using train, thus the transport is being limited to
main road only and the distance from biomass site to power plant is being measured
on road. There are sixteen potential locations of biomass sites based on the following
criteria:

1. Location is within 2 km of a main road, 2. Location is within a society size of
a minimum of 500 (population), 3. Area of the plantation is a minimum of 1000 ha,
4. Location is within 1 km of nearest rivers or lake (water source), 5. The moisture
content of oil palm frond is less than 75%. In Perak there is only one biomass
power plant that includes the following criteria: 1. Located within the state; Perak,
2. Generating capacity of the electricity is 12.5 MWh daily, 3. Use 100% EFB as
primary fuel in electricity generation, 4. Daily demand of EFB is 500 ton.

Perak consists of two main transportations which are by road and by rail. Unfor-
tunately, the railway is not being implemented in transporting palm oil residue due
to shared railways with the Electric Train Service (ETS) and Keretapi Tanah Melayu
Berhad (KTMB), and lower density of palm oil residue can be transported by truck.
Therefore, the transportations of EFB are as follows: 1. All transportations are done
by road, 2. Transportation distance from the plantation area to the power plant are
measured by using rectilinear distance, 3. Biomass residues are being delivered by
using truck with diesel oil consumption, 4. Minimum truck capacity is 3 ton.

Figure 1 shows the map of state of Perak that indicates sixteen potential locations
of biomass plantation and the power plant.

3.2 Data Collection

As for the data collection, there will be data collection for cycle time. There are
several data that have been collected which are the load truck, transportation and
unload truck processes.

The transportation distance form harvesting area to biorefinery station is based
on the sixteen potential locations of the harvesting area. The distance is based on
rectilinear distance that had been taken by using Google Map only. Therefore, from
the distance, the transportation time can be calculated as the average speed of a truck
in Malaysia is 65 km/h [18]. The time taken can be calculated using formula below.
The transportation time for each harvesting area is as in Table 1.

Ttransport = di/60 km/h (1)

The cycle time of the processeswere collected at two randomly selected harvesting
areas. For unloadingof the truckprocess, it only happened at biorefinery stationwhich
for this case study is Maju Intan Biomass Power Plant.
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Fig. 1 Map of state of Perak

Table 1 Transportation time
based for each potential
harvesting area

Harvesting area di (km) Ttransport (h)

Pengkalan Hulu 280 4.307692

Gerik 236 3.630769

Selama 227 3.492308

Larut 175 2.692308

Sungai Siput 118 1.815385

Chemor 102 1.569231

Ipoh 87.9 1.352308

Beruas 88.1 1.355385

Manjung 87.8 1.350769

Parit 75.1 1.155385

Tanjung Tualang 56.6 0.870769

Kampung Gajah 34.1 0.524615

Tapah 44.5 0.684615

Bagan Datoh 46.7 0.718462

Teluk Intan 8.1 0.124615

Slim river 61.5 0.946154
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3.3 Simulation Model Development

One of the most significance parameters for developing a computer simulation is
collecting the desired data. “stopwatch”method is applied for collecting someneeded
data. After collecting the data related to duration of all of activities, a probability
distribution function is fitted to every activity since the variability of the activities.
Having determined the different resources involved in the production process along
with their relationship and their duties and also the fitting probability distribution of
each data sample of activity duration, the simulation model is developed [19]. The
simulation model of the EFB supply chain in Perak is developed by using Arena
Software and it consists of four sub-models which are: 1. Initialization Sub-Model,
2. Harvesting Area Sub-Model, 3. Bio refinery Sub-Model and 4. Daily Biomass
Processing Sub-Model. There are some considerations that need to be taken such as
delivered feedstock cost, inventory and delay, and waiting time. For the delivered
feedstock cost, it includes the labour cost, loading and unloading cost, transportation
cost and storage cost [16]. On the other hand, for the waiting and delay time, some
data have been taken on the randomly selected harvesting area of EFB and the value
used is based on the expression of beta of the data collection.

As for the flow of the model, it starts with the raw material which is the EFB
from the harvesting area. The daily demand of biomass feedstock is one of the main
influences at the biorefinery and it had been prescribed inside the sub-model. Every
day, there will be a production target issued. As for the parameter, it has been set
with the approximation of 35 ton of biomass per area. If the demand has met the
requirement, no further process needed while if it is not, there will be some processes
that need to be done. Then, since the working days are only applied during the
weekdays, there will be a decision of what day in the process. If the day is weekend,
there will be a delay of 1 day and the loop will go back to the decision making until it
is not weekend. The process will continue checking the inventory of the EFB in the
harvesting area. If the inventory exceeds 3 ton, it will proceed to the transportation
process. If it is not, therewill be a harvesting process that needs to be done in order for
enough rawmaterial to be transferred to the biorefinery area. After the transportation
is done, there are also some extra processes such as unloading the truck that need
to be considered. This model will simulate the time taken for 3 ton of EFB to be
transferred to the biorefinery area. Figure 2 shows the operational component of the
whole process. The model is run for 8 h daily which is the appropriate working hours
in Malaysia and also being run for 30 days to get more accurate data by taking the
average result. The simulation model developed can be shown in Fig. 3.

Biomass Supply 
Region

Pre-treatment Energy
Conversion

Transportation TransportationStorageStorage

Fig. 2 Operational component of an EFB biomass supply chain
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Table 2 Validation result of
the simulation model

Items Actual data Simulated
data

Achievement
ratio (%)

Output (EFB) 4.42 ton/ha 4.59 ton/ha 96

Average of
total cycle
time

7.68 h 7.211943 h 93

3.3.1 Validation of Model

After simulating the cycle time for thewhole process, starting from harvesting area to
the power plant site by using Arena Simulation model, some information including
number of orders, number of product outputs and process actual cycle time that
were available for one week (5 working days) were added for the model validation.
After gathering the information, they were compared to the obtained results of the
simulation and the final finding is revealed in the Table 2. As shown in the below, the
results are accurate up to approximation of 90%. However, these results depend on
some considerations such as the 8 h ofworking per day, data taken is based on average
of several readings and depending on the product availability due to harvesting.

4 Results and Discussion

For the main output, the simulation model estimates the total time for the process
of 3 ton of EFB starting from the harvesting process until the transportation time.
There will be no stumpage and harvesting cost to be calculated since it is assumed
that every harvesting area will need the same amount of cost. The start date of the
simulation is on 28th October 2017 until 28th November 2017, 30 days in total and
240 h total which is 8 h daily.

The total processing time is calculated by the functions below:

Total Processing Time = VA time + Wait time + Transfer time + other time (2)

where: “VA Time: value added time; which is accumulated when an entity incurs
a delay at a value-added process.” “Wait time: accumulated when the entity incurs
a delay at a process that has been assigned as wait.” “Transfer Time: accumulated
when the entity incurs a delay at a process that has been assigned as wait.” “Means,
when the raw material needs to be transferred from one place to another.” “Other
Time: accumulated when there is other process.” The Average Total Processing
Time, VA time, Wait Time, Transfer Time and Other Time are then computed from
the simulation as shown in Table 3.

While for the total cost, it can be calculated by using functions below:
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Table 3 Data output for processing time (hours)

Harvesting
area

Wait time
(h)

Transfer time
(h)

VA time (h) Other time (h) Total (h)

Pengkalan
Hulu

0.3429 4.30769 2.4407 3.5918 10.68309

Gerik 0.3249 3.63077 2.4043 3.9494 10.30937

Selama 0.3333 3.49231 2.4644 4.1333 10.42331

Larut 0.3368 2.69231 2.501 3.4477 8.977808

Sungai Siput 0.3287 1.81539 2.4934 3.5378 8.175285

Chemor 0.3174 1.56923 2.5559 3.6164 8.058931

Ipoh 0.3385 1.35231 2.5882 3.3231 7.602108

Beruas 0.3371 1.35539 2.5442 3.0909 7.327585

Manjung 0.3385 1.35077 2.5882 3.3231 7.600569

Parit 0.3204 1.15539 2.378 3.00471 6.858495

Tanjung
Tualang

0.2996 0.87077 2.1914 2.8194 6.181169

Kampung
Gajah

0.3205 0.52462 2.5058 3.7683 7.119215

Tapah 0.3268 0.68462 2.4094 3.1169 6.537715

Bagan Datoh 0.3372 0.71846 3.2316 3.3394 7.626662

Teluk Intan 0.3333 0.12462 2.5897 2.6016 5.649215

Slim river 0.3234 0.94615 2.3379 3.3362 6.943654

Total Cost = Transportation Cost + Labour Cost + Harvesting Cost (3)

Where for transportation cost, it will include the estimated diesel cost and toll
cost that will be determined from the model simulation. It is estimated that per litre
of diesel can travel up to 14.16 km and the price of the diesel is estimated to be
2.20 Ringgit (RM) per litre. Therefore, the equation for the transportation cost is as
below:

Transportation Cost = (di/14.16 km) ∗ 2.2 RM (4)

The labour cost depends on the other time that had been computed by the model.
The rate for the labour for both in site and transportation is estimated to be 8 RM per
hour. The equation is as below:

Labour Cost = (Transfer time ∗ 8.00RM) + (other time ∗ 8.00RM) (5)

Since the harvesting cost can be assumed similar for each area, it is neglected.
The result from the simulation can be shown in Table 4.
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Table 4 Data output for process cost (RM)

Harvesting area Diesel (RM) Tol (RM) Labour cost (RM) Total cost (RM)

Pengkalan Hulu 43.50282486 23.4 63.195936 130.10

Gerik 36.66666667 10 60.641352 107.31

Selama 35.26836158 19.8 61.004864 116.07

Larut 27.18926554 19.8 49.120064 71.16

Sungai Siput 18.33333333 10 42.82548 67.33

Chemor 15.84745763 10 41.485048 57.33

Ipoh 13.65677966 6 37.403264 57.06

Beruas 13.68785311 2.5 35.57028 51.76

Manjung 13.64124294 0 37.390952 51.03

Parit 11.6680791 0 33.28076 44.95

Tanjung Tualang 8.793785311 0 29.521352 38.32

Kampung Gajah 5.298022599 0 34.34332 39.64

Tapah 6.913841808 0 30.41212 37.33

Bagan Datoh 7.255649718 0 32.462896 39.71

Teluk Intan 1.258474576 0 21.80972 23.07

Slim river 9.555084746 15.8 34.258832 59.61

4.1 What-IF Analysis

After simulating the cycle time and cost analysis of the supply chain, the obtained
results indicated the lack of proper balance and production control in the supply
chain. Afterwards, the results were evaluated with real data and its validity was
tested. Therefore, the supply chain is evaluated with different scenarios to improve
the current situation of the model. Two different scenarios had been run in one month
period with 8 h of production daily and discussed below.

4.1.1 First Scenario

From the current situation, the number of labours assigned to the process is three.
Therefore, in this scenario, it is assumed the labour is decreased due to leave or
unavailability. After that the simulation was run, the results are shown in Fig. 4.
According to the Fig. 4, it shows the decrease in output and increase in total cycle
time. As for the cycle time, compared to the actual simulation model, the VA time
and other time affected the most and increase the total time (25%). While for the
transfer time and delay time, they are not affected due to no labour is required for
the processes.
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Fig. 4 Comparison between
current situation and first
scenario
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4.1.2 Second Scenario

In the second scenario, it is suggested to add two trucks to the process. All the
parameters from the actual model are remained as constant; the number of labour is
three and the route from harvesting area to the power plant is based on the actual data.
From the simulation of the second scenario, the output of the process is increased
(23%) compared to actual simulation while for the time cycle of the whole process is
increased (20%) due to an increase in VA and Other time (34 and 23%). It is because
from the load and unloading truck process, there will be double work that needs to
be done by two trucks instead of one. The results are shown in Fig. 5.
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5 Conclusion

In this study, a supply chain model of EFB product in Perak sate of Malaysia has
been designed and analyzed using Arena Simulation Software in order to facilitate
the investigation of a wide of conditions that promise profitable biomass utilization.
The model considers key activities of the supply chain, including biomass harvest-
ing/processing, transportation, onsite storage and, the distance from the harvesting
areas to the power plant that is only based on feasible roads using rectilinear distance
by Google Map. The model is evaluated using two key performance indicators: total
cost and process time. After running and analyzing the simulation model, it was con-
cluded that the cycle time of the whole processes had been decreased and the output
also increased compared to the actual data. In order to do the sensitivity analysis,
two scenarios were run and compared. First scenarios showed that by decreasing the
labors, output is decreased from 4.59 to 4.336 ton/ha. In contrast, cycle time, VA
time and other time are increased near 15, 25 and 15% respectively. Additionally,
the final results based on the second scenario claimed that by assigning two trucks,
the output of the process is increased 23% (from 4.59 to 6.02 ton/ha) compared to
current situation as well as the time cycle of the whole process is increased from 7.2
to 8.95 h because of an increase in VA and Other time (34 and 23%). Future study
can be done by assessing more scenarios of the model such as increasing the number
of station and reducing the truck capacity. Moreover, simulation modeling cannot be
used as an optimization approach. However, using mathematical methods can be a
powerful tool in determining the best alternatives from a set of available scenarios
regarding criteria about biomass inventory, location, size of facilities, and delivered
biomass.
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Effect of Thermal Cycling on Thermal
Conductivity of Powder Injection
Moulded MWCNT Reinforced Copper
Matrix Composites

Faiz Ahmad, Masdi Mohammad, A. S. Muhsan, Muhammad Ali, A. Naseer,
M. Aslam and M. R. R. Malik

Abstract Thermal management of electronics is a great challenge to achieve opti-
mum performance. Nano materials provide a pathway to increase thermal conduc-
tivity but nano particles uniform dispersion in the matrix is very difficult. This study
focuses on dispersion of functionalized multi-walled carbon nano tubes in copper to
improve thermal conductivity of copper. Copper/Carbon Nano Tubes (CNTs) com-
posites were developed via powder injection moulding. Feedstock was compounded
usingZ-blademixer and defect free green partswere produced by injectionmoulding.
Binder was removed by solvent and thermal means followed by sintering in argon
at 1050 °C. Thermal conductivity and reliability tests were performed on sintered
nano composite specimen at various temperatures.Results showedgooddispersion of
CNTs in copper and thermal conductivity measured was 550–580 w/m.k. A decrease
of 27–37% in thermal conductivity was recorded during thermal cycling of sintered
composite and the reduced thermal conductivity value is still 80% higher than pure
copper.

Keywords Metal matrix composites · Feedstock · Metal injection molding ·
Thermal cycling · Sintering · Thermal conductivity

1 Introduction

The Thermal management of electronic devices is very important to achieve their
optimumperformance. These devices are in our daily use applications such as cellular
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phone, computer, television and LED light. Copper alloys and aluminium alloys are
frequently used for thermal management of electronic devices due to their low cost
[1]. Silver and gold are highly thermal conductive metals but their use in thermal
management is restricted due to their high cost [2]. Recent development in electronics
has increased current density that increases temperature. An improper means of heat
dissipation causes failure of devices [1, 3]. Therefore, a highly thermal conductive
and low cost material is required to meet the present and future challenges in thermal
management.

Copper is a relatively low cost material and has high thermal conductivity of
360–390 W/m.k as compared to other metals. Recent developments of carbon nan-
otubes (CNTs) have attracted scientists due to their unique properties for develop-
ment of newmaterialswith enhanced performance. There are several processing tech-
niques reported in the literature for improving thermal conductivity of copper by rein-
forcing CNTs and diamond [4–7]. The published literature has reported thermal con-
ductivity of copper produced by metal injection moulding (MIM) 325–335 W/m.k.
The reinforcement of CNTs in copper reduces thermal conductivity due to non-
uniform dispersion. Therefore, uniform dispersion of CNTs in copper matrix is a
great challenge to achieve high thermal conductivity. CNTs tend to agglomerate due
to higher surface area and associated Van der Waals forces [8, 9]. The CNTs possess
porosity and act as discontinuities due to agglomeration that result in lower properties
[10–12]. The clustering of CNTs deteriorates the electrical, thermal and mechani-
cal properties of nano-composites as reported in several studies. Therefore, many
processes have been developed to improve the dispersion. Most of the techniques
have been used for polymer nano composites and few have been reported for dis-
persion of CNTs in metal matrix composites [11, 13, 14], however, their results did
not show improvement in thermal conductivity. The CNTs dispersion techniques are
divided into physical and chemical approaches with several methods in each class. A
physical approach was reported by Hagen Muellera et al. to improve the dispersion
of CNTs that result in improved properties [15, 16]. Kyung et al. dispersed CNTs
homogenously in copper matrix by another technique of molecular level mixing [17,
18]. Uniform dispersion of CNTs in metal matrix composites is still challenging due
to low wettability of CNTs and matrix because of density difference [19]. In this
study, a technique for dispersion of MWCNTs in copper powder is developed.

2 Materials and Methods

2.1 Raw Materials

Copper powder produced by gas atomization was used in this study. The powder was
supplied by Sandvik Osprey LTD, UK. Functionalized Multi-walled Carbon Nano
tubes (MWCNTs) were purchased from Nano Sky, USA. The MWCNTs purity
ranges from 95 to 98% with ash contents ≤ 0.2% wt and attached with –COOH–
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Table 1 Percentage
ingredients of binder

Feedstock Component Component
wt%

Feedstock
vol. %

Powder
loading

Cu 51.5 59

CNT 7.5

Binder
content

PW 70 41

PE 25

SA 5

functional group. Copper powder and MWCNTs were characterized by Field Emis-
sion Electron Microscope for their size and microstructure. Binder system consists
was of three components such as paraffin wax (PW) as major binder, polyethylene
(PE) to provide green strength and stearic acid (SA) as surfactant. The binders were
purchase from Titan Pet chem. Sdn. Bhd, Johor, Malaysia.

2.2 Dispersion of MWCNTs and Feedstock Preparation

The functionalized MWCNTs were dispersed in a viscous media prepared using PW
diluted with n-heptane solvent by magnetic stirrer. One gram of MWCNTs were
mixed with 250 ml of PW/Heptane solution and agitated for 60 min using magnetic
stirrer. This was followed by sonication process to ensure uniform dispersion of
MWCNTs in PW solution and dried at 50 °C for 2 h. The dried mixture was mixed
with stearic acid at 60 °C in a Z-blade mixer for 30–45 min at 50 rpm. This was
followed by the addition of copper powder in the mixture to coat the copper powder
with wax and stearic acid. Then the temperature was raised to 160 °C and PE was
added in the mixture and mixed for another 40–45 min. The feedstock was cooled
slowly and converted into pellet form. The prepared feedstock with powder loading
and binder percentage are fully described in Table 1.

2.3 Powder Injection Moulding

A vertical injection moulding machine (MCP-100KSA) was employed to produce
test samples. The feedstock of Cu/MWCNTs was injected into mould cavity via
heated barrel at 160 °C temperature and 4 MPa pressure. After filling the mould
cavity, solidified component was removed.
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Fig. 1 An integrated
thermal debinding and
sintering cycle

2.4 Debinding and Sintering of Copper/CNT Parts

Binder was removed in two steps such as solvent and thermal debinding. Solvent
debinding was done using n- heptane solution at 70 °C for 4 h to dissolve PW and
SA. Thermal debinding process was done using a box furnace followed by sintering
in argon atmosphere. In this process, the temperature was increased from ambient
to 200 °C using a heating rate of 3 °C/min and held for 30 min. Then temperature
was increased to 500 °C and held for 90 min to ensure a complete removal of the
binder component from the moulded samples. After that, temperature was raised to
1050 °C and held for 150 min. The heating rate of 3 °C/min was used throughout
the whole process of thermal debinding and sintering. Integrated thermal debinding
and sintering cycle are described in Fig. 1.

2.5 Thermal Conductivity Measurement

Thermal conductivity of the sintered parts was measured using a NETZSCH model
LFA 447 Nano Flash™ Germany. This works according to international standards
ASTM E-1461, DIM EN 821 and DIN 30905. Specimens of 12.7 mm diameter and
3 mm thickness were prepared to obtain accurate results as shown in Fig. 2. In this
technique, the temperature rise on the back face of the sample is measured using an
In-Sb detector. Thermal conductivity was measured at 50, 100, 150, 200 and 250 °C
to study the effects of temperature.



Effect of Thermal Cycling on Thermal Conductivity … 381

Fig. 2 Test samples for thermal conductivity measurement

2.6 Thermal Cycling of Sinter Copper-CNT Composites

Sintered test samples of dimensions length: 60 mm, width: 60 mm, thickness:
3 mm were used for reliability test. Qualmark HAWQAccelerated reliability testing
machine was used at 25, 50, 75, 100 and 125 °C temperatures and all the tests were
carried for 500 thermal cycles. Another reliability test was conducted at a constant
temperature of 180 °C for 100 h [20–24].

3 Results and Discussion

3.1 Characterization of Cu and MWCNTs

The copper powderwas regular in shapewith particle > 22µmas described in Fig. 3a.
The purity of the powder was up to 99.95%. MWCNTs are of 30 nm in diameter and
20–30 µm in length as shown in Fig. 3b. The MWCNTs purity ranges 95–98% with
ash contents ≤ 0.2% wt and attached with –COOH– functional group [25].

The functional group –COOH– attached to the multi-walled carbon nanotubes
was confirmed by Fourier-transform infrared spectroscopy (FTIR) as described in
Fig. 4. The purpose of this group attachment is to enhance the bonding between
copper and CNT to improve thermal conductivity.

3.2 Dispersion of MWCNTs in PW and Copper

The dispersion of MWCNTs was examined in the mixture of PW/CNTs and their
images are taken from our prior work [26]. Figure 5a shows a dried mixture of
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MWCNT/PW and Fig. 5b described dispersed CNTs in the mixture. It can be clearly
seen that the CNTs are homogeneously dispersed throughout the matrix of PW.

The dispersion of CNTs in the sintered samples was characterized by FESEM.
Dispersion of CNTs and bonding of CNTs with copper particles are described in
Fig. 6.

Fig. 3 FESEM image of a copper powder, b functionalized MWCNTs

Fig. 4 FTIR test for MWCNTs
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Fig. 5 a PW after dispersion, b FESEM image of MWCNTs after dispersion [26]

Fig. 6 FESEM image of a Copper/CNT bonding, b dispersion of CNTs

3.3 Effects of Thermal Cycling and Temperature on Thermal
Conductivity

The maximum thermal conductivity of MWCNTs reinforced Copper composite was
measured 550–580W/m.k. The reliability test was conducted for 500 thermal cycles
at various temperatures to analyse the performance of the sintered composite. The
basic value of thermal conductivity used was in the range of 550–580 W/m.k. Ther-
mal conductivity values measured after 500 cycles were approximately 26% less
compared to the base value as described in Fig. 7. Furthermore, it was noticed that
the colour of the samples was changed to light greenish after reliability test as shown
in Fig. 8. The change in colour is due to oxidation of the test samples.

The thermal conductivity reliability test was conducted by holding the test sample
at higher temperature with prolong time. The results of the test conducted for 100 h
at 180 °C is described in Fig. 9. The decrease in thermal conductivity was calculated
using a base value of test sample without thermal cycling. An average decrease
of 37% in thermal conductivity was recorded for all tested samples. The physical
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Fig. 7 Variation of thermal conductivity with temperature after 500 thermal cycles

Fig. 8 Physical appearance of Cu-CNT samples after reliability testing for 500 thermal cycles

appearance of the samples was also changed to dark colour due to oxidation as shown
in Fig. 10.

3.4 Cost Comparison of Heat Sinks Produced by Various
Techniques

A summary of cost comparison of copper composites heat sink produced by various
techniques is presented in Table 2. Table shows the value of thermal conductivities
and cost per 100 gm. This comparison shows that copper-MWCNTs reinforced heat
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Fig. 9 Variation of thermal conductivity after holding samples for 100 h at 180 °C

Fig. 10 Physical appearance
of Cu-CNT samples after
holding at 180 °C for 100 h

sink produced by MIM has the highest values at very competitive cost. MIM has
several advantages, in term of re-cycling of feedstock, dimensional accuracy and
elimination of several post sintering operations available in powder metallurgy.

4 Conclusion

The following conclusions are drawn by the current study,

1. Uniform dispersion of MWCNTs was achieved in the copper matrix via a new
dispersion technique and feedstock of copper-CNTs was prepared

2. Defect free green test samples of heat sink were injection moulded and sintered
in controlled atmosphere successfully.
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Table 2 Comparison of copper heat sink materials prices developed by different techniques

Properties Wrought
C11000

Cast
C81100

Cast
C83400

SPS
Cu/Diamond

SPS
Cu/CNTs

MIM of
Cu/CNTs

Density
(g/cm3)

8.9 8.9 8.7 8.9 8.6 8.5

Thermal
conductivity
(W/m.k)

330–375 340–350 180–190 110–120 250–330 380–400

Net-shape
compatibility

Low Low Low Medium Medium High

Cost/100 g
(USD)

40 22 13 40 35 15

3. High thermal conductivity was achieved in the sintered copper/CNT composites.
Thermal conductivity achieved is higher than pure copper.

4. Thermal conductivity reliability test was conducted for sintered Copper/CNTs
composites at different parameters. An average thermal conductivity degradation
of 26% from baseline at 500 thermal cycles and 37% degradation at constant
temperature (180 °C) were achieved.
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Bending Forces and Hardness Properties
of Ti6Al4V Alloy Processed
by Constrained Bending
and Straightening Severe Plastic
Deformation

Wambura Mwiryenyi Mwita and Esther T. Akinlabi

Abstract This paper presents an investigation on bending forces and hardness prop-
erties of Ti6Al4V alloy sheets processed by constrained bending and straightening
(CBS) severe plastic deformation (SPD) technique. CBS was proposed as a con-
tinuous SPD process of metals enhanced with homogeneous mechanical properties
such as strain and hardness. A physical model for the CBS process was designed
and fabricated. Ti6Al4V alloy samples were annealed for stress relief and ductil-
ity improvement. Alloy samples were then subjected to CBS process at 20, 10 and
5 mm feed lengths for 1 and 2-passes. Values of bending forces and micro-hardness
on samples were determined. Results showed that magnitude and homogeneity of
induced strain at 5 mm feed were higher than those at 20 and 10 mm feeds. The
maximum average values of bending force and hardness were observed at 10 mm
feed and 2-pass as 18296 N and 377.8 HV respectively. The hardness increased by
16.3% over that of annealed samples.

Keywords Constrained bending and straightening · Severe plastic deformation ·
Strain homogeneity

1 Introduction

Various severe plastic deformation (SPD) techniques to process titanium alloys with
enhanced desired properties for structural engineering and biomedical applications
are widely reported in the literature [1, 2]. SPD enhanced properties in material
include grain refinement, improved tensile strength, hardness, wear, corrosion resis-
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tance and biocompatibility [3, 4]. SPD is loading the material with a hydrostatic
stress; as a result, plastic shear strains are accumulated in material with negligible
change of sample dimensions [5]. Accumulated plastic strains increase grain bound-
aries by alteration of coarse grains into fine grains. Resulting grain size can be in the
range of ultra-fine (100 to <1000 nm) or nano scale (<100 nm) [6, 7]. High pressure
torsion (HPT), equal channel angular pressing (ECAP), asymmetric rolling (AR),
accumulative roll bonding (ARB) and repetitive corrugation and straightening (RCS)
are among the successful SPD processes reported in the literature [8–11]. However,
most of these processes are still at experimental stage, they are performed with dis-
crete cycles on limited size and geometry specimens, good examples are HPT and
ECAPprocesses [12]. Improvedmodels from these techniques for continuous process
of bulky specimens have been reported in the literature, for instance, Continuous-
HPT [13], Incremental-HPT [14], Incremental-ECAP [15, 16] and ECAP-Conform
[3]. AR and ARB processes are competitive for implementation as continuous SPD
processes due to the simplicity of the rolling facility required. However, currently
these methods are mainly applicable to samples of rectangular sections. ARB pro-
cessed samples have also been associated with risks of unreliable interfacial bonding
and grains contamination during repeated cutting and stacking of sheet laminates [17,
18]. Induced strain heterogeneity in the deformed samples has been another serious
drawback of most SPD processes, good examples are HPT [14, 19, 20] and RCS [21,
22] processed samples. Strain heterogeneity results to non-uniformity of enhanced
mechanical and microstructure properties. RCS is the SPD technique where mate-
rial is deformed with shear bending strains via repeated bending and flattening. An
RCS discontinuous process tool is represented in Fig. 1. Considering the sample
(Fig. 1) in the bending state, the inclined hatched planes are most strained while the
horizontal unhatched planes are least strained. During flattening, the inclined planes
continue deforming while the horizontal planes remain relatively un-deformed. The
strains heterogeneity due to un-even deformation can remain in material regardless
of the number of RCS passes performed. Improved RCSmodels on strain homogene-
ity have been reported, examples are RCS-Rolling [23], Groove Pressing (GP) [21,
24], Constrained Groove Pressing (CGP) [25, 26] and Constrained Groove Pressing-
Cross Rotation (CGP-CR) [27, 28] discontinuous processes. It can be concluded
that adaptation of SPD techniques reported in the literature to the industrial scale
continuous process of bulk metals with homogeneous properties still remain a chal-
lenge that need more research. In this paper, CBS method is proposed for SPD of
metals, bending forces, induced strain and hardness properties of Ti6Al4V processed
by CBS are investigated. The CBS basically originates from RCS and is expected
to provide continuously SPD of metals enhanced with homogeneous microstructure
and mechanical properties. A detailed discussion on CBS process operation, the
developed model tool and the model test procedures are presented in Chap. 2.
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Fig. 1 An RSC discontinuous process tool-bending and straightening the sample

2 Method and Materials

2.1 The Principle of CBS Process

CBS process (Fig. 2a) is performed by bending and flattening of the constrained sheet
then moving it at a specified length known as feed. A complete CBS pass is achieved
when the process is done over the whole length of the sheet at a constant feed.
Basically, the CBS consists of the bending roller B of diameter D, flattening roller
S, constraining brackets C and the feed system F. In this study, constraining of the
sample during bending was enhanced bymanually tightening the nuts on two pairs of
bolts. Feedingwas done by loosening the nuts on bolts and sliding the sample forward
at a selected feed. Loosening the nuts kept the sample in unconstrained state hence
reduced contact friction and feed forces. Figure 2b represents sample longitudinal
elements of length 2D and the resulting bending paths at feeds D, D/2 and D/4
respectively. Figure 2b theoretically shows that the values of effective strain and
overlapping bending paths (strain homogeneity) are dependent on both decreased
feed F and bending roller size D. Applying the Von Mises-energy criterion, the
effective strain for a sheet of rectangular section bent and then flattened with a semi-
circular roller is given by Eq. (1) [29]:

εeff = N
4√
3
ln

(
R + T

R + 0.5T

)
(1)
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Fig. 2 a Principle of CBS b Number of induced bending curves (paths) in the sample versus feed
length for one pass [30]

R = radius of the roller = D/2, T = thickness of sheet and N = number of
passes. Introducing to Eq. (1) the number of plastic bending paths per pass, Z, where
Z = D/F = 2R/F, F = feed, 0 < F <= 2R, therefore the effective strain in the sheet
processed with CBS is given by Eq. (2):

εeff = N
R

F

8√
3
ln

(
R + T

R + 0.5T

)
(2)

2.2 CBS Tool and Test Procedure

A model tool for CBS was designed and fabricated in the workshop. The tool was
used to perform CBS on Ti6Al4V titanium alloy sheets. The tool and the deformed
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Fig. 3 Assembly of the CBS model tool with a deformed sample represented in the rolling (R),
normal (N) and transverse (T) directional axes

Table 1 (a) Ti6Al4V
chemical composition and
tensile properties (b) CBS
tool parameters

(a) (b)

Composition C (0.02), Fe
(0.12), N (0.018,) O (0.1), H
(0.003), Al (5.9), V (4.1),
Others (<0.4) and Ti (balance)

Sample
dimensions (L,
W, T) (mm)

153, 41, 2

Yield strength,
TY (MPa)

Max 886 Bending roller
diameter, D
(mm)

20

Tensile strength,
TS (MPa)

Max 950 Feed lengths, F
(mm)

5, 10, 20

% Elongation to
fracture

10–13 Number of
passes, N

1, 2

sample are presented in Fig. 3. CBS tool design parameters and Ti6Al4V alloy
material properties are presented in Table 1.

A 10 tone hydraulic jack equipped with 6000 psi/41.37 MPa (1 psi =
0.0068947MPa) pressure capacity reading gauge (Model-G2517L) was used to pro-
vide bending and flattening forces. Activated jack provided either bending or flatten-
ing force by a pair of lock pins on flattening and bending sliding brackets respectively
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Fig. 4 Effective strain
versus feed length at pass N

(see Fig. 3). The bending force on the sample generated by the hydraulic jack was
calculated using Eq. (3) as:

f = PA (3)

f = force (N), P = pressure in the hydraulic jack (MPa) and A = cross section area
of the jack large piston. The diameter of the jack piston was measured as 35 mm.

Prior to the CBS process, a total of fifteen (15) Ti6Al4V alloy samples were
annealed to improve ductility and release residual stresses. Samples were heated in
the furnace to a temperature of 550° C for two hours and left to cool in the furnace.
CBS processwas performed on two (2) samples at room temperature for each of feeds
(F = 5, 10 and 20 mm) and passes (N = 1, N = 2) respectively. To avoid excessive
bending, all samples were equally deformed with a plastic bending depth of 2 mm,
which was less than 10 mm (radius R of the bending roller). The depth was measured
from un-deformed sheet surface to deformed groove surface along the center of the
bending roller. After the CBS process, sub size samples of length 20 mm and width
10 mmwere cut from deformed samples along the rolling direction on the R-T plane
(Fig. 3). The samples were mounted, ground with SiC, MD Largo discs and diamond
suspension then polished with OPS solution. The micro hardness (in Vickers) on the
samples were determined at intervals of 2 mm using a digital hardness tester at 9.8 N
(1 kgf) indentation load and 15 s dwell time. For each feed length F and pass number
N, average values of bending force and hardness were calculated and magnitudes of
theoretical induced strains were determined using Eq. (2). Results for bending strain,
CBS bending forces and micro hardness are presented in Figs. 4, 5 and 6.
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Fig. 5 Bending force versus feed length

Fig. 6 Hardness (HV) distribution and mean values on samples R-T planes at various feed length
F, pass N

3 Discussion of Results

Results (Fig. 4) show that induced strain is exponentially dependent on decreased feed
and increased passes. Decreasing the feed from 20 to 5 mm increases the induced
strain by 300%. A high increase of induced strain at reduced feed is due to the
increased deformation (bending) paths in samples which also improve strain homo-
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geneity. Equation (2) also shows that the bending roller with smaller radius is more
effective and induces more plastic strains. Results in Fig. 5 show that in first and sec-
ond passes respectively, bending forces (17780 and 18296 N) were slightly higher at
10 mm feed than those (17542 and 17593 N) at 20 mm feed, then they decreased to
(17712 and 17917N) at 5mm feed. Results in Fig. 6 showed that the average hardness
values on samples increased with number of passes and reduced feed length from
325 HV for annealed samples to a maximum of 377.8 HV (about 16.3% increase)
at 10 mm feed and 2-pass. Then, the average hardness reached a saturation point
and decreased to 366.9 HV at 5 mm feed and 2-pass. It was also observed that hard-
ness homogeneity improved with the increase of passes and decreased feed length.
The best hardness homogeneity was observed on samples processed at 5 mm feed
and 2-pass. The increase of bending force, strain and hardness of CBS processed
samples as compared to annealed samples were attributed by induced plastic strain
that resulted to strain hardening strengthening of material. Even though theoretical
values of induced strains at 5 mm feed were higher than those at 10 mm feed, the
bending force and hardness at 5 mm feed were lower than those at 10 mm feed.
The reason for this could be samples strain hardening limit and onset of material
yielding at 5 mm feed. In this work, the CBS process was performed on samples at a
maximum of two passes. An attempt to perform CBS beyond two passes resulted to
samples with developed surface cracks and fractures (see Fig. 3). The cold working
process, geometric parameters of the bending roller and constraining blocks could
have limited the number of passes and magnitude of induced strain.

4 Conclusion

In this paper bending force, strain and hardness of Ti6Al4V severely deformed by
CBS process were investigated. Results showed that the magnitude and homogeneity
of effective strain, bending force, and hardness were dependent on the number of
passes, the feed length and the diameter of the bending roller. The CBS processed
samples showed improved homogeneous strain and hardness properties. The study
has shown that CBS is a potential continuous SPD process for bulky length metals.
However, more research is needed to investigate effectiveness of this process on the
microstructural, tensile and other properties. The CBS process can be improved by
applying efficient mechanically/electronically controlled mechanisms for bending,
flattening, constraining and feeding.
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Studies on Silica Produced from Original
and Firing Rice Husk

Nur Saadah Zainal, Zaleha Mohamad, Mohd Sukri Mustapa,
Nur Azam Badarulzaman and Abdullah Zulfairis Zulkifli

Abstract Silica can be found in rice husk. The objective of this paper to investigate
the composition of silica from the combustion of the rice husk. To get the silica, the
rice husk was thoroughly washed and went for a chemical treatment. Then, the firing
rice husk took place at temperature of 1000 °C for 2 h. This sample was studied and
omit named as a C3. Then, this sample was compared to the original rice husk that
has not been fired and has undergone to chemical treatment. The characteristics of
material in both samples can be obtained by using Scanning electron microscopy
(SEM) and x-ray diffractometer (XRD). The SEM for an original rice husk showed
that the surface of the material was uneven, highly roughened and ridged while
omit the C3 sample showed the crystallize shape has been formed. The properties
of both materials have been showed more specifically by using XRD. The result
showed that the silica contained in original rice husk was 67.1% and C3 was 98.7%.
Thermogravimetric analysis (TGA) was only tested on sample C3 where the result
showed the energy of organic compound lost was at 1000 °C was 0.00217 mg/min.
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1 Introduction

To reduce omit agricultural waste, an organic source is the most environmentally
preferable [1]. Aside from the affordability, this feature is particularly sustainable.
Appropriately, one of the most practical waste materials in the world omit as of now
that has been highly demanded is rice husk due to its high availability [2]. From
that total amount, over 97% of the husk was generated in the developing countries,
including Malaysia. According to the statistics compiled by the Malaysian Ministry
of Agriculture, 408,000 metric tonnes of rice husk are produced in Malaysia each
year [3]. Besides, the most significant characteristics of rice husk is lower cost. The
production faces a low production cost because of there is no need to revitalize the
rice husk [4].

The existence of natural silica omit can be extracted from diverse natural sources
such as shell, sand and rice husk omit but among of them, rice husk has a high
potential to produce silica after going through a few processes. After that, the contain
of silica can be up to more than 80% [5]. Apart from the use of silica in the field of
health, silica is also widely used in the development industry. In view of the fact that
the surface area of the silica particles affect the mobility of water within concrete,
segregation and bleeding of concrete are virtually eliminated [6]. Other than that,
benefits inherent in silica concrete allow for custom-tailoring concrete placement
methods, such as very high cohesive workability, ability of fluid concrete to hold
slope and or long distance pumping of concrete. To gain that percentage, combustion
or firing process can be used. Aside from that, omit chemical treatment also could be
help to remove the metallic impurities such as iron (Fe), manganese (Mn), calcium
(Ca), sodium (Na), potassium (K) and magnesium (Mg) by undergoing treatment
with hydrochloric acid (HCl). The chemical treatment and firing could lead to change
of microstructure of silica from amorphous to crystalline state [7]. At lower firing
temperature, the amorphous can be detected in rice husk ash. The crystallization state
of silica can be seen after firing more than 500 °C [8].

2 Material and Method

The rice huskhas beenobtainedbyNanoSiltechSdn.Bhd (Selangor,Malaysia). It has
been washed with tap water to remove unwanted substances and other contaminants.
To produce sample C3, the rice husk was then omit dried out for 48 h under the sun to
make it dry completely. Next, the washed rice husk went for the chemical treatment
where the rice husk was treated with hot acid at 60 °C with hydrochloric acid at
concentration of 0.5 M for 30 min with constant stirring. After the acidic solution
was drained off, the rice husk was rinsed with distilled water until it was free from
acids. The next process was continued with filtering and drying in air-oven at 110 °C
for 24 h. After that, the firing process took place by using furnace at 1000 °C for 2 h
with heating rate of 5 °C/min.



Studies on Silica Produced from Original and Firing Rice Husk 401

Therefore, both samplewere finally formed after going through sieving process by
passing through 63 μm. Lastly, both samples (original and C3) were distinguished
by using Scanning electron microscopy (SEM), X-ray diffractometer (XRD) and
Thermogravimetric analysis (TGA) to find the silica obtained [9].

3 Characterization

3.1 Scanning Electron Microscopy (SEM)

The morphology of original rice husk and C3 samples were confirmed by using
scanning electron microscopy (SEM). At first, the samples were coated to keep away
from the charging effects and to acquire a sharp and clear image. FESEM JSM
6701F (JOEL) model was used to run the testing. The compositions of both were
also obtained by using electron dispersive spectroscopy (EDS) that has been attached
with the machine.

3.2 X-Ray Diffractometer (XRD)

The mineralogical and the element that existed in both samples can be managed by
using XRD system. Samples were scanned for 2 h from 2θ ranging from 10° to 90°.
The EVA™ Software was used to analyze and record the structural pattern of the
samples.

3.3 Thermogravimetric Analysis (TGA)

The thermogravimetric analysis was performed on a Linseis Thermobalance simulta-
neous thermal analysis (STA). The sample involved was only for C3. C3 Sample with
weight of 15.1 mg was heated at heating rates of 5 °C/min from 20 °C to 1000 °C.
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Fig. 1 a The micrographs of an original rice husk under the particle distribution indicated a large
scale from0.030 to 100μm.bThemicrographs of an original rice husk under the particle distribution
indicated a large scale from 0.030 to 10 μm. c The micrographs of C3 sample under the particle
distribution indicated a large scale from 0.030 to 10 μm. d The micrographs of C3 sample under
the particle distribution indicated a large scale from 0.030 to 100 μm

4 Result and Discussion

4.1 Scanning Electron Microscopy (SEM) Analysis of Rice
Husk

Figure 1a, b show the micrographs of an original rice husk sample at large scale from
0.030 to 10 μm and 0.030 to 100 μm. It was observed that the sample was highly
at amorphous silica state. According to Feng et al., the firing temperature definitely
has to be more than 700 °C to obtain of silica in crystalline state. The surface of the
material also was uneven, highly roughened and ridged.

According to the SEM micrograph of sample C3, Fig. 1c, d show the particle
distribution indicated a large scale from 0.030 to 10 μm. All figures show that the
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Table 1 Compound
contained in an original rice
husk sample

Element Mass (%) Compound Mass (%)

O 40.40

Si 31.40 SiO2 67.10

S 2.80 SO3 7.00

K 0.00 K2O 0.00

Fe 0.60 Fe2O3 0.80

Zn 0.60 ZnO 0.80

Other 27.00 Other 24.30

Total 100.00 Total 100.00

crystallized shape has been formed and the surface of thematerial had a few tiny spots
and some of the surface was smoother than the original rice husk. This micrographs
also proved that if we fire the rice husk more than this temperature, crystalline phase
will change to tridymite which will lead to quartz, which is the form of glass [10].

4.2 X-Ray Diffractometer (XRD)

Figure 2a shows the pattern performed by XRD for an original rice husk sample.
The sample was omit completely at an amorphous state. This was proved by the
appearance of single diffuse broad peak at about 2θ = 24.00°. Other impurities have
also not been identified. Figure 2b shows the pattern performed by XRD from Ikram
and Akhter for an original rice husk sample. The single diffuse broad peak showed
was at about 2θ = 22.00° [11].

Figure 2c shows the pattern performed byXRD for sample C3. At the temperature
of 1000 °C the crystalline structure of silica was formed. This is indicated by the
appearance of a few diffuse broad peaks at about 2θ = 23° to 81°. Figure 2d shows
the pattern performed by XRD from [12] for an original crystalline silica sample.
The single diffuse broad peak showed at about 2θ = 14.00°–110.00° [12].

This crystalline structure omit happens when hinders eutectic reaction with silica
by removed the alkali metals. Thus, the optimization of combustion temperature of
rice husk is necessary to hinder the crystallization of silica [13].

The results in Tables 1 and 2 were obtained using XRD analysis. It shows that
the percentage of silica oxide was contained of 67.1% in original rice husk sample
while in C3 sample, the percentage of silica contained was 98.7%. It indicates that
silica values increased with temperature.
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Fig. 2 a XRD patterns of an original rice husk sample. b XRD patterns of an original rice husk
sample from [11]. c XRD patterns of sample C3 at 1000 °C. d XRD patterns of sample C3 at
1000 °C from [12]
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Fig. 2 (continued)

Table 2 Compound
contained in C3 sample

Element Mass (%) Compound Mass (%)

O 53.00 Excess −0.90

Mg 1.30 MgO 2.20

Si 45.70 SiO2 98.70

Total 100.00 Total 100.00

4.3 Thermogravimetric Analysis (TGA)

TGAanalysiswas used tomeasure the amount ofmass change of amaterial that occur
in response to the programmed temperature changes. The changes in the mass can be
caused by a variety of processes such as decomposition, degradation, sublimation,
vaporization, adsorption, desorption, oxidation, and reduction (Fig. 3).

From Table 3 omit in the first stage, the initial weight loss occurred at the range of
50–150 °C with weight loss of−0.25 to−1.29 mg/°C effects from loss of water and
other unwanted substances. The second stage showed a huge weight loss of about
−10.23 to −11.27 mg/°C which happened at 950–1000 °C. Both results showed
an amorphous state. This process happened because of thermal decomposition of
hemicellulose and cellulose; a major organic component in the rice husk. Previous
study said that omit 50–360 °C are the least stable temperature as components of
rice husk and cellulose decomposed between 275 and 350 °C [14].
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Table 3 Weight loss in
sample C3

Temperature (°C) Weight loss (mg/°C)

50 −0.25

100 −0.95

150 −1.29

200 −1.58

250 −1.87

300 −2.17

350 −2.50

400 −2.87

450 −3.27

500 −3.75

550 −4.26

600 −4.82

650 −5.45

700 −6.10

750 −6.85

800 −7.64

850 −8.45

900 −9.32

950 −10.23

1000 −11.27

Figure 3 shows the graph of weight loss in terms of percentage against the temper-
ature starting from 50 to 1000 °C. From the observation, high amount of percentage
of weight loss in sample C3 leads to high temperature.

Fig. 3 Thermogravimetry
analysis (TGA) curves of
sample C3
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5 Conclusions

Through acid treatment of hydrochloric acid (HCl) and firing process at 1000 °C
for 2 h, the silica can be obtained from the rice husk. From the analysis, by firing
the rice husk at temperature of 1000 °C, the resulted n crystalline state. Through the
findings, it was found that high amount of silica in crystalline state could be produced
by increasing the temperature of firing and soaking time, and amount of acid during
treatment, prior to combustion.

Acknowledgements The authors would like to thank University Tun Hussein Onn Malaysia
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Industrial Applications of Bamboo
in Ghana

D. R. Akwada and Esther T. Akinlabi

Abstract The concerns for the use of environmentally friendly, renewable and sus-
tainable materials have led to the discovery of bamboo as an alternative to timber.
Industrial utilisation of bamboo for structural works and biofuel in the country is
on the rise. Its use for structural works and biofuel application has attracted many
researchers and engineers in the country due to the rapid depletion of forest timbers
in recent years. Other factors influencing bamboo industrial application in Ghana
include its excellent mechanical properties in compression, tensile, stiffness, and
its high load bearing qualities making it an alternative material for timber. Even
though there is a high industrial application of bamboo in the country, there is little
literature to cover its full industrial usage considering its mechanical characteristics
and environmental friendliness. The study aims to investigate the industrial usage of
bamboo’s in the country through a thorough review of existing literature on the areas
and the future trends of this resourceful material. There are several industrial uses of
engineering bamboo as a resourceful material, but for the sake of this work, five cur-
rent areas of its applications are being considered; bicycle, house, furniture, biofuel,
laminate lumber and its carvings for some traditional Ghanaian artefacts. The study
further looks at the future areas of industrial developments of bamboo resources in
the country. With the abundance of bamboo in the country, its industrial use could
be developed and use as commercialised sustainable raw material for industries in
Ghana not only for construction and biofuel but also for other industrial uses.
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1 Introduction

There is a high interest in recent years, on the utilisation of bamboo as an alternative
material to timber since it is readily available, cheap, excellent mechanical property
and require less energy to process culm compared to steel, concrete and wood [1–3].
Its mechanical properties are exceptional, closely correlated with specific gravity,
density, having the highest flexibility and weight ratio compared to concrete, steel
and timber but light in weight [4]. The strength and the stiffness increase with a
specific gravity especially in tensile parallel to the grain [3]. According toAhmad and
Kamke [5], bamboo is an anisotropicmaterial which exhibits an excellentmechanical
strength in the three cardinal directions which includes its transverse, longitudinal
and radial directions but each varies accordingly.

The bamboo plant is a type of grass with its microstructure being significantly
higher than timber, and a heterogeneous consisting of small dense cellulose fibre
bonded in a less dense lignin matrix [6, 7]. Bamboo cellulose is arranged sideways
the culm length enhancing its flexural, rigidity and tensile strength to the maximum
[4]. It belongs to the Gramineae/Procea family, and therefore it is not classified as
a tree, but as a grass [1, 6]. It is a renewable and a sustainable plant with about 75
genera and more than 1500 species worldwide [3, 8]. Bamboo matures for harvest
within 3–5 years and is regenerative compared to soft and hardwood which takes
30–70 years [1, 4, 6, 9]. Some bamboo species may grow tall in a couple of weeks
with a speed of 50 cm while other species surge skyward as fast as 8 inches in one-
day and reach a final height of (20–40 m) in Monsoon climates. Bamboo has its
nature as a hollow tube with thin walls but harder to join pieces compared to soft
and hardwood [3]. Another, characteristics differentiating bamboo culm features
from soft/hardwood is that its culms are smooth in their outer skin because of silica
presences at the skin due to the absence of bark [6]. Furthermore, bamboo grass is
divided into rhizomes and culms being the most two sections the plant with rhizome
being the section underground, and the top section which is woody is the culm for
industrial wood production.

It releases about 36% more oxygen and sequesters out the same percentages of
CO2 from the air [3, 10]. Bamboo is abundantly found in tropical countries and
widely distributed across the globe including Africa, Asia, and America’s as it has
seen rapid growth for industrial application [3, 7]. Bamboo can be grouped into two
(2) distinct types; herbaceous type (food and medicine) and woody type (industrial
wood) [11]. Bamboofibre is a superior competitor to synthetic and other natural fibres
as a reinforcingmaterial in both polymer and laminate composite [3]. The study aims
to investigate areas of bamboo industrial uses and future areas of application inGhana
as raw material.
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1.1 Bamboo as an Alternative Raw Material for the Wood
and Biofuel Industries

The forest reserves in Ghana has suffered an over-exploitation in recent years from
wood and timber companies for their processes [12]. Most of these companies in
the country have indiscriminately exploited the natural reserves for exports to other
foreign countries and the local market. Also, the challenge of a declining timber
species in the forest is fast affecting the wood manufacturing firms in Ghana. These
challenges and other factors have led to searching for other regenerative and environ-
mentally friendly resources as an alternative raw material to help in sustaining the
timber industries in Ghana [13]. The current trend of industrial bamboo application
is for structural works and this has raised interest in processing by wood process-
ing firms, Ghana bicycle initiative, building construction, architecture, furniture and
biochar firms in Ghana.

For centuries, bamboo has traditionally been used in Ghana for different pur-
poses ranging from being used for building temporal houses and as reinforcement
in buildings. Other uses include its applications as furniture, bridges, poles, weapon,
fencing, and as a source of fuel, mostly unprocessed. However, its characteristics
of being a renewable and sustainable material have drawn the attention of wood
processing and biofuel firms in Ghana to explore its potential as a raw material for
products. Some bamboo products include strand woven bamboo, ply bamboo, bam-
boo laminate lumber, bamboo floor tiles and bamboo biofuels (pallet, briquette and
charcoal).

1.2 Bamboo as an Industry Engineering Raw Material

In Ghana, there are about seven common bamboo species known with several other
foreign species introduced into the country [2].Most of these species thoughwere also
introduced some decades ago, they are considered as indigenous which include Bam-
busa bambos, Bambusa vulgaris, Bambusa arundinacea, Bambusa pervariabilis,
Oxythenanthera abyssinica, and Dendrocalamus strictus [3]. The foreign species
grownon a pilot basis is in selected areas, and these includeGigantochloa albociliata,
Bambusa edulis, Dendrocalamus brandisii, Guadua angustifolia, Guadua chacoen-
sis, Dendrocalamus strictus Dendrocalamus membrenaceous, and Dendrocalamus
latiflorus [3]. Furthermore, these species were distributed to some selected insti-
tutions and non-governmental organisations to multiply and monitor their growth
conditions and adaptability in Ghana. There are high yield varieties of bamboo used
for biomass products in the country ranging from the pellet, briquette to charcoal.
The bamboo biomass industrial application is an essential energy source for rural
dwellers and as a vital source of energy for small firms in rural areas as a renew-
able energy source. A recent study by Akinlabi et al. [3], indicates a new trend
of companies utilising the bamboo culm for manufacturing of bicycles, processing
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of the culms by the wood firm into a laminated board, ply bamboo, furniture and
as resource materials for polymer composite manufacturing on a small scale using
simple equipment. Another area of high industrial application is the building and
construction industry for constructing houses [14]. Finally, bamboo could serve as
an alternative raw material to timber in industries, applying appropriate technology
in its cultivation through to processing [3].

2 Methods

The present section outlines a comprehensive review of related published articles to
identify the areas of industrial bamboo applications in Ghana. There is a detailed
description of the various areas of application and its future trend of application.
The various species of bamboo were identified in the country, and their trend of
application through evaluations of their mechanical properties was studied.

2.1 Bamboo Mechanical Properties

Bamboo is a unique non-forest resource with excellent mechanical characteristics in
its culms which includes high compressive, shrinkage, resistibility, tensile, strength
and elasticity make it a potential multi-functional material for structural applications
[3]. The constituents of bamboo culms are aligned axially with its tensile strength
being effective on the outer edge of the culmmaking it a versatile vascular bundle. The
mechanical strength of bamboo fibres along the culm height are of varying properties.
On the other hand, the compressive strength in bamboo culms increases with height
but the bending strength is the inverse to the compressive strength. Furthermore, the
shrinkage property of bamboo culms is higher compared to that of hard/softwood
when moisture is lost from the culms. The shrinkage process occurs across the entire
length of the culms with a shrinkage percentage ranging from (10–17%), and the
thickness of the wall is also about 15–18%. The property of high silicate acid by
bamboo makes it have an abnormal flame resistibility. The excellent elastic proper-
ties of bamboo make it a suitable designing and building material for countries or
areas with quakes. Furthermore, bamboo had a relatively low weight hence, easy to
transport and utilised across the globe [3, 15].

2.2 Industrial Uses of Bamboo’s

According to Vogtländer [16], industrial utilisations of bamboo range from struc-
ture works, biomass, textiles, foods, medicines, pulp and paper making. A study by
Akinlabi et al. [3], indicates that wood processing companies in Ghana are shifting
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from usage of traditional timber as their raw material to a new trend of utilising
bamboo culms. Wood companies are processing laminated bamboo lumber board
and furniture on a small scale using simple equipment by chemically treating the
culms to enhance its properties. The most innovative industrial application of bam-
boo in Ghana is in bicycles production. The frames of bicycles are produced from
the culm of bamboo, and other accessories such as the tyres, sprockets, chains and
the brakes are then joined to make it complete. Trained youth are urged to go into
self-entrepreneurship to produce the bamboo bicycles. In another area, engineered
bamboo is used for architecture works, furniture, houses, and bridges. The use of
bamboo as biofuel is gaining the most significant attention from the industry since
it is a sustainable fuel resource. Industrial application of bamboo charcoal, briquette
and pellet have been identified as an essential alternative energy source of solid fuel
from a non-forest wood in Ghana due to its characteristic of growing at a faster rate
and being a cheap material to use.

2.2.1 Engineered Bamboo Products

There are several products that are produced from engineered bamboo culms. The
commonly produced items from culms of bamboo in the wood industry include lam-
inate or lumber, and these are produced by splitting the culms into smaller units
(Fig. 1a). The split bamboo culms are further processed and used as a reinforcement
in thermoplastics or thermosets through other techniques to bond them to form a
composite having unique properties. Examples of products and applications of engi-
neered bamboo products include furniture, parts of aerospace and automotive cars,
construction of bridges, furniture works, household items, and for structural works,
frames of electronic gadgets and automobile works, aerospace industry and so on [3,
17]. The industrial processing of timber can be adapted and used for processing of
bamboo (Fig. 1b, c). The bamboo laminates are used for structural applications [18].

2.2.2 Bamboo Construction

Bamboo studied. In the construction industries of Ghana, full culm as well as engi-
neered bamboo, are used as materials for structural members of houses and bridges,
ceilings and floor tiles. Applications of whole bamboo culm for construction of
canopy and footbridge as well as an engineered bamboo for construction of the
house are as shown (Fig. 2a, b, c). Bamboo species in Ghana at present has been
developed into bamboo-based panels which are used in structural application such as
mat-plybamboo, bamboo lumber board, bamboo particleboard made from bamboo.
The bamboo-based composite is a suitable alternative material for prefabrication due
to its excellent mechanical property advantages.

Development of panel products based on bamboo strips and fibre polymer is
gaining importance in the Ghanaian industry as these panel products resemble wood.
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Bamboo laminates and fibre polymers could replace timber in many applications in
the construction of houses, and other structural applications.

2.2.3 Bamboo Furniture

Bamboo usage for furniture works applies to tables and chairs, cupboards, window
and door frameswhere thewhole culm or engineered bamboo could be used as shown
in (Fig. 3a, c).

2.2.4 Bamboo Handicrafts

The adoption and utilisation of engineered bamboo to produce handicraft artefacts
in the Ghanaian industrial have been very innovative as bamboo has adopted an
industrial raw material for traditional woodcarvers to produce several artworks for
the local and the international market (Fig. 4a, b, c).

The application of bamboo as a raw material in handicrafts works has also seen a
significant increase due to material availability, its environmental friendliness, being
cheap, and biodegradable [23].

Fig. 1 a Stages of processing bamboo laminate lumber, b Bamboo bundle strips, c Laminate
Lumber Source [3, 19]
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2.2.5 Bamboo Biofuel

The recent development and utilisation of bamboo as a solid fuel are gaining extensive
attention for commercial application in Ghana. The high cost of soft/hardwood for
fuel, the prevailing global environmental challenges associated with fossil fuels and
the need for a sustainable energy has led to the search of alternative sources of
biofuel energy. The quest to have a sustainable biofuel energy has contributed to the
development of innovative techniques which are currently being used to produces
different types of biofuels. The use of bamboo culm as a biofuel does not require
the culms to be fully grown, dry, or has high-moisture content and is transformed
into fuels such as charcoal, pellet and briquette through several techniques. These
techniques include the pyrolysing bamboo to produce charcoal and briquettes as well
as crushing of the culm to produce pellet (Fig. 5a, b, c).

Activated bamboo charcoal and briquette are considered as an efficient biofuel
alternative fuel derived from a non-forest plant in the country possessing unique
characteristics rate of growing faster. The production of the pellet from bamboo is
more economical and viable as it makes use of all its parts without any waste.

Fig. 2 a Bamboo canopy structure for realisation, b Bamboo walking Bridge, c Bamboo Houses.
Source [20, 21]
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Fig. 3 a Manufacture of furniture with Whole full bamboo culm, bManufacture of furniture with
engineered bamboo laminate. Source [3]

Fig. 4 a Traditional Stool made from bamboo, b Ekuaba doll made from bamboo, c Oware made
from bamboo. Source [22]
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Fig. 5 a Bamboo charcoal, b Bamboo pellet, c Ball bamboo Briquette. Source [23, 24]

2.2.6 Bamboo Application in Electrical and Automobile Industries

The strides in the cultivation of bamboo in recent years in Ghana for manufacturing
of bicycles is significant and one of the most innovative utilisations in the country
because bamboo is readily available and a cheap natural resource to utilised in the
transport industries (Fig. 6 a, b). The bamboo bicycle is less costly in its production
using simple machines and tools compared to the conventional steel and alloy pro-
duced bicycles. Its production does not require a high cost of electricity, equipment
and tools. The utilisation of bamboo for manufacturing of bicycle in the country
has focused on empowering local artisans and training of the youth to get into self-
entrepreneurship with the aim of supplying the local and international market with
the produced bicycles by exporting them across west Africa sub-regions and the
world at large. The use of bamboo culms as a raw material for the manufacturing
of bicycles, tricycles and other vehicle parts is due to its excellent shock resistance
characteristics. The utilisation of bamboo for the manufacturing of bicycles serves
as an income generation to rural farmers, artisans, consumers and companies who
engages in its plantation and utilisation to produce bamboo products. Commercial
bamboo farmers and artisans contribute immensely to the development of this indus-
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Fig. 6 a Bamboo bicycle, motorbike, interior and exterior deco of vehicles and tyres. b Bamboo
used for the case of electronic gadgets phone, keyboard, mouse and monitor. Source [3, 25]

try through the process, management, harvesting, and transport which significantly
influence the quality of the final manufacturing of bamboo products.

3 Future Industrial Developments

The future trend of industrial bamboo utilisation is to explore and develop its full
potentials for structural works by developing new materials with different properties
and products including strand woven bamboo (SWB), bamboo article board (BPB),
bamboo mat board (BMB) through experiments with bamboo composites. Industrial
bamboo needs the appropriate treatment and usage of modern equipment to process
the above boards. The future utilisation is to extend the application of bamboo to
other industrial sectors in the country include the pharmaceutical, shoe, electronic,
textile, modern construction, transport, pulp and paper, food and fishing industries
with other sectors to be implemented.

Another future initiative is the commercialised bamboo charcoal application as
it possesses high absorptive properties which remove toxic and harmful gases and
substance from formaldehyde, ammonia, and benzenewhich accumulates from room
air. Activated bamboo char possesses a high volume of porosity which serves as an
advantage for its utilisation to decrease humidity as it absorbs moisture from the
humid air in a room or an environment. Industrial production of bamboo charcoal
is beneficial for commercial utilisation to absorb toxic and accumulated odours in
humid spaces like bedrooms, vehicles, bathrooms, living room, kitchens, and prevent
fungus growth in shoes as well as in cloths. The activated bamboo carbon has the
industrial advantage of binding all toxic gases from an environment where there is a
high level of toxic gases including carbon dioxide, benzopyrene, carbon monoxide
and nicotine. Bamboo charcoal in a refrigerator help to absorbs all ethylene produced
from fresh vegetables, fish and meat while in the refrigerator by lengthening their
stay and keeping them fresh. Activated bamboo carbon and extracted vinegar from
bamboo can be used as an advance ingredient to produce products for skin care.
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Activated bamboo carbonhas an excellent skin cleansing property.Also, the extracted
vinegar frombamboo possesses an excellent skin nourishment as an additive in soaps.

Finally, the future development of bamboo charcoal or activated carbon indus-
trially is to utilise its numerous advantages by putting it close to electrical gadgets
which include laptop, computers, radio, television, and mobile phone, to dissipate
all electromagnetic waves. Also, its industrial application can be extended to the
fishing and farming industry where bamboo charcoal or activated charcoals are fed
into the pool to keep the water clean and healthier for the fishes. Also, its industrial
application can be considered in crop farming to aid in the enrichment of the soil
for gardening and for commercial cultivation of plants as they grow in the soil with
significant exposure to air with enhanced moisture conditions of the soil.

4 Conclusions

Bamboo hasmultiple industrial applications by using thewhole bamboo or laminated
lumber which ranges from:

i. Building and construction, wood processing, aviation, automobile, electronics,
furniture, handcraft, pulp and paper, textiles, food, medicine and many others.

ii. Its industrial application could either be the use of the whole culm or the engi-
neered bamboo. The engineered bamboo is the processed culm into various lam-
inate lumbers, and fibre reinforced polymer composite use for manufacturing of
complex parts and shapes due to the excellent mechanical properties possess by
bamboo.

The bamboo application is gradually finding its root into:

iii. automobile and electrical industry for the exterior, and interior decoration as
well as frames of bicycles which is fast growing across the country.

It has been observed that bamboo application in the wood and timber industry of
Ghana is on the rise for the manufacturing of various bamboo laminated and polymer
products such as:

iv. Bamboo chipboard or flakeboard, plybamboo, oriented-strand board (OSB),
elastomer-based biocomposite, thermoplastic-based bamboo composite and
thermoset-based bamboo composite. The traditional wood carving artisans also
use bamboo culm or engineered bamboo laminate for their works.

In the biomass industry, bamboo is seen as a sustainable source of fuel with its
application in the production of solid fuels such as:

v. Bamboo charcoal, pellet and briquette are produced through several techniques,
using mature, immature, dry, or high-moisture content culms.

vi. From the study, it has been discovered that industrial bamboo charcoal is a
the potential raw material for dissipation of electromagnetic waves from all
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electronic gadgets, and as odour remover in refrigerators, cars, washrooms, and
as ingredients for skin care products.

Bamboo serves as an alternate industrial engineering material to timber with
multiple areas of application and having a high prospect for industrial developments
in the future. The current focus of wood or timber companies in Ghana are now
adapting to the processing of bamboo laminate lumbers from bamboo culms for
structural works. Hence the need for modern equipment for processing.

Finally, the government of Ghana must help to commercialise bamboo industrial
usage across the manufacturing and design of structures through scientific research
and advanced technology.
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Mechanical and Physical Properties
of Bamboo Species in Ghana
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Abstract The call by United Nations for environmentally friendly, renewable and
sustainable materials in recent years has led to the research into bamboo utilisation
as an industrial raw material since it possesses exceptional mechanical properties
making it a suitable alternative to timber in a structural application. There have been
several reported literature types of research on thismaterial for the past three decades.
However, in Ghana, little literature on the mechanical and physical properties has
been establishing, leading to its industrial neglect for centuries. However, because
of the rapid depletion of forest timbers in recent years, many researchers are looking
into its potential for industrial uses in the country. The study aims to investigate
the mechanical and physical properties of two selected bamboo species most com-
mon in Ghana namely Bambusa vulgaris (green type) and Dendrocalamus strictus.
A mechanical and physical test was conducted on the selected species to identify
each property. The mechanical testing includes tensile, compression, flexural, and
the physical properties include density, aesthetic andmorphology to examine the dis-
tinctions in their culms. The results showed that the density of the two selected culms
species of bamboo for this work shows variation in the range of 0.53–0.79 g/cm3.
The two species of bamboo culms selected has a structural morphology being hollow
in nature and consists of a vessel surrounded by fibres as well as having root sys-
tem either sympodial or monopodial. The average tensile, compression, and flexural
strength of Bambusa vulgaris (green type) and Dendrocalamus strictus are 253.69,
88.57, 106.07 and 235.59, 84.17, 115.33 N mm−2, respectively. The best mechani-
cal performance was found in Bambusa vulgaris. The two-bamboo species possess
excellent mechanical properties in tensile compression and flexural indicating its
application in structural works and an alternative to timber in the country.
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1 Introduction

The Bamboo possesses high mechanical properties with an advantage over other nat-
ural composite materials used for structural works in compression, tensile strength,
and stiffness making it an alternative material to timber [1]. Bamboo is cheap, readily
available, has excellent strength properties and less energy is used in the processing
of its culm compared to wood, steel and concrete [1–5]. Bamboo yields good quality
fibres which are exciting candidates for structural applications [1]. Bamboo fibre is
a superior competitor to synthetic and other natural fibres as reinforcing the mate-
rial in both polymer and laminate composite [3, 6]. Bamboo mechanical properties
are exceptional, having the highest flexibility and weight ratio compared to concrete,
steel and timber but light in weight [2]. According to Ahmad andKamke [7], bamboo
culms are anisotropic material with excellent mechanical strength in its 3 cardinal
directions varying in the radial, transverse and longitudinal directions. Because of its
excellent mechanical properties, there is an increasing interest by wood processing
firms and structural engineers from the country regarding its processing and appli-
cation as a raw material and alternative to timber. In recent years, most culms are
used as scaffolds in construction sites, furniture, traditional carvings and construc-
tion of houses in its areas of habitation [8]. However, its full application has been
undermined because of little knowledge of its mechanical properties, and cultural
influence is some of the factors hindering its industrial applications for structural
works.

The factors which determine bamboo culm ability to withstand shocks and loads
include the moisture content and strength. The required content of moisture content
for a bamboo to possess excellent mechanical strength to be utilised as an alternative
wood without being susceptible to fungus attack 16% or less [9]. However, in terms
of air-dried culms, the appropriate standard for moisture content which help to deter-
mine the mechanical strength of the bamboo culms is 12% [1]. Bamboo’s durability
differs from species as well as age difference. In a study conducted by Ghavami [10],
it was stated that lifespan of bamboo is dependent on several factors which includes
the techniques of harvesting and the processed methods. Those bamboo culms which
are treated with or without chemicals can have a product’s lifespan up to approxi-
mately 15–20 years or more depending on where its application functions but with
the treated culms, it can stay up to 50 years or more depending on where it is applied
[10]. Bamboomechanical strength dependent factors such as age differences, species
type, culms diameter and thickness of culmwall as species. Bamboo culms suitability
as an industrial engineering material for structural works is determined by the type
of species after harvesting. Bamboo harvested at a matured age possesses the most
exceptional strength and is suitable for high load bearing components. Furthermore,
the compressive strength of bamboo culms increases with respect to its height which
runs through the inner part through to the outer section of the plant culms [1, 11]. This
study aims to explore the bamboo culm mechanical and physical properties of the
various species that could be convenient for industrial utilisation.More so, due to call
by the centre for scientific research institute of Ghana and the engineers’ association
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to conventionalise bamboo in the country for commercial usage, a national code and
standards are required for its utilisation as a structural engineering material.

1.1 Bamboo

The bamboo plant is classified as a grass and not tree belonging to the family of
Gramineae/Process [1]. The transverse structure of a culm is determined anatomically
by the counts of several vascular bundles, shape, and size arrangement [1]. Bamboo
culm is a hollow tube with thin walls made up of vascular bundles shape also being
hollow [12]. The culm’s tissue comprises of parenchyma and vascular bundles made
of vessels and fibre. The culms of bamboo obtain their mechanical strengths such
as flexural, compressive, tensile and rigidity from the arrangement and direction of
cellulose fibres arranged along the length of the culm [5]. Bamboo possesses two
unique characteristics making it distinct from other grasses in this family. Firstly,
it has a hardback which serves as a protective agent against any external forces
though it has not barked [13]. Lastly, the existence of silica properties smoothens the
bark coating of the bamboo culm [13]. The bamboo plant is a type of grass with its
microstructure being significantly more than timber, and a heterogeneous consisting
of small dense cellulose fibre surrounded in a less dense lignin matrix [3, 14].

Bamboo culmsmature for harvest within 3–5 years and are regenerative compares
to soft and hardwood which takes 30–70 years [5, 13, 15, 16]. Some bamboo species
may grow tall in a couple of weeks with a speed of 50 cm while other species grows
as fast as (2/3) foot in a day and reach a final height of (20–40 m) in Monsoon
climates. Bamboo is a renewable and sustainable plant with about 75 genera and
more than 1500 species worldwide [1, 17]. It releases about 36% more oxygen and
sequesters tons of CO2 from the atmosphere [3, 8, 18]. It is abundantly found in
tropical countries and widely distributed across the globe including Africa, Asia and
Latin and South America where the demand for its industrial application has seen
rapid growth [1, 15]. Bamboo is distributed across the ten regions of Ghana with
the tropical zone inhabiting the highest quantity of species which occurs naturally or
is being cultivated commercially [8]. Bamboo can be grouped into two (2) distinct
types; herbaceous type (food and medicine) and woody type (industrial wood) [5].

2 Materials and Methods

2.1 Materials

The selected bamboo species for the study are Bambusa vulgaris (green type), and
Dendrocalamus strictus, which were harvested from Central, Western, Ashanti, and
Brong-Ahafo regions of Ghana. The species were water treated and air-dried for one
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month to attain a moisture content of 12% and further treated for furniture? or other
artefacts using boric acid and gasoline, which help to increase the lifespan of bamboo
and to give it resistance against fungus attack.

2.2 Mechanical Test

The test specimen of bamboo specieswas cut into average length,width and thickness
from the culm. The three tests conducted include tensile, compression and flexural
using ISO 22157 part 1 [2019]. A universal testing machine (Instron 3366) 10 kN
was used for the tensile, compression and flexural strength for the two species of
bamboo.

2.2.1 Tensile Test

Tensile tests specimen was cut and prepared in accordance with ISO 22157 Part 2
[19] in a ‘dogbone’ shape extracted from the bamboo culm. The samples for the
experiment were radially cut from the culms to acquire the dogbone like shape
in order not to distort the fibre orientation which is parallel to culms. A load of
0.01 mm/s could tension the load subjected under it to determine the tensile strength
in the culms. Figure 2a illustrates the tensile test setup procedures to follow when
testing for samples with fibre orientation arranged parallel to bamboo’s grain.

2.2.2 Compression Test

Compression test was conducted using ISO 22157 Part 2 [20] involving the two
selected species samples, subjected to a constant compressive load at a steady rate
of 0.01 mm/s with maximum load reading being recorded.

2.2.3 Flexural Properties

The flexural test was carried out according to ISO 22157 Part 2 [20] using the
universal testing machine at the same crosshead speed.

2.3 Physical Properties

Morphologically, bamboo species have similar anatomy made up of two sections,
the upper section (culms) and the bottom (rhizome). The bottom part which is known
as ‘rhizome’ is the part beneath the soil, and the top section which is the culm com-
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prises of the node, internode, branch, sheath, leaves, flowers, and seeds. Bamboo
culm walls thickness and fibre density have significant effects on the plant as the
thickness gets reduced with respect to height while fibre density increases. Bam-
boo plant species are distinguishable by their essential topographies, the nature of
culm growth, culm colour, leaves and diameter variation (Fig. 1a–d). Furthermore,
morphologically bamboo can be distinguished by their root system either sympodial
(clumpy) or monopodial (running) respectively [21]. However, the most dominant
species colour is green, with others being yellow, purple-brown and striped. Bam-
boo culms properties have a direct correlation with its density and also dependent
on the fibre contained within the culm, varying (0.5–0.9). However, this properties
are higher within the outer layer of culm wall than the inner layer. Density affects
the properties of the culms whereby it has also been established that density gets
highest starting from base of culm to the top with the maximum density at nodes.
The less the presences of parenchyma cells in the culm indicates of a higher density
and mechanical strength within the culms more especially at the nodes of the culms.

Fig. 1 a, b Variations in culm colour and leaves, c, d clumpy culm and running culm
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3 Results and Discussions

3.1 Tensile Test

The tensile test parallel to culm’s grain was performed on the sample species, with
each sample of specimens having been treated and with water, gasoline and allowed
to season to the required air drying. Results of the tensile strength between the two-
selected speciesBambusa vulgaris andDendrocalamus strictus are shown inTables 1
and 2, like 250.7, 261.16, 249.20 and 243.88, 227.55, 235.35 N/mm2 respectively.
The maximum and higher average strength of Bambusa vulgaris culm was obtained
in the middle portion with strength values of 261.16 N mm−2 while Dendrocalamus
strictus recoded the lowest strength as 227.55 N mm−2. The results of the two-
bamboo species exhibited similar tensile strength with the highest tensile strength
result occurring at the top portion of the culms.

From the two-species used for this study, there is a similarity in the failure of both
species after the tensile test, and this is shown in Fig. 2, indicating tension and shear
parallel to the grain of the culm.

In conclusion, Bambusa vulgaris has a higher overall average tensile strength of
253.69 N mm−2 with Dendrocalamus strictus having the least 235.59 N mm−2.

3.2 Compression Test

The compressive strength test of selected specimens of bamboo was presented in
Table 3. The test was conducted parallel to culm’s grain on the selected sample
species, with each sample of specimens having been treatedwithwater and chemicals

Table 1 Data obtained from tensile tests of Bambusa vulgaris

Culm part Samples Area
(mm2)

Tensile strength
(N mm−2)

Average tensile strength
(N mm−2)

Top 1 60.01 249.01 250.7

2 60.42 251.31

3 60.30 251.79

Middle 1 64.10 262.09 261.16

2 63.27 260.28

3 63.91 261.12

Bottom 1 68.91 247.99 249.20

2 70.60 248.73

3 69.23 250.87

The overall average tensile strength of Bambusa vulgaris 253.69
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Table 2 Data obtained from of Dendrocalamus strictus

Culm part Samples Area
(mm2)

Tensile strength
(N mm−2)

Average tensile strength
(N mm−2)

Top 1 91.22 239.91 243.88

2 91.11 241.07

3 90.33 250.65

Middle 1 98.11 233.39 227.55

2 97.57 228.94

3 98.76 220.32

Bottom 1 123.11 220.63 235.35

2 130.29 242.08

3 128.22 243.35

The overall average tensile strength of Dendrocalamus strictus 235.59

Fig. 2 Shows nature of failure in culm specimen after tensile test

to prevent it from fungi attacks as well as being allowed to season airy to the required
12% moisture content. Results between the two-selected species Bambusa vulgaris
andDendrocalamus strictus are recorded inTable 3. It has beenobserved fromTable 3
that average compressive test results of Bambusa vulgaris (BV) andDendrocalamus
strictus species was high at the top section, and the middle portion was next with
the high values with the least being obtained at the bottom as shown in Fig. 3. The
results obtained for both species show low and weak values at the bottom section
of the culms when compare to those taken from the top portion. The distinction in
the values of the culms along the length is an indication to show that compressive
strength increases with height with the top section having the maximum strength and
the bottom with the least.

The outcome of these results is due to the variation in culms properties along
the length which can be related to many vascular bundles that are present in the
various sections of the culms. It is because transporting of plant nutrients/food to
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Table 3 Data obtained from the compressive test on both species of bamboo

Culm part Samples
parts

Area (mm2) Average
compressive
strength (N mm−2)

Overall average
compressive
strength (N mm−2)

Bambusa vulgaris Top 3632.2 94.28 88.57

Middle 5027.2 87.45

Bottom 5809.6 83.98

Dendrocalamus
strictus

Top 5281.7 89.32 84.17

Middle 5675.2 82.16

Bottom 6362.6 81.04

Fig. 3 Shows the compression strength at various sections of the culm

all parts of the bamboo is performed by the vascular bundles during plant lifetime.
The outcome from the experiment on both species shows that indirectly, the vascular
bundle influences the content of fibres in the culms either decreasing or increasing
with the former occurring at the bottom due to increment in size of the vascular
bundle at the base. In conclusion, Bambusa vulgaris has a higher overall average
compressive strength of 88.87 N mm−2 with Dendrocalamus strictus having the
least.

3.3 Flexural Test

The data of the flexural strength test was reported in Table 4 for the selected sample
specimen. The results revealed that increased flexural strength goes with an increase
in vascular bundles present in the section of the culm.

It was observed from Table 4, that the average flexural strength ofDendrocalamus
strictus (DS) was high at the middle section as 130.56 N mm−2, followed by the top
and the bottom being the least as shown in Fig. 4. From the two-species used for this
study, there is a similarity in the failure of both species after the flexural test, and
this is shown in Fig. 5, indicating flexibility and shear parallel to the grain.
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Table 4 Flexural strength of bamboo species

Culm part Samples
parts

Area (mm2) Average flexural
strength
(N mm−2)

Overall average
flexural strength
(N mm−2)

Bambusa
vulgaris

Top 70 121.71 106.07

Middle 98 106.07

Bottom 101.50 90.42

Dendrocalamus
strictus

Top 72 124.11 115.33

Middle 72.8 130.56

Bottom 112 91.31

Fig. 4 Shows the flexural
strength of BV and DS

Fig. 5 Shows the nature of
failure in culm after flexural
test of the two species

In the case of Bambusa vulgaris, the highest flexural strength is from the top,
middle and the bottom as the least. Specimens taken from the bottom of both culms
show slight weakness. In conclusion, Dendrocalamus strictus has a higher overall
average flexural strength of 115.33 N mm−2 with Bambusa vulgaris having the least
at 106.07 N mm−2.
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4 Conclusions

From the derived experimental data on the selected bamboo species from Ghana,
it has been determined that both Bambusa vulgaris and Dendrocalamus strictus
exhibited excellent test results in mechanical and physical properties and these are
outlined below:

i. Both species have their culm morphology being green in colour.
ii. Both species have their roots system being sympodial (clumpy) in nature.
iii. Both species increases in mechanical strength when moisture content decrease

in their culm to 12% dryness.
iv. As density increases, their mechanical properties also increase in the culm.
v. The selected bamboo species considered for the study Bambusa vulgaris and

Dendrocalamus strictus presented in this study has exhibited excellentmechan-
ical strength in tensile, compressive and flexural.

vi. Bambusa vulgaris show an overall tensile, compressive and flexural strength
of 253.69, 88.57, and 106.07 N mm−2, respectively.

vii. Dendrocalamus strictus species shows an overall tensile, compressive and flex-
ural strength as 235.59, 84.17, and 115.33 N mm−2, respectively.

viii. The data obtained from the various mechanical test accounts for an excellent
mechanical strength property for both selected species with other attributes
making it an environmentally friendly and suitable material for green con-
struction.

ix. Fromexperimental results gatheredwith themechanical characterisation,Bam-
busa vulgaris species has outstanding mechanical properties possessing excel-
lent compressive and tensile strength compared with Dendrocalamus strictus
having the highest flexural strength.

x. According to Akinlabi et al. [1], the mode failure in bamboo culms is distinct
from soft/hardwood which possesses knots and rays which through the length
of its stem can withstand less stress.

xi. The tensile and compressive strength of a bamboo can be compared with steel
and wood respectively though slightly lower in terms of absolute outcome.

xii. The test results for the selected species will be useful to the structural engineers
for further analysis and design of buildings in the country.

xiii. The outcome of results of both Bambusa vulgaris andDendrocalamus strictus
species shows an excellent mechanical strength giving an indication that their
application in structural development practically is suitable and therefore they
are recommended for commercial structural engineering industries in Ghana.

xiv. Bamboo has several advantages over other conventional material as it enhances
the conservation of the environment and has the prospects of serving as infras-
tructural material and alternative in the constructional and building industries
of Ghana as well as the West African sub-region.
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In-Process Cooling in Friction Stir
Welding of Aluminium
Alloys—An Overview

Olatunji P. Abolusoro and Esther T. Akinlabi

Abstract Friction stir welding (FSW) is a welding technique that has found exten-
sive use in the joining of aluminium alloys for many applications. During FSWweld-
ing, severe plastic deformation occurs due to the stirring actions of the tool which
generates heat on the workpiece. The thermal cycle set up at the weld region causes
deterioration of precipitates by coarsening or dissolutions. The resultant mechanical
properties of the weld region, therefore, become lesser than that of the base metal.
Efforts have been made by various researchers to address this challenge through
in-process cooling using different cooling fluids such as cryogenic, slush ice, water,
compressed air and liquified nitrogen to control the temperature during FSW so as to
enhance the mechanical behavior of the welds. The in-process cooling approach was
generally reported to have improved themechanical and corrosion behavior ofwelded
joints as a result of fine and stable microstructures obtained at the weld zone. This
paper reviewed the research efforts in this direction. The authors and their investiga-
tions and findings have been briefly summarized and the influence of these cooling
media on tensile, microstructures and corrosion behavior has been highlighted. The
overall aim of this review paper is to provide comprehensive requisite knowledge of
the current state of research on in-process cooling in FSW of aluminium alloys with
a view to exposing further areas of research interest in this aspect of FSW.

Keywords Aluminium · Friction stir welding · In-process cooling ·
Microstructures · Tensile strength
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1 Introduction

Friction stir welding is a modern solid-state welding method that started in 1991 at
the welding institute in UK. It has been used extensively to weld low-temperature
alloys such as aluminium, magnesium copper etc. Recent development has seen this
welding technology being used to join steel, plastics, and other materials. However
today, it has been predominantly used to join aluminium alloys. FSW involves a rotat-
ing tool made up of shoulder with a protruded part known as the pin. During welding,
the tool is pressed against the workpiece surface to be joined. As the tool rotates and
traverses the workpiece joint surface, heat is produced by the frictional movements
of the rotating tool on the workpiece. This heat softened the material interface and
plastically deformed the workpiece joint region and melted them together. Although
FSW heat input is generally not high, the thermal cycle that occurred during welding
could lead to coarsening or dissolution of grain precipitates [1–8]. The consequence
of this grain reorientations is that the three major zones of the weld i.e. nugget zone
(NZ), heat affected zone (HAZ) and thermo-mechanically affected zone (TMAZ)
become softened thereby lowering the tensile strength of the joints than those of the
base materials. Therefore, for the joints to be more efficient, temperature control
during the welding becomes imperative. Various cooling media to control tempera-
ture during FSW of aluminium alloys have been investigated by researchers. Such
media apart from the natural cooling air, include water, liquid nitrogen, cryogenic,
compressed air and ice. In process cooling in friction stir welding with water can be
done by immersing the rotating tool and the workpiece in water as shown in Fig. 1
[3–6, 8–13]. In some cases, the water may be sprinkled between the rotating tool and
the workpiece interface [7, 12, 14, 15]. The temperature control achieved through
in-process cooling during friction stir welding affects the microstructural evolutions
and grain refinement of the joint. These changes considerably depend on the type
of cooling media employed [10]. Figure 2 shows typical surface morphologies of
in-process cooling in friction stir welding of 2014Al-T6 using the same process
parameter for air cooled and water-cooled welds. In-process cooling in friction stir
welding of aluminium alloys have recently attracted the attention of researchers in
view of the importance of aluminium as one of the most widely used engineering
materials in industries. This paper reviewed the available literatures on in-process
cooling of friction stir welded joints of aluminium alloys.

Fig. 1 Schematic diagram
of underwater friction stir
welding [3]
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Fig. 2 Surface morphologies of FSW 2014Al-T6 using the same process parameter. a Air cooled
weld, b water cooled weld [10]

1.1 Investigations and Findings

Investigations and findings from various authors have been summarized in this
section. Table 1 contains various authors, their focus, findings and conclusions on
in-process cooling in FSW.

2 Summary

Based on the focus, findings and conclusions of the authors as highlighted in Table 1,
the cooling effects of the various media considered on tensile strength, hardness,
microstructures and corrosion can be summarized below.

2.1 Cooling Effects on Tensile Strength

Most of the effects of water cooling in FSW investigated were carried out by sub-
merged or underwater welding [3–6, 8–13] however, very few cases of water being
sprayed on the tool-workpiece interface and water heat sink were also reported [7,
12, 14, 15]. Most of the author’s findings agreed and confirmed that tensile strength
is enhanced by in-process water cooling. Other cooling methods like compressed air
and liquid nitrogen, slush ice, rock salt with ice were also reported to enhance tensile
strength in FSW of aluminium alloys. However, water and ice were reported to per-
form better than the other cooling media [14, 18]. This was generally attributed to the
reduction of heat generated due to the cooling media during the welding which led
to discontinuous smaller grain sizes of precipitates and narrow heat affected zones.
Although many of the author’s findings and conclusions followed this trend but there
are few reports on tensile behavior of underwater FSW of some aluminium alloys
on the contrary [10].
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Table 1 Summary of findings on in-process cooling in friction stir welding of aluminium alloy

References Authors Focus Findings and conclusions

[9] N. D. Ghetiya and
K. M. Patel

FSW of AA2014-T4
aluminium alloy fully
immersed in water.
Experiment and modeling

Box-Behnken experimental
designs and ANOVA
(Analysis of variables) used
agreed with the
experimental outcome of
improvement of 75% in the
tensile strength of base
materials of the friction stir
aluminium alloy fully
immersed in water. This
was attributed to
discontinuous smaller grain
sizes of precipitates

[10] Z. Zhang, B. L. Xia,
Z. Ma

FSW of 2014-T6
aluminium alloy done
underwater and air-cooling
conditions

Low hardness zone was
observed in both cooling
methods at the advancing
and retrieving sides of the
weld. Tensile strength of
the natural air-cooled welds
increased as the welding
speed goes higher, however,
cooling underwater has no
influence on the tensile and
hardness properties of the
welds

[3] H. J. Liu, H. J.
Zhang, Y. X. Huang,
L. Yu

Mechanical behaviour of
submerged friction stir
welding of 2219 aluminium
alloy

Improvement of tensile
strength was observed,
however, plasticity
degenerates. Hardness was
lower in the submerged
welding at the nugget zone
but greater in other zones

[14] C. Sharma, D. K.
Dwivedi, P. Kumar

Tensile behavior of friction
stirs welded AA7039 with
natural air-cooling during
welding and cooling
employing water, liquified
nitrogen and compressed
air

Hardness was higher with
the three in-process cooling
media. However, water
cooling performed better in
tensile strength than the
other two cooling methods
and those without
in-process cooling. All the
cooling processes generally
alter the fracture locations
to nugget zone from heat
affected zone

(continued)
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Table 1 (continued)

References Authors Focus Findings and conclusions

[4] H. J. Zhang, H. J.
Liu, L. Yu

Cooling effects of water on
heat affected zone of
underwater FSW of
2219-T6 aluminium alloy

Water improves the
hardness of the HAZ. This
was due to a reduction in
precipitate hardening and
narrow zone as a result of
the cooling effects of water

[5] Y. Zhao, K Yan, S.
Jiang, S. Yang, Z. Lu

Under water and
air-cooling friction stir
welding of 6013 and AZ31
aluminium alloy and
magnesium alloy
respectively

The joint integrity of welds
with water cooling was
better than that of air
cooling. However, the
hardness in the air was
higher than that of water

[6] Z. Zhang, Z. Y. Ma,
B. L. Xiao

Effects of high speed on the
mechanical behaviour of
FSW of 2219-T6 under
in-process water and
air-cooled conditions

The welds produced under
both cooling conditions
were good at high speed.
However, air cooling led to
lower hardness zone while
water cooling had no
significant effects on
hardness. The tensile
behavior of water-cooled
welds was slightly better
and the post weld artificial
aging used improved the
hardness for all the joints at
all welding speeds. This
was due to the formation of
Al2Cu2 in the low hardness
and stir zone

[7] W. F. Xu, J. S. Yao,
J. H. Liu, G. H.
Luan, D. L. Chen

Enhancing ductility and
strength through in-process
water and air cooling of
FSW of 2219 aluminium
alloy

Water cooling enhanced the
ductility and strength of the
welds but lowered the
hardness of the weld than
those obtained in air
cooling

[8] S. Sree Sabari, S.
Malarvizhi, V.
Balasubramanian

Rotational speed influence
and underwater cooling
behaviour of FSW of
AA2519-T87

Higher tensile strength was
observed at lower rotational
speed in water submerged
welds. This was due to a
reduction in heat produced,
greater grain boundary of
precipitates and narrow
hardness spread zone

(continued)
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Table 1 (continued)

References Authors Focus Findings and conclusions

[11] H. J. Liu, H. J.
Zhang, L. Yu

Welding speed influence on
the mechanical and
microstructural behavior of
water submerged friction
stir welding of 2219
aluminium alloy

High welding speed led to
the degeneration of
precipitates at TMAZ
which resulted to narrow
and soft zone with higher
hardness value. Tensile
tests of welds at lower
welding speed fractured at
heat affected zone while
those at higher speeds
fractured at TMAZ

[12] S. Sinhmar, D. K.
Dwivedi

Corrosion and mechanical
behaviour of sprayed water
and natural air-cooled
during friction stir welding
of 2014 aluminium alloy

Water cooled welds exhibit
greater hardness at HAZ
than natural air-cooled
welds. Tensile and yield
strength, as well as
resistance to corrosion,
were also higher in the
water-cooled welds than
the air-cooled welds. This
was due to discontinuous
smaller grain sizes of
precipitates in the weld
zone

[15] Q. Wang, Y. Zhao,
K. Yan, S. Lu

Corrosion study of water
submerged friction stir
welding of 7055 aluminium
alloy

Underwater joint exhibit
better resistance to
corrosion than the normal
joint and the base metal.
This was attributed to
blockage of corrosion
path.in the underwater joint
as a result of MgCu2
distributions in the matrix

[13] Deepti Jaiswala,
Ratnesh Kumar, Raj
Singhb, Sunil
Pandey, Rajesh
Prasad

Cooling media effects on
mechanical behavior of
FSW of 1060 aluminium
alloy

The optimum parameter
used for air-cooled welding
was also applied for
underwater welding. There
was improvement in the
impact and tensile strength.
This was due to narrow
HAZ resulting from heat
reduction by the cooling
water

(continued)
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Table 1 (continued)

References Authors Focus Findings and conclusions

[16] Jamshidi Aval
Hamed

Heat input influence during
FSW and post-weld aging
time on mechanical
behavior and
microstructure of
AA7075-AA5086

Heat sink made of copper
with water tunnels to
rapidly cooled the
workpiece during the FSW
was used. The result
showed an increase in
tensile strength, decrease in
residual stresses, smaller
grain size and narrowed
softened region compared
to samples without heatsink
cooling

[17] Khosro Bijanrostami
and Reza Vatankhah
Barenji

Effects of submerged
friction stir welding of
6061-7075 on hardness and
grain size. Experiment and
modeling

The empirical model used
predicted the experimental
values obtained
considerably. Fine grain
size and greater hardness
were obtained at reduced
rotational speed and higher
travel speed. The grain
boundaries mechanism and
its influenced dislocations
were attributed to this
behavior

[18] Ashish Jacob,
Sachin Maheshwari,
Arshad Noor
Siddiquee and
Namrata Gangi

Enhancement of strength
and microstructure through
in process cooling using
water, slush ice, and
crushed ice added with rock
salt during FSW of 7475

The cooling led to
substantially fine grains at
the stir zone and
significantly increased
mechanical behavior of the
weld. Ice water cooling
gave exceptionally stable
microstructures

[19] L. Fratini, G. Buffa,
R. Shivpuri

In process cooling effects
on mechanical and
microstructural behavior of
AA7075 during FSW using
water as cooling medium

The cooling improved joint
strength and narrowed the
softened zone. There was a
slight difference in
hardness between the
naturally cooled and water-
cooled welds

[20] M. Jariyaboon, A. J.
Davenport, R.
Ambat, B. J
Connolly, S. W.
Williams, D. A.
Price

Cryogenic cooling effects
on corrosion behavior of
FSW AA7010-T7651

Intergranular corrosion
occurred at HAZ with and
without cooling but cooling
narrowed the HAZ.
Cryogenic cooling has no
influence on anodic
reaction but showed greater
cathodic reaction in the
nugget zone
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2.2 Effects on Hardness

The effects of in-process cooling on hardness profile have not been fully established
from the reviewed literature. Hardness depends on the type of aluminium alloys
being joined together and materials movement and mixing during the welding. The
hardness across the three zones of the weld varies irrespective of cooling methods
employed.

2.3 Effects on Corrosion

Better corrosion resistancewas equally reported to have been observed in underwater
friction stir welds than the natural air-cooled friction stirs welds. The same reasons
for better tensile strength and hardness have been ascribed to this [12, 15]. However,
increase in cathodic reactivity was reported in cryogenic cooling [20].

2.4 Effects on Microstructures

Analysis of cooling effects on microstructure during friction stir welding revealed
the evolution of fine grain structures with smaller sizes in the nugget zone as a result
of cooling brought about by the water during plastic deformation of the materials at
the joint interface [3–18].

3 Conclusions

An overview of in-process cooling in friction stir welding of aluminium alloys have
been discussed in this paper. Underwater or sprayedwater, heat sinkwith water, com-
pressed air, cryogenic and liquid nitrogen cooling during friction stir welding and
their effects on tensile strength, hardness, microstructures and corrosion resistance
of welded joints have been highlighted. The reports from various authors considered
in this review affirmed the improvement in mechanical properties and corrosion of
welds carried out with in-process cooling and therefore made it a desirable process
for improving friction stir weld joints of low temperature alloys like aluminium. The
improvement on mechanical behavior was generally linked to inhibition of coarsen-
ing of strengthening precipitates by the various cooling media. The heat input to the
weld region as a result of the cooling is just sufficient enough for the required bond-
ing and therefore hindered abnormal grain growth that could result from high heat
input. However, the effects of this on wear and corrosion has not been fully reported.
Also, the in-process cooling applications to high temperature alloys in friction stir
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welding still calls for investigations. Future research could focus more on wear and
corrosion behavior of the in-process cooling welds. This is a gap that seems yet to
be fully reported. Investigations on effects of other cooling media different from the
ones discussed above on mechanical properties, microstructures, wear and corrosion
behaviour of different grades and series of aluminium alloys for both similar and dis-
similar FSWcould be explored. The research could also be extended not only to other
low-temperature alloys such as copper, magnesium etc. but also to high-temperature
alloys like steel.
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Experimental Investigation of the Effect
of Inclination Angle on Heat Pipe
Thermal Performance Using
Cu-Nanofluids

Thaw Zinn Lynn, Aklilu Tesfamichael Baheta and Suleiman Akilu

Abstract In this paper, thermal performance of a heat pipe has been studied exper-
imentally using 50 nm copper nanoparticles deionized water and acetone based
nanofluids. The effect of nanoparticle concentrations (0.5 and 1%) on thermal resis-
tance of heat pipe was investigated. Moreover, the effect of angle of inclination on
thermal performance of the heat pipe was examined and the average temperature
distribution of the heat pipe was recorded too. Regardless of the nanofluid type used,
results showed that when the nanoparticles concentration increases, the evaporator
section temperature drops whereas the condenser section temperature increases. Fur-
thermore, for the same heat input, the higher the particle concentration, the less the
thermal resistance was. It was also observed that the thermal performance of the heat
pipe is best at 75° and 45° angles for deionized water based nanofluid and acetone
based nanofluid, respectively.

Keywords Nanofluids · Concentration · Inclination angle · Thermal resistance ·
Performance

1 Introduction

The cooling requirements of today’s high performance technological devices have
exceeded the limits and capabilities of conventional heat pipes. So, different strategies
are explored to improve the heat transfer efficiency of heat pipe. A heat pipe is
a passive and advanced heat-transfer technology for efficient heat exchange and
low thermal resistance delivery. As a closed system, the device operates on the
two-phase fluid flow by relocating thermal energy through continuous cycles of
evaporation and condensation. Most widely used applications for heat pipes include
the heating, ventilation, and air-conditioning (HVAC), automotive, aerospace, and
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electronic systems. Conventional heat pipes, depending on the type of application,
exist in several designs as mesh wick, micro-grooved, oscillating, thermosyphon and
sintered wick [1]. Among all these different types, thermosyphon is considered the
simplest form of the existing heat pipes. It has three different sections which are
evaporating, adiabatic and condensing. In the evaporating section, working fluid is
transformed into a vapour phasewith the addition of heat from the source. The vapour
is caused to travel across the pipe to the condenser section due to density differences
between the vapour and fluid.Moreover, the difference inwall temperature allows the
vapour to condense, releasing the latent heat that was absorbed by the vaporization
process, and then transforms back to liquid by the influence of gravity. Therefore,
phase-change and vapours diffusion are important processes inside the heat pipe that
help to remove the unwanted heat without any work input.

Many parameters can influence the performance of heat pipes (pipe material,
working fluid and wick structure, etc.). Since thermal performance of heat pipe may
be driven by phase-change fluid properties, researchers have prioritized nanofluids
over conventionalworking fluidmediums likewater, oil, or alcohols.Nanofluid refers
to a suspension of nano-size particles in conventional fluids. It is a promising option
for heat transfer applications that is concerned with enhancement of thermal conduc-
tivities or heat transfer coefficients. A number of studies have reported on the thermal
and heat transfer characteristics of various nanofluids in the recent past. Copper and
aluminium oxide nanofluids are frequently used in experimental investigations [2,
3]. Nevertheless, aluminium oxide nanofluid gives better performance than copper
oxide nanofluid. Moraveji and Razvarz [2] examined the outcome of water-based
alumina nanofluid in a circular heat pipe with constant heat flux. They stated that
heat transfer coefficient inside the tube was boosted by increasing concentration of
nanoparticles. Furthermore, heat transfer deteriorated with increasing diameter of
particles and axial location. Xuan and Li [4] studied the heat transfer performance
of nanofluids in a circular pipe with constant heat flux. They found out that con-
vective heat transfer rate by using nanofluids upsurge with the nanoparticles volume
fraction. The increase in Reynolds number leads to an improvement of turbulent
heat transfer coefficient inside the tube. Noie et al. [5] investigated the heat recovery
enhancement inside a heat pipe by using the aluminium oxide nanofluid under the
conditions of different power inputs. A performance increase of 15% was achieved
using nanofluid compared to pure water as the working fluid. Huminic and Huminic
[6] conducted an experiment on the thermal performance of iron oxide/water nanoflu-
ids and observed 42% enhancement in heat transfer enhancement at 5.3% volume
concentration. Additionally, the authors noted that heat transfer rate was affected by
the nanoparticle concentration, inclination angle, operating temperatures.

According to the discussions above, utilizing nanofluid inside heat pipe can pro-
vide higher thermal performance instead of purewater as aworkingmedium. To date,
several studies applied aqueous-based metal oxides nanofluids, however research
on metallic nanofluids are scarce in the literature. Copper (Cu) nanoparticles are
attractive materials for thermal engineering application due to the advantage of high
thermal conductivity when compared to metal oxides. Therefore; the current study
aims to assess the performance of heat pipe charged with Cu/water nanofluids for
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0, 0.5 and 1.0% weight concentrations. Finally, the results are compared with the
thermal performance of the DI-water and acetone laden heat pipe system.

2 Experimental

Copper (Cu) nano-powder with 50 nm nominal average diameters was procured
commercially from US Research Nanomaterials Inc, USA. The base liquids acetone
was obtained fromR&MChemicals,Malaysia andMilli-Qwater purification system
was used to obtain deionized water in the lab. The morphological characterization
of the Cu powder was undertaken using scanning electron microscopy, SEM (SEM,
Zeiss LEO, Germany). As shown in Fig. 1, the Cu particles are roughly spherical
shape.

Preparation method of the nanofluids comprised of twomain steps. First, nanoflu-
ids at the desired concentrations were produced by dispersing the nanoparticles in the
base fluid. Equation (1)was used to determine theweight of powder to be added in the
base liquid for the desired nanofluid concentrations of 0.5 and 1.0 wt%, respectively
as follows:

ϕ = wnp

wnp + wbf
· 100 (1)

where, ϕ is the weight concentration, wnp is the weight of nanoparticles, and wbf

is the weight of base liquid. The second step was disrupting the mixture to break
up the agglomerates using mechanical stress ultrasonic probe (Labsonic M, Sarto-
rious AG, Germany) operated at 250 W and 24 kHz for 2 h. No dispersant was
used in the preparation process to prevent affecting thermo-physical properties of
the nanofluids. The dispersion stability was examined through the observation of

Fig. 1 SEM image of Cu
nanoparticles
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Fig. 2 Schematic for heat
pipe test rig system

nanofluid sample containers with the naked eye. All nanofluid maintains good sta-
bility without agglomeration for more than 48 h.

A schematic illustration of the experimental apparatus is shown in Fig. 2. The
setup consists of test section, DC power supply, cooling water loop, and multi-
channel data gathering system. The test section is a copper tube with total length
of 430 and 14.8 mm diameter positioned vertically with three sections; evaporation,
adiabatic and condensation of 120, 100, and 210 mm, respectively. The evaporation
and adiabatic sections were insulated with fiberglass to minimize the heat loss to the
surrounding. Heating of the evaporator is facilitated by an electrical heater with a
DC power input of 350 W. In the cooling water loop system, a flow meter was used
to regulate the rate of the coolant flow, while simultaneously the storage tanks ensure
the constant supply of cooling water to the condenser section. The temperature of the
tank was maintained constant by using a refrigeration system. Six k-type (±0.1 °C
accuracy)were used tomeasure the temperature distribution along thewall of the heat
pipe. Two of these were placed each on the evaporator and condenser section, while
the remaining two detect the inlet and the outlet temperature for the cooling water.
All the experimental data was recorded with a computer controlled data acquisition
system (LABVIEW, National Instruments Inc, USA).

The operating procedure of the heat pipe required filling the amount of theworking
medium to be used about 2/3 of the total volume of the evaporator section. After
filling the heat pipe with the working medium, the tube must be closed at both ends
bymeans of ball valves to avoid leakage during the testing process. The coolingwater
to the condensing area was turned on by using the centrifugal pump. The pump flow
rate display on the rotameter can be controlled by the glove valve. Furthermore, the
chilling water supplied to the cooling water tank needed to circulate at the same
time to control the rise in temperature of the coolant. Finally, the heating process to
the evaporator began by controlling the supplied current and voltage to the device
and these took between 20 and 25 min to attain steady heat supply. Once steady
state heat supply condition to the evaporator reached, the temperature distribution
at various locations was recorded. Experiments were conducted with different input
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power values (0.2–2.8 W), and inclination angles (0, 15, 30, 45, 60, 75, 90°) at
constant flow rates of 0.33 l/min.

The amount of heat supplied to the evaporator is given by the magnitudes of
current and voltage used expression:

Qin = I V (2)

The thermal resistance between the evaporator and the condenser section is eval-
uated from temperature differences between the evaporating section and condensing
section and the supplied heat load as follows:

R = (Te − Tc)

Qin
(3)

3 Results and Discussion

In Figs. 3 and 4, thermal resistance of the heat pipe changed by the increase in
values of nanoparticles concentration in the working medium. There are two data
sets, onewith purewater versus water nanofluid and another with pure acetone versus
acetone nanofluid. In both figures, with increased in nanoparticles concentration in
the working medium, the thermal resistance of the heat pipe declined. This happened
because of the development of the vapor bubble on the heat pipe’s interior wall. It
also means that when nanoparticles were added to the working medium, the chance
of developing larger vapor bubble on the heat pipe’s inside wall became less and that
made the thermal resistance to drop in the heat pipe.

Analysis of thermal resistance changes bydifferent angles of inclinationswas done
at 1.5 kW input power. From Figs. 5 and 6, it is examined that thermal resistance of

Fig. 3 Effects of various
input powers and
nanoparticles concentration
on thermal resistance of heat
pipe (Deionized water as
base fluid)
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Fig. 4 Effects of input
powers and nanoparticles
concentration on thermal
resistance of the heat pipe
(Acetone as base fluid)

Fig. 5 Effects of angles of
inclinations and
nanoparticles concentration
on thermal resistance of the
heat pipe (Deionized water
as base fluid)

the heat pipe declined gradually with the rise in inclination angles. It is because of
the significant effect of gravitational force on flowing the working medium between
the condenser and evaporator. It kept decreasing and reached the lowest thermal
resistance values at 75° angle for the deionized water based nanofluids and at 45°
angle for the acetone base nanofluids. Then, it started to increase for both nanofluids.
This is becausewhen a liquid film started to develop on the innerwall of the condenser
section, the thermal resistance tends to increase.

From Fig. 7, it is examined that the temperature distribution at the evaporator
section which are 40 and 80 mm positions, gradually decreases when the nanopar-
ticles were introduced in the base working medium. In the condenser section (210
and 360 mm positions), the temperature distribution increases nanoparticles volume
concentration in the working medium. It is because nanoparticle has higher thermal
conductivity which led to the evaporation of the working medium as it absorbed heat
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Fig. 6 Effects of various
angle of inclinations and
nanoparticles concentration
on thermal resistance of heat
pipe (Acetone as base fluid)

Fig. 7 Temperature
distribution along the heat
pipe (Deionized water as
base fluid)

quickly from the evaporator area and rapidly transferred heat to the condensing area.
Therefore, the overall temperature differences of the heat pipe decreased when the
working mediums have higher nanoparticles concentration and as a result, thermal
resistance decreased.

From Fig. 8, it is observed that the temperature distribution at the condenser
section (210 and 360 mm positions) followed the same nature as the deionized water
based nanofluids. However, there was no significant temperature difference in the
evaporator section (40 and 80 mm positions). It is because of the lower boiling point
of the acetone.When a liquid reaches it boiling point, it does notmatterwhich amount
of heat supply to the liquid, the final temperature will not increase unless there is
pressure control setting in the heating system.
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Fig. 8 Temperature
distributions along the heat
pipe (Acetone as base fluid)

4 Conclusions

From the experiments of the heat pipe, it is concluded that thermal resistance
decreases with the increase in power supply to the evaporator. When nanoparticles
are dispersed to the working medium, the temperature of the evaporator wall drops
and at the condenser increases which leads to lower thermal resistance and heat pipe
thermal performance improve. When the inclination angle increases, thermal resis-
tance of the heat pipe decreases and then increases. Furthermore, the best thermal
performance for deionized water based nanofluid is 75° angle whereas for acetone
based nanofluid is 45° angle.

Acknowledgements The authors would like to thank Universiti Teknologi PETRONAS (UTP) for
providing all the necessary supports and financial support, grant number URIF 0153AA-G01, for
this research.

References

1. Jouhara H, Chauhan A, Nannou T, Almahmoud S, Delpech B, Wrobel LC (2017) Heat pipe
based systems—advances and applications. Energy 128:729–754

2. Moraveji MK, Razvarz S (2012) Experimental investigation of aluminum oxide nanofluid on
heat pipe thermal performance. Int Commun Heat Mass Transfer 39:1444–1448

3. Zeinali Heris S, Etemad SG, Nasr Esfahany M (2006) Experimental investigation of oxide
nanofluids laminar flow convective heat transfer. Int Commun Heat Mass Transfer 33:529–535

4. Xuan Y, Li Q (2003) Investigation on convective heat transfer and flow features of nanofluids.
J Heat Transfer 125:151–155

5. Noie S, Heris SZ, Kahani M, Nowee S (2009) Heat transfer enhancement using Al2O3/water
nanofluid in a two-phase closed thermosyphon. Int J Heat Fluid Flow 30:700–705

6. HuminicG,HuminicA (2011)Heat transfer characteristics of a two-phase closed thermosyphons
using nanofluids. Exp Thermal Fluid Sci 35:550–557



Biodegradability Characterization
of Cotton Waste Planting Bag Prototype

Muhammad Farid Shaari, Harris Mubashir Mohamad Isa,
Azrin Hani Abdul Rashid, Norshuhaila Mohamed Sunar, Salwa Mahmood,
Najib Ismail, Angzzas Sari Mohd Kassim and Noraini Marsi

Abstract Currently, polymer-based planting bag is utilized in agriculture indus-
try, either in nursery or commodity plantations. Due to environmental concerns,
biodegradable type planting bag had been introduced globally. One of the proposed
biodegradable planting bag is made from cotton waste. However, the feasibility of
cotton type biodegradable planting bag is still under studies due to its mechanical
properties. Hence, this research is conducted to characterize the cotton waste plant-
ing bag by differentiating the quantity of the binders. Cotton waste planting bag
are made from nonwoven cotton waste fabric and starch (amylum) as matrix binder
between the cotton fibres to enhance the nonwoven fabric strength. In this research,
three samples were developed with 20, 30 and 40% starch concentration. Each of
these sample underwent three testings which were the bursting test, water vapour
permeability test and biodegradability test. The biodegradability test was analysed
by observing the physical properties by using video analyser for visual inspection of
the cotton waste planting bag after being buried in the soil for 60 days. The results
showed that less starch concentration cotton waste planting bag has lower bursting
force resistance but higher water vapour permeability. The average weight and the
thickness of the cotton waste planting bag was extremely reduced within 60 days
after being buried in the soil with not much difference between the three studied
samples.
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1 Introduction

The publisher, Demand on plastics had increased tremendously since few decades
ago. As reported in PlasticsEurope Annual Report 2017–2018 [1], the demand for
plastics in agriculture industry, mostly the polyethylene type for Europe was 3.3%
from the entire demand in 2016. On the other side, it was recorded that 8.4 million
tonnes of plastics waste were collected to be recycled inside or outside the European
Unions (EU). Globally, approximately 6300 million metric tonnes of plastic waste
had been recorded in 2015, whereas only 9% had been recycled and 79% had been
accumulated in landfills or natural environment [2]. Agriculture plastic waste gen-
erates about 615 tonnes of waste per year in Europe [3]. Almost half of this amount
is dominated by polyethylene. Polyethylene material is used to protect cultivations,
which includes greenhouses roofing, mulching, small tunnels, packaging, planting
bag and many more. In plantation commodities industries such as palm oil and rub-
ber or small scale nurseries, polyethylene planting bag is used to contain the plant
from seedling phase to mature phase before being transplanted permanently in the
soil. The polyethylene planting bag cannot be planted together with the plant in the
ground because it affected the root growth as well as contaminating the soil. Thus,
it will be removed during the transplanting process.

The increasing demand for these commodities and other commercial plants has
increased the usage of the planting bag and eventually, it also contributes to the plastic
waste increment. The introduction of biodegradable planting bag has been seen as
one of the practical solution for the plastic pollutant problem. There are few types of
biodegradable planting bags that have been applied in commercial plantations such as
those made from paper, biodegradable plastics and fabrics [4, 5]. One of the potential
biodegradable planting bags is nonwoven fabric type planting bag. The increasing
cotton waste from textile industries has led to the utilization of cotton waste as the
base for fabric type planting bag [6]. However, the weak bonding between cotton
fibres has contributed to lowmechanical properties. Hence, this research is conducted
to determine the potential mechanical properties of the cotton waste planting bag
through characterization process. The characterization of the cotton waste planting
bag was performed based on three different binder concentrations. All the samples
underwent few tests which are the bursting test, water vapour permeability test and
biodegradability test. The details of the sample preparation and testing are described
in section two of this article. The observations and results are discussed in section
three. Finally, all the findings are summarized in the conclusion.
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2 Methods

2.1 Mechanical Properties

Themajor requirements ofmechanical properties for planting bags include the tensile
strength, penetration strength, water absorption rate and water permeability. Tensile
strength is important for planting bag because of its ability to withstand the load of
soil/media and the plant. Furthermore, planting bag needs to endure the excessive
load that will come during watering, root growing and in some cases fruit that will
grow in soil, for instance potatoes. Penetration strength is required to measure how
strong the cotton waste planting bags are able to resist the root penetration. In fact,
this character must be contradict to the strength quality. A good planting bag must
have low penetration resistance force to ensure the roots are growing well under
the ground. High penetration resistance force limits the fine growth for the plant
roots and will reduce the crops production. Water vapour permeability is a critical
factor to ensure a certain amount of water could pass through the planting bag. Too
much permeability allows more water to be drained out from the roots, thus the plant
will have insufficient water. Low water permeability blocks the water out from the
plant thus it will affect the plant growth. The mechanical properties depend on the
production process of the planting bag. There are few influential factors such as fibre
lengths, type of fibres, type of binders and manufacturing process. In this research,
the cotton waste fibres with average uniform fibre length had been applied.

2.2 Sample Preparation

Cotton waste planting bag was developed from non-woven fabric process. Cotton
waste fibres were placed on a conveyor which led to the opener. The opener opened
the tuft of cotton waste fibres and separated any bulk fibre before it entered into
the hopper. In the air circulating hopper, the fibres were totally disentangled and
the fibres were then delivered to the carding roller. The carding roller eliminated
any impurities and short fibres to make the fabric web. Then the fabric entered the
needle punching process to become the non-woven fabrics. In this research, the cotton
waste was purchased from Golden Gate Technologies Company. This cotton waste
was derived from used cotton cloths, fabrics and garment factory. Figure 1 depicts
the non-woven fabric formation in the non-woven processes. Figure 2 illustrates the
process of making starch binder. This process is important to set up the three different
cotton waste planting bag fabric samples based on the binder concentration. The
binder concentration were 20, 30 and 40%.

The concentration percentagewas determined by theweight ratio of the starch and
water. 20% binder concentration consists of 0.4 g starch and 20 ml water. The weight
of the starch mass measured usingMettler Toledo digital balance, model TLE3002E.
The combination of starch and water was mixed in a beaker and heated up to 300 °C
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Fig. 1 Non-woven process

Fig. 2 Starch preparation

on the hot plate (model Thermo Scientific Cimarec; SP131635). During the heating
process, the solution was continuously stirred for 10–15 min, until it became a thick
binder. The binder solution temperature had increased up to 73 °C after it changed
the viscosity. The binder was used to bind the cotton waste fibres into the non-woven
fabric using squeegee and screen (Fig. 3). Heat press machine was used for the
thermal application on the fabric binder cure.
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Fig. 3 Lay-up process for fabric sample fabrication

2.3 Bursting Test

Bursting test was conducted to determine the bursting strength performance of the
cotton waste fabric sample. The bursting strength performance relates to the penetra-
tion resistance of the fabrics which is essential for the root growth after plantation.
The fabric sample bursting strengthwas tested using a bursting testermachine (model
SDL) according to the ASTM D 3786 testing method. Five samples were tested for
each sample category. The bursting strength was measured in kgf, converted from
the applied pressure. All the tests were performed under standard atmospheric con-
ditions where the ambient temperature was approximately 20 ± 2 °C and relative
humidity was 65± 2%. According to the standard, the test area for the fabric sample
was 10 cm2 and the tested diameter was 35.7 mm. The fabric sample was clamped on
the testing area and air flow that came from the bottom of the testing machine plat-
form deformed the rubber diaphragm. The deformed rubber diaphragm transferred
the generated force to the fabric into a semi dome shape until the fabric burst. The
pressure where the fabric sample started to burst was measured and recorded. The
bursting test was also applied to the polyethylene planting bag as reference.

2.4 Water Vapour Permeability Test

Water vapour permeability (WVP) properties is one of the crucial factors in deter-
mining cotton waste planting bag prototype as it represents the ability of transferring
perspiration. It indicates the breathability of the planting bag against the traditional
poly planting bag. The water vapour permeability test was conducted using the SDL
Atlas Water Vapour Permeability Tester. This tester applied the cup method, which
refers to the BS 7209 standards. In this method, the loss in the weight of water con-
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tained in an airtight manner over the top of a cup was measured and recorded. The
dishes with inner diameter of 8.2 cm was filled with 46 ml of distilled water. On the
top of the dish, a triangular support was placed to maintain certain distance between
the bottom of the specimen and water surface, at approximately 10 mm gap. On top
of the triangular support, the circular nonwoven specimen was placed with the ring
casing.

The technique compared the rate of water mass transfer through the fabric from
eight cups, two of them covered with reference fabric and the other six with test
samples. The weight of the cups was first measured at the start of the test and peri-
odically after a certain time interval with a balance that has a resolution of 0.01 g
to determine how much water was lost from each cup. The difference in water loss
between the cup covered with a standard fabric and one with the test fabric enabled
the study of the relative rates of moisture movement through the test fabrics, so that
the moisture vapour permeability of the test specimen can be calculated. The WVP
index (Eq. 1) was calculated by expressing the WVP of the fabric as a percentage of
the WVP of reference, as shown below:

WVP = 24×M

A× T
g/m2/6 (1)

where M is the loss in mass (g); T, the time interval (h); A, the internal area of the
cup m2, and A is calculated by using the following equation:

A = πd2

4
× 10−6 (2)

2.5 Biodegradation Test

Generally the degree and rate of aerobic biodegradability of a textile waste in the
environment determine the extent to which and period over which waste may be
mineralized. This test method determines the degree of aerobic biodegradation of the
fabric samples used for the developed planting bag by measuring the evolved carbon
dioxide as a function of time that the textile waste is exposed to soil. This methodwas
carried out based on [7] in their previous works. In this research, the biodegradation
test was performed by referring to the ASTMD5988-03 standard. Small pieces of the
cotton waste fabrics samples (dimensions 76.2 mm× 76.2 mm× 4mm) were buried
70 mm deep under the ground. The average atmosphere temperature was 30 ± 5 °C
and relative humidity (RH)was 40–80% daily as recorded in Pagoh, Johor,Malaysia.
The fabric samples were collected after 30 and 60 days of burial. The samples were
collected, cleaned and dried in the oven at 25 ± 5 °C for 24 h. The weight loss was
calculated using Eq. (3).

Weight loss(%) = Winitial −Wfinal

Winitial
x 100 (3)
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where theWinitial is the intial weight of the fabric sample andWfinal is the final weight
of the fabric samples. The thickness of the fabric samples were measured using the
Vernier calliper. The obtained fabric samples structure was also investigated by using
the video analyser (model Mesdan 2000 Code 250D).

3 Results and Discussion

3.1 Bursting Test

Figure 4 shows the result of bursting test for all cotton waste planting bag samples.
Fabric sample with 40% concentration has the highest bursting stress in average,
which is 12.4 kgf, followed by fabric sample with 30% concentration (12.2 kgf)
and the fabric with 20% concentration has 12.1 kgf bursting force. The value shows
that the binder concentration percentage has higher bursting strength. More starch
concentration in the binder helps to enhance the physical and mechanical properties
of the cotton waste fabric by increasing the binding force among the cotton fibres.
However, the bursting force of all three fabrics samples shows no distinctive dif-
ference. On average, each of the fabric samples has 0.1–0.2 kgf difference. From
the experiment result, the recorded bursting force for polyethylene planting bag was
13 kgf. The bursting force difference between the 40% starch concentration fabric
sample and the polyethylene planting bag sample was almost 40% in percentage
value.

Fig. 4 Bursting strength results
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Fig. 5 Water vapour permeability results

3.2 Water Vapour Permeability Test

TheWVP test results are exhibited in Fig. 5. Fabric sample with 20% starch concen-
tration has the highest water vapour permeability value at approximately 630 g/m2

per day, followed by fabric sample with 30% starch concentration (603 g/m2 per
day). Fabric sample with 40% starch concentration has the lowest water permeabil-
ity value. This is because fabric sample 20% starch concentration has less binding
strength that allows the water molecules to pass through it. Fabric with 40% starch
concentration has the lowest water vapour permeability because it has more starch
concentration, which increased the binding force of the cotton fibres thus reduc-
ing the capability of the water molecules to pass through it. As the starch binder is
also made from water, water molecules have weak influence on the binder. With the
addition of external force or increasing the level of acidity, the binder strength will
deteriorated. Water vapour permeability is vital for plant’s root to breathe and grow,
but the amount of water that pass through the fabric must be sustained or controlled
to avoid the soil from losing its humidity or accumulating a lot of water.

3.3 Biodegradation Test

In biodegradation test, the cotton fabric samples have lost theirweight, approximately
from 50 to 60% from their initial weight after 60 days. Figure 6 depicts the trend
of fabric sample weight that declined in 60 days for all samples. Generally, the
results present that all fabric samples show extreme weight loss in 60 days but less
weight loss within the first 30 days. Fabric sample with 20% starch concentration
in its binder has the highest weight loss with 57.87%, and fabric sample with 40%
starch concentration has the lowest weight loss, 55.54% from its initial weight. As
shown in Fig. 7, the weight loss for the fabric samples is matching to the thickness
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Fig. 6 Average weight in 60 days burial

Fig. 7 Average thickness of the samples in 60 days burial

loss of the fabrics samples. Using the video analyser, the observations on fabric
sample structure are recorded in Fig. 8. These results support the data presented in
Fig. 6 where the fabric sample weight loss and thickness reduction is clear. In the
60th day, the amount of bonded cotton waste fibres had been reduced and it can be
observed in the white area (porosities) in Fig. 9. Less starch concentration fabric
sample shows more porosities. The porosities are non-uniformly distributed across
the fabric sample area, due to the underground erosion process or cotton waste fibres
uneven distribution during fabric fabrication process. The porosities length varies
between 2 and 7 mm. Figure 10 shows lime plant root penetration after two months
period, without burying in the ground.
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Fig. 8 Fabric sample structure at different burial period

Fig. 9 Measurement of pores
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Fig. 10 Root penetration in 60 days for lime plant

4 Conclusions

The usage of non-woven cotton waste fabric as biodegradable planting bag is fea-
sible and has a bright potential to be applied in agriculture sectors. However, the
characterization works on the mechanical properties of the fabrics must be con-
tinued with other parameters, such as the acidity of soil, water erosion and other
chemicals concentration in the soil. This research had contributed vital information
for the development of cotton waste biodegradable planting bag. Currently, the burst-
ing strength for 20–40% starch concentration shows no much difference and ranges
between 12.1 and 12.4 kgf. The water vapour permeability value had obvious vari-
ations among the tested samples. Within 60 days, the quantity of fabrics materials
deteriorated and biodegraded with the soils tremendously. This shows that the cot-
ton waste biodegradable planting bag is practical to be applied in actual plantation
environment.
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Surface Modification of Ti4Al6V Alloy
by Laser Cladding with 17-4PH Stainless
Steel Powder

Esther T. Akinlabi and Abiodun Bayode

Abstract Surface treatment using laser assisted processes such as laser cladding
are amongst the fastest growing research areas. Laser cladding has become a more
sustainable material processing route with the development of more powerful and
improved gas and solid state lasers. This technology is a single step process that is
capable of improving the reliability of metal components in a variety of applications
and also used for component repair. In this study, 17-4 precipitation hardening stain-
less steel powder was deposited on commercially pure Titanium alloy substrate by
laser cladding. The influence of process variable on clad integrity and mechanical
property was investigated. The laser power was varied between 1000–1400W, while
other associated process variables were fixed at constant values. The study revealed
that increasing the laser power resulted in improved clad quality and no significant
relationship was observed between laser power and microhardness of the specimens.

Keywords Laser cladding ·Mechanical properties · Precipitation hardening ·
Process parameter · Surface treatment

1 Introduction

The Metal alloys are extensively used in the manufacturing of critical components
for various applications and industries. Components made from these alloys are often
exposed to severe environment and conditions in service which can lead to material
loss or degradation. The application of the appropriate surface engineering proce-
dure can enhance reliability, performance and also expand their area of application.
Chrome plating, thermal spraying, carburizing, and various laser assisted alloying
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processes are some common surface modification techniques that are available and
have been successfully applied to improve material properties such as wear, erosion,
corrosion and bio-compatibility [1–3]. In recent times, laser processing methods like
laser cladding have seen increased utilization for industrial applications with the
development of more powerful and versatile lasers. Furthermore, laser cladding also
offers exceptional benefits like minimal dilution and warping, material flexibility,
improved bond strength, short processing time and component repair [4, 5].

Laser cladding belongs to the group of additive technologywhich combines a high
power laser, automated material delivery and motion system. The process involves
using the laser to weld the coating material on the surface of the component. The
clads formed are usually relatively thin but can be increased by varying processing
parameters such as powder flow rate and laser power [6–8]. The coating is metal-
lurgically bonded to the substrate and the bulk properties of the base material are
generally unaffected. This technology can be used to modify most metal surfaces
provided that the feedstock is compatible and available in either wire or powder
form [9–11]. Powder cladding is more popular than wire coating mainly because
more alloys are readily available in powder compared to wire despite being costlier
to produce than the later. Several metallic and non-metallic alloys have been success-
fully used as cladding material. Ceramics such as borides and carbide are amongst
the most widely used coating material [12–17], however, metals like Iron and Nickel
based alloy are presently being investigated as substitutes [9, 18, 19]. In addition,
there is a growing interest for bimetallic components with different properties in
opposite directions for potential use in the automotive and medical industry [20].

However, the consolidation of dissimilar materials using this technology presents
some unique challenges such as the formation of unwanted intermetallic phases,
solidification cracking and porosity [21]. In this present study, 17-4PH powder was
deposited on commercially pure Titanium grade 5 substrate to improve its properties.
The effect of process condition on clad integrity and hardness were investigated.

2 Experimental

2.1 Materials

The powder used was gas atomized 17-4PH stainless steel powder with particle
sizes ranging between 44–90 μm. A rectangular Titanium plate of type Ti6Al4V
with dimension of 102 mm × 102 mm × 7.45 mm was used as the substrate. The
surface of the substrate was roughened with a sand blaster and cleansed with acetone
before the actual cladding operation. The chemical compositions of the powder and
substrate are listed in Tables 1 and 2 respectively.
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Table 1 Chemical composition of the 17-4PH powder

Element C Nb Si Mn Cu Ni Cr Fe

Composition (wt%) 0.01 0.32 0.70 0.90 4.0 4.4 16.4 73.7

Table 2 Chemical composition of the Ti6Al4V substrate

Element H2 N2 C Fe O2 V Al Ti

Composition (wt%) 0.006 0.01 0.03 0.12 0.17 3.7 5.98 89.98

Table 3 Process parameters used for cladding

Sample No. Power (W) Scan speed
(m/s)

Beam
diameter
(mm)

Powder
flowrate
(rev/min)

Gas flowrate
(rev/min)

S1 1000 0.5 2 2 2

S2 1200 0.5 2 2 2

S3 1400 0.5 2 2 2

2.2 Laser Cladding Process

The experiment was carried out using a 3 kWNd:YAG laser with a coaxial deposition
head attached to a three axisKuka robot.Argonwas used for both powder delivery and
shielding gas. During processing, the substrate was stationary while the deposition
head moved linearly. Several specimens with a series of clads with a 50% ratio were
made by varying the laser power between 1000–1400 W. The laser beam diameter
was maintained at 2 mm. A detailed descriptions of the process parameters used are
listed in Table 3.

2.3 Material Characterization Procedure

After the laser cladding, specimens were cross-sectioned and prepared for charac-
terization in accordance to the standard metallurgical preparation of Titanium [21].
Metallographic specimens were etched using Kroll’s reagent (100 ml H2O, 3 ml HF
and 5mlHNO3) before observation under anOlympus opticalmicroscope (BX51M).
Microhardness measurements were conducted with a Vickers hardness indenter with
a load and a dwell time of 500 g and 15 s respectively.
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3 Results and Discussion

3.1 Parent Material Analysis

The 17-4PH stainless steel powder particles are spherical in shape with a number of
satellites agglomerated with the larger particles as seen in Fig. 1a. The micrograph
does not show any indication of internal porosity in the powder, which suggests that
the particles have very limited porosity or very small sized pores. Figure 1b shows
the micrograph of the as received Ti6Al4V substrate. The microstructure consists of
fine lamellar α-phase in a β-phase matrix. The dark parts observed in the micrograph
represent the alpha grains, while the lighter part is the beta grains.

3.2 Macrostructural Examination of the Specimens

The cross-sectional view of the laser cladded samples produced with different laser
powers is shown in Fig. 2. Examination of the micrographs revealed that two of the
three samples are characterized by macroscopic cracking (Fig. 2a, b). The cracks
observed in samples S1 and S2 produced with laser power of 1000 and 1200 W
respectively, were initiated at the substrate/clad interface and propagated all the
way to the top of the clad. These cracks can be attributed to high residual stresses
induced in the structure during solidification because of the difference in coefficient
of thermal expansion (CTE) between the Ti4Al6V substrate and 17-4PH clad. The
cracks observed in sample S2 is less severe than that of sample S1, while sample
S3 produced with the highest power laser is crack free (Fig. 2c). This seems to
suggest that the formation of cracks is linked to the laser power employed. This
was anticipated as increasing the laser power, increases the surface area, temperature

Fig. 1 Micrograph of (a) 17-4PH powder and (b) Ti6Al4V substrate
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Fig. 2 Optical micrographs of sample a S1, b S2 and c S3

and cooling rate of the melt pool, which results in a decrease in residual stress
[22]. Furthermore, cracks could have also been caused by the precipitation of brittle
intermetallic phases such as TiNi, Ti2Ni, Cr2Ti and Fe–Tiwhich are typically formed
in the melt pool when Ti alloy is bonded with steel [18, 19, 23, 24].

3.3 Microhardness Profiles

Figure 3 shows the average microhardness of all the fabricated samples measured
perpendicular to the interface.

Sample S1 had the highest average hardness value of 460HV0.5 (with a peak hard-
ness of about 605 HV0.5), while sample S2 recorded the lowest mean microhardness
of about 361HV0.5. Comparing themodified surfaces and the substrate, it is clear that
laser cladding with the 17-4PH alloy induced some hardness as the average micro-
hardness of all the samples were higher than that of the pure Ti4Al6V substrate
(324.2 HV0.5). However, no clear trend was observed between the microhardness
profiles and the laser powers. The increase in microhardness could be attributed to
the precipitation of intermetallic and martensitic phases in the clads.
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Fig. 3 Average microhardness profiles of the clads

4 Conclusions

Laser cladding of 17-4PH stainless steel powder onTi4Al6Valloywas conducted and
the evolving properties were characterised. Varying levels of success were achieved
with the cladding operation, macroscopic cracks were observed in two of the three
samples produced, mainly as a result of residual stresses induced by differences in
the thermal properties of the materials. Improvement in the integrity of the clad was
observed with increment in the laser power. A noticeable increase in the microhard-
ness was also observed. Further studies need to be conducted to determine corrosion
resistance, solidification behavior and phase composition of the structure and also
optimize the system for a typical engineering application.
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Characterisation of Hardened
Thermo-Mechanical Treated
Reinforcement Bars

V. Musonda and Esther T. Akinlabi

Abstract Thermo-mechanically treated (TMT) reinforcement bars (rebars) are key
materials in the construction industry by virtue of their high strength, high ductility
and a host of other properties such as bendability and weldability. Characterisation
of the TMT rebar is one fundamental requirement used to evaluate typical features,
which include and not limited to the hardness and the uniformity of the martensite
rim. Extensive and excellent work by other co-workers have so far been conducted
on the characterisation of rebars. This study, however, aims at taking the efforts made
by other co-workers further. Therefore, macrostructural analysis was conducted on
the low carbon steel rebars in transverse and longitudinal sections respectively. The
results indicate that, the uniformity of the hardened case of martensite for these
rebars was within the 20–30% threshold with the average area of martensite (AM )

being 29%. Interestingly, Pearlite colonies, comprising ferrite lamellae and cementite
were revealed in themicrostructure. It was observed that, the two phaseswere aligned
alternately and parallel to each other. This alignment is due to their common growth
direction during the transformation of pearlite. In addition, quantitative analysis by
scanning electron microscope (SEM) revealed annealing and mechanical twins, the
latter of which is symbolic of the material deforming at extremely high strain rates
especially during hot rolling. The properties obtained in mechanical twining are
remarkable and worthy reporting about.

Keywords Characterization · Martensite · Uniformity · Hardness ·
Pearlite-ferrite · Macrostructure · Microstructure · SEM · Bendability ·
Weldability · Mechanical twins
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1 Introduction

Thermo-mechanically treated (TMT) reinforcement bars have been in use mainly
owing to their superior tensile and ductility properties. This has also been due to the
demand for lowcost re-enforcement steel bars,which can guarantee amaximumyield
point [1]. The reinforcement of concrete structure requires that, the steel and concrete,
while acting together, will withstand the forces induced. The bonding between the
two materials is guaranteed because the properties for thermal expansion for both
materials is almost the same. Steel has excellent bendability property, and this makes
it suitable for reinforcing concrete structures. There are direct benefits of using TMT
bars to the customer and these include reduced total weight of re-enforcement bars
per unit weight of concrete. This leads to reduced cost, reduced work force for re-
enforcement bar fabrication and lower transportation costs.

Hot rolled TMT reinforcement bars pass through the water-cooling chamber after
exiting from the finishing mill stand at a temperature of 850 °C. The bars are then
superficially quenched for a very short dwell time (< 1 second). During this step,
the bars are surface hardened, resulting into a hard martensite rim. The core of the
bar, however, remains hot after the cooling process is over. The hardening effect on
the surface is due to the remaining heat from the core. Subsequently, the surface
is self-tempered into martensite and bainite. The bars are then transferred to the
cooling bed where the surface temperature drastically drops to below 200 °C within
ten seconds [2, 3]. This results into an equalisation temperature of ≈600 °C after
air-cooling before settling to room temperature. At this stage, the residual austenite
is transformed to a tough ferrite and pearlite core but in a refined and ductile form.
It is this type of structure, which determines the ductility of the bars.

The martensitic transformation during the fast cooling is instantaneous as it hap-
pens very quickly [4]. The change in temperature is the driving force in the trans-
formation during cooling. This transformation is spontaneous and occurs once the
difference in the chemically free energies is equal to the difference in the critically
free energy�GMs [5, 6]. This moment, however, should relate to theMs-temperature.
Empirically,Ms temperature is also related to the chemical composition and Eq. (1)
as articulated by Eichelman and Hull’s study [7], has been widely used in this rela-
tionship.

Ms(
◦C) = 1302 − 42(%Cr) − 61(%Ni) − 33(%Mn) − 28(%Si) − 1667(%[C + N]) (1)

Conversely, when the transformation of martensite is through the applied stress,
then it is also possible to reach the critical value of�GMs for temperatures exceeding
theMs-temperature, [6]. The temperature, nevertheless, can increase and reduce the
variance in the chemical free energies. This can also can lead to the nucleation
of martensite by plastic deformation. If the variance becomes too small then the
transformation will cease. The temperature, at which such changes occur, is referred
to as theMd -temperature. This is the temperature below which martensite will form
duringdeformation [6, 7]. Several empirical equations relating to theMd -temperature
are available, and one of the most used is that of Angel [7]
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Md (30/50)(
◦C) = 413 − 9.5(%Ni) − 9.2%Si − 13.7(%Cr)

− 8.1(%Mn) − 18.5(%Mo) − 462(%[C + N]) (2)

In Eq. (2),Md (30/50)(◦C) is the temperature atwhichα′, 50 vol.% is formed. This
happens when 30% true strain is achieved during deformation. The elements in the
composition are expressed in wt%. The amount of α′ also depends on the stress state
during deformation [7]. Although Eqs. (1) and (2) may apply to austenitic stainless
steels, they are still valid for other series of steels empirically. While the transforma-
tion ofmartensite is taking place, mechanical twins can also formwithin the austenite
grains by deformation due to the hot rolling of steel [6, 8].This usually happens in
deformed steels with high manganese content. These twins play an important role
in mechanical properties such as high strength and elongation when deformed [6,
8]. The deformation mechanism is associated with stacking fault energy (SFE) and
mechanical twinning occurs at SFE roughly in the range 18–24 mJ/m2. To trans-
form austenite to martensite, a range of 12–18 mJ/m2 SFE is required. Formation
of annealing twins depends on inherent plastic deformation. During the thermal and
nucleation process, the shape of annealing twins is not affected [9–12]. In addition,
the formation of twins depends on the reduction of the energy associatedwith twining
at the grain boundary [11]. The difference between annealing and mechanical twins
is that, mechanical twins have sharp ends and have shaped lens. Annealing twins,
however, are flat without sharp ends [10].

The sensitivity to temperature and strain rate in twinning is lower when compared
to the effect of dislocation slip [6, 13]. However, subdivision of grains in mechanical
twinning is likely and this can increase the barriers to slip (see Fig. 2 zone B).
This promotes the storage of dislocations as the latter accumulates. Twins also help
in decreasing the work-hardening rate during plastic deformation. To achieve the
critical twinning stress (σT ) required for occurrence of twins, the critical stress must
be reached. The critical twinning stress required is as shown in Eq. (3) [6, 14].

σT = 2γSFE
b

1

SF
(3)

In Eq. (3), σT is the critical twinning stress, γSFE is the SFE, b is the Burgers vector
and theSchmidt Factor is represented asSF.According to the survey conducted [6, 13]
about the measurements on most metals, the σT is not sensitive to temperature. This
observation, however, has attracted a lot of debates about the findings on sensitivity.
Other findings have recorded positive sensitivity and vice versa.However, co-workers
[15] as reported in [6], proposed the critical twining stress equation as shown in
Eq. (4):

σT = K ε̇1/m+1e
Q

(m+1)RT (4)

In Eq. (4), m is a constant, K is a parameter, Q is the activation energy, T is the
temperature and R is the gas constant.
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2 Experimental Procedure

2.1 Materials Preparation

TMT high strength 650 MPa rebars were used in this experiment. The as received
Y32mm and Y16mmwere cut and prepared for polishing and etching. The Y32mm
samples were prepared for macrostructure analysis while the Y16 mm rebar samples
were prepared for microstructural analysis.

2.2 Chemical Composition

The elemental compositions of the steel bars used in this work for Y32 mm and
Y16 mm low carbon steels comprised (wt%: Y32): 0.18C, 0.6Mn, 0.33Si, 0.023S,
0.015P, 0.135Cr, 0.10Ni, 0.02Mo, 0.33Cu, 0.001V, 0.003Al and 0.006 Ti on average.
For Y16 mm (wt%):0.23C, 0.8Mn, 0.25Si, 0.022S, 0.002P, 0.13Cr, 0.08Ni, 0.01Mo,
0.28Cu, 0.002 V, 0.002Al, and 0.005Ti. The carbon equivalent (Ceqv) for these com-
positions was 0.38% on average. An Optical Emission Spectrometer (OES) was used
to obtain these elements.

2.3 Metallography

Metallographic specimen preparation for microstructural analysis was conducted
according to the standard guide ASTM E3-11 [16]. Upon completion of grinding
and polishing, transverse and longitudinal sections of the samples were etched in
2% Nital solution for microstructure examination. A 5-min pickling using 5% Nital
solution was used on samples for macrostructure characterisation [17].

3 Results and Discussion

3.1 Macrostructure Characterisation

Typical cross-sectional macrostructure for thermally hardened rebars were analysed
for uniformity of the martensite case. This is characterised by a uniform concentric
cross-section of hardened case and a soft core at the centre. Figure 1a–h show the
polished and etched macrographs of Y32 mm TMT rebars. The macrographs show
a distinct surface layer of martensite (dark grey) followed by the core of the rebar
(inner light grey circle) comprising pearlite and ferrite. Figure 1e–h further show
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(a) Polished Y32 (b) Pickled  Y32 (c) Macrostructure (d) Martensite rib

Microstructure

= 30 % = 30 % = 29 % = 30 %

Fig. 1 Macrographs of Y32 mm rebar polished and etched samples

the variation in martensite case areas with an average martensite area AM = 29%.
Another interesting feature is themacrostructure revealed in Fig. 1c, which shows the
microstructure of pearlite and ferrite visible with unaided eye after a 5 min pickling
using 5% Nital solution. The lighter phases in the microstructure are the three-
dimensional crystals of pearlite colonies, while the dark grey phase is the ferrite
phase. Figure 1b is an etched transverse half section of the sample with uniform
martensite rim.

The proportion of the hardened periphery to the bar cross-sectionwill vary accord-
ing to the grade and size. A good quality quenched and self-tempered (Q & ST) steel
shall have martensite area (AM ) of about 20–30% of total cross sectional area (AT )

[17, 18]. First, the total cross sectional area (AT )was determinedwithout considering
the area of ribs. Then, the area of pearlite-ferrite layer (APF ) was determined. The
area of martensite layer for each specimen was then estimated as AM = (AT −APF ).
The AM of tested specimens were found to vary between 28 and 30%. Such rebars
are ideal for civil construction [19]. The proportion of the hardened case of rebar,
which is over-quenched, is almost 60% of the AT area of the rebar. This type of
rebar, however, falls out of the required 20–30% threshold [19]. From the results of
the macrostructure obtained for all the rebar samples, the martensite rim is within
the 20–30% threshold with an average AM of 29%. This is mainly due to the quality
control measures taken during manufacturing.
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Fig. 2 SEM micrographs for Y16 mm rebar showing ferrite and cementite in pearlite colony in
zone A and mechanical twins in zone B

3.2 Microstructure Characterisation

Quantitative analysis of the microstructure was performed using VEGA 3 TESCAN
Oxford Instruments X-Max 50 mm2 SEMwith energy dispersive x-ray spectroscopy
(EDS). Figure 2 shows the pearlite colony of cementite and ferrite lamellae in zone
A, aligned parallel to each other due to a common growth during the transformation
in a Y16mm rebar.Mechanical twins with sharp ends were also revealed as indicated
in zone B. At the grain boundaries, Fe3C showing a white phase were also revealed in
the microstructure. Figure 3a shows SEM-EDS image for Y16 mm rebar. The image
reveals the pearlite colony of ferrite lamellae and cementite at spectrum 1 (Zone
A) and the corresponding elemental composition for spectrum 1. Similarly, Fig. 4
shows SEM-EDS image for Y16 mm rebar. The image also reveals ferrite phase at
spectrum 2 (Zone B) and the corresponding elemental composition for spectrum 2.
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B

A

(a) (b)

Fig. 3 SEM-EDS images for Y16 mm rebar a SEM image of pearlite colony of ferrite lamellae
and cementite at spectrum 1 (Zone A), b corresponding elemental composition for spectrum 1

A

B

(a) (b)

Fig. 4 SEM-EDS images for Y16 mm rebar a SEM image of ferrite phase at spectrum 2 (Zone B),
b corresponding elemental composition for spectrum 2

4 Conclusion

In this study, characterisation of rebars has revealed that, mechanical properties
can be affected by the non-uniformity of martensite area (AM ). From the construc-
tion perspective; bendability and weldability of rebars are inevitable characteristics,
which rebars should possess. Mechanical twins also contribute to the transformation
of austenite to martensite when appropriate SFE is applied. Twins are part of the
grains in the microstructure and they should not be regarded as grains themselves.
Microstructure characterisation has also revealed that, the manganese content (wt%
0.6–0.8) was high enough to facilitate formations of twins in the Y16 mm rebar
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as demonstrated in the SEM-EDS spectrums. Over and above, the quality control
measures taken during the manufacturing process of the TMT bars have a significant
impact on characterization of rebars.
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Application of Fuzzy Control Charts:
A Review of Its Analysis and Findings

Hidayah Razali, Lazim Abdullah, Termimi Ab Ghani and Nazim Aimran

Abstract Statistical process control is a technique for controlling processes to dis-
tinguish causes of variation and signal the need for corrective actions. Fuzzy control
charts are more sensitive than traditional one hence, its provide better quality prod-
ucts. Thus, this article provides a comprehensive review of numerous fuzzy control
charts that can help other researchers to extract key points of each paper in a min-
imum time. In brief, this paper has two objectives, which are to classify the types
of application of fuzzy control chart (type 1 and type 2 fuzzy control chart) and to
identify the past and current developments in the fuzzy control chart for the last five
years. Based from the results, most of the researcher studied type 1 fuzzy u control
charts and only few of them used the type 2 control charts.

Keywords Fuzzy control chart · Type 1 fuzzy control chart · Type 2 fuzzy control
chart

1 Introduction

Quality has always been an integral part of virtually all products and services in our
life. Nowadays, quality has become one of the most important consumer decision
factors in the selection among competing products and services [1]. The introduction
of methods in quality control and improvement had been evolutionary developed
since the decades of 1700 [2], specifically statistical methods for quality control
and improvement are divided into three major areas which are statistical process
control, design of experiments and acceptance sampling. Statistical process control
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is a technique for controlling processes to distinguish causes of variation and signal
the need for corrective actions [2]. In statistical process control, the most important
tool that is useful in the process of monitoring technique is control chart. Control
charts helps to distinguish the products that are less or more than the control limits.

Reviews of the control charts can be retrieved from journals studied by Sabegh
et al. [3]. However, they only analyse type-1 fuzzy control charts and the data are from
2014 and before. In the concept of quality control, it seems that most of these reviews
are not really updated since it covers 2014 and before. In fact, nowadays, researcher
had already studied the type-2 fuzzy control charts which are more advanced than
type 1 control charts.

This paper aims to get a clearer picture of statistical process control tools, models,
methods and information needed about the fuzzy control charts. We include the
distribution of articles that are related to fuzzy control charts from the last five years
which is from year 2014 until 2018. In brief, we have two objectives which are (1)
to classify the types of application of fuzzy control chart (type 1 and type 2 fuzzy
control chart) and (2) to identify the past and current developments in the fuzzy
control chart.

2 Type-1 Fuzzy Control Chart

Nowadays, fuzzy control charts had been well known and being used widely. Fuzzy
theory is one of the most applicable tools which academia have employed to deal
with uncertainty [4]. In fact, the use of a fuzzy approach in the design of control
charts has allowed to improve the performance of traditional control charts, as well
as enabled a simple approach for the design of control charts for linguistic variables
with multinomial distributions for both, the univariate case and the multivariate case
[5]. The development of control chart is not only to monitor the central tendency of
the process, but it will also indicate the degree of fuzziness of the data itself [2].

2.1 Fuzzy Attribute Control Chart

A research by Darestani et al. [4] studied the development of fuzzy u control chart for
monitoring defects in the format of a case study. The purpose of the research was to
investigate the attributes of fuzzy U control chart. The result was grouped into four
categories which are “in control”, “out of control”, “rather in control”, “rather out
of control”. A case study for monitoring defects had been done to the data from the
supply chain of the automotive industry to control the average number of defects in
devices of 25 subgroups to identify the number of defects. As a result, the definition
of fuzzy numbers for each type of defect sensitivity and the unit could be classified
into the four groups (as hypothesized before) which represents the actual quality of
the products [4].
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In 2014, Erginel [6] studied a process in monitoring the attribute data that com-
prises of p control charts and np control charts. Based from previous literature review,
the researches configured the transformation techniques at the decision stage but in
this study, the fuzzy control charts were constructed using rules. Hence, fully fuzzy
control chart had been introduced first based on constant sample size and variable
sample size. Again, Erginel [7] investigated the fuzzy p control chart. In the study,
the methodology used to construct the fuzzy p control chart was based on median
transformation method for both constant and variable sample size was proposed by
using alpha-cuts [7]. In 2016, Hou et al. [8] studied the attribute control chart con-
struction based on fuzzy score number in China. Themethodwas built a control chart
based on fuzzy score number, describe the design of nonconformity judging criteria
and analyse the type selection of fuzzy numbers. On the other hand, Truong et al.
[9] analysed the fuzzy u chart for sustainable manufacturing in the Vietnam textile
dyeing industry in 2017 to monitor the fuzzy average number of nonconformities
per unit.

Besides, a research conducted by [9] used fuzzy u control chart based on fuzzy
rules and evaluated its performance using fuzzy operating characteristics (OC) curve.
The study aims to apply fuzzy spectrum in collecting the vague data and to employ
the fuzzy u chart in variable sample sizes using fuzzy rules. The researcher used fuzzy
operating characteristic (FOC) curve to investigate the performance of the fuzzy u
control chart. A practical example was illustrated to investigate the efficiency of the
proposed approach by comparing the performances of control charts. As a result, the
probability of the type II error for the crisp chart was more than the same amount
for the fuzzy chart and the efficiency of the fuzzy chart was more that the crisp chart
[9]. Next, Chang et al. [10] investigated the multilevel control chart and fuzzy set
theory to monitor inpatient falls. They used u control chart to monitor the adverse
events relating to falls, severity of fall injuries to developmultilevel control charts and
applies fuzzy set theory to determine the severity falls. The researcher also combined
a multilevel control charts, fuzzy set theory and warning lines concept.

2.2 Fuzzy Variables Control Chart

Fuzzy variable control charts are usually necessary to monitor both the mean value
of the quality characteristics and its variability.

Darestani and Nasiri [11] studied the fuzzy X̄ and s control chart and process
capability indices in normal data environment. The study aimed to discuss the issue
of measuring the quality characteristics that practitioners sometimes face with uncer-
tainties and linguistic variables by using the fuzzy theory [11]. The researcher anal-
ysed the fuzzy formulation of the process capability indices (PCI) to state whether the
production process can produce items within the specification limits predetermined
by the customer. Besides, the researcher also measured both triangular fuzzy num-
bers (TFNs) and trapezoidal fuzzy numbers (TrFNs) stages. On the other hand, Shu
andWu [12] studied the fuzzy X̄ chart and R control chart based on fuzzy dominance
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approach. The researcher proposed fuzzy X̄ and R chart whose fuzzy control limits
were obtained on the basis of the results of the resolution identity, a well-known
theory in the fuzzy set field.

A research by Shu et al. [13] studied the fuzzy s control charts in 2017. They
integrated fuzzy set theories to establish the fuzzy charts under a general variable
sample size condition. At first, the resolution identity principle was exerted to erect
the sample statistics and control limits fuzzy numbers (SSFNs and CLFNs), where
the sample fuzzy data were unified and aggregated through statistical and non-linear
programmingmanipulations. Then, the fuzzy logic was enacted to categorize process
conditions with intermittent classifications between in control and out of control
processes. Kaya et al. [14] investigated the analysis and control of variability by
using fuzzy individual control chart. The research aimed to develop two new fuzzy
control charts for individualmeasurements (FCCIM)namely fuzzy individual control
chart for (FICC) and fuzzy moving range control chart for (FMRCC) with fuzzy
control rules in determining the variability of the process. Return volatility in the
Borsa Istanbul-30index (BIST-30) had been analysed and a fuzzy control chart for
individual measurement (FCCIM) had been proposed to be used in determining and
controlling the variables for the BIST-30 index. The detection of changes in a process
within shortest time provides significant benefits in terms of cost and quality hence
it gives much importance for the investors [14].

2.3 Other Fuzzy Control Chart

Aside from the attribute and variables control chart, there are Cumulative Sum
(CUSUM) control chart, multilevel control charts, Exponentially Moving Average
(EWMA) control chart and multinomial control chart.

It is not feasible to use such an approach of the traditional control chart to mon-
itor the fuzzy control chart when the data is composed of integral-valued fuzzy
[12]. This study aimed to propose the designed standardized fuzzy control chart for
interval-valued fuzzy data set. The datasets of vegetable price from January 2009 to
September 2010 were obtained from Council of Agriculture, Executive Yuan. Based
from the analysis, they proved that the simpler approach to construct the standard-
ized interval-valued chart based on traditional standardized control chart was easy
and straightforward to be used. In fact, the control limit of the designed standardized
fuzzy control chart was an interval with (lower control limit (LCL), upper control
limit (UCL)) that consists of the conventional range of classical standardized control
chart.

Azadeh et al. [15] introduced a unique fuzzy multi-control approach for contin-
uous quality improvement in a radio therapy department. Each radiation beam was
divided into many sub fields with a modulated intensity and the quality control mod-
elling for IMRT is a desirable area for the researchers. The researcher concluded
that each criterion out of fuzzy control chart zone was necessary for implementation
plan to avoid the patient from danger due to out of control feature and the improve-
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ment was very beneficial to all industries, especially in sensitive industries. Besides,
[16] developed a fuzzy multivariate CUSUM control chart to monitor multinomial
linguistic quality characteristics. Therefore, Hotelling’s T2 chart (F-T2) and fuzzy
multivariate exponentially weighted moving average (F-EWMA) control chart had
been used tomonitor the processes. In the paper, a fuzzymultivariate cumulative sum
control chart (F-MCUSUM) was developed by using the fuzzy set theory. The case
study used data from the food industry to show that the applicability of the proposed
approach and the interpretation of the out of control signals were improved better
than the conventional multivariate control charts.

In another research, fuzzy exponentially weighted moving average (FEWMA)
control chart for univariate data was investigated to decrease the number of false
decisions by providing flexibility on the control limits. Sample data included uncer-
tainties from the measurements systems and environmental conditions, fuzzy num-
bers and or linguistic variables could be used to capture these uncertainties [17]. The
researcher used data about production process of plastic buttons that are produced by
small scale enterprise operating in clothing industry in Turkey as a real application.

Erginel and Şentürk [18] studied the fuzzy EWMA and fuzzy CUSUM control
charts in Turkey. Classical Exponentially Weighted Moving Average (EWMA) and
Cumulative Sum (CUSUM) control charts have the ability of detecting small shifts
in the process mean but they are not capable to capture any uncertainty of incomplete
data. Wibawati et al. [19] studied the fuzzy multinomial control chart and its appli-
cation in Indonesia. The chart used was based on binomial distribution and each item
was classified based on more than two categories such as very bad, good and very
good. The control limit of the control chart obtained multinomial distribution and the
chart was being applied to the data glass and they were compared with multinomial
p control chart [19].

3 Type-2 Fuzzy Control Chart

Type 2 fuzzy set theory captures ambiguity that associates the uncertainty of mem-
bership functions by incorporating foot prints and models high level uncertainty.
Once the process monitoring tools have detected an assignable causes, this cause is
removed to bring the process back into control.

In 2018, Erginel et al. [20] monitored fraction nonconforming in process with
interval type-2 fuzzy control chart. The researcher used interval type-2 fuzzy non-
conforming control chart to handle more uncertainties in the process. In fact, the
interval type-2 fuzzy p control chart was developed into the literature for the first
time. Besides, Senturk and Antucheviciene [21] studied the interval type-2 fuzzy
control charts for a number of nonconformities control chart. The application was
implemented into the data of packaging process of the food sector and the data were
collected from 18 samples as interval type-2 fuzzy numbers from the process because
of the imprecise collecting methodology, and the limits of interval type-2 fuzzy c
control charts were calculated. After that, the proposed fuzzification method was
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Fig. 1 Literature studies
based on type 1 fuzzy control
chart. Based from the pie
chart, we can conclude that
majority of the researcher
studied fuzzy u control charts
which is 20%, followed by,
EWMA and others chart,
which is 15% respectively.
The least fuzzy control chart
that had been studied is the
X̄ and R chart, np chart,
individual chart and c chart
which is by 5% respectively
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applied to the fuzzy control limit and as a result, the best decision had been made for
the food company.

A research by Teksen and Anagün [22] investigated type 2 fuzzy control charts
using likelihood and defuzzification methods. Previous research showed that the use
of type 1 fuzzy sets was used widely, however it showed that much of the data used
in the daily life cannot be expressed by type 1 fuzzy control charts but they could be
expressed by type 2 fuzzy control charts. The study aimed to use type 2 fuzzy sets
in c control charts as a new approach and they compared it with the classical control
charts.

4 Analysis and Findings

After we reviewed the journals related to fuzzy control charts, we analyse the case
studies based on the type of control chart (Figs. 1, 2).

Based on the Fig. 3, we can see that Attributes control charts are more popular
than Variables control charts in both type 1 and type 2 fuzzy control charts. In Type
1 control charts, u chart is being studied most followed by p chart and both np and c
chart.

5 Conclusion

This study analysed published articles in leading scientific journals for the last 5 years
which is between 2014 until 2018. Some limitations may exist since the findings are
based on papers published in academic journals and journals that are not well-known
are not being included in this study. For Sects. 2 and 3, they help readers to have
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p
33.33%
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66.67%
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Fig. 2 Literature studies based on type 2 fuzzy control chart For type-2 fuzzy control charts,
c control charts had been studied twice and p chart had been studied once. Many other control
charts are not being investigated yet

0
1
2
3
4

Type 1 fuzzy control
Type 2 fuzzy 

control charts

Fig. 3 Comparison between literature studies based on type 1 and type 2 fuzzy control charts

a good overview of Type 1 and Type 2 fuzzy control charts based on attribute and
variable charts.

6 Future Research

Based on the analysis, we can conclude that majority of the researcher had analysed
type 1 fuzzy control charts compared to type 2 fuzzy control charts. In fact, the highest
number of control charts that had been investigated is Attributes control chart. Hence,
future researcher can study type 2 fuzzy control charts and other types of fuzzy sets
such as intuitionistic fuzzy sets, hesitant fuzzy sets or neutrosophic fuzzy sets.
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Fracturing Parameters in Petroleum
Reservoirs and Simulation
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Abstract The increasing demand for crude oil makes it necessary to consider fac-
tors that increase the productivity of the reservoirs. One of these factors is fracture
that is found naturally or produced hydraulically, where the fracture improves reser-
voir flow and connectivity. The most common characteristics of naturally fractured
reservoirs (NFRs) are the fractures directionality. In this review, the most important
characteristics and parameters that affect the fracture have been explained. In addi-
tion, the simulations of the fracture phenomena have been cleared. The difference
among the models that solved the fracture problems are; discrete fracture model
(DFM), dual porosity model (DPM), embedded discrete fracture model (EDFM),
and hybrid models DP and EDFM (DP + EDFM) are shown with characteristics
of each model. The present study focused on the shape factor and the direction of
the fracture to show their effects on the performance of the petroleum reservoir. In
addition, the review of general important parameters for the fractured reservoirs has
been presented.
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1 Introduction

All petroleum reservoirs contain natural fractures due to the earth layers stress. The
man-made fractures result from drilling activities and increase in pore pressure dur-
ing the injection operations. The naturally fractured reservoir (NFR) is a randomly
located fracture networks in earth layers. The injection and production practices
caused a redistribution of the earth stresses [1, 2]. Characteristics of fracture net-
works such as shape, dimensions, orientations, rocks properties of fracture matrix,
etc. They are important in order to enhance the productivity of the reservoir. For
fractured reservoirs, obtaining the right data and forecasting the reservoir perfor-
mance is much more difficult than for the conventional reservoir. Naturally fractured
reservoirs (NFRs) characterized are difficult for the engineers to predict because of
the constructions of the fractures and nature of rocks and fluid (phases, wettability,
capillary, etc.). It is important to establish some basic criteria for recognizing the frac-
tures, since the fractures are an important element in performance of NFR. Fractures
occur in preferential directions, determined by the direction of regional stress [3].
This is usually parallel to the direction of nearby faults or folds. Nevertheless, in the
case of faults, they may be perpendicular to the fault or there may be two orthogonal
directions. This study summarizes the main characteristics and parameters that effect
on the fluid flow within the fractured reservoirs. It also includes a thorough review
of the fractured reservoir simulation modeling, and models that deal and solve the
fracture problems.

2 Reservoir Fracture Parameters

The researchers show that natural fracture permeability and density are themost com-
mon parameters [4]. The fractures have high permeability than thematrix. Therefore,
they provide a quick flow. Many parameters are considered to characterize the frac-
tured reservoir [5]. Some of these parameters related to the properties of rock and
some others related to the fractures. The properties of fracture (porosity, relative per-
meability, intensity, conductivity, orientation, and size of fractures) can be estimated
directly from core analysis or by well logging methods [6, 7].

In 1986, a new method for modeling NFR was developed to describe the effect
of capillary pressure and gravity forces in fractured reservoirs [8].

In addition, many papers studied the effect of interporosity function and shape
factors [9–11]. The shape factor is one of the important parameters in a dual porosity
system, which describes the fluid transportation between matrix blocks and fractures
[12]. Nevertheless, this parameter is not used in a single porosity matrix block as it is
a single piece of rock [13]. This factor is proposed by Warren [14], and Kazemi [15]
in double porosity concept. In 1976, Kazemi et al. extended the Warren and Root’s
shape factor to be used for two phases and three dimensional NFR [16]. However,
in 1989, they proposed that Kazemi’s shape factor is not accurate, and the most
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accurate pressure distribution has been obtained if they multiplied this parameter
with some factors [17, 18]. In 1985, it was concluded that by increasing the surface
area, the imbibitions recovery rate increases [19]. Since that time, the shape factor
has been discussed stormily for modeling fractured reservoir [20–24]. In 2012, it
was explained that the hydraulic conductivity in the fracture has been affected by the
fracture toughness [25]. They proposed a new method to simulate the flow in a real
fracture.

Fracture porosity and fracture permeability have a major effect on fluid flow in
many NFR [26]. These properties can be estimated by using a well test analysis [27].
Hydraulic fracturing in some low-permeability reservoirs is instrumental to increase
and achieve an economic production rate. Modeling complex coupled with transient
and dynamic processes found in geo-systems require increasingly high-resolution
models for a more precise and qualified validation and evaluation [28].

Recently, in 2012, the fractured permeability have been estimated with more
reliability if image log data and well test analysis were integrated together [26].
The resistance of the material against fracture can be measured in the lab or in the
field [29]. There is a significant complexity in numerical simulation fracturing and
multiple phases flow. A significant number of researches during the last 50 years
described the fracturing in laboratories [30].

In 2016, [31] a study has noted that dual porosity-dual permeability simulation of
thewater-flood process is inaccurate if all fractures have been taken in calculate shape
factor. Therefore, they suggested that the shape factor used in dual porosity-dual
permeability water-flood or enhanced oil recovery simulations or in homogenization
should be based only on the sub-network that carries almost all the injected fluid.

In 2017, a new analytical solution was developed for interporosity flow functions
and shape factors between the fracture and matrix block in the NFR [32]. Their
new method is able to provide more accurate parameters for compressible fluid
productivity prediction and the more reasonable theoretical basis for the correct
interpretation of well testing has been introduced.

3 Fractured Reservoir Simulation

Fractures have a great effect on the fluid within the reservoir. To simulate the flow in
the fractured reservoir, the dual porosity models have been used widely [4, 33–38].
At that time, they stated that the dual porosity model gave a sufficient precision for
a practical purpose [37]. The porosity and permeability are high in the fractured
reservoir. Therefore, the single porosity model cannot be used in such cases.

In 1960, dual porosity was established [39]. In former time, the dual continuum
modeling was the conventional method for simulating fractured reservoir [40]. None
of them, neither dual continuum nor dual porosity could provide an accurate solution
[41]. Discrete fracture methods were better than dual continuum and others because
it models the fluid flow in individual fracture [41]. Nevertheless, the disadvantaged,
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and limitations due to the time consuming and high computational cost for the above
numerical methods have been stated in Ref. [4].

Several studies assumed transient interporosity flow for modeling [42–44]. The
fracture of the basement reservoir was introduced by Lefranc et al. [45], Suardana
et al. [46] and Gupta et al. [47].

In 2014, Huang et al. [48] used the mimetic finite difference method to develop a
new numerical scheme for the discrete-fracture model. They explained that their new
method provides a highly accurate approximation of the velocity field. In addition,
a robust and efficient numerical approach has been implemented for the two-phase
flow simulation in discrete-fractured media, if the mimetic finite difference and finite
volume methods were combined. Their approach is applicable for both 2D and 3D
discrete-fracture systems.

However, in 2017, it has been proposed that the results are not as accurate as
compared with discrete fracture models [41]. The most accurate results have been
obtained if a discrete fracturemodelwith dual porosity and dual permeability (DPDP)
were integrated together [41]. The exemplary results are presented in Fig. 1. Obvi-
ously, different models have been used to simulate the oil production in a low-
permeability oil reservoir. Their workflow contained fives vertical wells. Four of
these wells hold at the corners of the reservoir, while the water injection from one
well holds at the center. As shown in this Fig. 1, the dual porosity method gives a
less accuracy among all other considered models, while high accuracy was achieved
when embedded discrete fracture method was applied.

The fracture networks were simulated also by extended FEM (XFEM) method
based on the stress intensity factor (SIF) [49]. This approach is criticized as it is time
consuming. Therefore, the crack propagation based on energy criterion was used
instead [49].

Simulation of fractures in rocks and reservoirs like in metals can be done in terms
of the SIF and fracture mechanics approach. This approach is essential, and can be
used to understand the behavior of the reservoir. Simulating the fracturing process in
rock using Franc2Dwas carried out [50, 51]. Fracturemechanics andSIF calculations
for metal structures can be found [50–52].

SIFs were calculated using a Franc2D program from Cornell University Fracture
Group [53], which needs less effort than a 3Dmodel. The fracture propagation in 2-D
requires a series of fracture analysis. The author published few works using Franc2D
that can be considered as the extended case studies [54–57].

The flowmodel through the naturally fractured was presented in Ref. [58]. Hence,
streamlines and contour have been shown. The flow is controlled between the matrix
(crack networks) and fracture by hydraulic conductivity [58].

Finally, the fracture in reservoir with both categories (naturally and hydraulic)
needed more attention and investigation.
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Fig. 1 Comparison between different models: a well “Prod_1” oil rate, b well “Prod_2” oil rate,
c well “Prod_3” oil rate, d well “Prod_4” oil rate, and, e field cumulative oil [41]

4 Conclusions

In the above-mentioned reviews, it has been concluded that themodels and simulation
of the fractured reservoir are still developing. However, discrete fracture model gives
amore accurate simulationwhen comparingwith dual-continuummodels.Moreover,
for a large scale and for a complex fracture network in shale oil reservoirs, high
accuracy simulation can be achieved when it is integrated with embedded discrete
fracture model and dual continuum models. Finally, to get an integrated model for
any fractured reservoir, all parameters may affect on the fluid flow in the fracture
zone or affect on the porous zone as well, and these must be considered. In this issue,
we discussed some important parameters of the unconventional reservoir. Moreover,
importantly many parameters that affect on the performance of fractured petroleum
reservoirs such as shape, dimensions, orientations of fracture, etc., were detected and
discussed.
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Algorithm for Machine Vision
Application

Rostam Affendi Hamzah, A. F. Kadmin, S. F. Abd Gani, N. Mohamood,
A N. A. Jahari, T. M. F. T. Wook and S. Salam

Abstract Stereo matching algorithm is a part of machine vision research area. The
most challenging issue for stereo matching algorithm is to get an accurate corre-
sponding point on the low texture region. Hence, this article proposes an algorithm
utilizing the Sum of Absolute Differences (SAD), gradient matching and Bilateral
Filter (BF) to increase the accuracy on this region. The combination of SADwithRed,
Green and Blue (RGB) channels differences and gradient matching could improve
the matching accuracy on the low texture region. Furthermore, the use of edge pre-
serving filter such as BF that is capable to refine and remove the remaining noise on
the final result. This filter is robust against high contrast and brightness. Based on the
experimental analysis using standard benchmarking dataset from theMiddlebury, the
proposed work in this article achieves good accuracy on the low texture region. The
comparison is also conducted with some established methods where the proposed
framework performs much better.

Keywords Sum of absolute differences · Bilateral filter · Stereo matching
algorithm · Stereo vision

1 Introduction

A disparity map is the map produced by stereo matching process. This map contains
depth information which will be used by many applications such as virtual reality
[1], 3D surface reconstruction [2], face recognition [3] and robotics automation
[4, 5]. There are short or wide baseline [6] range of applications using the stereo
vision sensor. Fundamentally, the triangulation principle is used to get the depth
estimation based on the pixel information on the disparity map. Hence, the matching
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process is one of the challenging jobs in stereo vision research areas. Fundamentally,
multiple stages were developed by Szeliski and Scharstein [7] to construct a stereo
correspondence or matching algorithm. First, the matching cost computation is used
to calculate the matching points between two images. Second, the cost aggregation
stage reduces the noise after matching cost process. The third step is to normalize
the disparity values on each pixel of image. This stage is also recognized as the
process of optimization and disparity selection. Last step is known as enhancement
final results stage.

In stereo matching algorithm development, local [8–10] and global [11] methods
are listed as two major approaches in optimizing the disparity map. Local approach
uses local contents or support windows in computing the disparity map. Most of the
local-based implementations are using support windows such as fixed window [12,
13], adaptive window [14], convolution neural network [15] and multiple window
[16]. Generally, this method applies Winner-Takes-All (WTA) strategy in their third
stage of optimization stage [17–19]. Local method has fast running time and low
computational complexity. In [20], the RANSAC plane fitting technique was used to
increase the efficiency at the final stage of the algorithm development. This method
works on low textured regions but unable to correctly determine the edges of object
detection. Wrong plane fitting assumptions makes incorrect disparity estimation.
Usually, local-based method shows low precision on the low texture region because
there is a possibility that improper window sizes are selected during the matching
process. Thus, one of the challenges for researches is to overcome this problem.

Fundamentally, global method processes the disparity map based on the Markov
Random Field (MRF) technique. The MRF uses energy minimization function such
implemented in [12, 21] by using Belief Propagation (BP) and Graph Cut (GC)
respectively. These techniques use energy minimization function for all pixels on
an image. They calculate from current point to the nearest pixels of disparity map
using maximum flow and cut the minimum energy flow. Base on their methods, the
computational requirement is very high because it counts every pixel individually.
Hence, the global methods require long execution time since they use the iterative
technique for each disparity estimation. The local-based method is selected in this
article. The first stage of the proposed work is implemented using SAD [22] and
gradient matching. Then the BF is utilized at the second and the last stage where
the BF is strong against the low texture regions [23]. The Winner Takes All (WTA)
strategy [24] is executed at the optimization stage. Next section describes about the
propose framework, then followed by experimental analysis section. The last part is
a conclusion of the proposed work in this article.

2 Methods

Based on Fig. 1, a flowchart of the proposed work in this paper starts with the
matching process at STEP 1. This step uses SAD with gradient matching to get
preliminary result of disparity map. The combination should be able to increase the
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Fig. 1 A framework of the proposed algorithm

effectiveness on the low texture region. Then, the BF is used at STEP 2 to filter the
noise and preserved the object’s edges. After that the WTA strategy is implemented
at STEP 3 by selecting the minimum disparity value in an image. The last stage in the
framework uses the BF to filter out the remaining noise to obtain the final disparity
map.

2.1 Matching Cost Computation

This stage produces preliminary differences of disparity value. The function used
at this stage must be robust and strong against the low texture region. Normally,
the mismatch between stereo pair pixels is high at this stage. Hence, this work uses
the combination of SAD and gradient matching to improve the accuracy on the low
texture region. The input images are in Red, Green and Blue (RGB) channels. The
SAD function of the left image I l and Ir is presented by Eq. (1):

SAD(x, y, d) =
∑

(x,y)∈w

∣∣I il (x, y) − I ir(x − d , y)
∣∣ (1)

where (x, y, d) represent the coordinates of disparity d, w is the SADwindow size and
i denotes the RGB channels of left and right images. Fundamentally, the differences
are scaled in pixels based intensity values. The gradient component for matching
process contains themagnitude differences fromeach image. There are twodirections
to be calculated which are the vertical direction Gy and horizontal direction Gx. The
equation of the directions are given by Eqs. (2) and (3):

Gx = [
1 0 −1

] ∗ I (2)

Gy =
⎡

⎣
1
0

−1

⎤

⎦ ∗ I (3)
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where * is the convolution operation and I is the input image. Using both of the
gradient components, the gradient magnitude m of Gx and Gy is given by Eq. (4):

m =
√
G2

x + G2
y (4)

The gradient matching kernel is given by cost G(x, y, d) which is given by Eq. (5):

G(x, y, d) = |ml(x, y) − mr(x − d , y)| (5)

where the coordinates pixel of interest’s denotes as (x, y) and d represents the dis-
parity value. The matching cost computation function MC(x, y, d) at this step is the
combination of SAD(x, y, d) and G(x, y, d) which is provided in Eq. (6):

MC(x, y, d) = SAD(x, y, d) + G(x, y, d) (6)

2.2 Cost Aggregation

The local-based method requires this stage to filter out the preliminary differences
after the step of matching cost computation. Hence, this stage is very important to
minimize the error due to matching uncertainties on the low texture region. The
proposed work at this stage utilizes the BF where this filter efficiently removed the
noise and preserved the object edges. The formulation of BF is given by Eq. (7):

WMBF
p,q =

∑

q∈wB

exp

(
−|p − q|2

σ 2
s

)
exp

(
−

∣∣Ip − Iq
∣∣2

σ 2
c

)
(7)

where q and wB are the neighbouring pixels and BF support window respectively, p
is the positions of pixel (x, y) in the filter windows. The σ c equals to the color law
of similarity factor and σ s describes a spatial adjustment factor. The Ip− Iq denotes
the Euclidean distance in color space and p − q is the spatial Euclidean interval. The
function of this stage is formulated by Eq. (8).

C(x, y, d) = WMBF
x,y,qMC(x, y, d) (8)

2.3 Disparity Optimization

Generally, every image contains a set of disparity values. This stage utilizes theWTA
strategy which uses minimum disparity value for every location on the disparity
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map. Hence, the WTA is the most suitable approach to be used in this article. The
formulation of the WTA is given by Eq. (9):

dx,y = argmin
d∈D

C(x, y, d) (9)

where C(x, y, d) represents the data of aggregation step and D denotes a set of valid
disparity values for an image. There are some invalid pixels still remaining on the
disparity map. Hence, this invalid disparity will be treated at the next step to increase
the accuracy.

2.4 Refinement Stage

This stage consists of several continuous processes. It starts with occlusion handling,
invalid pixels filling process and smoothing the final disparity map. The occlusion
region comprises of invalid pixels which are detected by left-right consistency check-
ing process. Then, these invalid pixels are replaced by valid pixel values using fill-in
process. Generally, after this process, there are many unwanted pixels or some arti-
facts on the disparity map. Hence, the final step is to smooth the final disparity map
usingBP. The parameters of BP are similarly used as implemented at cost aggregation
step. The BF kernel is given by Eq. (10).

WMBF
p,q =

∑

q∈wB

exp

(
−|p − q|2

σ 2
s

)
exp

(
−

∣∣Ip − Iq
∣∣2

σ 2
c

)
(10)

3 Results and Analysis

The platform used in this section for experimental analysis is a personal computer
with Windows 10, 8G RAM and i5, 3.2 GHz processor. The dataset uses a standard
benchmarking evaluation system from theMiddlebury [25]. This dataset contains 15
training and testing images with online submission. The parameters for this article
are (w, σ s, σ c, wB) with the values of (7 × 7, 17, 0.3, 13 × 13). Figure 2 shows
the Playroom image (i.e., left and right) with high contrast and brightness from the
Middlebury training dataset. Fundamentally, these two images are difficult to be
matched due to different pixel values at the same corresponding point. However, the
proposed algorithm in this article correctly determined the disparity location. The
disparity level is assigned at precise positionwhere the contours of object distance are
well-recognized. The chair, a toy and the books on the book rack are well recovered
and reconstructed based on the different disparity levels. It shows that the proposed
work is robust against the input images with different characteristics.
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Fig. 2 The disparity map result of the Playroom stereo image with high contrast and brightness

This figure also shows the comparison result of the Playroom image before (i.e.,
without the proposedwork) and after using the proposedwork. The imagewithout the
proposed work contains high noise and the disparity values are incorrectly estimated.
Edges and shapes of the Playroom disparity map are distorted compared with the
proposed work. The result of the proposed work is more accurate which displays low
noise and is capable to improve the object shapes. Furthermore, it also reconstructed
efficiently the low texture areas (i.e., background and chair surfaces) which increases
the accuracy on the disparity map result. It shows that the proposed framework is
able to estimate capably the low texture area and edge discontinuities.

Figure 3 shows the final disparity images of the Middlebury dataset based on the
quantitative results in Table 1. The color scheme used on the disparity maps are based
on the results provided by theMiddlebury online submission. The red color indicates
the object surface is closer to the stereo camera. The darkest blue shows the objects
are farther away from the stereo sensor.

Table 1 is the results from the online submission as shown in the Middlebury
quantitative database. Based on these tables, the proposed work is more precise than
the work in [17–19, 26–28] for nonocc error. The weight average error is 6.54%
where there are 15 training images as shown in Fig. 3 (Adirondack, ArtL, Jadeplant,
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Fig. 3 Disparity map results of the training Middlebury dataset

Table 1 The quantitative results of nonocc and all errors from the Middlebury

Algorithms Weight average (% nonocc error) Weight average (% all error)

Proposed algorithm 6.54 9.73

SNCC [26] 6.97 10.40

ELAS [27] 7.22 10.60

MPSV [17] 8.81 12.30

ADSM [18] 8.95 12.70

DoGGuided [19] 12.00 22.30

BSM [28] 13.40 23.50

Motorcycle, MotorcycleE, Piano, PianoL, Pipes, Playroom, Playtable, PlaytableP,
Recycle, Shelves, Teddy and Vintage). Additionally, for the all error attribute in the
same table, the proposed work produces the lowest average error with 9.73%. The
results in this table are followed by SNCC, ELAS, ADSM, MPSV, DoGGuided and
BSM.

The competitiveness of the proposed work is shown by these two tables where
the results are the lowest average error produced compared with recently published
works in the Middlebury database. Additionally, real stereo images from the KITTI
[29] are also utilized to verify the capability of the proposed algorithm. The KITTI
images are more challenging and contain complex structures such as large untex-
tured regions, plain color surfaces, shadow and high different contrast and bright-
ness regions. Figure 3 shows the disparity map results of four KITTI training images
using the proposed algorithm. The results display accurate disparity estimation for
all images. The cars, trees, signage and a cyclist are well-recovered with accurate
disparity level. It shows that the proposed algorithm is also capable to work with
complex stereo images of real environment (Fig. 4).
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Fig. 4 The sample results of the KITTI training dataset from image number #000004_10-
#000007_10 using the proposed algorithm

4 Conclusion

An accurate stereo matching algorithm was presented in this article. The framework
used the combination of SAD using block matching technique based on RGB color
differences and gradient matching at the first stage. Then, the second and the last
stage utilized an edge-preserving filter which is able to further reduce the noise
based on the standard quantitative benchmarking dataset. The dual BF used in the
framework increased the accuracy and is robust against the different brightness and
contrast on the images. Furthermore, the proposed framework is competitive with
some established algorithms in the Middlebury database as shown in Table 1. It
proves that the proposed work in this article can be applied as a complete algorithm
in machine vision applications.
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Machinability Performance of RBD Palm
Oil as a Bio Degradable Dielectric Fluid
on Sustainable Electrical Discharge
Machining (EDM) of AISI D2 Steel

Said Ahmad, Richard Ngalie Chendang, Mohd Amri Lajis, Aiman Supawi
and Erween Abd Rahim

Abstract Dielectric fluid plays a very significant role in any electrical discharge
machining (EDM) operation. Hence, a proper selection of dielectric medium is an
important consideration for EDMperformance. This study is to investigate the usabil-
ity and performance of bio degradable oil based dielectric fluid in comparison with
conventional dielectric fluid when EDMmachining of AISI D2 steel by using copper
as a tool electrode. Peak current, Ip up to 12 A and pulse on-time, ton up to 150 µs
were selected as the main parameters. Refined, Bleached and Deodorised (RBD)
Palm oil (cooking oil) and kerosene were used as dielectric fluid. Their influence on
the machinability such as material removal rate (MRR), electrode wear rate (EWR),
and surface roughness (Ra) were experimentally investigated. The result shows that
omit the highest Ip= 12 A and the lowest ton= 150 µs yields the highest MRR for
both palm oil and kerosene dielectric fluid, respectively. The improvement of MRR
for palm oil as dielectric fluid is about 158.56% when compared to kerosene at the
same parameter setting. Meanwhile, machining by using palm oil and kerosene at
Ip = 6 A and ton = 150 µs yields the lowest EWR and Ra respectively. However,
the value of EWR and Ra for palm oil is slightly higher compared to kerosene. In
the case of machinability, bio-dielectric fluid which is palm oil shows a significant
potential for its performance in EDM machining of AISI D2 steel.
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1 Introduction

Electrical discharge machining (EDM) is a non-conventional material removal pro-
cess which is widely used to produce dies and moulds, finishing part for many
industries such as aerospace and automotive industry, and surgical components [1].
Therefore, EDM is mainly used to machine difficult-to-machine material and high
strength temperature resistant alloys which are difficult to create by conventional
machining [2]. This machine also has the advantage of being able to machine dif-
ficult geometries in small batches or even on job shop basis. This process can be
successfully employed to machine electrically conductive parts of their hardness,
shape and toughness [3]. However, there are a lot of technology that have been
devoted to improve machining capabilities but environmental sustainability is not
one of their main concerns. To address this problem, one relative new technique is
used to improve the sustainability concern of EDM by using sustainable EDM.

EDM is made up of components which are electrode and workpiece, immersed
in dielectric fluid during machining. Dielectric fluid plays an important role as it
concentrates the plasma channel over the machining area and also acts as carrier for
debris [4]. The dielectric fluid used in EDM is a pollutant to the environment and
causes carcinogenic problem to the operator in long term usage. In order to create a
sustainable environment in manufacturing practice, using bio degradable oil based
dielectric fluid in EDM is the most sustainable dielectric fluid for environmental
concerns.

In addition, bio degradable oil based dielectric fluid in EDM process is applied in
industry at very slow pace due to the fundamental issues of this new development.
In addition, this machining mechanism are still not well understood [3]. In order
to enhance the performance of EDM, it is desirable to choose a suitable dielectric
during EDM operation. Currently, there is a research using bio-dielectric from palm
oil and Jatropha curcas oil extracted in order to introduce a sustainable machining
method. However, to apply bio-dielectric fluid in EDM, the operation requires further
study and research. This study focuses on the effect of using bio-dielectric fluid to
the machinability of AISI D2 steel in EDM process.

2 Experimental Methods

This topic reviews the method that was used in this research. The details of this
research were described technically through the process that had been carried out.
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Table 1 Properties of dielectric fluid used in this research

Dielectric
fluid

Density
(kg/m3)

Viscosity (at
40 °C)

Flash point
(°C)

Specific heat
(kJ/kg C)

Thermal
conductivity
(W/mC)

Palm oil 870 40.27 154 1.872 0.163

Kerosene 730 5.42 65 2.01 0.130

Fig. 1 Schematic diagram of the machine setup for this research

2.1 Experimental Setup and Details

The experimentwork has beenperformedon theComputerNumericalControl (CNC)
Sodick High Speed EDM die sink AQ55L (3 Axis Linear) machine. There are two
different types of dielectric fluid used: palm oil as bio degradable oil dielectric fluid
and kerosene as conventional dielectric fluid. The properties of these dielectric fluids
are as shown in Table 1.

For the case of experimental work by using palm oil as a dielectric fluid, a custom
made tankwas used to conduct the experiment. Figure 1 shows the schematic diagram
of the machine setup. A pump was placed into the tank to do the flushing process
during the machining. Bio-oil such as palm oil has good properties in terms of low
price, ease to use, abundant availability and higher sustainability impact index. Other
than that, it has characteristic that can be reusable and does not cause harm to the
environment and the operator’s health that handles the machine [5].

The workpiece material used for this research is AISI D2 steel. This steel has
excellentwear resistance andhigh compressive strength. Thedimensionofworkpiece
used for machining is 40 mm × 30 mm × 10 mm. The composition properties of
workpiece material is shown in Table 2.While cylindrical copper electrode of 10mm
diameter is selected for this experiment. Copper electrode is commonly used as
electrode in EDM process due to its high thermal conductivity [6]. Copper electrode
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Table 2 AISI D2 steel workpiece material composition

Element C Si Mn Mo Cr Ni V Co Fe

Composition (%) 1.5 0.3 0.3 1.0 12 0.3 0.8 1.0 Balance

Table 3 Copper electrode material composition

Element C Al Si S P Zn Mn Ni Pb C

Composition
(%)

99.58 0.006 0.002 0.035 0.052 0.25 0.002 0.023 0.02 0.028

Table 4 Experimental
condition on EDM machining
of AISI D2 steel

Parameters Details

Workpiece material AISI D2 steel

Electrode material Copper

Peak current, Ip (A) 6, 9, 12

Pulse on-time, ton (µs) 50, 100, 150

Pulse off-time, toff (µs) 50

Voltage, V 120

Electrode polarity Positive (+ve)

Depth of cut (mm) 1.5

material composition is shown in Table 3. Then, Table 4 shows the experimental
condition and parameters setting for the research.

2.2 Responses

Machinability study of this research focuses on three major responses: material
removal rate (MRR), electrode wear rate (EWR) and surface roughness (Ra). They
are defined as follows.

MRRwas calculated by the volume of workpiece loss per machining time and the
unit is mm3/min. Where, mw is the mass loss of the workpiece (g), ρw is the density
of the workpiece (0.0077 g/mm3) and t is the machining time (min).

MRR = mw

ρwt
(1)

EWR was measured according to the volume of electrode wear per machining
time and the unit is mm3/min. Where, me is the mass loss of the electrode (g), ρe is
the density of the electrode (0.0088852 g/mm3) and t is the machining time (min).

EWR = me

ρet
(2)



Machinability Performance of RBD Palm Oil as a Bio Degradable … 513

The weights of the electrodes and workpieces before and after machining need to
be measured in order to obtain MRR and EWR. The changes in weight from the tool
electrode or workpiece are suspected to be small. Thus, omit more decimal points are
better to eliminate the possibilities of large error. For this analysis, Shimadzu weight
balance measurement was used. The maximum weight can be measured is 210 g
until five decimal point accuracy. However, for this study, the decimal point of the
weight balance is set to 4 decimal point. Mitutoyo SJ-400 Surface Roughness Tester
was used to measure the average surface roughness, Ra of the machining surface.

3 Results and Discussion

The focus of this experiments is to study the effect of peak current, Ip and pulse on-
time, ton on the machinability performance of AISI D2 steel by using bio degradable
oil as a dielectric fluid and kerosene as conventional method in subject to the selected
responses.

3.1 Material Removal Rate (MRR)

In order to achieve a better economical production, a higher MRR is desirable. There
are several factors that need to be considered to ensure the results gained are useful in
increasing the productivity in EDM operation. The most important factor to increase
the speed of the machining is due to how much the volume of the material can be
removed per time taken.

In Fig. 2, comparative response behavior shows influence of Ip and ton on MRR.
It was observed that the MRR increases with increase of Ip and ton for both dielectric
fluids: palm oil and kerosene. The highest and the lowest MRR for both dielectric
are located at Ip= 12 A, ton= 150 µs and Ip= 6 A, ton= 150 µs respectively. At
high Ip= 12 A, the intensity of energy release during sparking is proportionally
increased whereby higher temperature produced by the spark, melts more material
[7]. Therefore, it is able to generate more sparking, thereby affecting the increase
of MRR. Meanwhile, the increasing of ton has led to a slight decrease in MRR at
the Ip= 6 A of palm oil and all conditions of Ip by using kerosene. This is due to
the electrode which does not properly flush away and the debris from the machining
process remains at working surface, resulting in arching [8]. By comparing theMRR,
palm oil has higher MRR than kerosene. This is due to the density and viscosity of
palm oil that generate better confinement which produced higher MRR. Sparking is
proportionally increased due to the viscosity and flash point of the palm oil that is
higher than kerosene [9]. The improvement is about 158.56% at the same parameter
setting which are Ip= 12 A and ton= 150 µs respectively.
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Fig. 2 Effect of MRR on palm oil and kerosene dielectric fluid

3.2 Electrode Wear Rate (EWR)

In EDM process, spark generated causes high speed electron strike onto the surface
of softer electrode resulting into erosion of electrode surface. This erosion alters the
geometry and dimension of the electrode and the cavity produced as well. Hence,
minimumEWR is desirable to achieve better dimension and size. Also due to this ero-
sion, the electrode needs frequent dressing, increasing the loss of electrode material
and omit the electrode cost.

Figure 3 shows a comparative of response behavior of influence of control parame-
ters condition.Result of EWRfor palmoilwhich is EWR, increasewith the increment
of Ip from 6 to 12 A on each ton. This is due to high discharge current which leads to
high spark energy causing more material removal from the workpiece and the tool
electrode which affect the increase of EWR [10]. The highest and the lowest EWR
for palm oil are located at Ip= 12 A and Ip= 6 A on ton= 150 µs respectively. A
similar trend was observed in kerosene dielectric fluid at ton= 50µs and ton= 150µs
from 6 to 12 A. However, at ton= 100 µs, the EWR increased from Ip= 6–9 A but
slightly decreased when Ip= 12 A was applied. The highest and the lowest EWR
for kerosene are located at Ip= 12 A, ton= 50 µs and Ip= 6 A, ton= 150 µs. As
a comparison, kerosene has lower EWR than palm oil at similar parameter setting
which is at Ip= 12 A, ton= 150 µs.

3.3 Surface Roughness (Ra)

Ra is used to analyse the quality of surface machine by EDM process. The analysis
is used to investigate the relationship between Ip and ton in this research. For good
accuracy, low wear and high service life, low Ra is desired. Responds trend under
influence of control parameter on Ra are shown in Fig. 4.
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Fig. 3 Effect of EWR on palm oil and kerosene dielectric fluid

Fig. 4 Effect of Ra on palm oil and kerosene dielectric fluid

Figure 4 shows the responds trend between Ip and ton for both dielectric fluids
used. At higher value of Ip, the spark impinges on the surface with more intensity
to remove the material. The impact force results in formation of wider crater and
generates coarse surface. Based on Fig. 4, the trend of Ra is increased with increasing
of Ip from 6 to 12 A. This is due to the high density of plasma channel and higher
breakdown voltage results into higher spark energy which causes deeper penetration
in work surface to remove the material [9]. Furthermore, higher ton results in more
sparks that extends the melting and evaporation of material resulting in a wider crater
[3]. However, according to the result, an increasing of ton was directly proportional
with increment of Ra. This shows that the ton surely effects on the Ra [11]. This is
due to the Ip which Ra at the highest was at the ton= 150 µs. Based on Fig. 4, the
lowest Ra is at Ip= 6 A and ton= 50 µs for kerosene while the highest Ra is at Ip=
12 A and ton= 50 µs for palm oil. As a comparison in overall, kerosene has lower
Ra compared to palm oil.
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4 Conclusions

By usingRBDpalm oil as a bio degradable dielectric fluid, a comparison of its usabil-
ity and performancewith kerosene dielectric fluid at different setting parameters have
been studied. From the analysis, the following conclusions could be drawn:

(a) The peak current, Ip and pulse on-time, ton are the most contributing factors
that improve the MRR. The MRR increased as Ip and ton increased. The result
shows the highest of MRR for palm oil is 2.867 mm3/min at Ip= 12 A while
the highest for kerosene is 1.109 mm3/min at Ip= 12 A. The improvement of
using bio degradable oil as dielectric fluid is 158.56% compared to conventional
dielectric fluid which is kerosene.

(b) The result shows that the introduction of palm oil that acts as dielectric fluid
helps to enhance the machining speed. It was found that while using palm oil,
the time of machining process is shorter compared to kerosene.

(c) The EWR was increased with increasing of Ip, but inversely proportional with
ton. The lowest EWR of palm oil is 0.0003660 mm3/min obtained at Ip= 6 A
and ton= 150 µs. For kerosene, the lowest is 0.0002013 mm3/min obtained at
Ip= 6 A and ton= 150 µs.

(d) The highest Ip is not recommended for Ra. The Ra is increased with the increas-
ing of the Ip. According to the result, increasing the ton is directly proportional
with the increment of Ra for bio degradable oil as dielectric fluid. The lowest
and the highest Ra value were obtained when bio degradable oil was used as
dielectric fluid at Ip= 6 A and ton= 150 µs whereby Ip= 12 A and ton= 50 µs,
with value 2.045 and 3.645 µm respectively. However, it is showing a decrease
of Ra when increasing of the ton for the kerosene. The lowest and the highest Ra
value were obtained when kerosene was used as dielectric fluid at Ip= 6 A and
ton= 50 µs whereby Ip= 12 A and ton= 150 µs, with value 1.625 and 2.83 µm
respectively.

(e) By comparing the performance of palm oil and kerosene as dielectric fluid, the
result within selected parameters shows that the palm oil has a good potential
to be used as a dielectric fluid. In the case of machinability study, palm oil
has achieved higher MRR and lower EWR but higher Ra in comparison with
kerosene.
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Handling Phase Ambiguity in Full
Spectrum from FFT

Nabam Teyi and Sandeep Singh

Abstract Condition monitoring of rotating machines essentially utilises frequency
domain analysis of the vibration signals, to expose features otherwise hidden in the
time domain. Generally, full spectrum of the frequency domain obtained from Fast
Fourier Transform (FFT) is used for analysis. The FFT process introduces a phase
ambiguity in the harmonics due to random selection of the span of the time domain
signal used for decomposition. As the span of the time domain signal cannot be
determined a priori; such that phase ambiguity is not introduced, alternate methods
are required to remove this ambiguity. A phase compensation based on the FFT of the
multi harmonic complex reference signal in unison with the vibration signal may be
used for this purpose. This paper presents a mathematical background and a practical
way for its implementation. Though the example presented in the paper is based on
applications related to rotating shaft, the methodology is generic and applicable to
all fields of application where, the phase of the harmonics obtained from FFT are
important.

Keywords Fast Fourier Transform · Full spectrum · Phase correction · Phase
compensation

1 Introduction

Frequency domain analysis of the vibration signals emanating from a machinery
is a key tool in the diagnosis and prognosis of the machinery condition. Of the
many frequency domain tools available for the purpose, Fast Fourier Transform
(FFT) is commonly employed to obtain the frequency spectrum of the time domain
vibration signal, principally due to the simplicity and speed of its implementation.
In configurations where the vibration signals are available along two orthogonal
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directions, the pair of signals can be handled as a single complex signal. The FFT of
such signals contain asymmetric positive and negative frequencies, making essential
the use of the whole spectrum of frequencies (commonly termed as full spectrum)
to draw a conclusion about the condition of the machinery from which the vibration
signals were taken.

In rotor dynamic applications, full spectrum presents a special opportunity to
analyse the nature of the rotor vibration which is generally characterized by positive
and negative whirls, corresponding to the positive and negative frequencies in the
full spectrum. As early as 1993, researchers have identified the need and importance
of full spectrum analysis in rotating machines condition monitoring, for instance
[1]. In this paper the minimal hardware requirement for obtaining the orbit plot and
full spectrum were elaborated. The author explained the generation of an ellipse
with rotating vectors. A single frequency elliptical orbit could be constituted from a
particular positive (forward) and negative (reverse) vibration frequency components
of a full spectrum.

Most of the rotor faults present an overlapping dynamics, many features of one
fault are common to that of the other fault. Availability of the full spectrum helps in
identification of complex faults such as rubs, preloads, misalignments, shaft cracks
and many others. Unique faults like high friction rubs generating reverse frequency
components can be identified using the full-spectrum; which is not identifiable oth-
erwise. A shaft crack is commonly identified from 2× component. Also, there is a
phase change in both 1× and 2× vectors. A complete list of faults identifiable from
the frequency components is available in [2].

Many advanced mathematical approaches have been attempted to extract more
and more of the information available in the vibration signals, for instance, to study
the non-stationary vibration in large machines, some researchers integrated the tech-
niques of Wigner Distributions (WD) and Short Period Fourier Transforms (SPFT)
with the full-spectrum [3]. In the new generation Bently Nevada packages such as
ADRE (Automated Diagnostics for Rotating Equipment) andWDM (Windows Data
Manager), full spectrum analysis capabilities are inbuilt. In context to these pack-
ages, Goldman and Muszynska briefed applications of the full spectrum to rotating
machinery diagnostics [4]. This paper explained many aspects of the full spectrum
analysis, some are detailed as follows. The full spectrum is capable of displaying the
correlation between vibration patterns from different transducers, which is generally
hidden in a single sided spectrum information. At a glance, the full-spectrum plot
indicates whether the rotor orbit is forward or reverse in relation to the direction of
shaft rotation.

The use of the full multi-spectra was made by Tuma and Bilos [5] to study the
fluid induced instability of rotor systems with journal bearings during the run up and
coast down operations. The whirl frequency component and fluid induced instability
componentswere identified. The Full-spectrumgenerated by the orbit decomposition
has been used for the detection of rotor crack and misalignment [6] by some authors.

Though a number of methods are available to obtain the full spectrum of the time
domain signal as detailed in [4], the FFT based full spectrum analysis is relatively
easy to implement. In spite of this fact, the FFT based full spectrum analysis suffers
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an operational lacuna—it gives rise to phase ambiguity if the span of the time domain
signal used for frequency decomposition is not chosen in a particular way.

2 Problem Definition

The standard FFT implementation works on the concept of representing the time
domain signal with the cosine and sine harmonics of integral frequencies such that
the time integration of sum of these harmonics with due consideration of amplitude
and phase is able to reconstruct the original time domain signal. Since the cosine
and sine harmonics are available on factoring, representation of the individual FFT
harmonics in complex form is possible with cosine terms taken as real and sine terms
as imaginary. So, the FFT process outputs a complex result. If the time domain signal
is representable by all cosine or sine harmonics only, the FFT will output the result
with imaginary part zero or the real part zero respectively. In all other generic cases,
the output will be complex. The modulus and angle of this complex number is the
amplitude and phase of the particular harmonic. While the phase of the harmonic
carries information of the shape of the time domain signal, information of the size
(magnitude) of the time domain signal, is carried by the amplitude. FFT is a linear
process but not shift invariant, hence with shift of the time domain signal, the ampli-
tude of the harmonics remains unaltered but the phase changes. This necessitates
passing the time domain signal to the FFT algorithm, starting at time instants such
that the initial zero condition of the physical system are met. In rotor dynamic appli-
cation, this requirement translates to instants such that ωt = 0, 2π, 4π, . . . ., where
ω is the rotor spin speed and t is the time instant. This is necessary for maintaining
consistency between the mathematical formulations and physical behavior of the
system under investigation. For all practical purposes, it is not possible to capture
signal in the aforesaid manner.

The discrepancy in phase of the harmonics due to random instants of picking the
time domain signal can be compensated, by making suitable correction in the phase.
A complex reference signal composed of harmonics expected in the main signal can
be implemented for this purpose.

3 Phase Correction Algorithm

For the time domain signal starting at different instants, phase correction can be
made with the help of a complex reference. A multi harmonic quadrature reference
signal can be implemented. Along with the time domain vibration signal, this multi
harmonic quadrature reference signal is also passed through the FFT algorithm. All
the signals are picked starting at the same time instant. For the vibration signals
the amplitude and phase are both important for machine condition analysis, for the
reference signal only the phase shift is useful. The phase shift of individual harmonic
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of the reference signal is the amount of phase discrepancy added in the frequency
domain of the vibration signal. Thus, for correction of phase, the phase shift of the
reference harmonics should be subtracted from the phase of the vibration harmonics.

The output of an FFT process is an array of complex numbers as discussed in the
preceding section. In polar form, this complex array can be written in terms of the
magnitude and angle of the individual entries. The FFT converts the time domain
complex vibration signal v to frequency domain in the following form:

r(t)
FFT→|Ri|∠γi(ω), −∞ ≤ i ≤ ∞, i limited to frequencies of interest (1)

Here, |Ri| is the magnitude and γi is the phase of the ith harmonic of the vibration
signal. The multi-harmonic complex reference signal has the form

s(t) = cos(iωt) + j sin(iωt), i = . . . − 1, 0, 1, . . . (2)

The harmonics that are of importance in Eq. (1) only needs to be present in the
reference signal, defined in Eq. (2). The FFT generates the frequency domain of the
complex quadrature reference signal as

s(t)
FFT→|si|∠λi(ω) i = . . . − 1, 0, 1, . . . (3)

Here, |si| = 1 is the magnitude and λi is the phase of the ith harmonic of the
complex reference signal upon FFT. In terms of the assumed system configuration,
angle λi corresponds to the angle by which the ith harmonic of the vibration signal
passed on to the FFT algorithm is shifted from true configuration. Subtracting this
angle from the phase of ith harmonic of vibration signal, viz. γi compensates for
the phase shift in the vibration harmonics obtained from full spectrum FFT. The
vibration harmonics, duly compensated for the phase shift, take the form:

Ri = |Ri|∠(γi − λi) (4)

The vibration displacement harmonics obtained from Eq. (4) is a faithful rep-
resentation of the time domain signal consistent with the conditions expressed in
the preceding sections and can be used in machine condition monitoring programs,
without ambiguity.

4 Numerical Example

If To demonstrate the applicability of the algorithm discussed above, a numerical
example is presented, with the intention of ascertaining the amount of error present
in the frequency domain on account of phase of the individual harmonic. To have
several harmonics in the vibration signal, a cracked Jeffcott rotor with a small disc
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Table 1 Data used in
simulation

Parameters Values

Disc mass, m 2 kg

Intact shaft stiffness, k 7.6 × 105 Nm−1

Additive crack stiffness, �kξ 3 × 105 Nm−1

Viscous damping, c 76 Ns m−1

Phase of unbalance, β 10° deg.

Shaft deflection, δx 2.6 × 10−5 m

Disc eccentricity, e 240 µm

unbalance is considered. The equation of motion of the disc with crack located close
to it is given as:

mr̈ + cṙ + kr = f ccr + f cun (5)

Here, r = ux+juy is the complex vibration displacement composed of ux and uy
along the two orthogonal directions,m is the disc mass, c is the viscous damping and
k is the stiffness of the shaft. The two forcing terms on the right hand are due to crack
and the unbalance. The force term due to static deflection has been used to define
the crack force thus not available explicitly in Eq. (5). For details and underlying
assumptions in development of Eq. (5) and the simplifications that follows, Singh
and Tiwari [7]) may be referred.

The crack force in terms of the static deflection δx and crack stiffness �kξ is
expressed in complex form as

f rcr = �kξ δx

+n∑

i=−n

pie
jiωt (6)

Here pi is the coefficient of the ith harmonic of the crack force excitation. In
literature, it is sometimes referred to as the participation factor of the individual
harmonic. The unbalance force is given as

f cun = meω2ej(ωt+β) (7)

Here, e is the eccentricity and ω is the shaft spin speed.
A Simulink model is implemented to execute the dynamics of crack, unbalance

and the rotor according to Eq. (5). The model also contains a complex reference
signal generator according to Eq. (2). The theoretical data used for simulation is
summarized in Table 1.

The simulation is run for 5 s and the last 1 s data is retained for frequency domain
decomposition. The complex vibration displacement history obtained from the sim-
ulation is used to define the frequency domain of the vibration displacement and
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Table 2 Phase (in degrees) of the various harmonics of vibration displacement and reference signal
and the corrected phase

Harmonic number Phase of vibration
signal

Phase of reference
signal

Corrected phase of
vibration signal

0 0.0000 0.0000 0.0000

1 4.3232 0.3600 3.9632

2 −0.0312 0.7200 −0.7512

3 −0.1112 1.0800 −1.1912

5 179.3699 1.8000 177.5699

7 −2.5994 2.5200 −5.1194

−1 0.0038 −0.3600 0.3638

−3 −179.8888 −1.0800 −178.8088

−5 0.6301 −1.8000 2.4301

similarly, the multi harmonic complex reference time history is used to define the
frequency domain of the reference signal. By the choice of the crack excitation
function, different harmonics would be available in the frequency domain. In the
present example, a rectangular switching crack excitation functionhas beenused, thus
forward harmonics at 1×, 2×, 3×, 5×,7× and reverse harmonics at−1× ,−3× and
−5× etc. are available. A DC valued harmonic will also be present. In ideal case,
when the time domain signal is picked such that the consistency of the mathemati-
cal model and the physical phenomenon are maintained, as detailed in the previous
section; all the harmonics of the reference signal shall register phase of zero. The
phase of the reference signals other than zero is identified as the amount of phase
ambiguity that has crept in into the phase of the vibration displacement harmonics.
For a simulation run at 10 rad/s, the phase of the harmonics of vibration displacement,
reference signal and the corrected phase are presented in Table 2.

From Table 2, it may be seen that the complex reference signal has undergone
phase shift, which is indicative of phase ambiguity in the vibration displacement
signal as well. The corrected phase is reported in the last column.

5 Practical Implementation

The need for implementation of phase compensation in physical measurement and
signal acquisition are established in the present numerical example. For practical
implementations of this algorithm, a quadrature reference signal will be required.
This could be obtained by placing two reference generators orthogonal to each other;
in place of onlyone, as in case of conventional referencegenerator. Since the reference
generators generally form a spike of the signal, it carries multiple frequencies. Upon
FFT of this quadrature reference signal, all the frequencies could be identified and
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the phase of the harmonics of interest can be extracted for use in the phase correction
algorithm as per Eq. (4).

6 Conclusions

For obtaining a faithful frequency domain of the time domain signal in rotating
machines condition monitoring programs, a suitable phase correction is required so
that the physical system and the numerical work has a consistency. The present paper
presents a suitable method and a simple algorithm to accomplish this. To evidence
the phase ambiguity arising out of the FFT process, a numerical example has been
presented and the solution is deduced in form of an algorithm. At the end, some hints
for practical implementation of the idea has been included.
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A New Model for Predicting Minimum
Miscibility Pressure (MMP)
in Reservoir-Oil/Injection Gas Mixtures
Using Adaptive Neuro Fuzzy Inference
System

M. A. Ayoub, Mysara Eissa Mohyaldinn, Alexy Manalo, Anas. M. Hassan
and Quosay A. Ahmed

Abstract One of the critical concerns in determining the effectiveness of Enhanced
Oil Recovery (EOR) is the understanding and evaluation of the Minimum Miscibil-
ity Pressure (MMP). Minimum miscibility pressure is the lowest possible pressure
required to attain the mixing of injected fluid and the hydrocarbons in the reservoir
into one phase. It is believed that optimum recovery and better sweep efficiency could
only be achieved by reaching this minimum pressure. MMP determination, however
usually depends on reservoir condition, reservoir fluid composition, and injected gas
properties. The reservoir fluid composition could be represented by the Molecular
weight C7+. However, Reservoir condition is represented by a reservoir temperature
that affects MMP response. Selection of hydrocarbon gasses as the injection fluids is
represented by the injected gas composition (Mole fraction C2–C6, andMole fraction
C1). Determination of the minimum pressure could be either through experimental
or empirical approaches. The objective of this study is to provide an empirical cor-
relation to estimate the MMP by using Adaptive Neuro-Fuzzy Inference System
(ANFIS). To develop the model, a code is generated under MATLAB environment.
A total of 177 data points have been used in training the proposed model while 98
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data sets have been used for testing the model performance. The proposed ANFIS
correlation is then being compared with other previously published correlations. The
best model currently used by industry has scored an average absolute percent error
(AAPE) equivalent to 15% while the proposed ANFIS model managed to score
4.12%. By using the new ANFIS model, the study was able to produce a reliable
and accurate correlation for estimating Minimum Miscibility Pressure as compared
to other previously tested correlations.

Keywords Artificial intelligence · Adaptive Neuro-Fuzzy inference system ·
Minimum miscibility pressure · Trend analysis

1 Introduction

Enhanced oil recovery, or EOR, (sometimes called tertiary recovery) is the appli-
cation of various techniques to increase hydrocarbon recovery in marginal oilfields
in which primary (natural drive) and secondary (water and gas flooding) recovery
are not feasible anymore. There are three primary techniques of EOR: gas injection,
thermal injection, and chemical injection. During any EOR operation, miscibility
of the injected fluid is essential to maximize its application. Miscible injection is a
proven, economically viable process that significantly increases oil recovery from
many different types of reservoirs. [1, 2]. Although gas injection has been the subject
of important research and development for more than 50 years, there are still some
discrepancies in the interpretation of several laboratory data, and much progress still
needs to be made to improve the estimation of the experimental data. There are many
analytical and experimental methods used for calculating minimummiscibility pres-
sure (MMP) in relation to certain points of temperature in the reservoir. Analytical
methods are more practical compared to experimental in terms of time consumed
and the cost of operation. Experimental methods are generally reliable because they
could capture the complex interaction between flow and real phase behavior inside
the porous medium. However, because they are expensive to conduct and take long
time to obtain the result; only few utilize this method as compared to the Analytical
one [3]. On the other hand, analytical method is dependent on good experimental data
and accurate fluid characterization fromEquation-of-State (EOS).Another drawback
of the analytical models is that they do not adequately represent the physical system
in the reservoir. To address this problem, a new model is developed using Adaptive
Neuro-Fuzzy Inference System (ANFIS). The model was coded under MATLAB
environment with a user-friendly and easy to use graphical user interface (GUI). One
of the critical concerns in determining the effectiveness of Enhanced Oil Recovery
(EOR) is the understanding and evaluation of the Minimum Miscibility Pressure
(MMP). Minimum miscibility pressure is the lowest possible pressure required to
attain the mixing of injected fluid and the hydrocarbons in the reservoir into one
phase. It is believed that optimum recovery and better sweep efficiency could only
be achieved by reaching this minimum pressure. MMP determination, however usu-
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ally depends on reservoir condition, reservoir fluid composition, and injected gas
properties. The reservoir fluid composition could be represented by the Molecular
weight C7+. However, Reservoir condition is represented by reservoir temperature
that affects MMP response. Selection of hydrocarbon gasses as the injection fluids is
represented by the injected gas composition (Mole fraction C2–C6, andMole fraction
C1).

2 Model Development

Machine Learning models could achieve high precision, provided that the input data
is carefully selected. There are many parameters that affect the MMP determination
in reservoir-oil/injection gas mixtures. These are: reservoir condition, reservoir fluid
composition, and injected gas properties. Reservoir condition is represented by reser-
voir temperature that is affecting MMP response. The reservoir fluid composition
is represented by Molecular weight C7+ oil composition; however, the injection gas
mixture is being represented by the Mole fraction C2–C6, and the Mole fraction C1.

2.1 Model Training and Testing

The Adaptive Neuro-Fuzzy Inference System (ANFIS) approach is selected to create
themodel. A thorough understanding of this approach is needed to update themodel’s
parameters during training.Thismachine learning is a type of artificial neural network
that is based on the fuzzy inference systembyTakagi-Sugeno. It is an architecture that
falls under hybrid neuro-fuzzy system. Neural network will be trained to learn and
emulate the pattern of the input data sets for predictionMMP. A combination method
from neural network and fuzzy logic provides idealistic prediction [4]. There are no
definite rules to follow regarding the division of data for training and testing. The
usual practice is that, if the data is very few, 50/50 is used, while if there is abundant
data, 70/30 is used, although variations between the two norms of divisions could be
applied leniently. In the present investigation, 177 data sets were used for training,
while 98 data setswere used for testing.All data used in this study have been collected
from published literature.

2.2 Model Testing and Validation

The performance of any machine learning (ML) model may not necessarily be bet-
ter if compared with other correlations but is dependent on careful selection of its
learning parameters [5, 6]. The proposed ANFIS model is then compared to other
previous correlations; these are: Firoozabadi et al. [7], Sebastian and Lawrence [8],
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Maklavani et al. [9], and Menouar [10] correlations. A refining process is needed to
increase the accuracy and reliability of the model. The coefficient of correlation, as
well as error analysis helps in evaluating the performance of the model. In refining
ANFIS model, the following training options need to be optimized:

(i) Clustering radii

Clustering radius identifies the extent of influence of the cluster’s centre. Various
degrees of association used are assumed by changing the value of the radius. In this
study, clustering radii is set to be 0.6.

(ii) Learning step size

To keep the learning process stable and optimize the model, a value of 0.0001 step
size is selected.

(iii) Increasing rate

This option is to make the adapting quicker once the model is identified to learn
effectively. If the measured error occurs in a consecutive decrease, the step size
is scaled up by the same number of the decreased successive value. The chosen
increasing rate for this study is 1.4.

(iv) Decreasing rate

This option is used to slow down the learning rate and make it more precise once the
model appears to increase in error. The step size will be scaled down by the same
number of steps once it detected that the error increases. In this model, the decrease
rate applied is 15.

Trend analysis is employed in determining the validity of the model as well as the
comparison with the selected correlations. Trend analysis is done by changing one
parameter in an increasing interval while, other parameters were kept constant and
plotting the result against the modelled MMP values from the code.

2.3 Error and Statistical Analysis

Mathematical analysis is needed to calculate the percentage error of correlations
and the developed model. The predicted result (MMPpredicted) of the model would be
compared to the actual (MMPactual) value to obtain the errors. This error is determined
by utilizing the Average Percent Relative Error (APE), Average Absolute Percent
Relative Errors (AAPE), Minimum Absolute Percentage Error equation (APEmin),
andMaximumAbsolute PercentageError equation (APEmax).While for the statistical
measurement, Standard Deviation (SD), Coefficient of Correlation (R), and Root
Mean Square Error (RMSE), were utilized to evaluate the accuracy of the model.
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3 Results and Discussion

There are 275 measured data of minimum miscibility pressure which were divided
into training and testing purposes. The New model is developed and simulated. The
following are the results.

3.1 Trend Analysis

The trend analysis makes use of the maximum, minimum and average values of each
parameter. The range of the data parameter chosen is plotted against a constant value
of the other remaining parameters.

Through this process, the obtained trend line could be analyzed as to whether it
follows the specified trend for that parameter.

Figure 1a shows the effect of temperature on MMP for various empirical correla-
tions, while Fig. 1b shows the declining trend of temperature as generated by ANFIS
model. This means that the ANFIS model corresponds to the temperature trend of
the previously published correlations and models.

Figure 2a shows the change in MW of reservoir oil C7+ composition for various
empirical correlations and models, whereas the second figure (Fig. 2b) shows the
declining trend of MW C7+ composition as generated by ANFIS model. This again
confirms that the ANFIS model corresponds to the MW C7+ composition trend of
the previously used correlations and models.

Figure 3a shows the effect in change of MW of C1 (in gas mixture composition)
on MMP for various empirical correlations, whereas the Fig. 2b shows the declining
trend of MW of C1 composition as generated by ANFIS model. This verifies that
the ANFIS model corresponds to the MW of C1 composition trend of the previous
models and correlations.

3.2 Error, Statistical and Graphical Analyses

These are the results of error analysis which are utilized in accordance with statistical
calculations. The statistical parameters used for assessment are: coefficient of cor-
relation, average absolute percentage relative error, root mean square error, average
percent relative error, minimum or maximum absolute percent error, and standard
deviation of error (Table 1).

The newly created ANFIS correlation shows a high positive coefficient of corre-
lation both for training and testing phases. Based on the results of the errors, there
is also a low error coefficient for SD, RMSE, AAPE, and APE, which suggest that
the model would have low possibility of producing an error. In analyzing the results,
graphical tools were also used to aid visualizing the performance and accuracy of
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Fig. 1 Plot of temperature versus MMP

the proposed model. Cross plots and Error distribution are the two graphical analysis
techniques which were applied in the analysis.

Based on result of testing data set, Fig. 5 yields a coefficient of correlation, R-value
of 0.93881, which is higher compared to the training data set in Fig. 4. Similarly, this
outcome means that the correlation between predicted MMP and measured MMP
is accurate on the testing data sets. Even though the result obtained was high in
coefficient of correlation, which is a decent marker to decide on the exactness of the
model, other statistical measures should be considered to give a solid evidence that
the ANFIS solution is more precise than other alternative models.

The frequency table of error distribution is a simple way to display the number of
occurrences of an error the value occurs. As shown in the Fig. 6, a notable concen-
tration of error occurs on the bar 6, which reaches up to 50 times. But looking at the
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Fig. 2 Plot of MW C7+ versus MMP

normal distribution curve, we could find that most of the errors are within the area
and are near to the median value. Figure 7 shows the residual of errors of the model.
Consistency of the model can be determined by generating the residual graph. Values
of errors are distributed randomly on positive values as well as in negative values.
Although a slight heteroskedasticity is observed near the smaller values, the overall
randomness of points is observed throughout the whole plot. This means that the
residuals do not contradict the linear assumption.
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Fig. 3 Plot of Mf C1 versus MMP

3.3 Comparison with Other Empirical Correlations

A summary of the statistical test used to evaluate the performance of the created
ANFIS model and its comparison to other previous correlation models is shown on
Table 2. Based on the test data results, the ANFIS performs well when it comes to
coefficient of correlation, root mean square error, average percent relative error, and
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Table 1 Statistical analysis error for ANFIS model

Statistical parameters Data sets

Training Testing

Correlation coefficient (R) 0.9033 0.9388

Standard deviation error (SD) 6.0609 5.5526

Root mean square error (RMSE) 6.0534 5.5243

Maximum error (Emax) 20.3520 20.3520

Minimum error (Emin) 0.2415 0.2415

Average absolute percent relative error, AAPE 4.5940 4.1223

Average percent relative error, APE −0.3430 −0.0287

standard deviation compared to other previous correlations. While all correlation
models have positive high correlation, ANFIS was observed to have the highest
coefficient of correlation of 0.9388, which means that it has achieved a stronger
correlation to the actual MMP compared to other correlations. RMSE indicates the
separation of data around zero deviation. This statistical measure determines the
spread of deviation between the predicted and actual values. These deviations are
called “residuals”. ANFIS was observed to have the lowest RMSE of 5.5243, this
means that the value of the predicted data is more concentrated around the line of
best fit as compared with other MMP correlations. The variability of predicted data
points is measured through SD. The further the points are from the mean value,
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the larger the SD. Therefore, the lower the deviation, the better its performance is
(refer to Tables 3, 4, 5 in Appendix 1 for Error Ranking). ANFIS was observed to
have the lowest Absolute Percent Relative Error of 4.1223%, which means that it
achieved lesser error compared to other correlations. AAPE values could be more
clearly understood when shown graphically using x= y plot of predicted and actual
measured value of MMP. Sometimes it is called the 45° best fit line.

As observed here, most of the points are not so much scattered and are following
the matching trend line. The closer the point is to the line; the better accuracy the
model has in predicting the values of MMP.

As seen in the graph, the data points here are also following the trend line, but it
is more scattered compared to ANFIS plot in Fig. 8.

Figure 10 shows a less scattered plot of points, but the deviated trend of points
is not following the matching trend line. This is the reason why the Sebastian and
Lawrence has a relatively high AAPE value (Fig. 9).

As in the case of Sebastian and Lawrence, Fig. 11 for Maklavani’s model shows
that the points are not scattered which causes its correlation coefficient to reach
0.9319; but at the same time the points do not follow the matching trend line, causing
it to have a high AAPE and higher prediction error for the actual value of MMP,
especially at the low-to-medium MMP values (Fig. 11).

The data point plotted in Fig. 12 show loosely-scattered trend and the trend is not
directly noticeable. This is the reason why Menouar model has low coefficient of
correlation of 0.61 and has relatively high AAPE of 27.87%.
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Table 2 Summary of statistical analysis and errors of ANFIS and other correlation model

Model Name Proposed
ANFIS
model

Firoozabadi
et al. [7]

Sebastian
and
Lawrence
[8]

Menouar
[10]

Maklavani
et al. [9]

Statistical
feature

Correlation
coefficient
(R)

0.9388 0.8286 0.8507 0.6100 0.9319

Root mean
square error
(RMSE)

5.5243 9.5680 19.4689 37.6256 21.9151

Maximum
error (Emax)
average

20.3521 24.48 57.07 91.35 59.14

Minimum
error (Emin)

0.2415 0.18 0.12 0.24 0.07

Average
percent
relative
error, APE
(Er)

−0.0287 −1.7133 −6.9004 11.0316 −15.3029

Absolute
percent
relative
error, AAPE
(Ea)

4.1223 6.7039 11.9236 27.8739 15.3552

Standard
deviation
error (SD)

5.5527 9.4617 18.2987 36.1570 15.7680

Fig. 8 Plot of data points of Actual versus Predicted ANFIS model
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Fig. 9 Plot of data points of Actual versus Predicted Firoozbadi model

Fig. 10 Plot of data points of Actual versus Predicted Sebastian and Lawrence model

Fig. 11 Plot of data points of Actual versus Predicted Maklavani model
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Fig. 12 Plot of data points of Actual versus Predicted Menouar model

3.4 GUI Graphical User Interface (GUI)

The development of the Graphical User Interface (GUI) was completed through
MATLAB guide. In this GUI, there are ANFIS models which are operated by four
input parameters. These prepared ANFIS models enable the client to choose any
parameters and the GUI will consequently determine and generate the result which
is the Minimum Miscibility Pressure. The Graphical User Interface (GUI) likewise
enables the client to peruse and select any Excel record which contains the informa-
tion and the GUI will read the chosen document (see Appendix 2).

4 Conclusion and Recommendation

In conclusion, theNewproposedmodel for predictingMinimumMiscibility Pressure
(MMP) for reservoir-oil/injection gas mixtures using ANFIS machine learning has
satisfied all its objectives which are:

(i) Developing a model which is coded in MATLAB software using backpropa-
gation scheme.
The code has been done and run through backpropagation scheme, and aGraph-
ical User Interface (GUI) has been created accordingly. The model has been
executed smoothly without syntax error detected.

(ii) Utilizing Adaptive Neuro-Fuzzy Inference System (ANFIS) in determining the
appropriate Minimum Miscibility Pressure (MMP).
Using input data parameters, the ANFIS model was able to generate the mini-
mum miscibility pressure required output data were automatically written and
saved in an excel file.
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(iii) Training, Validating, and Testing the model performance by Trend analysis.

• Themodel has been trained using 177data samples, and 98data sampleswere
used in the testing to validate themodel output. The set of data conforms to the
expected trend of each parameter which are increasing for Temperature and
Molecular weight C7+; decreasing trend forMole Fraction C2–C6; increasing
trend for Mole Fraction C1; and decreasing trend for Mole Fraction C2+.

• The model performance was checked, and it also conformed to the trend
analysis for each parameter.

(iv) Analyzing statistical and graphical results by comparing it to other correlations
of MMP.

• The high correlation coefficient R of 0.93881 of the newly proposed ANFIS
model proved that the predicted value of the model is closely associated with
the actual measurements.

• The low RMSE of 5.5243 exhibited by the proposed ANFIS model indicates
that the model accurately fits the data. This proves that residual errors do not
contradict with the linear assumption of the model.

• With the comparison of the Average Absolute Percentage Error (AAPE), we
could conclude that the ANFIS model generates less error and at the same
time it matched closely to the actual measured values.

• The difference between the Maximum and Minimum Errors for each model
indicates that ANFIS model has more accurate prediction results.

Based on evaluation on the models, the ANFIS system was able to establish
a better outcome of estimates. It is concluded that the proposed ANFIS model is
more precise and dependable. Having an exact combination of training option and
detailed techniques in refining the parameters, themodelwas able to perform better in
estimating theMinimumMiscibility Pressure for reservoir-oil/injection gasmixtures.
Since the error is reduced, EOR would be able to achieve its optimum recovery with
lesser degree of uncertainty.

It is suggested to incorporate additional past correlations in the selection proce-
dure to enhance the parameters screening and improving the new proposed model.
Moreover, it is also recommended to use other types of Machine Learning Algo-
rithms and compare their results with this study. It is also recommended to utilize
the field information rather than reported experimental values in the literature since
the outcomes of field data would be directly gathered from the field and is more
realistically dependable.
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Appendix 1

See Tables 3, 4 and 5.

Table 3 RMSE ranking

Model name ANFIS Firoozabadi
et al. [7]

Sebastian
and
Lawrence
[8]

Maklavani
et al. [9]

Menouar
[10]

Statistical
feature

Root mean
square
error
(RMSE)

5.5243 9.5680 19.4689 21.9151 37.6256

Ranking 1st 2nd 3rd 4th 5th

Table 4 SD ranking

Model name ANFIS Firoozabadi
et al. [7]

Maklavani
et al. [9]

Sebastian
and
Lawrence
[8]

Menouar
[10]

Statistical
feature

Standard
deviation
error (SD)

5.5527 9.4617 15.7680 18.2987 36.1570

Ranking 1st 2nd 3rd 4th 5th
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Table 5 AAPE ranking

Model Name ANFIS Firoozabadi
et al. [7]

Sebastian
and
Lawrence
[8]

Maklavani
et al. [9]

Menouar
[10]

Statistical
Feature

Absolute
percent
relative
error,
AAPE (Ea)

4.1223 6.7039 11.9236 15.3552 27.8740

Ranking 1st 2nd 3rd 4th 5th

Appendix 2

The figure on the left 
shows the Matlab opening 
window.

The Graphical User 
Interface (GUI) likewise 
enables the client to 
peruse and select any 
Excel record which 
contains the information 
and the GUI will read the 
chosen document.

The figure here shows 
the GUI window and the 
panels and buttons 
together with the 
corresponding process 
executed by its function 
button. 
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The created GUI insert 
its predicted value on the 
excel file where the input 
data sheet was written.

     File path
appears after
the user
selects the
Excel file

     User
selects the
input
parameters.

User 

inserts the 

number of 

data
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Design and Development of Apparatus
for Evaluating Galling Resistance Test

Hemanta Doley, Sandeep Singh and Nabam Teyi

Abstract In the present study, a custom made galling test setup has been developed
and tested for use. The preliminary result obtained with mild steel specimens is
presented. The present test configuration consists of two coaxially aligned hollow
cylindrical specimen loaded along the longitudinal axis. The specimen holder is
provided with an internal taper of 3° and specimen with an external taper of 3°,
to ensure firm grip between the holder and the specimens. The test configuration
adheres to American Society for Testing and Materials (ASTM) G196 standards, in
which the resulting contacting surface is in the shape of annulus and there is uniform
distribution of pressure. It was found that the results obtained through this setup are
satisfactory and reproducible. The purpose of the present work is to design, develop
and qualify a fixture for conducting galling tests.

Keywords Galling · G98 · G196 · Tribology ·Wear

1 Introduction

Wear is defined as an alteration of a solid surface by progressive loss or progressive
displacement of material due to relativemotion between that surface and a contacting
substance or substances [1]. This phenomenon is apparent among machinery com-
ponents which are being rigorously used at extreme environments on routine basis in
industries and accounts for catastrophic failure of the components. Galling is a form
of adhesive wear which occurs when there is a relative sliding motion between con-
forming surfaces and under loading and no lubrication condition. American Society
for Testing andMaterials (ASTM) defines galling as a form of surface damage arising
between sliding solids, distinguished bymacroscopic, usually localized, roughening,
and the creation of protrusions above the original surface; it is characterized by plas-
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tic flow and may involve material transfer [1]. Due to the relative motion between the
contacting surfaces, friction or plastic deformation is initiated and as a result induces
pressure and energy in the contact zone. The elevation in the pressure increases
the energy density and heat level, which leads to greater adhesion between the sur-
faces and initiates material transfer or plastic flow or both. Galling can often lead to
complete seizure of the mated surfaces.

There are two international standards for galling test that are being commonly
used: ASTM G98 [2] and G196 [3]. The significant difference between them is that,
the former uses cylindrical flat on flat contact while the later uses matching annular
surface. The reason for the annular shape is that minimum contact area and no part
on the mating part has zero velocity. The G196 test method has shown to have higher
repeatability than G98 test in determining the galling resistance [3]. The G98 test
will likely remain the most used galling test while G 196 test is very expensive [4].

From the available literatures, it can be witnessed that many tribologists have
tried different procedures to test galling resistance. Hummel [5] evaluated galling
resistance, in which the mating couples experiences a line contact, where the sta-
tionary button was made to contact with a rotating cylinder. The threshold galling
stress and the coefficient of friction between the button and the cylinder was deter-
mined. Hummel [6] developed a test method which overcomes several problems
that are inadequate in the ASTM standard test method for galling resistance. In this,
the specimen consisting of two hollow cylinders was aligned with a custom made
alignment pin and loaded along their longitudinal axis. As a result, the contacting
surface has a uniform stress distribution and zero sliding distance. He ascertained
that galling phenomenon from non-galled to galled does not go through a step tran-
sition/single value but rather a stochastic process. Gurumoorthy et al. [7] developed
a wear testing machine capable of testing both galling resistance as well as sliding
wear behaviour at high stress level. Swanson et al. [8] studied the galling behaviour
of two heat treated steels, AISI 1541 and AISI 8620 with the help of two different
tests. One uses pin with a spherical tip loaded against the block and the pin is held
stationary and the block is driven while another uses a button with a flat cylindrical
base which is loaded against a flat rectangular block, where the button is rotated
manually. The damage surface was measured by profilometer and the average of
the maximum peak to valley distance was calculated and was used to quantify the
amount of galling produced.

Olsson [9] studied the tribological characteristics of the die tool materials during
the powder compaction process, through controlled base scratch test using a com-
mercially available scratch tester and custommade aluminium sample holder instead
of Rockwell C-diamond stylus. In this, the powder green body was attached to the
sample holder, and the friction andmaterial transfer characteristic of different couple
was evaluated, using a normal load of 50 N and sliding velocity of 20 mm/min and
sliding distance of 20 mm for 10 passes at ambient temperature and at no lubri-
cation condition. Smith et al. [10] developed a cobalt free, stainless steel powder
metallurgy hard-facing alloy, designed to replace the cobalt based hard-face alloy
stellite-6, which exhibits comparable galling resistance up to 350 °C. The galling
resistance was evaluated on ASTM G98 pin on block test at 343 °C, and the dam-
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aged surface was studied usingmetallography and SEM. Siefert and Babu [11] tested
materials as per ASTM G98, and attempted to quantify galling of the materials by
examining under laser microscope and measuring the depth and surface roughness
of the tested materials and comparing with as machined specimens. Wycliffe [12]
studied the galling behaviour of 6061 aluminium alloys, Duralcan aluminiummatrix
composites with 20 vol.% of SiC and cast iron by mating reciprocating plate made
of 6061 aluminium alloys or duralcan aluminium matrix composites or cast iron
with cylinder mounted on an axle made of 52100 bearing steel or nodular iron, with
contact stress below the yield stress of aluminium alloys.

2 Experimental Set-up

A custom made experimental apparatus was developed as per ASTMG98 and G196
standards. The setup ensures maintenance of constant compressive load between the
test specimens without use of screw type loading mechanism and maintains rotatory
motion over the other.

It consists of an upper and a lower holder which is fitted in the main cylinder
with a through hole of varying diameter, which maintains the co-axiality and allows
a rotary motion. A very limited axial movement is permitted and desired motion can
be constrainedwherever necessary. Themotion of the lower holder can be constrained
through a keyway designed along the periphery via a hole made through the main
cylinder for the successful conduct of the galling test. The lower holder and upper
holder have a through hole along its length through which the specimen can be
de-assembled, using a small metallic rod. The upper holder rests in the upper part
of the main cylinder and does not pass entirely through the hole. It is fitted with a
thrust bearingwhich allows themaintaining of smooth, frictionless and uninterrupted
rotary motion; while its axial movement is highly limited. The specimen is provided
with an external taper and the holder with an internal taper of approximately 3°, so
that when it is rotated upon loading—the specimen does not slip due to the friction
between the tapering surfaces. A photograph of the set-up is presented in Fig. 1.

In the test apparatus, the button is held stationary and is loaded vertically upward
through a class 1 lever system which consists of a fulcrum supported firmly on
the base plate, a lever, a load concentrator and a fixed pulley from where the load
hangs freely. The load is transferred through load concentrator made to contact
with the block which is given a rotary motion manually through a handle from the
top. Schematic diagram of the test procedure (tapers exaggerated for emphasis) is
presented in Fig. 2.
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Fig. 1 The physical set up
for testing for galling limit

Fig. 2 Schematic
arrangement of the two test
pieces

LOAD

ROTATABLE

UPPER
LOWER

FIXED HOLDER

3 Experimental Procedures

Please read the Instructions to Authors documents carefully. Manuscripts that do not
comply will be returned for correction. The following should be noted in particular.
The specimens for the experiment were prepared as per ASTMG196 standards. The
geometry of the test specimen is presented in Fig. 3. A commercially available mild
steel rod of 16mmwasmounted in the lathe chuck andwas centred. Facing operation
was performed followedby turning operation and the diameterwas reduced to 13mm.
The sample was further reduced to a diameter of 12.5 mm and a hole of 6.3 mm
diameter with a hole length of 10 mm was drilled on the centre. An external taper of
3° for a length of 25 mmwas given on the sample. The samples were cleaned in soap
water solution to get rid of the dirt and grease and were wiped dry with tissue paper.
The samples were mounted on the upper and lower holder and the lower specimen
was constrained with an allen screw. The required load was applied through the
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Ø12.5

Ø6.3

10

25

3°

Fig. 3 Dimensions of the specimens in mm

fulcrum which has a load concentrator at one of its end which is fitted beneath the
lower holder and rotary motion was given through the rotating lever, completing one
revolution within 10 s. The sample sets were taken out and examined with naked
eyes, to see if there is material transfer between them. If that happened, then galling
is said to have occurred. G50 was determined from the observation based on a series
of experiments. G50 is defined as, the stress at which the probability of occurrence
of galling on one or both of the test specimens is 50% [3].

The material used for the experiments was a commercially available mild steel
with loads varied from 10.144 to 20.144 kg. The weight of the hanger was found to
be 0.144 kg.

4 Results and Discussions

A test study on 29 pairs of commercially available mild steel specimens was con-
ducted on the galling setup developed. The test was conducted at 10.144, 11.144,
12.144, 13.144, 14.144, 14.644, 15.144, 15.644, 16.144, 18.144 and 20.144 kg. The
result of the study is presented in Table 1. From Table 1, it can be observed that from
the load range of 16.144 to 20.144 kg, galling has been found to occur in all the speci-
mens but the moment the loading is reduced to 14.144 kg, galling stopped occurring.
So, we again started to increase the load through level of 0.5 kg. By increasing the
load to 14.644 kg, galling was found to occur on few specimens but less than 50%
of the tested specimens, so we again increased the load to 15.144 kg and still galling
was found on few specimens, but less than 50% of the tested specimens. Upon fur-
ther increase in the load to 15.644 kg, we found that six out of the nine specimens
underwent galling, whereas the other three specimens did not show galling for the
same load.

Hence, the G50 is found out to be at the load of 15.644 kg. As the occurrence
of galling is examined through naked eye, determination of G50 value varies from
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Table 1 Replicates, loads
and occurrence of galling

Sample No. Weight (kg) Occurrence of galling

1 10.144 No

2 11.144 No

3 11.644 No

4 12.144 No

5 13.144 No

6 14.144 No

7 14.144 No

8 14.144 No

9 14.144 No

10 14.644 Yes

11 14.644 No

12 14.644 No

13 14.644 No

14 15.144 Yes

15 15.144 No

16 15.144 No

17 15.144 No

18 15.644 Yes

19 15.644 Yes

20 15.644 No

21 15.644 Yes

22 15.644 No

23 15.644 No

24 15.644 Yes

25 15.644 Yes

26 15.644 Yes

27 16.144 Yes

28 18.144 Yes

29 20.144 Yes

person to person. The force exerted by 15.644 kg on the mating samples is given by
15.644 × 9.81 N = 153.468 N.

This load is subjected over an area = π/4(OD2 − ID2), where OD = Outer
Diameter of the specimen and ID = Inner Diameter of the specimen.

= π/4
(
12.52 − 6.32

) = 91.49 mm2
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Fig. 4 Specimens without galling

Fig. 5 Specimens with galling

Therefore, the applied stress was calculated as applied force acting per unit area
i.e. 153.468/91.49 N/mm2 = 1.677 N/mm2.

Hence, the value of G50 = 1.677 N/mm2 (Figs. 4 and 5).

5 Conclusions

In this paper, a design for a galling resistance test apparatus has been proposed and
presented. This test fixture addresses all the features actually needed to conduct
a test as ASTM-G196. In the present work reported here, the number of samples
was low, with the increased number of samples, there may be a statistical spread
developed which can help to determine the galling load. The results of the limited
tests performed over a small range of loads, as presented in Table 1, indicate that
the fixture as designed, has repeatability of the galling appearance. Hence, it is fit
for use. The galling results presented show that the propensity for galling increases
with load and transition from load leading to appearance of galling to those loads
safe against galling; the transition is gradual.
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AMethod for the Quantification
of Nanoparticle Dispersion
in Nanocomposites Based on Fractal
Dimension

K. Anane-Fenin, Esther T. Akinlabi and N. Perry

Abstract Dispersion quantification provides critical insight and towards under-
standing and improving the influence of nanoparticle dispersion on the behaviour
of the nanocomposite at macro and nanoscale level. This study was precipitated by
the limitations of most methods for quantifying dispersion to sufficiently handle
issues regarding scalability, complexity, consistency and versatility. A quantity (D0)
based on the variance of the fractal dimension was used to quantify dispersion suc-
cessfully. The concept was validated using real microscopy images. The approach is
simple and versatile to implement.

Keywords Dispersion · Fractal dimension · Variance · Nanocomposites ·
Nanoparticles

1 Introduction

There are several classifications of polymer composites, however, there is a growing
interest in the application of polymer nanocomposites in multidisciplinary fields
such as in drug delivery [1], purification systems [2], polymer biomaterials [3] and
chemical protection [4]. Dispersion quantification is an important step required for
the exploitation of the excellent properties and characteristics of nanocomposites
such as mechanical, electrical properties, chemical stability and high aspect ratio
[5–8]. The ability to manage the state of dispersion will lead to superior composites
by manufacturers with optimised properties [9]. The Van der Waal forces within the
individual nanoparticles are the primary cause of agglomeration [10] and therefore
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several dispersion techniques to overcome this challenge have been developed such as
mechanical or high-speed stirring [11], sonication [12], high shear mixing or melting
[13], incorporating surfactants or compatibilisers [9], solution processing, in - situ
polymerisation processing, Coagulation Spinning and Electrospinning, Buckypaper-
basedApproaches, Layer-by-layer (LBL) Technique and SwellingUnder Ultrasound
Technique [10, 13].

The traditional convention for assessing dispersion of nanoparticles within the
nanocomposite matrix is mainly through visual inspection using optical microscopy
[14], Transmission electron microscope (TEM) [15], Scanning electron microscope
(SEM) [15, 16] or Scanning probemicroscope (SPM) [17]. Thesemethods aremainly
qualitative, and subjective in nature [18]. Quantitative methods are therefore neces-
sary to overcome the limitations of visual inspection. Quantification provides a plat-
form for correlating the effects of dispersion state on the properties of the composite
material [9].

Some studies have been conducted to quantify dispersionwithin composites using
random distribution determinants [19], dispersion characterisation using integration
of probability density function (PDF) for estimating the statistical distribution of par-
ticle spacing [20], average distance between particles per unit volume. [15], applica-
tion of Delaunay triangulation [21], the use of differential scanning calorimetry [22]
and the quadrant methods [23–27]. A Fourier domain optical coherence tomography
based on a static light scatteringmethodwas used for quantifying dispersion although
it had major limitations such as sensitivity several external factors such as morphol-
ogy and size of particles and inconsistency of results [28]. The study by Lillehei
et al. [16], is one of the few researches that quantified dispersion using Minkowski
functionals, fractal dimension and more specifically radial power spectral density
(RPSD).

Traditionally, fractal dimension techniques have been widely used in analysing
roughness [29] and multidisciplinary fields in of graphics and image analysis [30,
31]. Self-similarity is an important characteristic of fractal dimension approaches.
There is a wide array of theorems in fractal dimension which applies to several
images including grayscale and coloured images [29]. Gagnepain proposed a tech-
nique which was based on reticular counting of cells which was later improved
by Voss [32] with the inclusion of probability theory. The linear interpolation was
incorporated by Keller et al. [33, 34] to refine the box-counting method.

Several box counting approaches have been developed [35–37], however, in this
study the method presented by Moisy [38] is adopted. The box-counting method
is chosen because of its simplicity and compatibility. The variance of the calcu-
lated fractal dimension was used in formulating a dispersion quantity (D0) which
successfully quantified concept models and later validated by real SEM images.
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Fig. 1 a Uniformly dispersed model. b Fractal dimension graph of the uniformly dispersed model

2 Materials

The experimental sample was manufactured using open cast moulding. The matrix
was a thermosetting epoxy (Prime 20 LV Resin) and hardener (Prime 20 Slow Hard-
ener) from Advanced Material technology (AMT). The reinforcement was titanium
(IV) oxide nanoparticles (21 nm), acquired from Sigma Aldrich. Mechanical stirring
was the dispersion technique adopted in dispersing 2wt% fraction weight of the
TiO2 within the epoxy matrix. The plates were then cut using waterjet, cryofractured
before the capturing of Scan electron Microscopy images at 15 kV and 5µm.

3 Proof of Concept

3.1 Fractal Dimension Techniques

A technique for assessment of dispersion using the variance from the fractal dimen-
sion of the SEM images was developed. Firstly, five models of varying dispersion
stateswere designed as shown inFig. 1a (uniformdispersion), Fig. 2a (randomdisper-
sion), Fig. 3a (Cluster distribution) while Fig. 4a and Fig. 5a. have large agglomerates
present. The fractal dimensions of themodels were then obtained via an initial step of
image segmentation to generate greyscale and black and white images for computa-
tion using the box-counting approach. As stated earlier, the box-counting technique
was selected because of its simplicity and compatibility [29]. TheMATLAB function
developed by Moisy [38] for estimating fractal dimension is adopted for this study.
Equation (1) is used for calculating the fractal dimension.
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Fig. 2 a Randomly dispersed model. b Fractal dimension graph of the randomly dispersed model
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Fig. 3 a Cluster distribution model. b Fractal dimension graph of the cluster distribution model

Df = −d lnN

d ln R
(1)

where Df represents fractal dimension of a fractal set C, and N is the number of
D-dimensional (D = 1, 2, 3) boxes with size R required for covering the elements of
set C which are nonzero. R = 1, 2, 4… 2P, where P is the smallest integer. A second
order finite difference is used to calculate the derivative. Figures 1b, 2b, 3b, 4b and
5b. are the fractal dimension slope plots for the five models.
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Fig. 4 a One large agglomerate model. b Fractal dimension graph of the one large agglomerate
model
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Fig. 5 a One three large agglomerate model. b Fractal dimension graph of the three large model

3.2 Dispersion Quantity

The variance for each model’s Df was then calculated as shown in Table 1. The
Uniformly dispersed variance value was used to set the upper boundary limit for
the rest of the dispersion states. This is due to the fact that a uniformly dispersed
state may be considered as an ideal state in composite manufacturing. Therefore,
from Table 1, the variance for uniformly dispersed is

(
S2
UD

) = 1.89 × 10−1. Since
this is the ideal state a dispersion factor (fD) = 1.0 × 10−1 was carefully chosen.
Equation (2) was formulated to quantify the state of dispersion.

D0 =
(
S2

fD

)
× 100% (2)
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Table 1 Fractal dimension, variance and dispersion of the concept models

Models Fractal dimension (Df) Variance (S2) Dispersion (%)

Uniformly dispersed 1.394 ± 0.434 1.89 × 10−1 100

Randomly dispersed 1.425 ± 0.315 0.099 99.47

Clustered 1.483 ± 0.142 0.020 20.03

One large agglomerate 1.837 ± 0.123 0.015 15.17

Three large agglomerates 1.877 ± 0.084 0.007 7.13

where D0 is the dispersion quantity and S2 is the variance of the fractal dimension
of the sample. For the ideal situation, D0 = 100% represents a perfectly homo-
geneous system. The boundary condition set was 0% ≤ D0 ≤ 100%, whereas
D0 → 100% the homogeneity of dispersed particles. To ensure accuracy and consis-
tency in obtained results, some assumptions and considerations were adopted. These
include the use of an equal number of particles for each model and the conversion
of all model images to 1500 × 1500 pixels.

D0 =
(
S2

fD

)
× 100% (2)

A summary of the calculated dispersion quantities is presented in Table 1.
The results reveal that, for uniform, random, clustered, one large agglom-
erate and three large agglomerates, the states of dispersion, were D0 =
100, 99.47, 20.03, 15.17 and 7.135% respectively. These results are consistent with
visual assessment of the models.

4 Proof of Concept

The theoretical proof of concept has been established.However, thismust be validated
using real microscopy images. Therefore, three SEM Images captured using 15 kV
at 5 µm were used as test samples to ascertain the robustness and versatility of the
method. All image resolutions were converted to 1500 × 1500 pixels.

The proposed method was used to assess the state of dispersion for all the samples
successfully. The summary of the obtained results is summarized in Table 2. The
dispersion state for sample 1, 2 and 3 as shown in Fig. 6 was D0 = 19.79, 11.74%
and 1.95% respectively. A visual assessment of all the images confirms that the
distribution of particles in sample 1 is better than that in samples 2 and 3. Furthermore,
the low degree of dispersion may be attributed to the large agglomerates resulting
from using unfunctionalized TiO2 nanoparticles which resulted in poor interfacial
properties between the matrix and nanoparticles [39]. Moreover, the viscosity of the
matrix as well as the specific surface area of the particles significantly influenced the
degree of dispersion and agglomeration [40, 41].
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Table 2 Fractal dimension,
variance and dispersion of
real samples

Real images Fractal
dimension
(Df)

Variance (S2) Dispersion
(%)

Sample 1 1.481±0.141 0.0198 19.785

Sample 2 1.706±0.108 0.0117 11.744

Sample 3 1.847±0.044 0.0019 1.945

There are however some limitations to the current state of the proposed method.
This method does not consider spacing between particles and define a quantity for
the state of agglomeration.

5 Conclusions

A simple method for quantifying dispersion was formulated using the variance of the
calculated fractal dimension. In theory, maximising D0 should improve dispersion.
The technique is versatile and capable of analysing optical and electron microscopy
images with a high degree of accuracy. The results can be used as a platform for intro-
ducing some measure of standardisation aimed at benchmarking dispersion quality.
This new approach is suitable for analysis at varied scales such as themicro,meso and
nano level. The new approach avoids the limitations of previous methods such as the
over reliance on varied probability distribution functions and references. The disper-
sion quantity is easy to implement and execute and shows reliably consistent outputs
that are very similar to visual assessments. The formulation ensures robustness and
some level of sophistication without the complexity of other methods.
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Abstract Alkaline treatment is widely being used to treat natural fibres and it
improves the fibre surface for better bonding with the polymer matrix. The aim
of this study is to optimize the alkaline treatment variables such as sodium hydrox-
ide (NaOH) concentration, soaking and drying time that influence the strength of
natural fibres, including bamboo. In this study, Box-Behnken design (BBD) of the
response surface method was employed to set an experimental parameter of alkaline
treatment for the bamboo specimen. In order to investigate the effect of treatment
conditions on crack propagation behaviour of the bamboo along the longitudinal
direction, Mode I interlaminar fracture toughness (GIC) test was carried out. It can
be suggested from the statistical analysis approach (ANOVA) that bamboo treated
with 1 wt% concentration of NaOH is able to reach fracture toughness value up to
365.86 J/m2, which differs by only 0.82% from the experimental finding. It is also
shown that all proposed variables for treatment in this study i.e. the concentration of
the NaOH is highly significant with the soaking and drying time.
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1 Introduction

Natural fibres can simply be defined as non-synthetic fibres. They can be obtained
from animal, plant or mineral resources. Among these types, the combination of
plant-based fibres with polymer matrices to form natural fibre reinforced polymer
composites (NFPCs) are extensively being employed. This is because their combi-
nation exhibited a great mechanical strength and stiffness to weight ratio [1]. The
increase in the utilisations of NFPCs in the automotive industries [2], marine [3] and
construction [4] are good demonstrations to this affirmation. Bamboo is one of the
most researched natural fibres of late due to its specialties of having low density and
high specific strength, which is up to 4 times higher than that of the mild steel. These
two characteristics show that bamboo fibre is on par with glass fibre properties.

A major drawback from using natural fibres in polymeric composites is the
incompatibility between the natural fibre and polymer matrix due to hydrophilic and
hydrophobic interaction. The high moisture content in natural fibres makes them dif-
ficult to bond properlywith the polymermatrix and thereby degrading themechanical
properties of NFPCs. Thus, chemical treatment on natural fibre is being promoted to
increase the interfacial bonding compatibility between the fibre and polymer matrix
[5]. Among the chemical treatments that have been obtained, alkaline treatment is
frequently used. This method is carried out by immersing the natural fibre in a par-
ticular concentration of the alkaline solution, like sodium hydroxide (NaOH), for a
certain period of time. It is reported that this treatment improves the strength of fibre
and increases the surface roughness for better interlocking between fibre and polymer
matrix [6, 7]. Jacob et al. [8] studied the effect of NaOH concentrations of 0.5, 1, 2, 4
and 10% on sisal fibre reinforced composites. They reported that the highest tensile
strength composite laminate has been found at 4% of NaOH concentration tested at
room temperature. In contrast, Mishra et al. [9] reported that sisal fibre reinforced
polyester composites which were treated with 5% concentration of NaOH exhibited
good tensile strength properties to those treated with 10% of concentration. They
also highlighted that the higher alkali concentration would cause excess delignifica-
tion of the natural fibre and thus weaken it. Zhang et al. [10] treated bamboo fibres
with 4% concentration of NaOH for one hour. It was discovered that the treatment
increased the effective surface area for better bonding of the fibre with the matrix
by removing chemical components such as hemicellulose and lignin. They were
observed from scanning electron microscope (SEM) images of the treated bamboo
fibre surface seems to be smoother than those untreated fibres due to the removal
of chemical components and impurities. Phong et al. [7] suggested that 1% concen-
tration of NaOH treated on bamboo/epoxy laminate resulted in higher mechanical
characteristics compared to 2 and 3% concentration. In their study, bamboo fibres
were immersed in NaOH concentrations of 1, 2 and 3% for 10 h at 70 °C and allowed
to dry for a day at 105 °C in the air circulation oven. It was found that bamboo fibre
with 1% concentration of NaOH showed the highest tensile strength and Young’s
modulus among those treated with different concentrations. The result was in good
agreement with Rao et al. [11] who reported that 1% concentration of NaOH is the
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best to treat bamboo polymeric composite. On the contrary, few studies claimed that
a higher NaOH concentration is the best in treating bamboo fibre and capable of
removing excess moisture thoroughly. In spite of that, the NaOH concentration is
the most dominant factor that gives effect on the natural fibre. In addition, treatment
variables such as soaking time, drying period and temperature could also influence
the end results.

Many attempts have been made, including applying of Box-Behnken design
(BBD) in the optimization of chemical treatment for natural fibres, as conducted
by Aly et al. [12] in NaOH treatment parameters of flax fibre. They reported that the
BBD is an accurate tool for optimizing chemical treatment to obtain the outstanding
mechanical properties of the fibre matrix composite. Vardhini et al. [13] employed
BBD tool to determine the optimum treatment conditions in treating banana and
kenaf fibres, where they found that treatment conditions of 11 g/L NaOH concen-
tration, 2.5 h of treatment time and temperature of 90 °C are able to remove lignin
from the banana fibre at higher rates. Thus, these previous works proved that the
BBD is an efficient tool in optimization of work processes that involves more than
two variables.

In this study, the Box-Behnken design (BBD) of the response surface method
was employed to set an experimental design of alkaline treatment conditions for the
bambusa vulgaris bamboo. Mode I interlaminar fracture toughness (GIC) test was
conducted to investigate the effect of alkaline treatment conditions on crack propa-
gation behaviour along the longitudinal direction of the bamboo. Three conditions
are considered for the concentration of NaOH, soaking and drying time. The results
are subsequently analysed statistically using the Analysis of Variance (ANOVA).

2 Experimental Method

The material and testing of the BBD experimental design conducted in this study is
given in this section. Later, the GIC analysis is explained.

2.1 Box-Benhken Design Iteration

In order to determine the optimum chemical treatment condition, an experimental
design composed of three variables was built using Box-Behnken design (BBD).
Table 1 shows the design points for low, middle and high levels of each variable
condition. This input data then was randomized and modelled by BBD using the
Design-expert (6.0.8) software. It offers a total number of 17 experimental runs that
consist of 12 runs and 5 replication runs of the centre point.
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Table 1 The initial setting of Box-Behnken design (BBD)

Factors/independent variables Symbols Coded and actual levels

Low (−1) Middle (0) High (+1)

Concentration of NaOH (%) X1 1 2 3

Soaking duration (h) X2 3 6 9

Drying duration (h) X3 2 48 72

Fig. 1 a Schematic diagram of DCB specimen b connected to U-hook following tensile test

2.2 Materials and Testing

The bamboo material that was used in this study belongs to bambusa vulgaris family.
The raw bamboo was cut approximately 5 m above the ground. The age of bamboo
was approximately four years old and taken from Jeli, Kelantan at the north-eastern
state ofMalaysia. Mode I testing specimens are prepared as a double cantilever beam
(DCB) according to the ASTM D5528 standard [14]. The dimension of the DCB
specimen is, longitudinal direction, w = 200 mm; tangential direction, h = 20 mm;
and radial thickness, b = 9 mm with initial crack length, α0 = 40 mm. Two loading
holes of 5mm in diameterweremade at the point crack initiation (about 20mmbefore
the end). Figure 1a shows a schematic diagram of the DCB specimen. After that, the
specimens were chemically treated with an alkali solution. The concentration of this
solution, which was sodium hydroxide (NaOH), was prepared by weight per volume
(w/v) percentage. In order to obtain 1 wt% concentration of NaOH, 1 g of NaOH
pellets was diluted in 100 ml of distilled water. After undergoing alkali treatment
and drying process, an initial crack was cleaved along the middle-line of the bamboo
DCB specimen parallel to grain by a stiff razor. Following that, the bamboo DCB
specimen was fitted to the U-shaped hook steel which connected to a 10 kN load cell
on a Shidmazu universal testing machine as illustrated in Fig. 1b.
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2.3 GIC Analysis

According to the compliance method, the reciprocal slope from load-displacement
traces is the corresponding compliance (Ci) of the DCB specimen with a certain
crack length (αi). The relationship between C and α can be described as stated in the
following Eq. (1).

C = qαm (1)

where q and m are the fitting coefficients of the compliance curve of the DCB spec-
imen. So, after taking a logarithm of Eq. (1), the equation meets the linear model as
stated in Eq. (2). Following the Mode I test, the results were analyzed and evaluated
statistically using the Analysis of Variance (ANOVA).

lgC = lg q+ m lgα (2)

3 Results and Discussions

Initially this section gives the results on the GIC characteristic of the bamboo speci-
mens based on the force-displacement plot. Following that the BBD analysis of GIC

for treated bamboo is conducted.

3.1 GIC Characterization of Bamboo DCB Specimen

Figure 2 depicts the force-displacement traces corresponding to different crack
lengths, α, of untreated and treated bamboo specimens. Here, a1, a2, a3,…, a9 and
A1, A2, A3,…, A9 are the sum of the measured crack length, α, for untreated and
treated specimens respectively. It can be seen that the slope of traces for both condi-
tions decreased with the increase of crack lengths. However, it seems that the treated
specimen exhibited an inconsistent trend of force and displacement traces compared
to untreated, in which the traces occasionally dropped on lower or higher forces with
the larger of displacement. It can be proposed that the alkaline treatment has caused
the crack surface to be rougher due to the forming of peaks and valleys. These peaks
and valleys disrupted the distribution of applied force along the fibre and caused the
load to concentrate on a particular point on the fibre. Thereby, it causes the specimen
to yield at an uneven load. On the other hand, Islam [15] and Bledzki et al. [16]
reported that alkali-treated fibre tends to break at a higher displacement value as a
resultant of the softening of the inter-fibrils matrix. This softening effect has nega-
tively affected the transfer of stress between the fibres, thus, disturbing the overall
stress development in fibre during tensile deformation.
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______ Untreated
    ---------- Treated

Fig. 2 The typical force-displacement traces of untreated and treated bamboo (a1 = 42 mm, a2 =
56 mm, a3 = 66 mm, a4 = 83 mm, a5 = 78 mm, a6 = 97 mm, a7 = 105 mm, a8 = 114 mm, a9 =
122 mm)

3.2 The BBD Analysis of GIC for Treated Bamboo

TheGIC results of treated bamboowere further investigated using analysis of variance
(ANOVA) in order to determine which variables significantly affect the GIC value
of treated bamboo. By applying a multiple regression analysis of the responses, the
outcome proposed the highest order polynomial in which the additional terms were
significant and the model was not aliased. Following that, backwards elimination
method was applied to exclude insignificant terms automatically. The ANOVA for
the reduced quadratic models summarized in the GIC value, is shown in Eq. (3).

GIC = 573.235−160.801X1−14.743X2−1.229X3 + 27.696X 2
1

+ 0.679X 2
2 + 0.033X 2

3 + 3.936X1X2−1.095X1X3 (3)

Equation (3) represents the relationship between NaOH concentration (X1), soak-
ing time (X2) and drying time (X3) towards GIC value of treated bamboo. This
equation was also used to generate predictions of the response for a given level of
each variable. Table 2 depicts the predicted GIC values using Eq. (8) and the exper-
imental finding value. It is in good agreement between the yield predicted and the
experimental responses, with a small difference in GIC value measured as observed
in Table 2. The percentages of error are also calculated to determine the precision of
calculations. Here, the error percentage of each run is less than 4%, which is consid-
ered effective [17]. The bamboo treated with 1 wt% concentration of NaOH offers
the fracture toughness value up to 365.86 J/m2, with 0.82% of error from the testing
result. The GIC value of treated bamboo specimens is declined with the increasing
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Table 2 The BBD analysis
predicted and experimental
GIC values

Run Independent variables

Coded values Actual values Exp. Pred. Err.
(%)X1 X2 X3 X1 X2 X3

1 0 +1 −1 2 9 24 186.1 182.4 2.03

2 0 0 0 2 6 48 205.6 208.4 1.33

3 0 −1 −1 2 3 24 270.8 272.5 0.64

4 0 0 0 2 6 48 207.1 208.4 0.59

5 0 +1 +1 2 9 72 163.9 169.9 3.51

6 +1 −1 0 3 3 48 185.0 184.3 0.40

7 0 0 0 2 6 48 207.6 208.4 0.38

8 0 −1 +1 2 3 72 264.1 260.1 1.54

9 −1 +1 0 1 9 48 251.3 252.0 0.29

10 +1 0 +1 3 6 72 142.7 143.6 0.62

11 0 0 0 2 6 48 208.7 208.4 0.15

12 −1 −1 0 1 3 48 362.8 365.8 0.82

13 −1 0 +1 1 6 72 356.9 354.0 0.80

14 −1 0 −1 1 6 24 314.8 313.9 0.28

15 0 0 0 2 6 48 212.9 208.4 2.15

16 +1 +1 0 3 9 48 120.7 117.7 2.55

17 +1 0 −1 3 6 24 205.7 208.6 1.37

NaOH concentration and soaking time. Again, the higher NaOH concentration and
soaking time could worsen mechanical properties of fibre due to the softening effect
and weakens the fibre. Longer drying time, however, has a positive correlation with
the response. The model afterwards was inspected statistically using the F-test and
regression coefficient, R2 for validity purposes.

Table 3 presents the results acquired following executing the analysis of variance
(ANOVA). The significance of the coefficient terms is determined by the F and p
values. As shown in Table 3, this regression model is highly significant with F-value
of 551.22. The interactions among the NaOH concentration (X1), soaking time (X2)
and the drying period (X3) with a probability value (“Prob > F” > 0.05) indicate that
the model terms are highly significant. According to “Prob > F”, the most significant
model terms that affect GIC values of the treated bamboo are NaOH concentration
(X1), soaking time (X2), drying time (X3), second-order NaOH concentration (X 2

1 ),
second-order soaking time (X 2

2 ) and second-order drying time (X 2
3 ). On the other

hand, the interaction between NaOH concentration and soaking time (X1 X2) and
interaction between NaOH concentration and drying time (X1 X3) are the subsequent
significant factors in this study.
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Table 3 The ANOVA of quadratic model for alkaline treatment of bamboo

Source SoS DoF MS F-value p-value
(Prob > F)

Model 74816.17 8 9352.02 551.22 <0.0001a

X1-C 49879.03 1 49879.03 2939.93 <0.0001a

X2-S 16263.96 1 16263.96 958.62 <0.0001a

X3-D 310.50 1 310.50 18.30 0.0027a

X2
1

3229.82 1 3229.82 190.37 <0.0001a

X2
2

157.64 1 157.64 9.29 0.0159a

X2
3

1513.41 1 1513.41 89.20 <0.0001a

X1 X2 557.67 1 557.67 32.87 0.0004a

X1 X3 2762.55 1 2762.55 162.83 < 0.0001a

Residual 135.73 8 16.97

LoF 105.61 4 26.40 3.51 0.1259b

PE 30.12 4 7.53

Cor total 74951.90 16

a Significant bNot significant
X1-C X1-concentration; X2-S X2-soaking; X3-D X3-Drying; LoF Lack of Fit; PE Pure error; CT
Correlation total; SoS Sum of square; DoF Degree of freedom; MS Mean square

3.3 Response Surface Plots

The predicted models can be visualized as two-dimensional (2D) contour plot and
three-dimensional (3D) surface graph. Each plot shows the effects of two variables
within the studied ranges, while the other variables are fixed at their zero-coded level
value. In contour plots, the contour lines display the extent of the interactions between
two independent variables. It is easy to spot the optimum levels and it is convenient
for the user to present the shape of the response of a two-dimensional projection. The
3D-surface graph visualizes the tendency of each variable to influence the response
in a graphical view. The curvature in the 3D graph is formed based on the quadratic
dependence of response and parameters. Contour plot and response surface for the
interaction effect of NaOH concentration (X1) and soaking time (X2) on GIC values
of bamboo at 48 h of drying time (X3) are presented in Fig. 3a, b.

The highest GIC value of 365.86 J/m2 was recorded at the lowest NaOH concen-
tration and soaking time. The GIC value dropped to the minimum when treated with
the highest NaOH concentration for 9 h. Figure 3c, d presents the response surface
and corresponding contour plots for the interaction effect of NaOH concentration
(X1) and drying time (X3) on GIC values of bamboo for 6 h of soaking time (X2).
The highest GIC value of 354.09 J/m2 was recorded when treated with the lowest
NaOH concentration and be dried at the maximum drying hour. However, GIC value
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Fig. 3 The response surface plots of X1X2 in 2D contour and 3D model

seemed to be dropped to 143.22 J/m2 at the maximum NaOH concentration even
though the soaking and drying time was kept in the same condition. Based on the
finding, the proposed variables were found to significantly influence the GIC values
of treated bamboo. The analysis suggested that the bamboo needs to be treated with
low NaOH concentration for a short soaking period and dried at a longer drying time
to obtain the optimum GIC value of bamboo at room temperature.

4 Conclusions

Based on Mode I test results, it was found untreated bamboo specimen exhibited
greater GIC values compared to the treated specimen. This may be attributed to
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the softening effect caused by alkaline treatment which influences the stress transfer
process along the specimen during the test. For treated bamboo, NaOH concentration
(X1) was recorded as the most significant parameter that affected the GIC values of
bamboo. The highest GIC value for treated bamboo was predicted at 365.86 J/m2

when the bamboo was treated with 1 wt% concentration of NaOH for 3 h and dried
for 72 h at room temperature (1wt%-3–72 h).GIC value gradually dropped to 120 J/m2

when the bamboo was treated to higher than 1 wt% concentration of NaOH. Such
results may be influenced by the softening effect of alkaline treatment which disturbs
the overall performance of the specimen during Mode I of loading.
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A Preliminary Study of Additional Safety
Mechanical Structure for Safety Shoe
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and Engku Mohd Nasri Engku Nasir

Abstract A confined space is a fully or partially enclosed space that is not primarily
designed which has limited entrance or exit, or a configuration that can complicate
first aid, rescue, evacuation, or other emergency response activities. The confined
space can represent a risk for the health and safety of anyone who enters, due to
one or more of the following factors like design, construction, location, the material
or substances in it, work activities being carried out in it or the mechanical pro-
cess and safety hazards present. Therefore, the objective of this research is to study
additional safety mechanical structures for safety shoe by using the SolidWork soft-
ware. SolidWork software analysis is popular among researchers as an alternative for
experimental method to investigate the mechanical structure of the part and compo-
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nent. In this present paper, an additional safety mechanism is considered to stimulate
the safety shoe designed for confining space. From the preliminary result, maxi-
mum yield strength and displacement that applied at the additional safety structure
of safety shoe are 5.067e + 08 N/m2 and 3.895 e-02 mm respectively. The design
is chosen which follows the safety shoes classes and standard. The result obtained
in this study will prevent the workers from the hazard in confined space because of
poor safety procedure during work.

Keywords Safety shoe ·Mechanical structure · Design analysis

1 Introduction

Safety shoes were made with a protective reinforcement at the front which makes
them quite durable. The reinforcement helped to protect the toes from falling objects
or any kinds of compression [1]. They were normally installed with a sole plate
at the main sole to prevent against punctures that could come from below. The
reinforcement was normallymade of steel hence theywere sometimes known as steel
toe cap shoes. These were originally meant for workers to help protect themselves
during their work duty [2]. Before these shoes were invented, workers used to wear
leather shoes or wooden clogs. Currently several other users including civilians and
the military used these shoes. Various subcultures had adopted the use of the safety
shoes. These shoes were very dangerous when it came to fights because of their
sturdiness and also due to the steel toe [3].

The safety shoes had continued to develop to reflect the current fashions, unlike
many other protective gadgets. The customers’ expectations kept changing hence the
manufacturers were forced to produce such shoes in a variety of styles [4]. Despite
steel being the main material used for making reinforcement, the other composite
materials or even plastic also could be used for the same purposed [5]. The popularity
of the safety shoes is bound to come due to its importance in various industries.

Currently, safety footwear comes in assorted styles liked clogs and sneakers. Some
weremeant for formal purposes or engineers whowork in sites that require protective
footwear to be used. Due to the popularity of safety shoes, other brands whichmainly
featured in the fashion business, had diversified their market to target safety footwear
industry [6].

Employers should provide industrial safety shoes to their worker if they are
exposed to hazards such as objects falling from above and striking to the workers
on the foot. Moreover, the workers working near exposed electrical conductors and
others hazard situation or location might harm their foot [7]. Many countries all over
the world are implementing tougher policies and standards in terms of work safety,
so as to assure protection at the workplace. In Canada, for instance, the amount
of feet injuries decreased by 60% since the use of safety shoes at work became
compulsory [7].
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Table 1 Industrial safety shoes classes [9]

No. Shoe classes Description

1 Steel insole shoes Designed to protect joint problem and keep foot stabilized
and comfortable shoes

2 Metal instep footwear To keeps feet protection from accidents or injuries at
workplace. This type for industrial factories as it is
designed to protect feet from sharp object or heavy material

3 Metatarsal shoes Designed to protect the upper part of bones and feet. These
shoes are designed for construction worker or job demands
lifting of heavy object. The best shoe that protect feet and
toe both externally and internally

4 Safety-toed shoes Suitable for work in an environment where toes are risk.
These shoes are made of steel, alloy or non-metallic toe
caps that cover toe area and protect from hurt or damage

5 Electric hazard shoes Specially designed for who work with high voltage
machines, circuits, electricity, wiring etc. these ensure
safety when worker exposed to electricity and high voltage
circuits by reducing to receive an electric shock

In general, the importance of safety shoes at theworkplace had several reasons. By
wearing safety shoes at work is extremely important as 25% of disability applications
worldwide are due to injured feet. In Malaysia, there are more than 2100 accidents
at work were reported in the year 2017, which costs a lot of money to the companies
[8].

There are several types of industrial safety shoes which usually distinguished by
design. All these designs are specific to hazard situation or location depending on
the type of hazard the workers are exposed to [9]. According to Occupational Safety
and Health Administration (OSHA), there are 5 major types or classes of industrial
safety shoe and the classes are shown in Table 1.

Any industrial of safety shoes maker would follow regulations standard set by
the American National Standards Institute (ANSI) in order to keep the workers foot
safe from any unwanted accident. Industrial safety shoe should function to resist
diffusion by objects, absorb the shock of the heavy objects, water resistant, slow in
burning and others [10].

There are several standards that related to the industrial safety shoe in order to
standardize the safety and physical criteria of the industrial safety shoe. OSHA is an
example of an institution or organization that related and in charge of the industrial
safety shoe standard. OSHA is a regulatory agency that oversees the assurance of
the safe and healthful working conditions for working men and women [11]. The
standard is calledOSHA standard for foot protection and information of this standard
is shown in Table 2.
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Table 2 OSHA standard for foot protection [11]

No. OSHA standard Descriptions

1 1910.136(a) General requirement

2 1910.136(a)(1) The employer shall ensure that each affected employee uses
protective footwear when working in areas where there is a
danger of foot injuries due to falling or rolling objects

3 1910.136(a)(2) The employer shall ensure that protective safety shoe are use of
protective footwear will protect the affected employee from an
electrical hazard, such as a static-discharge or electric-shock
hazard, that remains after the employer takes other necessary
protective measures

4 1910.136(b) Criteria for protective footwear

5 1910.136(b)(1) Protective footwear must comply with any of the following
consensus standards

6 1910.136(b)(1)(i) ANSI Z41-1999, “American National Standard for Personal
Protection—Protective Footwear,” which is incorporated by
reference in § 1910.6

7 1910.136(b)(1)(ii) ANSI Z41-1991, “American National Standard for Personal
Protection—Protective Footwear,” which is incorporated by
reference in § 1910.6

2 Research Methodology

The research methodology process was started by mechanical designing of safety
shoe structure. The mechanical design process was involved scanning existing safety
shoe, conceptual design structure and material selection. Scanning process covered
from image digitalizing until 3D surface model by using 3D Optical Digitaliz-
ing Machine. The image was edited from digitalizing to 3D surface model using
Advanced Topometric Sensor (ATOS) optical measurement techniques software.
Then, major editing was done by using SolidWork Modelling Software for some
modification and redesign of industrial safety shoe structure.

Researchmechanical structure design is an important element tomeet the research
project objective [12]. It is important to understand the design relationship in com-
paring design bench making and the strengths or weaknesses of other shoe designs.

Conceptual design is an early phase of the design process,where the broad outlines
of function and form of something were articulated. Since this project’s goal is to
design a new additional mechanical safety structure, so the basic functionality need
to be maintained to keep their functionality [13].

The material design specification is a document created during the problem defi-
nition activity in the early stage of the design process. The alloy steel material was
chosen in the preliminary study for additional safety mechanical structure of safety
shoe.
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Sources of data and information in this research are mostly taken from previous
research and journal patent design. Besides that, some research investigated the safety
issue in workplace to prevent foots from any harm [14]. Various journals, patents,
designs, proceeding papers, books, thesis and other information that could be trusted
had been studied and referred in order to redesign the best structure safety shoe for
industrial need. From this point, a general specification could be produced to meet
the research project objective.

3 Preliminary Result and Analysis

The design of additional safetymechanical structure of safety shoe had been analysed
to adapt the design, match with the implementation environment, and design it for
safety and performance [15]. The product design had been applied to show the model
of the additional safetymechanical structure of the safety shoewith actual dimension.
The existing safety shoe had been scanned by using 3DOptical DigitalizingMachine.
Then, the scanned imagewas converted to engineering3Ddrawing as shown inFigs. 1
and 2. The software used to apply this engineering drawing is a SolidWorks.

The engineering design drawing had been developed by considering the mate-
rial selection and main components [16]. Some of the research processes involved in
preparing this additional safety mechanical structure of safety shoe are scanning pro-
cess, material selection, assembly and others. Detailed drawing showed the detailed
part giving a complete and exact description of its form, dimensions, and construc-

Fig. 1 Additional safety
mechanism

Fig. 2 CAD drawing of
safety shoe
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Fig. 3 The static analysis for alloy steel material

Fig. 4 The displacement analysis for alloy steel material

tion. Analysis is carried out on the part of the safety structure. The simulation was
aimed at studying the resilience of the safety structure so that the weakness of the
additional safety structure and the quality of the safety shoe could be improved.

In this study, static analysis and displacement analysis were applied at the main
parts of the additional safety mechanical structure of safety shoe. Static and displace-
ment analysis are terms for simplifying analysis wherein the effected of an immediate
changed to a system was calculated without respect to the longer-term response of
the system to that change as shown in Figs. 3 and 4.

From both static and displacement analysis, the maximum yield strength and
maximum displacement that applied at the alloy steel material as additional safety
structure of safety shoe were 5.067e + 08 N/m2 and 3.895 e-02 mm respectively.
These results were used to support the alloy steel as one of the material analysis in
designing additional safety structure of safety shoe. The result followed and adhered
to the safety shoe standard which provided by OSHA for safety foot protection.
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4 Conclusions

The research was done successfully to achieve its objective as preliminary study
of additional safety structure of safety shoe. By scanning the existing safety shoe
structure in 3D approach, this research is useful for future simulation where a new
modification of safety shoe structure in could be edited using SolidWork software.
The preliminary result of maximum yield strength and maximum displacement that
applied at the additional safety structure of safety shoe were 5.067e + 08 N/m2 and
3.895 e-02 mm respectively which followed the safety shoes classes and standard.
It is also important for workers who work in confined space. The outcome of this
research can be used as guideline to help preventing accidents worker in the work
place and creating a safe working environment.
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Effect of Flow Regime on Total
Interfacial Area of Two Immiscible
Fluids in Microchannel Reactor Using
VOF Model

Afiq Mohd Laziz and Ku Zilati Ku Shaari

Abstract The application of microfluidic in chemical processing, for example, the
microchannel reactor has received much attention. This type of reactor can enhance
the reaction efficiency due to high total interfacial area for the interaction of reactants
in a multiphase reaction. The behavior of multiphase flow can create several different
types of regimes such as segmented, annular, or droplet flow, depending on the flow
conditions between the two immiscible liquids. The droplet flow has relatively higher
total interfacial area than the annular flow.Depending on the total volumetric flow rate
and volumetric ratio, the size of the microdroplet can be varied. In this study, the size
of themicrodroplet is investigated by varying the volumetric ratio of oil-to-methanol,
O/M, and the total volumetric flowrate, QTotal. Computational fluid dynamics (CFD)
method using Volume of Fluid (VOF) model is implemented to predict the size of
the microdroplet produced in the microchannel reactor. In addition, the model is
first validated with the experimental data which showed good agreement between
numerical and experimental results. It was found that the droplet size is decreasing as
the total volumetric flow rate and oil-to-methanol ratio increases, which will increase
the total interfacial area. In addition, droplet regime has the highest total interfacial
area, while segmented regime has the lowest total interfacial area. This finding is
useful especially in designing a microreactor that controls the size of droplet and
maximizes the total interfacial area, overall enhancing the reaction process.

Keywords Computational fluid dynamics · Microchannel · Microfluidic ·
Microreactor · Volumetric ratio · Hydrodynamics · Channel geometry

1 Introduction

Microfluidic system is a system that is operating at a microscale level between 1 and
1,000 μm size and the application is widely used especially in the perspective of
chemical processes which include mixing, extraction, reaction, heat exchange and
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separation [1, 2]. This technology has raised a lot of interest by researchers due to
its advantages such as large surface area-to-volume ratio (s/v), safe for potentially
explosive reactions, point-of-use production, and good control of high exothermicity
[3].

Furthermore, this technology has attracted attention as one of the process intensi-
fication strategies in producing biodiesel, especially in the transesterification process
between vegetable oil and alcohol. The transesterification reaction process generally
uses a variety of vegetable oil with methanol or ethanol, and homogeneous catalyst
such as potassium hydroxide (KOH) or sodium hydroxide (NaOH) [4–7]. The objec-
tive is to improve biodiesel production by achieving faster reaction and maximizing
yield of fatty acid methyl ester (FAME), which is the main product of biodiesel.
Among many factors to achieve this objective are the reaction conditions such as
the methanol-to-oil ratio, catalyst concentration, residence time, and temperature
[8–11]. However, the factor that is seldom being discussed is the effect of hydrody-
namics. Transesterification process is a multiphase reaction because both reactants
are immiscible to each other and the reaction could be taking place either inside
of one phase, or at the interface of the two phases. Csernica et al. [12] observed
that the reaction is occurring inside the methanol phase, and the components of oil
such as triglyceride, diglyceride, and monoglyceride, are transferred from oil phase
into the methanol phase. This raises the question whether improving mass transfer
could also significantly enhance the total reaction performance and FAME yield in
microchannel reactor.

Two factors affecting the mass transfer are total interfacial area and the mass
transfer coefficient. One way to study the mass transfer effect is by investigating the
hydrodynamic properties of the flow itself. In multiphase flow, there are several flow
regimes that exist. In the case inside a microchannel, the possible regimes are the
droplet, slug/segmented, annular, and stratified flow [2]. These different regimes will
affect the total interfacial area created inside the microchannel reactor. The factors
that control the formation of these regimes are the hydrodynamic properties such as
flow velocity and liquid properties such as density ρ, viscosity μ, interfacial tension
γ, and contact angle θ.

In addition, the design of the microchannel inlets could affect the formation of
the multiphase regimes. Most commonly used design for the study of the transes-
terification process are T-junction [4, 6, 7] and cross-junction microchannels [13].
Among these findings, different flow regimes have been observed from different
authors. For example, Wan Ab Rashid et al. observed the segmented/slug flow in
their microchannel of palm oil and methanol system [14], while Jamil et al. observed
the droplet regime in their reaction between the mixture of castor and sunflower oil
with methanol [5]. The stratified flow regime has been observed by Santana et al.,
in both experiment and simulation work, using their microchannel of sunflower oil
and ethanol system [6].

To increase the production of biodiesel, one can increase the overall volumetric
flow rate of the system which directly increases throughput. According to Guarjardo
et al., it was observed that as the volumetric flowrate increases, higher oil conversions
will be achieved compared to lower flowrates [15]. This observation may be a result
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of the increase in recirculation intensity found in the droplet regime as have been
described by Kurup et al. experimentally [16] and by Raimondi et al. numerically
[17]. However, it is difficult to conclude this for the case of Guarjardo et al. because
they did not report the observation from the flow regime properties of the multiphase
system because the microchannel is made from stainless steel. The same authors
also reported reducing at 50% methanol molar excess (1:4.5 oil:methanol ratio) and
still achieving conversions up to 90% with 4 min residence time. This is considered
good since most of the findings found in other authors [4–6] have excess of methanol
between 1:6 up to 1:25 oil:alcohol molar ratio.

For the factor of total interfacial area, it can be explained in term of surface-to-
volume ratio, s/v. High s/v indicated high surface area that can be used for mass
transfer at the interface. Azam et al. have reported that as the diameter of microchan-
nel decreases, the s/v value will increase, hence, increasing the oil conversion [4].
Therefore, it can be shown that the interfacial area effect contributes significantly in
the reaction performance, especially in the multiphase flow system, such as in the
transesterification process. In this study, the value of s/v will be investigated based
on different oil-to-methanol ratios, O/M, and total volumetric flowrates, QTotal, with
respect to each flow regime created in these different flow conditions.

2 Methodology

2.1 Geometry Case Descriptions

Hydrodynamic of multiphase flow between two immiscible liquids of methanol and
palm oil was studied for the application of transesterification process. No catalyst was
used during the experiment to have a constant condition without any reaction factor.
Two microchannel designs were used for preliminary analysis. The description and
geometry of the designs are shown in Fig. 1. The main channel for T-junction has
500 μm width and injected with oil, while the side channel has 250 μm width and
injectedwithmethanol. As for the cross-junction, themain channel has 500μmwidth
and injected with methanol, while the oil was injected from the two side channels
with 250 μm width. The dashed-line box in Fig. 1 indicates the observation area.
The flow was assumed to be fully developed in this region.

2.2 Experimental Setup for Validation

Themicrochannelwas fabricated based onXurographymethod [18] usingGraphtec®

cutting plotter CE6000-60. The mold was fabricated using epoxy resin with the ratio
between resin and hardener of 2:1. The microchannel was fabricated using poly-
dimethylsiloxane (PDMS) from Dow Corning® Sylgard 184 with the ratio between
PDMS and hardener of 10:1. The experimental setup for the validation is illus-
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Fig. 1 Geometry description of the micro-channel for a T-junction and b cross-junction channel

Fig. 2 Experimental setup used for the validation
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Table 1 Details of liquid
properties at 25 °C

Parameter Palm oil Methanol

Density, ρ (kg m−3) 909.15 785

Dynamic viscosity, μ (mPa s) 69.1 0.5495

Contact angle, θ (°)
(oil in methanol at PDMS wall)

107

Interfacial tension, γ (mN m−1)
(between palm oil and methanol)

3.27

trated in Fig. 2. The oil and methanol were pumped into the microchannel using
the microfluidic pressure pump from Elveflow®. The liquid flow rate was measured
using mass flow sensor connected to Elveflow system. The flow regimes inside the
microchannel were observed using Olympus® inverted microscope IX53 equipped
with 100 W halogen illumination, 2-40X objective lenses and DP22 microscope
digital camera. The image captured by the camera is then processed using cellSens
Dimension software to analyse the flow characteristics in the microchannel.

The methanol used was purchased from R&M Chemical® with analysis reagent
standard. The oil usedwas cooking palmoil fromBuruh® produced byLamSoonSdn
Bhd. The details of the chemical properties can be described in Table 1. The density
and viscosity were analysed using SVM 3000 from Anton Paar®. The interfacial
tension and contact angle were measured using DataPhysics® OCA 20.

2.3 Simulation Setup and Boundary Conditions

The simulation was performed in Ansys Fluent version 17.2 using Volume of Fluid
(VOF)model. The solver usedwaspressure-based andused transientmode, therefore,
it was calculated iteratively with 1× 10−5 s time step and the Courant number below
5 to have a conservative and stable convergent value along the simulation. Since the
depth of the microchannel was 88 μm, the confinement ratio between the channel
width and depth is 5.7. Therefore, the simulation was sufficient to be performed
in a two dimensions geometry. Preliminary works on the meshing study indicated
that the simulation was highly mesh dependent, so, the simulation conducted used
high meshing quality [19]. The mesh was created uniformly throughout the domain
and had approximately 300 k quadrilateral cells. The maximum face area created
amounted to approximately 10 μm2 and the maximum aspect ratio was 6.25. The
liquid properties used in the simulation were exactly according to the liquid property
values from Table 1. Both liquids are incompressible Newtonian fluids, therefore, all
the liquid properties were assumed to be constant. The oil was taken as the primary
phase, while themethanol as the secondary phase. In the boundary condition, volume
fraction of methanol equals to 1, while the oil equals to 0. The wall was assumed
to have no slip condition. The adhesion function was activated to define the contact
angle value to characterize thewetting properties between oil andmethanol on PDMS
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wall. The variable that changed in the simulation was the velocity at the methanol
and oil inlet channels.

The VOFmodel estimates the separation of the phases by tracking the interface(s)
between the phases [20]. It is accomplished by the solution of a continuity equation
for the volume fraction of one (ormore) of the phases. For the qth phase, this equation
has the form as shown in Eq. (1), where ṁqp is the mass transfer from phase q to
phase p and ṁpq is the mass transfer from phase p to phase q.

1

ρq

⎡
⎣ ∂

∂t

(
αqρq

) + ∇ · (
αqρqVq

) =
n∑

p=1

(
ṁpq − ṁqp

)
⎤
⎦ (1)

A single momentum equation as shown in Eq. (2) is solved throughout the domain
and the resulting velocity field is shared among the phases [20]. It is dependent on
the volume fractions of all phases through the properties of ρ and μ.

∂

∂t
(ρv) + � · (ρvv) = −∇p + ∇ · [

μ
(∇v + ∇vT

)] + ρg + F (2)

The source term F in Eq. (2) is for the surface tension term where in this study,
the continuum surface force (CSF) model has been used. This model has been pro-
posed by Brackbill et al. [21] and has been implemented such that the addition of
surface tension to the VOF calculation results in a source term in the momentum
equation. It can be shown that the pressure drop across the surface depends upon the
surface tension coefficient, σ, and the surface curvature as measured by two radii in
orthogonal direction, R1 and R2 in Eq. (3) below:

p2 − p1 = σ

(
1

R1
− 1

R2

)
(3)

where p1 and p2 are the pressures in the two fluids on either side of the interface. In
Ansys Fluent, a formulation of the CSF model is used, where the surface curvature
is computed from local gradients in the surface normal at the interface. Equation (4)
show the surface normal, n that is used to calculate the surface curvature, where αq

defined as the gradient of the volume fraction of qth phase.

n = ∇αq (4)

3 Result and Discussion

3.1 Preliminary Design Analysis and Validation

Twomicrochannel designs as shown in Fig. 1 were screened to observe the capability
to create multiple flow regimes in the oil and methanol system. Figure 3 shows the
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Fig. 3 Comparison between
experimental (left) and
simulation (right) results at
a T-junction, and
b cross-junction micro
channel

result for comparison between experiment and simulation. As illustrated, the result
for T-junction channel created stratified flow regime at all flow conditions tested
which include low and high total volumetric flow rate. With the inability to create
multiple flow regimes, the T-junction will not be further investigated in the study
of s/v analysis. In addition, other researchers have reported similar findings in their
experimental work [7, 22, 23] supporting our conclusion.

Furthermore, for cross-junction channel, multiple regimes of multiphase flow
occurred as shown in Fig. 3, which will be further discussed in the next section. In
conclusion, the experimental results validated the simulation results showing good
agreement for all multiphase regimes created.

3.2 Flow Regimes in Cross-Junction Channel

Three different regimes were created using cross-junction channel: segmented,
droplet and annular flow regime as shown in Fig. 4. Different regimes were created
depending on two factors, total volumetric flow rate, QTotal, and the oil-to-methanol
volumetric ratio, O/M. The QTotal was calculated based on both methanol and oil
liquids in the microchannel after the junction. From this observation, the segmented
flow regime was found at low QTotal, below 4 μL/min; while the annular flow regime
at high QTotal, above 12 μL/min. However, at O/M volumetric ratio of 3, the annular
flow regime was not found, instead the droplet flow regime was created up until
30 μL/min. It was observed that the droplet flow regime at O/M volumetric ratio of
3 will not maintain the droplet form infinitely. At very high QTotal of 80 μL/min, it
was found that the flow regime started to form annular flow regime. This result is
not shown in Fig. 3 due to insignificant findings for another O/M volumetric ratio at
very high QTotal of 80 μL/min.
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Fig. 4 Different flow
regimes created in
cross-junction microchannel
at different oil-to-methanol
volumetric ratio

Fig. 5 Factor of inlet
velocity in creating different
flow regimes

The same results from the flow regimes can also be described in terms of flow
velocity conditions at respective inlet channels as shown in Fig. 5. The velocity
value for both side channels of oil were identical to each other and the velocity value
presented in Fig. 5 refers only to one of the side channels.

The velocity was calculated using the volumetric flow rate of respective liquids
based on the controlled O/M volumetric ratio. At high O/M volumetric ratios, the
velocity of oil at the side channels was higher than the velocity of methanol at the
main channel. This is observed because volume of oil flowing at the side channels
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at high O/M ratio is larger compared to lower O/M ratio. From this observation, it
is interpreted that the annular flow regime occurred when the velocity of the main
channel was higher or equal with the velocity of the side channels. The segmented
flow, however, appeared at all volumetric ratios at relatively low QTotal values.

In segmented flow regime, it is observed that the dispersed phase of methanol
appeared to be wetting the wall as illustrated in the inset Fig. 4I. This creates a
segmented shape that separates the phases between methanol and oil. Although the
oil has higher wetting properties with the PDMS wall, the wetting difference by
contact angle value was distinctly small which is 107°. Therefore, at low volumetric
flow rate, it is possible that the methanol can wet the wall despite lower wetting
properties from oil phase, hence forming a segmented flow regime. The observation
differed at droplet flow regime. The dispersed phase in this regime did not wet
the wall, therefore forming a droplet shape due to the surface tension of methanol
acquiring the least surface area possible.

At O/M volumetric ratio of 3, the flow created a droplet regime even at relatively
high flow rate. However, this was not observed for the lower O/M volumetric ratio
of 1 and 0.8. At QTotal higher than 10 μL/min, the oil flow from the side channels
did not break the methanol phase, hence creating a different flow regime of annular
flow. It is concluded that a maximum value of QTotal exists to give a droplet flow
regime in the microchannel. In addition, higher O/M volumetric ratio could maintain
the droplet flow regime at higher QTotal value compared to the lower O/M volumetric
ratio. While annular flow regime can be observed when the velocity of the methanol
channel inlet is higher than the velocity of the side channel inlet.

3.3 Droplet Characteristic and s/v Value

In this section, all flowcases at differentQTotal andO/Mvolumetric ratio are evaluated,
but the droplet characteristics can only be described at the droplet flow regime and
the results are shown in Fig. 6.

Due to the constant repetitive of droplet created, the calculation of single droplet
was used to represent the general calculation of s/v ratio for the entire microchannel
system. The measurement at the system domain where the s/v calculated can be
described as in Fig. 7.

The shape of the droplet was taken as an ellipsoidal. The length and diameter
were almost identical to each other, so the diameter value was not reported. The area
of the droplet was calculated based on the ellipsoidal shape using Eq. (5)

Area = 4π

[(
1
4ab

)1.6 + (
1
4ac

)1.6 + (
1
4bc

)1.6
3

] 1
1.6

(5)

where a is the droplet diameter, b is channel depth (constant at 88 μm), and c is the
droplet length. The segmented and annular regimes volume was calculated based on
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Fig. 6 Droplet length at
different QTotal and O/M
volumetric ratio

Fig. 7 Measurement
analysis where L is droplet
length, D for droplet
diameter and d for the
distance between
consecutive droplets

the rectangular shape. The area was calculated based on the area exposed to both
phases between the oil and methanol.

In the droplet regime, it is observed that the size of droplet, in terms of droplet
length, changes at different QTotal and O/M volumetric ratios. From Fig. 6, it is
observed that the droplet length decreased as theQTotal andO/M ratio increased. From
the data collected, therewas less data points forO/M ratio 0.8 and 1 because, at higher
QTotal the regimewas no longer in droplet regime. Another important observationwas
the distance between each droplet because this value will be used in the calculation of
s/v ratio for each droplet size case. Figure 8 shows the distance behavior of the droplet
at different flow conditions. In this finding, the droplet distance also decreased as the
QTotal increased, but, the O/M volumetric ratio decreased. According to Garstecki
et al. [24], the break-up rate at the neck is dependent on the side flow velocity. Higher
QTotal means higher side flow velocity. Therefore, the break-up rate is faster creating
smaller droplet and reducing the distance between the droplets.

Basedon the results, these valueswereused to calculate the surface area-to-volume
ratio, s/v value. Figure 9 shows the s/v comparison for all flow regimes which include
different sizes of droplet created by cross-junction microchannel.

It can be seen in the results that the segmented flow regime has the lowest s/v value
because the area exposed for mass transfer is limited to the depth of themicrochannel
itself, which was kept constant at 88 μm. The annular flow regime has a constant



Effect of Flow Regime on Total Interfacial Area … 595

Fig. 8 Droplet distance at
different QTotal and O/M
volumetric ratio

Fig. 9 S/V value for all flow
regimes and at different flow
conditions

s/v value at all QTotal and O/M ratios because the area exposed to both phases are
only a straight-line plane. The highest s/v value found was from the droplet regime
and it varies from different QTotal and O/M ratios due to the variation of size and
distance between droplets at different flow conditions. The droplet regimes from
low O/M volumetric ratio of 0.8 and 1 have higher s/v value compared to the s/v
value from the high O/M volumetric ratio. The difference in s/v value is due to the
factor of droplet size and the distance between the droplets. The size of the droplet
affects the value of interfacial area, while the distance between the droplets affects
the volume of the system domain. Bigger droplet size creates a bigger area compared
to a smaller droplet. Longer distance between droplets also creates a larger volume
domain. As shown in Fig. 6, droplets at lower O/M ratios have larger size droplets
and shorter distance between the droplets, creating high interfacial area at a smaller
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volume domain. Overall, this will create a high value of s/v. As for the droplet regime
at high O/M ratio, the s/v value increases as the QTotal increases. This was due to
the decrease of distance between droplets which decreases the volume of system
domain, although the droplet size was observed to decrease. Therefore, to obtain a
high s/v value, the factor of distance between the droplets is observed to be more
significant than the size of droplets.

It is concluded that the factors affecting the s/v value include the flow regime,
QTotal, and O/M volumetric ratio. The droplet flow regime has the highest s/v value
that can reach up to 11,000 m2/m3, while the segmented flow regime has the lowest
s/v value of 2,000 m2/m3. Furthermore, within the droplet regime, the flow at lowest
O/M ratio of 0.8 has the highest s/v value but limited up to certain QTotal due to the
transformation of annular regime at higher QTotal.

4 Conclusion

One way to increase the yield of reaction from two immiscible fluids is by enhancing
the mass transfer between two immiscible phases of oil and methanol reactants.
Surface area-to-volume ratio, s/v value can be used to evaluate the mass transfer
performance because the transfer at multiphase flow occurs only at the interface.
Factors affecting s/v value include the type of flow regimes, the total volumetric flow
rate, QTotal, and the oil-to-volume ratio, O/M. It is concluded that the segmented
flow regime can be created at low QTotal while annular flow regime can be created
at high QTotal. The droplet flow regime was found in between lowest and highest
QTotal, but depending on the O/M ratio, higher O/M ratio has a larger range of QTotal

to create droplet flow regime compared to lower O/M ratio. In addition, within the
droplet flow regime, the droplet size decreases as the QTotal and O/M decreases. The
distance between droplet will also decrease as the QTotal increases, while the O/M
decreases. In termof s/v value, segmentedflow regimehas the lowest s/vwhile droplet
regime created the highest s/v value. With this finding, it is understood that one can
have various flow regimes inside microchannel reactor and its total interfacial area
for reaction purposes. In addition, it is also useful in designing a suitable channel
geometry where specific droplet size could be controlled by varying the inlet flow
conditions.

Acknowledgements The authors would like to offer their gratitude to Universiti Teknologi
PETRONAS, Malaysia for providing a conducive work environment and state-of-the-art research
facilities.

References

1. Huebner A, Sharma S, Srisa-Art M, Hollfelder F, Edel JB, DeMello AJ (2008) Microdroplets:
a sea of applications? Lab Chip 8:1244



Effect of Flow Regime on Total Interfacial Area … 597

2. Antony R, Nandagopal MSG, Sreekumar N, Rangabhashiyam S, Selvaraju N (2014) Liquid-
liquid slug flow in a microchannel reactor and its mass transfer properties—a review. Bull
Chem React Eng Catal 9

3. Srinivasan R, Hsing I-M, Berger PE, JensenKF, Firebaugh SL, SchmidtMA,HaroldMP, Lerou
JJ, Ryley JF (1997) Micromachined reactors for catalytic partial oxidation reactions. AIChE J
43:3059–3069

4. Azam NAM, Uemura Y, Kusakabe K, Bustam MA (2016) Biodiesel production from palm oil
using micro tube reactors: effects of catalyst concentration and residence time. Procedia Eng
148:354–360

5. Jamil MF, Uemura Y, Kusakabe K, Ayodele OB, Osman N, Majid NMNA, Yusup S (2016)
Transesterification of mixture of castor oil and sunflower oil in millichannel reactor: FAME
yield and flow behaviour. Procedia Eng 148:378–384

6. Santana HS, Tortola DS, Reis ÉM, Silva JL, Taranto OP (2016) Transesterification reaction
of sunflower oil and ethanol for biodiesel synthesis in microchannel reactor: experimental and
simulation studies. Chem Eng J 302:752–762

7. Pontes PC, Chen K, Naveira-Cotta CP, Costa Junior JM, Tostado CP, Quaresma JNN (2016)
Mass transfer simulation of biodiesel synthesis in microreactors. Comput Chem Eng 93:36–51

8. Xie T, Zhang L, Xu N (2012) Biodiesel synthesis in microreactors. Green Process Synth 1
9. RashidWNWA,Uemura Y, Kusakabe K, OsmanNB, Abdullah B (2014) Synthesis of biodiesel

from palm oil in capillary millichannel reactor: effect of temperature, methanol to oil molar
ratio, and KOH concentration on FAME yield. Procedia Chem. 9:165–171

10. Aghel B, RahimiM, SepahvandA, AlitabarM, Ghasempour HR (2014) Using awire coil insert
for biodiesel production enhancement in a microreactor. Energy Convers Manag 84:541–549

11. Rahimi M, Aghel B, Alitabar M, Sepahvand A, Ghasempour HR (2014) Optimization of
biodiesel production from soybean oil in a microreactor. Energy Convers Manag 79:599–605

12. Csernica SN, Hsu JT (2012) The phase behavior effect on the kinetics of transesterification
reactions for biodiesel production. Ind Eng Chem Res 51:6340–6349

13. Santana HS, Silva JL, Taranto OP (2015) Numerical simulation of mixing and reaction of
Jatropha curcas oil and ethanol for synthesis of biodiesel in micromixers. Chem Eng Sci
132:159–168

14. Rashid WNWA, Uemura Y, Kusakabe K, Osman NB, Abdullah B (2013) Transesterification
of palm oil in a millichannel reactor. J Japan Inst Energy 92:905–908

15. López-Guajardo E, Ortiz-Nadal E, Montesinos-Castellanos A, Nigam KDP (2017) Process
intensification of biodiesel production using a tubular micro-reactor (TMR): experimental and
numerical assessment. Chem Eng Commun 204:467–475

16. KurupGK, BasuAS (2012) Field-free particle focusing inmicrofluidic plugs. Biomicrofluidics
6:022008

17. Di Miceli Raimondi N, Prat L, Gourdon C, Cognet P (2008) Direct numerical simulations of
mass transfer in squaremicrochannels for liquid–liquid slug flow. ChemEng Sci 63:5522–5530

18. Lim C, Koh K, Ren Y, Chin J, Shi Y, Yan Y (2017) Analysis of liquid-liquid droplets fission
and encapsulation in single/two layer microfluidic devices fabricated by xurographic method.
Micromachines 8:49

19. Laziz AM, Shaari KZK (2017) CFD simulation of two phase segmented flow in microchannel
reactor using volume of fluid model for biodiesel production. Presented at the (2017)

20. ANSYS Inc.: Fluent 15.0 Theory guide. Canonsburg, PA (2011)
21. Brackbill JU, Kothe DB, Zemach C (1992) A continuummethod for modeling surface tension.

J Comput Phys 100:335–354
22. Santana HS, Tortola DS, Silva JL, Taranto OP (2017) Biodiesel synthesis in micromixer with

static elements. Energy Convers Manag 141:28–39
23. Santana HS, Amaral RL, Taranto OP (2015) Numerical study of mixing and reaction for

biodiesel production in spiral microchannel. Chem Eng Trans 43
24. Garstecki P, Stone HA, Whitesides GM (2005) Mechanism for flow-rate controlled breakup in

confined geometries: a route to monodisperse emulsions. Phys Rev Lett 94:164501



Study on the Wear Influence for Recycled
AA6061 Aluminum/Al2O3 Utilizing
the Face Central-Full Factorial
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Abstract The AA6061-T6 aluminum alloy is one of the widely spread alloys, used
in different fields and most commonly in automotive industries. Due to high demand
of this alloy, direct recycling plays a significant role to reduce the energy consumption
and greenhouse gas emissions. The progressing of the product technology requires
the mechanical properties of this alloy to be enhanced to meet the expressed require-
ments. Therefore, enhancement of the directly recycled aluminum alloy chips based
matrix composite is crucial. This study focuses on the influences of Preheating Tem-
perature (PHT), Preheating Time (PHti), and Volume Fraction (VF) on Wear Mass
Loss (WML) property of the newly developed chip-based matrix composite. The
result of Analysis of Variance (ANOVA) exhibits the considerable effect of PHT and
VF on WML. The P-Value of all parameters was set at 5% significance level. This
criterion revealed very strong interactions between PHT × PHti, PHT × VF, and
PHT × PHti × VF respectively. The optimum values for PHT, PHti, and VF are
550 °C, 3 h, and 15% which revealed the optimum WML of 0.0014 and desirability
of 0.9876. A response optimizer shows that as low as 0.0014 g wear mass loss can
be possibly achieved. This optimum reading will deliver the best wear performance
for the applications of AluminumMatrix Composites (AMCs) in the wear demanded
working environment.

Keywords Aluminum alloy AA6061 · Alumina · Hot extrusion · DOE ·Wear test

1 Introduction

The dynamic nature and reusability of aluminum and its alloys have earned their
place in recycling operation for further applications in various industries [1]. In
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Fig. 1 Relationship between Six-R strategy within the ecosystem and environment [3]

direct recycling, the principal source of aluminum depends on chips that derived
from various manufacturing processes [2]. The concept of recycling constitutes
R-Strategy from the Six-R practices. This strategy consists of the following steps:
redesign, reduce, remanufacture, reuse, recover, and recycle respectively. Figure 1
shows the evolution of different manufacturing concepts and their contributions to
the ecosystem and the environment in general [3]. Today, sustainability remains one
of the top priorities for green technology, targeted at supporting the economy and
environment through recycling. In aluminum industry, one method to achieve this
target is through the direct recycling by means of hot extrusion [4]. In contrast to the
conventional recycling process where melting of scraps is mandatory, the hot extru-
sion is an innovative process targeted to utilize low energy and less labour intensive
with improvedmechanical properties [5].AluminumMatrix Composites (AMCs) has
demonstrated better properties in comparison with the conventional aluminum alloy
[6].

Ceramic particles strengthen AMCs and contribute to the increment of hardness,
strength and wear resistance properties as well as reducing thermal expansion of the
composites [7].Al2O3 is considered to be among agood composite reinforced particle
in the aluminum alloy matrix. This is made possible due to size difference between
composite and matrix of the original composite which promotes a better composite
[8]. This paper designates Wear Mass Loss (WML) as the principal response to
quantify the wear resistance of AMCs. On the other and, the determination of WML
of AMCs samples followed the procedures established in the works of Rahim et al.,
Alshmri et al., and Raghavendra et al. [5–13].

Table 1 indicates the terms used in the calculation of WML according to previous
studies. This study investigates the effects of preheating time, temperature and vol-
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Table 1 Terms used for wear rate estimation

No. Wear mass Unit Reference no.

1 Wear volume/sliding distance mm3/m [8]

2 Weight mass loss/distance gm/s [6]

3 Weights before wear test—weights after wear test gm [9, 10]

Table 2 Composition of alloy AA6061 (BS EN 573–3: 2009)

Element Mg Si Fe Cu Cr Zn Ti Mn

% Present 0.8–1.2 0.4–0.8 ≤0.7 0.15–0.4 0.04–0.35 ≤0.25 ≤0.15 ≤0.15

Table 3 Wear resistance of
as receive alloy AA6061-T6

Wear mass
loss (g)

Load (N) Sliding speed
(RPM)

Wear time
(min)

0.0016 10 100 5

ume fraction of AMCs’s on the WML property of the chip-based matrix composite
material.

2 Experimental Setup

High-speed milling was utilized to machine aluminum blocks in order to mimic
the industrial chip wastes. Smaller chip size was reported to lead to a greater
deformability [9]. The average dimensions of the measured chips were 1.120 mm
width × 3.20–3.50 mm length × 0.094 mm thickness and the estimated surface area
was 23.63 mm2. The chemical compositions and the wear resistance of as-received
AA6061 are shown in Tables 2 and 3.

The chip cleaning was done as per ASTMG131-96, the standard practice applica-
ble for cleaningmaterials via ultrasonic to remove impurities and dirts. Mixing of the
composite was carried out by 3D planetary mixer to obtain a homogeneous mixture.
The mixture was then filled up in a cylindrical container and compacted to produce
billet with 80 mm height and 30 mm diameter by a cold press machine. Table 4
shows the designated conditions for chip-based billet extrusion. The sequence of
the experiment is shown in Fig. 2. The ranges of temperature, preheating time and
volume fraction of alumina powder selected were between 450–550 °C, 1–3 h/s, and
5–15% respectively. The maximum temperature was restricted to 550 °C because
preheating to more than 550 °C will result in hot cracks on the surface of extruded
product [11].

A ceramic heater was used to heat up the container and die. Graphite-based lubri-
cant was added at the end of every extrusion cycle to reduce friction between inner
surface of the die and container.
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Table 4 Parameter settings
for hot extrusion process

Parameter Value/type

Extrusion die Round

Extrusion ratio, R 5.4

Billet diameter, F (mm) 30

Extrusion speed (mm/s) 4.4

Container temp. (°C) 300

Die temp. (°C) 300

Preheating temp. (°C) 450, 500, 550

Preheating time (h/s) 1, 2, 3

Volume fraction of Al2O3 (vt%) 5, 10, 15%

Fig. 2 Preparation and testing

3 Experimental Design

Experiment was designed according to 23 full factorial design with two replicates.
Three center points were included to investigate the linearity effect of the model. The
selected parameterswith their levels are shown in Table 5. Details of the experimental
settings are presented in Table 4. Response in this study was wear mass loss of the
extruded samples. The ASTM G99-17 was adopted for wear test. Load, sliding
speed and wear time were fixed at 10 N, 100 RPM and 5 min respectively. Analysis
of variance (ANOVA) was applied to study the nature of interactions between the
input parameters. The results of DOE can provide a further insight of experimental
direction for process optimization.
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Table 5 Process parameters and their levels used in the DOE

Parameter symbol Parameter Levels

Low (−1) Center (0) High (+1)

A Preheating temp. 450 500 550

B Preheating time 1 2 3

C Volume fraction 5% 10% 15%

Table 6 Results of the wear resistance

Sample Std.
order

Preheating
temp. (°C)

Preheating time
(h)

Volume
fraction (%)

Wear mass loss
(WML) (g)

S1 1 450 1 5 0.0045

S2 2 550 1 5 0.0056

S3 3 450 3 5 0.0083

S4 4 550 3 5 0.0017

S5 5 450 1 15 0.0072

S6 6 550 1 15 0.0080

S7 7 450 3 15 0.0134

S8 8 550 3 15 0.0015

S9 9 450 1 5 0.0040

S10 10 550 1 5 0.0048

S11 11 450 3 5 0.0090

S12 12 550 3 5 0.0029

S13 13 450 1 15 0.0070

S14 14 550 1 15 0.0084

S15 15 450 3 15 0.0141

S16 16 550 3 15 0.0012

S17 17 500 2 10 0.0061

S18 18 500 2 10 0.0062

S19 19 500 2 10 0.0060

4 Results and Discussion

Nineteen experimental runs in total were carried out as a result of full factorial
design with three center points selection. The results of the experiments are shown
in Table 6. The resulting high wear resistance came from the maximum preheating
temperature and volume fraction. It was observed that the relationship between wear
resistance and preheating temperature is linear. As the preheating temperature and
volume fraction increased, the wear resistance becomes maximum. The discussions
of the findings will rely on results of ANOVA of the full factorial design.
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Table 7 Results of analysis of variance

Source DF Seq SS Contribution
(%)

Adj SS Adj MS F-Val. P-Val.

Model 7 0.000222 99.12 0.000222 0.000032 176.65 0

Linear 3 0.000095 42.42 0.000095 0.000032 176.38 0

PHT 1 0.00007 31.08 0.00007 0.00007 387.76 0

PHti 1 0 0.19 0 0 2.35 0.154

VF 1 0.000025 11.14 0.000025 0.000025 139.04 0

2-way
interactions

3 0.000118 52.42 0.000118 0.000039 217.98 0

PHT × PHti 1 0.000108 48.22 0.000108 0.000108 601.53 0

PHT × VF 1 0.000009 3.88 0.000009 0.000009 48.4 0

PHti × VF 1 0.000001 0.32 0.000001 0.000001 4.02 0.07

3-way
interactions

1 0.00001 4.28 0.00001 0.00001 53.45 0

PHT × PHti
× VF

1 0.00001 4.28 0.00001 0.00001 53.45 0

4.1 Analysis of Results

The ANOVA results indicate that the important terms that maximize the tensile
strength in hot extrusion process of AMC are preheating temperature and volume
fraction. The important of these two parameters are shown by p < 0.05 in Table 7 and
Pareto Chart as shown in Fig. 3. The remaining factors such as preheating time (B),
interaction of preheating temperature and preheating time (A × B) and interaction
of preheating temperature, preheating time and volume fraction (A × B × C) are
less significant than the two aforementioned parameters. The specimens extruded
at the highest temperature and volume fraction resulted in highest wear resistance.
Similarly, the join effects between preheating time and temperature are responsible
for significant effect on the wear results. An increase in temperature from 500 to
550 °C associated with an increment of volume fraction from 10 to 15% led to the
considerable improvement in wear resistance. Furthermore, an inverse relationship
was observed between wear resistance and volume fraction. This may be responsible
for the low wear resistance recorded in all samples extruded at 450 °C with 5 vol.%
of alumina. In general, higher reinforcement will lead to the lower wear resistance.
These findings were similar as reported in Raghavendra and Rajesh [12–14].

For ANOVA, the main effects plot as shown in Fig. 4 clearly indicates that all
center points are most likely close to the line connecting the average wear resistance.
The average wear mass loss decreases as the preheating temperature increases and it
behaves in the opposite manner for the volume fraction. This relationship is further
established in the interaction plot presented in Fig. 5, whereby the similar trends
were observed as shown in the main effects plot. This relationship demonstrates that



Study on the Wear Influence for Recycled AA6061 … 605

Fig. 3 Pareto chart shows the significant parameters

Fig. 4 Main effects plot for WM

an appropriate model for the observed data has been chosen and established. On the
other hand, the curvature effect is insignificant towards the response as indicated in
ANOVA results as shown in Table 7. Therefore, the linear model is sufficient to fit
all the data because p > 0.05 for the curvature term.
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Fig. 5 Interaction plot for WM

Fig. 6 Optimization plot

4.2 Response Optimizer

The objective of optimization is to reveal the optimum wear resistance. The analysis
is based on “smaller is better” concept. It means lowest wear loss is considered as the
optimum result [15]. The ramp function (optimal solution) is the response optimizer
approach that finds application in locating which factors have effect on extrudates
separately and their impact on the wear resistance. Figure 6 shows the results of
response optimizer from (DOE) for wear resistance. Thus, to obtain the maximum
wear resistance, the factors of PHT, PHti and VT should be set at 550 °C, 3 h and 15
vol.% of alumina.
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5 Conclusions

The preheating temperature and volume fraction are found to play the most impor-
tant role in alumina powder reinforced chip-based matrix composite. The addition
of micro alumina to aluminum alloy AA6061-T6 reduces the porosity and prevents
further sliding of the aluminum atoms upon exposed to shear stresses. Increasing the
preheating temperature increases the activation energy and promotes better homoge-
nization within the chip-based AMC. The relationship between Al2O3 and WML of
the composite is inversely proportional whereby by increasing theAl2O3, it decreases
the WML of the composite material.
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Morphological Properties of Recycled
Polypropylene (rPP) Filled Dried Banana
Leaves Fibre (DBLF) Composites:
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Abstract Global interest to reduce the use and disposal of non-degradable plas-
tic based product, has enticed the initiative to develop eco-friendly plastic based
composites. Green product require degradability attribute while maintaining supe-
rior mechanical and physical properties, especially for packaging application. For
such reason, some portion of thermoplastic was substituted with some portion of
plant based natural fibre, for composite production. In this study, recycled waste
polypropylene (rPP)wasfilledwith driedbanana leavesfibre (DBLF), for rPP/DBLF
composites fabrication. The effects of DBLF fibre loadings (0, 10, 20, 30 and 40
wt%) towards the resulted mechanical, physical and fracture morphological prop-
erties of rPP/DBLF composites were studied. Local supply of dried banana leaves
was grinded into 60 µm of fibre length, and rPP was obtained from waste injection
moulding scrapped and crushed beforehand into finer rPP particles. The rPP/DBLF
composites were prepared through double steps compounding method using melt-
ing device (180 °C, 80 rpm, 30 min) followed by an injection moulding process
(185 °C, 5 min of residence time). Later, produced rPP/DBLF composites were
tested for their tensile strength (ASTM D638) and flexural strength (ASTM D790)
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performances. The relationships between the fracture morphology and composite
strength was established through the observation of tensile fracture surfaces of the
selected samples, under the Scanning ElectronMicroscope (SEM) observation. From
the experimental work, interestingly it was found that, the tensile strength (TS) of
rPP/DBLF composite has improved about +37.70% with 30 wt% of DBLF higher
loading,while oppositely themaximumflexural strength (FS) had attained by 10wt%
of DBLF lower loadings, with only +22.60% of positive improvement, in compar-
ison to unfilled rPP sample. Addition of DBLF into rPP prone to establish the
strengthening outcome, but less stiffening effects. This could be explained by coarse
DBLF particle morphology as observed by SEM, which encourage for mechanical
interlocking with rPP for good matrix-filler interaction, that increased the TS, while
better filler-filler segregation avoiding the filler domination which lowering the stiff-
ness or FS. In overall, this study has successfully highlighted the potential of DBLF
filler to enhance the properties of rPP, as another alternative of degradable plastic
based composite for various promising applications.

Keywords rPP · DBLF · Degradable plastics · Tensile · Flexural · Fracture
surfaces

1 Introduction

Thermoplastic materials have been increasingly used for various applications [1].
Due to their versatility, the usage of plastic based product are becoming boundless.
This scenario has created serious after consumption and post-consumer issues on
disposal and environmental pollution, due to plastic wastes. Value adding the waste
into wealth are significantly crucial for balance eco-system sustainability. Among
effective strategies are by manufacturing the composites or through blending with
another polymeric phases, for enhanced performance of waste plastics. Nowadays,
extensive research on filled plastic based composites development, has getting huge
attention in dealing with plastic materials deficiency [2]. In this research, the plastic
waste from injection moulding scrapped was utilized as matrix, which reinforced by
plant based natural fibres incorporation.

Plant based natural fibres are feasible and plentiful replacement for expensive
and non-renewable synthetic fibres [1, 2]. They possessed low cost, low density,
non-toxicity, comparable strength and almost no waste disposal issues. Malaysia has
rich diversity of plant based fibres including coconut coir fibres, kenaf fibres, palm
oil empty fruit bunch, banana fibres and etc. The utilization of plant based fibre are
very trendy in various engineering applications, such as automotive, construction and
furniture industry [3]. The incorporation of natural fibres into recycled polypropylene
(rPP) has tremendously increased the resulted tensile and flexural strength properties
of produced composites [4]. In this study, dried banana leaves fibre (DBLF) was
utilized as reinforcement filler for rPP from scrapped injection moulding wastes.
In this study, the polypropylene scrapped was obtained from an injection moulding
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operation, and was crushed into fine pallets by using an industrial crusher. Later,
several compounding steps and hot compressionmethodwere utilized for rPP/DBLF
composites fabrication.

Banana leaves are agricultural waste, rich in starch and cellulosic fibres content
[4, 5]. Cellulosic based fillers have been of greater interest as they provides compos-
ites improved mechanical properties as compared than those containing non-fibrous
fillers. The ripe banana leaf contains about 6–9% of dry matter protein, 20–30% of
lignocellulose fibres and about 40% of starch content, alongside with 88% of mois-
ture [6]. Banana tree produces huge amount of cellulosic waste which disposed into
landfill. During biodegradation, they emitted about 20% of methane gaseous, form-
ing major contributor of global warming [7]. In addition, DBL can be obtained for
industrial purpose without any extra cost [8]. In this study, DBL was obtained from
post-harvest of banana tree. The DBLwas shredded by using a laboratory blender for
conversion into DBLF powder. Hence, to understand the role of DBLF as newly dis-
covered functional filler for polymer matrix composites, their loadings effects to the
resulted physical, mechanical and fracture morphological of rPP/DBLF composites
were studied in this preliminary research.

2 Materials and Methods

2.1 Raw Materials

Recycled polypropylene (rPP) are collected from scrapped injection moulding pro-
cess in IKTBN Sepang. IKTBN Sepang is one of the premier technical institute
focusing on skills development among Malaysian youth. The scrapped has been
generated from teaching and learning activities held in the polymer processing labo-
ratory. The rPP was initially virgin homopolymer polypropylene supplied by Titan
PP Polymers (M) Sdn. Bhd. The polymer grade TitanPro 6331 was basically for
general purpose of injection moulding process. The collected rPP scrapped was first
screened and segregated for any contamination or impurities elimination. Later, the
rPP was loaded into industrial crusher machine for shredding into finer particles
or rPP granules. The process was repeated about two times to ensure rPP sizes
homogeneity.

The dried banana leaves fibre were yielded from dry banana petiole of musa
acuminate sp. species that grownwild at the reserved area located in IKTBN Sepang,
Malaysia. The petiole was separated from dried banana leaves and was crushed
using industrial blender and sieved into 60 µm of length size with Analysette 3
vibratory sieve shaker. The DBLF was further dried in a drying oven for 24 h at
80 °C for conditioning purpose, before incorporation with rPP by double steps of
melt-blending process.
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2.2 rPP/DBLF Composites Preparation via Double Steps
Melt-Blending Procedure

Five formulation of rPP/DBLF composites with various DBLF loadings (0, 10, 20,
30 and 40 wt%) were prepared to understand the effects of different filler loadings
or filler incorporation to the rPP based composites. The double-steps melt-blending
approach was utilized to compound the rPP/DBLF composites. At the first step, the
calibrated melting device was set into 180 °C and blending was held within 30 min at
80 rpm. Later, the secondmelt-blending stepwas followed by injectionmoulding into
specific dimension and shape of samples for tensile and flexural tests, respectively.
The moulding process was performed at 185 °C within five mins of residence period,
using DKM-8188 Dakumar type injection moulding machine. Produced samples
were conditioned at 80 °C within 24 h. in a drying oven, before performing the
subsequent mechanical tests.

2.3 Tensile Testing of rPP/DBLF Composites

The tensile test for rPP/DBLF composites were performed in accordance to ASTM
D638—Type 1. Dimension of tensile test sample was monitored within ±1.00 mm
of thickness, overall width of 19.00 mm and gauge length at 50.00 mm. The test
was carried out at controlled atmosphere of 22 ± 2 °C, at relative humidity of 60%.
Testing was performed at 10 mm/min of cross-head speed by using a Universal
Testing Machine (GoTech brand from South Korea). For each loadings, about five
sampleswere tested for data averaging purpose. For the case of this study, only tensile
strength (TS) response was analysed and presented, to represent the reinforcement
effects of DBLF filler addition into rPP matrix.

2.4 Flexural Testing of rPP/DBLF Composites

The flexural test for rPP/DBLF composites were performed in accordance to ASTM
D790—three point bending type. Dimension of flexural test sample was standardized
into 127 mm× 12.70 mm× 3.20 mm, for length, width and thickness, respectively.
The test was carried out at controlled atmosphere of 22 ± 2 °C, at relative humidity
of 60%. Testing was performed at 2.00 mm/mins of cross-head speed and resulting
span to depth ration of 16:1, by using a Universal Testing Machine (GoTech brand
from Taiwan). The distance of two support span was fixed at 100 mm. The width and
depth of tested sample was measure to the nearest 0.03 mm at the centre of support
span. For each loadings, about five samples were tested for data averaging purpose.
For the case of this study, only flexural strength (FS) response was analysed and
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presented, to represent the stiffness behaviour of resulted composites due to DBLF
filler addition into rPP matrix.

2.5 Fracture Surface Morphological Observation
of RPP/DBLF Composites

The fracture surfaces of the selected samples of rPP/DBLF composite based on TS
experimental result was observed under the Scanning Electron Microscope (SEM)
observation. At first, the fragment of fracture surface was cut and mounted onto
the stub with carbon tape before being coated with gold-palladium (Au-Pd) thin
conductive coating, using a sputter coater model Polaron E-1500, to eliminate the
charging effects during observation. The fracture surface images were captured by
using Zeiss Evo VPSEM at 7.00 kV accelerating voltage for 100× of magnification
power at secondary electron detection.

3 Results and Discussion

The main aim of this study is to evaluate the efficacy of DBLF filler in reinforcing
and stiffening the rPPmatrix for composite fabrication. For preliminary study stage,
the effects of DBLF loadings were tested and evaluated. The DBLF reinforcing
effect were represented by TS response, while stiffening effect was represented by
FS response. Figure 1 has presented the resulted TS versus weight percentages of
DBLF in rPP based composites. It was clearly found that, by adding the DBLF filler
up to 30.00 wt% addition into rPP matrix, the TS was significantly increased up
to +37.70% of positive improvement, in comparison to the unfilled rPP sample.
This affirmative enhancement was due to special ability of DBLF to introduce the
reinforcement effect into rPP matrix. The nature of rough and coarse DBLF texture
morphology (Fig. 2), has encouraged the mechanical inter-locking between rPP
matrix and DBLF filler.

This situation would promote the matrix-filler interaction due to establish inter-
face and interphase interaction between both parties in rPP/DBLF composite bod-
ies. Fluffy pocket morphology of DBLF, has promoted better rPP wetting for
good mechanical inter-locking phenomena. During the tensile loading, this improve
matric-filler interaction, was molecularly strengthen the composite until resulting
the increase TS value. Increasing the added DBLF content will further increase the
cumulative strengthening effects due to the presence of DBLF in rPP matrix. How-
ever, this only could sustain at maximal 30.00 wt% of DBLF addition, whereby after
then, about −33.10% of TS reduction was experienced by rPP/40.00 wt% DBLF
composite. This lessening condition was accountable by worst agglomeration of
DBLF, due to cumulative van der Waals forces interaction between DBLF surfaces
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Fig. 1 TS versus wt% of DBLF in rPP based composites

Fig. 2 Rough and coarse texture morphology of DBLF (100× mag)

at higher loadings. This factor was hindered the homogenous force distribution, dur-
ing the tensile event and un-wetted DBLF in the agglomerates has created voids,
which prone to act as failure initiation sites, due to worst matrix-filler interaction [8].
Hence, the premature failure was mainly responsible for TS reduction, especially at
higher DBLF loadings in rPP matrix based composites.

Next, Fig. 3 has shown the flexural strength (FS) plots versus the weight percent-
ages of DBLF in rPP based composites. The three point bending type of flexural test
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Fig. 3 FS versus wt% of DBLF in rPP based composites

has primarily used to determine the stiffness behaviour of rPP/DBLF composites.
This attribute, represent the ability of rPP/DBLF composites to resist the deformation
due to flexural force loading. The higher the flexural strength, the higher the ability of
produced composites to sustain the deformation, the higher the stiffness of the tested
samples. Normally, the presence of the filler in the composite bodies, would enhanced
the stiffness characteristic of the samples. However, it was not the case for this study.
In this work, it has clearly found that, the presence of DBLF within rPP matrix
bodies, just able to enhance the FS up to 10.00 wt% of DBLF addition, with about
+22.60% of positive increment than the unfilled rPP. Later, by increasing the DBLF
content addition up to 40.00 wt%, it has caused the FS property reduction down to
−28.40%, in comparison with rPP/10.00 wt% DBLF composite. This phenomenon
has basically opposite with the plots trend of TS properties of rPP/DBLF compos-
ites. These findings has proven that the DBLF added into rPP has efficient capacity
to perform the reinforcing role but not to stiffen the rPP/DBLF composites. This has
shown by improved TS response with oppositely decreased FS response, alongside
with the increase of DBLF filler addition. The rough surface nature promotes inter-
facial inter-locking between DBLF surfaces with rPP matrix, that’s improving the
TS, but higher flexibility and deformability of DBLF has obstructed their efficacy
to resist the load, which at the end limits the capability in stiffening the produced
rPP/DBLF composites. Cumulative effects of this inability has shown further by
decreasing performance of FS of rPP/DBLF composites at higher DBLF loadings.
In addition, based on Fig. 2, it was also found that the morphological nature of DBLF
was looked irregular, brittle, fragile and fluffy, which indicates weak characteristics
of DBLF filler at higher loadings, to perform the stiffening function in composites
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structure. The improvement of FS value at low loading addition has mainly con-
tributed by better dispersion of DBLF within rPP matrix that responsible for better
matrix-filler interaction, which later ease the distribution of homogeneous forces,
during the flexural loading. This condition at least provide benefits for rPP/DBLF
composites at 10.00 wt% of DBLF addition to resist the deformation, which at the
end enhanced the stiffness value of FS. In overall, the DBLF added has suitable effect
at higher loading (up to 30.00 wt%) to strengthen the rPP/DBLF composites, but
only efficient at lower loading addition (up to 10.00 wt% only) to stiffen the resulted
composites.

In the next section, the fracture morphological images as observed through
the scanning electron microscope (SEM) for the selected tensile test sample of
rPP/DBLFcompositewith 30.00wt%ofDBLFaddition,was comparedwith unfilled
rPP sample. Based on TS and FS results, unfilled rPP sample always possessed the
lowest performance of strength and stiffness characteristics. Addition of DBLF at
30.00 wt% of percentages addition has successfully reinforced the TS, but was failed
to stiffen the rPP/DBLF composite. Hence, for this part, the discussion has been
made to clarify the inter-related phenomena which effects the variation of TS and
FS response for this composite.

Based on the fracture morphology observation of an unfilled rPP sample, it was
found that the applied tensile loading has revealed the brittle failure characteristic
as proven by smooth pattern of fracture surface. This characteristic explained the
lowermost performance of TS and FS, in comparison with rPP/DBLF type’s com-
posites samples. Smooth fracture surface indicates limited strength sustained by the
rPP sample, prior of the failure due to tensile loading exposure. In addition, it was
clearly observed the rPPmatrix isolation due to the presence of aggravated voids and
crack tearing phenomena. Matrix isolation, crack and voids occurrence are worsen
by the force given during the tensile and flexural loadings. This situation, has limits
the capability of rPP to sustain the tensile and flexural loads, during the testing which
initiated the early premature failure.

However, for rPP/30.00 wt% DBLF composite, it was evidenced that from the
TS test, this composite possessed the highest performance about 26.10 MPa (the
highest). From the image (refer Fig. 4b), it was clearly shows that minimal matrix
isolation and cracks has appeared in the fractured image. This condition explained
the superior TS performance for this selected sample. Less matrix isolation and
cracks sites, has eliminated or lessen the early premature failure possibility for pro-
duced composites. Matrix continuity of rPP/DBLF composite was evidenced by the
matrix yielding phenomena and rough fracture surface, which explained the capa-
bility of load carrying capability of produced composite. At the end, as focused in
the micrograph, good wetting between rPP-DBLF and several elongated DBLF fibre
detachment, provides the reason for extraordinary TS improvementwith the presence
of 30.00 wt% of DBLF within the rPP matrix. Proven compatibility between rPP
phase and DBLF filler phase, enhanced the matrix-filler interaction between them.

Finally, on the FS performance, some of the explanation on their properties reduc-
tion has been explained in the FS discussion part. Basically, the lessening phenomena
of FS at higher DBLF filler addition was mainly due to the characteristic of DBLF
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Fig. 4 a Unfilled rPP SEM image; b rPP/30 wt% DBLF composite SEM image

filler itself, as explained beforehand. Hence, up to this stage, it is worth to mention
that, DBLF filler are good for strengthening effect, but not for the stiffening purposes.
For the final application, this finding should be well manipulated and applied. Obser-
vation via SEM provides valuable hints for understanding the TS and FS behaviour
of produced rPP/DBLF composites. From this study, the morphological analysis
has successfully explained the TS and FS properties variation from the experimental
findings.

4 Conclusions

In conclusion, from this study, the effects ofDBLFfibre loadings towards the resulted
mechanical, physical and fracture morphological properties of rPP/DBLF compos-
ites were fully explored and understood. It was found that, about 30.00 wt% of DBLF
addition has enough to enhance the TS, but not for FS which requires even lower
percentage addition (only 10.00 wt%) for positive improvements. DBLF added was
efficient for introducing the reinforcement effects but has failed to provide the stiff-
ening improvement at higher DBLF loadings. In addition, the morphological inter-
relationships between the characteristic of fracture surfaces and TS-FS responses
was also established and able to provide further justification on DBLF quality as
functional filler for composite development. In overall, this study has successfully
highlighted the potential of DBLF filler to enhance the properties of rPP, as another
alternative of degradable plastic based composite for various promising applications.
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Developing a Finite Element Model
for Thermal Analysis of Friction Stir
Welding (FSW) Using Hyperworks

Bahman Meyghani and Mokhtar Awang

Abstract The study undertakes a three-dimensional finite element analysis of the
friction stir welding (FSW) process of 6061-T6 aluminium alloy. The analysis inves-
tigates the temperature distribution and the fundamental knowledge of the process
with respect to temperature difference in the material to be welded. HyperMesh® and
HyperView® solver have been used fromAltair Hyperworks® to analyse the process.
Different traverse and rotational speeds have been applied in the model. The results
of the study create a better understanding for peak temperature distribution. In addi-
tion, the results illustrate that the peak temperature during welding increases as the
rotational speeds rises and the effect of the transverse speed on the temperature is
found to be insignificant. Finally, comparisons with some published papers has been
done in order to compare the results of the different finite element packages and
summarize the advantages and disadvantages of each software.

Keywords Friction Stir Welding · Thermal analysis · Temperature distribution ·
Heat Affected Zone · Hyperworks

1 Introduction

Friction Stir Welding (FSW) contains some stages including plunging, welding and
retracting (plunging out). It needs to be mentioned that there are two significant
causes for the heat generation in this process: friction force and plastic deformation
‘cold work’ [1–5]. There is a rotating, cylindrical, and non-consumable tool in FSW
which has a pin and a shoulder (that can have different shapes). During the plunging
of the tool inside the workpiece, the contact between the tool and the workpiece
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generates heat. In some cases, there is a dwelling step in order to assist in softening
of the material, then the tool is ready to move across the welding seam and join the
plates.

It should to bementioned that the ability of the tool for producing a good processed
zone depends on the life of the tool [6]. One of the key parameters that affects the tool
life is the heat generated during FSW. The range of temperature has been specified to
ensure good material flow and good stirring of the materials [7]. Fehrenbacher et al.
[7] reported that at the shoulder temperature of 515 °C, defects were come across in
the welds for AA6061. Nevertheless, welding at above solidus temperature has led to
the degradation in the weld quality, thus, indicating that local melting had occurred.
In the contrary, at shoulder temperature of 533 °C, the welds performed a higher
quality weld [7]. A decrement of the ultimate tensile strength of the welds were also
reported once the solidus temperature was achieved during welding. Additionally,
grain growth can also be enhanced during higher welding temperatures [7].

It needs to be mentioned that finite element methods are appropriate for inves-
tigating of the temperature behaviour during the process more in detail, save time
and the manufacturing costs. Different finite element models have been used so far
for modelling the process [8–12] including Eulerian [4], Lagrangian and Arbitrary
Eulerian Lagrangian [9, 13] for welding of different materials [5, 14, 15]. Although,
all of the above-mentioned studies have used refine mesh technique, however the dis-
tortion of mesh is still one of the most significant problems for modelling the FSW.
To illustrate the issue, the deformation of the material during the process is large
and this issue causes the distortion of mesh. The capability of the quick generation
of high-quality mesh is one of the core competencies of HyperMesh®, therefore by
using this software the mesh distortion problem can be solved. Moreover, the direct
recording of the temperature in the nugget zone is difficult, however by employing
finite element modelling the behaviour of the temperature inside the nugget zone
can be investigated. Thus, the purpose of this study is to explore the peak tempera-
ture in the vicinity of the tool-workpiece by using high-performance finite element
modelling commercial software Altair Hyperworks®. Finally, the findings have been
validated and themodel is confirmed by comparing the results with published papers.

2 Methodology

2.1 Finite Element Model Descriptions

Aluminium 6061-T6 alloy is used for the plates and the tool material is steel H13.
The dimension of the plate is 200 mm in length, 100 mm in width and 10 mm in
thickness. The shoulder diameter is 18 mm and length of the pin is 6 mm. Figure 1a
shows the tool description and Fig. 1b indicates the assembled model. It needs to
be mentioned that the shoulder penetration depth inside the workpiece is set to be
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Fig. 1 a The tool, b the assembled model including the tool and the workpiece

Fig. 2 The explanation of the mesh for the workpiece and the tool

0.15mm. Furthermore, different rotational (800, 1200 and 1600RPM) and transverse
velocities (40, 70 and 100 mm/min) have been applied to the model.

Three dimensional (3D) finite element thermo-mechanical analysis type is used
for the simulation. The finite element assumptions are applied in the model such
as temperature dependent values of the friction coefficient which is calculated by
Meyghani et al. [3, 16, 17]. In addition, different temperature dependent material
properties have been applied in the model [18] including thermal conductivity, spe-
cific heat and density. As can be observed in Fig. 2, CTD8RT element is selected for
the welding, total number of nodes are 28,357 and the total number of elements are
23,832.

RADIOSS™ solver is established around 30 years ago. It has been used in differ-
ent problems such as the crash of the automotive, drop and impact analysis, terminal
ballistic, blast and explosion effects and high velocity impacts. It should be noted that,
in all of the abovementioned problems, large plastic deformation is present. More-
over, in complex environments such as aerospace, defence companies, automotive,
electronics, and R&D centres for understanding and predicting the behaviour of the
design, HyperWorks® environment is used and this issue makes RADIOSS™ as an
appropriate tool for designing and analysing the problem. Therefore, in this research
Altair RADIOSS™ solver is employed in order to solve the problem, because this
solver is a leading structural analysis solver and can be employed for highly non-
linear problems under dynamic loadings.
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Fig. 3 FSW tool with a
conical shoulder and a
cylindrical unthreaded pin

2.2 Heat Generation Theoretical Background

Figure 3 shows the total heat generation at different areas of the tool [19] which are
sub-divided into different components of the tool interface, including the generated
heat at the shoulder bottom Q1, at the pin side Q2 and at the tool pin bottom Q3.

The general expression for the heat generation is defined as,

Q = ω Ttotal (1)

where ω is the rotating velocity and Ttotal is the magnitude of the total torque which
depends on different quantities: the force applied to the welding tool, the length of
the lever arm linking the axis to the point of force application, and the angle between
the lever arm and the force vector. The value of the torque is equal to,

Ttotal = �r.�F (2)

where r is the position vector and F is the force vector, therefore,

Q = ω�r.�F (3)

According to the shear stress formula, the force vector is equal to,

�F = �τ .A (4)

where τ is the shear stress and A is the area of the tool that are involved in producing
the friction force, including AS which is the region of the shoulder bottom, APb which
is the pin bottom area and APS which is the pin side region, therefore,
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Fig. 4 Schematic view of
the tool and the pin side area

Q = ω �r.�τ A (5)

The formula for calculating average heat generation per unit area can be written
as fallows,

dQ = ω �r.�τ dA (6)

where dA can be written as,

dA = �r dr dθ (7)

Therefore, an integral can be summarized for calculating the generated heat in all
areas, for example, for the shoulder bottom area (Q1), the value of the generated heat
can be explained as follows,

Q1 =
∮

AS

ω τ0dAS =
2π∫

0

RS∫

R1

ω τ0.r
2 drdθ = ω τ0

2

3
π

(
R3
S − R3

1

)
(8)

For finding the heat generation at the pin side area, firstly the region of the pin
side (APS ) which is explained in Fig. 4 needs to be investigated.

where a =
√
a2x + a2y , in which ax = R2 and ay = H , where H is the pin height,

therefore, (R2 + H tan α) = APS . For the pin side area, the generated heat (Q2) is
equal to,

Q2 =
∮

APS

ω τ1dAPS =
2π∫

0

H∫

0

ω τ1(R2 + H tanα)2dHdθ

= ω τ1
2

3
π

(
R2
2H + 3R2H

2tanα + H 3tan2α
)

(9)

The generated heat for the pin bottom area (Q3) can be calculated as,
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Q3 =
∮

APb

ω τ0dAPb =
2π∫

0

R2∫

0

ω τ0 r
2drdθ = ω τ0

2

3
π

(
R3
2

)
(10)

Finally, the total generated heat is denoted by gathering all generated heats in
different areas, the shoulder bottom Q1, the pin side Q2 and the pin bottom Q3 as
follows,

Qtotal =
∮

AS

ω τ0dAS +
∮

APb

ω τ0dAPb +
∮

APS

ω τ1dAPS

Qtotal = Q1 + Q2 + Q3 (11)

Therefore, the summarize of the above-mentioned values will be the overall
amount of the produced heat during the process. It can be concluded that the geom-
etry of the contact area, rotational velocity, the force and the shear stress will affect
the generation of the heat during FSW.

3 Results and Discussion

Acouple thermomechanical finite elementmodel is considered for the simulation.As
can be observed in Fig. 5 the welding temperature is increased as the tool penetrates
inside the plates. It is obtained that the temperature of the welding at the tool trailing
edge ismore than the other parts.Moreover, the temperature of thewelding advancing
side is always more than the temperature of the welding retreating side. This issue
happens due to the difference in the conduction of the heat at different welding sides.
To illustrate the issue, the solid material starts to move from the welding advancing
side to the welding retreating side, therefore the movement of heat from the solid
material which is located in the advancing side to another side causes difference
temperature values. Furthermore, the results indicate that the slipping rate of the
front side and the retreating side are lower than the back side and the advancing side.

It is also detected that the heat produces by the shoulder is more than the heat that
is generated by the pin (Fig. 6), therefore the upper surface temperature is always
higher than the bottom surface temperature (around 60 °C higher). In addition, it is
observed that as the distance from the welding centre line increases the difference
between the temperature of the upper and the lower surface is decreased.

The highest heat is generated inside the nugget zone (NZ) and the maximum heat
dissipation is obtained from the NZ (happened close to the shoulder edge contact
area). The contours of the gradient of the temperature at the upper surface in the
horizontal-side (longitudinal side) is shown in Fig. 6, which verifies that the area
contacted with the shoulder lateral surface is exposed to the higher temperature
gradient effect.
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Fig. 5 The behaviour of the welding during the plunging step a cross section, b 3D view

Fig. 6 Horizontal section of the welding

Figure 7 indicates that as the tool transfers across the vertical direction, thewelding
temperature increases. Besides, there is a “V” shape pattern for the temperature. The
main reason for this pattern is due to the higher convection of the workpiece from
the bottom surface. It needs to be noted that this matter affects the grain size of the
thermo mechanical affected zone (TMAZ) and the heat affected zone (HAZ) [20].
In addition, an “onion ring” (bands of textures) structure is observed in the welding
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Fig. 7 Welding temperature distribution a cross section, b 3D view

area. The main reason of this kind of structure is the higher mixing of the material
in the centre of the weld.

It is also observed that, temperature changes are highly influenced by the welding
rotating speeds and the welding transversemovement. It was detected that, as the tool
rotating speed is increased, the joint maximum temperature was also increased to
365 °Cat the rotatingvelocity of 1600RPMand the transverse velocity of 40mm/min.
Conversely, the welding temperature was decreased as the transverse speed increased
[21–23].Moreover, the differences of the temperature in the stirring zonewere gener-
ally described as a quasi-steady behaviour, but as the distance from the welding cen-
tre line increases, the quasi-steady behaviour disappeared. Furthermore, the results
showed that during all stages of the welding, the maximum temperature of the weld-
ing is less than the melting temperature of 6061-T6 aluminium alloy that is around
580 °C [24].

4 Conclusions

In this work finite element modelling of friction stir welding (FSW) is done in order
to investigate the behavior of the heat. Altair® Software was used for modelling
the process because of its powerful abilities in creating high quality mesh. From
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the results it was investigated that, the heat produced by shoulder is higher (60 °C)
and there is an asymmetrical pattern for the temperature and the temperature of the
welding advancing side is higher around 30 °C. Moreover, at the constant transverse
speed, when the rotational speed increased, temperature increased as well. Finally,
the simulated model was validated with experiments and published papers and a
good correlation between the results is achieved.
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