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Preface

Water resources are of paramount importance for mankind. These irreplaceable
resources are experiencing major stress due to depletion of quantity and degradation
of quality. Global climate change is altering the basic hydrologic cycle, thus
complicating the water resources management challenges. The issues related to
water resources cannot be resolved in isolation by engineers or scientists, but it
requires multidisciplinary and integrated understanding and approach. The recent
technological advances are proving to be an effective tool for addressing the broad
spectrum of water resources issues like rainfall prediction, glacier melting, river
pollution, river ecosystem sustenance, flood disaster, and many more.

This book is a compilation of various research works carried out by a panel of
esteemed experts in the area of water resources engineering and management. The
objective of this compilation is to provide relevant and timely information to those
who are striving to contribute to this domain by utilizing the latest technology. The
content of this book is based on papers accepted during the Second International
Conference on Trends and Recent Advances in Civil Engineering (TRACE 2018)
held in Amity University, Noida, on August 23–24, 2018. It covers interdisciplinary
innovative research in hydrometeorology, river ecology, reservoir, water pollution
and treatment, and hydraulic structure. The topics include technological interven-
tion and solution for climate change impacts on water resources, water security,
clean water to all, sustainable water reuse, water loss through evapotranspiration,
etc. The chapters present the latest areas of research like HEC, SWAT, GIS and
remote sensing application for solving water resources issues. We are hopeful that it
will prove to be of high value to graduate students, researchers, scientists, and
practitioners of water resources system.

We owe our sincere gratitude to all our family members and friends who helped
us through this journey of publishing the book. Special thanks to all the national
and international reviewers who helped us in selecting the best of the works as
different chapters of the book. Our appreciation goes to the research fellows who
assisted us in preliminary follow-ups with authors and initial software-based pla-
giarism check. We thank our management team including Head of Institution, Head
of the Department, and other faculty members for providing valuable suggestions

v



and support whenever it was required. We are very thankful to advisory committee
and organizing committee of TRACE 2018 who believed in us and provided the
opportunity for publishing the book. We wish to acknowledge and thank all the
authors and co-authors of different chapters who cooperated with us at every stage
of publication and helped us to sail through this mammoth task. Last but not least,
we are grateful to the editing team of Springer who provided all guidance and
support to us in the compilation of the book and also shaped up the book into a
marketable product.

Liverpool, UK Rafid AlKhaddar
Abha, Saudi Arabia Ram Karan Singh
Guwahati, India Subashisa Dutta
Noida, India Madhuri Kumari
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Performance Evaluation of Five Penman
Forms of Models by Means of Lysimetric
Evapotranspiration Under Water Stress
Environments at New Delhi, India

Ram Karan Singh, Javed Mallick and P. S. Pawar

Abstract A global scale has been recommended using the Penman–Monteith
method of FAO (56) on reference water evapotranspiration (ETo) calculations or
irrigation design, which provides good results under different climatic conditions. In
addition to this method, various forms of popular Panamanian equations such as FAO
24 Penman (1977), Kimberly–Penman (1996), and Penman (1948) are widely used
throughout the world including India. The evaporation in the Hydrology and Irriga-
tion Committee of the American Society of Civil Engineers has formed a commit-
tee recommended by reference standard (standardized Penman–Monteith equation).
This method works in a manner similar to that of FAO Penman–Monteith using the
short reference station (ETos) used in the present study. The main objective of this
study is to assess the performance of these five common forms of Penman forms of
the equations established on the daily predictions of the ET indicators under climatic
conditions in New Delhi. The ET (ETc) harvest can be obtained using crop factor
(Kc). One can develop and use different types of crop coefficients, i.e., single Kc

and single Kc with weather correction. The choice of Kc depends on the accuracy
required in the ETc accounts. For the evaluation of the performance of five models,
the use of selected data from seventeen harvest seasons from 1976 to 2006 of maize
(Zea mays L.) was used. Each harvest season requires information on lysimetric ET
along with other meteorological parameters and soil moisture monitoring. The sta-
tistical indicators used to evaluate the performance were the least squares difference
(RMSD), mean bias error (MBE), and t count. From the study, we can conclude that
the performance of the Penman–Monteith ASCE and FAO 56 Penman–Monteith
is slightly higher than that of the other models under the above-mentioned water
conditions, using all four types of crop coefficients.

Keywords Evapotranspiration · Lysimetric ·Water stress conditions · Penman
equations
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1 Introduction

The decline in water availability in recent decades is one of the major problems that
could severely limit the industrial and agricultural growth of India. Irrigation is the
leading sector of water use in India, which uses more than 80% of whole water. This
trend is expected to continue in the future [9]. The needs of irrigation water depend
on the rate of evaporation (ET). Therefore, this important information is required by
decision makers, managers, farmers, or many related people such as naturalists and
economists.

Many ET equations have been developed and used by researchers who have posed
a question about the best method without answers [10]. The ET equations are avail-
able from simple temperature-based equations to a range of complex multilayered
equations based on resistance. In addition, different versions of the basic equations
are available to interested users, making their use more complex. The transferability
of crop coefficients from one region to another raises questions again.

For these and other related reasons, evapotranspiration in the Hydrology and Irri-
gation Committee of the American Society of Civil Engineers, the Action Committee
(AC) was set for standardize “Reference Evaporation Equations” [4, 10, 23]. The
AC studied the problems in detail and recommended the adoption of two standard
reference equations, one for ETos representing short crop (i.e., natural vegetation
like grass) and another for ETrs representing a large crop (i.e., alfalfa); both day-to-
day and hourly versions of the equations were untaken. The purpose of the standard
equation and the calculation of criteria is to standardize the ET methodology and use
it as a basis for determining the crop factor for both agricultural use and landscape.
The result of the ASCE Working Committee is the Uniform Equation Reference
(Standard Penman-Monteith) [4, 23]. FAO Irrigation and Drainage Paper No. 56
recommends FAO Penman–Monteith method as the standard method. The results
of ASCE standardized Penman–Monteith equation for daily ET calculations using
short crop reference (ETos) are the same as FAO 56 Penman–Monteith equation.
These two methods can predict the most correct ET in a wide range of climates and
locations with maximum probability. However, besides these methods, other meth-
ods like Penman (1948), FAO 24 Penman, and Kimberly–Penman (1996) are also
used widely in India.

ET is difficult to measure in field environments. To determine ET special equip-
ment or to accurately measure different physical parameters and water balance, the
lysimeters are required. Thesemethods are costly and require qualified research staff.
Even with these restrictions, the regular measurement of ET using these methods is
critical compared to other indirect methods. The most common crop-based approach
follows ET estimates worldwide, including India. As mentioned above, lysimetric
ET data are rare and may be available for several years as cultures and sites. How-
ever, the assessment of indirect methods using these data is of utmost importance
for accurate estimates and their applications. Current examples of such reviews can
be found by Alexandris and Kerkides [1], Karam et al. [12, 13], Garcia et al. [7],
Utset et al. [22], Medaires et al. [14], Pauwels and Samson [15], Brunel et al. [5],
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Xinmin et al. [24], Suleiman et al. [21], Gavilan et al. [8], Pereira et al. [16], Sauer
et al. [17], Singh and Islam [18, 19] and Singh et al. [20].

This work describes the results of the study, which was conducted to evaluate five
advanced computational methods that are more widely used in a variety of water
stress conditions using ET lysimetric technology. In contrast, research results help
to estimate the exact amount of irrigation and scheduling of irrigation.

2 Reference ET Equations

As seen before, the different equations are available for estimating ET. The reference
ET for Windows manual provides a detailed description of the most commonly used
methods [3]. These details are also available in Dorrenbos and Pruitt [6], Jenson et al.
[11], and Allen et al. [2] or other popular textbooks or research articles. In order to
avoid duplication of these available works in general, the name of the method and
its abbreviated form used in this publication are mentioned only here. In the study
here, five methods were chosen that are most frequently used in the world plus
India. These methods are ASCE standardized FAO 24 corrected Penman (24_Pen),
Penman–Monteith (St_PM), Kimberly–Penman variable wind function (KP_96),
FAO 56 Penman–Monteith (56_PM), and Penman (1948 and 1963) with original
wind function (Pen_48).

3 Materials and Methods

3.1 Location

Research Center at the Water Technology Center (WTC), Indian Institute of Agri-
cultural Research (IARI), New Delhi, India. The latitude, longitude, and elevation
of the study area are 28.67°, 77.17°, and 228 m (above sea level), respectively. The
above-mentioned pilot site is a regular monitoring station of the lysimeter evapora-
tion (ET) at the Indian Meteorological Service (IMD), India, and is maintained in
accordance with WMO specifications.

3.2 Data Sources and Integrity

IMD is responsible for capturing agricultural data and high-quality weather. It has a
wide network of 219 agricultural meteorological observatories, 40 ET observatories,
and some private observatories. The well-maintained ET observation sites also have
enough green space area. Fifteen years of crop data were collected from 1976 to 1991
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by IMD, India. In addition, two crop year data were used from the field (2005 and
2006) conducted at the same site for the analysis provided. The total data include
17 ET harvest periods lysimetric with associated weather parameters and weekly
moisture monitoring of the maize (Zea mays L.). The research results and data were
used in addition to the studies presented here for further research on this topic. All
data refer to the months of July to November when maize is grown. The use of daily
or larger time steps, weekly or monthly, for ET analysis is common in India, and
hourly steps are rarely used in ET analysis. Therefore, an analysis of the daily time
step was performed.

3.3 Data Selection for Analysis

FAO’s expert opinion on the review of FAO’s crop water needs has adopted the
following definition of crop selection. “A virtual reference station with a supposed
plant height of 0.12 m, surface resistance of 70 SM−1, and an albedo of 0.23.” In
order to maintain grouping with the definition of non-rainy days, the day should be
cleared with the bright sun, days with appropriate soil moisture, and at least 75–80%
soil cover, which is selected for the evaluation. According to this rule, the daily water
balance in the soil was determined for 17 crop seasons using the method described
in Annex 8 of FAO 56 [2]. Established on precipitation rates and soil moisture ratios
available in the actual water balance, the data were divided into numerous groups.
These data were then evaluated again for bright sunlight, vapor pressure, and wind
speed situations.

3.4 Reference ET Calculations

Calculate forest reference criteria and ED code for day and hour increments using
REF-ET for Windows version 2.0 (evapotranspiration). This is a program [3] pre-
cisely for standard ET accounts for a range of common equations. The five methods
were developed to analyze specific reference areas. Of these fivemethods, the St_PM
method can calculate the ET reference for each of the surfaces. ET can reference
a surface with a different reference surface using a specific ETos/ETrs ratio. In this
analysis, however, the results of the singular single reference were used, because
only for this reference were crop coefficients available.
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3.5 Performance Indicators

Regression analysis using the best selection factor (R2) is used in the agricultural
research model to evaluate the performance of the model. Sometimes, the standard
deviation is used with or without these indicators. Two of the most commonly used
statistical indicators in the literature dealing with environmental modeling are pro-
posed by Jacovides and Kontoyiannis (1995) which can be well defined as follows:

RMSD = 2
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√
√
√
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1

N

N
∑

i=1

d2
i

)

(1)

MBE = 1

N

N
∑

i=1

di (2)

where N is number of data pairs and di is the difference between ith predicted value
and ith measured value.

The two most popular methods have been of those given by Page et al. (1979) and
Davies et al. (1984). Equation forms of these indicators as described in Jacovides
and Kontoyiannis (1995) are as follows:
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where Fi is the ith measured value.
The t-statistics defined through MBE and RMSD is as follows:

t = 2

√

(N − 1)×MBE2

RMSD2 −MBE2 (7)
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The t-statistics revealed here is more informative as it uses RMSD and MBE.
Moreover, the smaller the t-value, the better the performance of the model.

4 Results and Discussion

In this study, total data from the 17 harvest periods including ET lysimetric were
used daily with corresponding weather parameters and weekly monitoring of soil
moisture of the maize (Z. mays L.). First, the normal case data were selected using
strict guidelines in FAO 56 [2], such as appropriate soil moisture conditions, possible
plant yield, and at least 80% soil coverage.

From seventeen crop seasons, 266 days data were selected for normal class. Then
by observing available soil water values, data for water stress condition (condition
after depletion of 50% of available soil water) were selected. It was found out that
because of soil water depletion from one area or soil layer, a different soil moisture
status was formed. And sometimes, little amount of soil water becomes available
for crop ET in such areas because of overnight redistribution of soil moisture and or
capillary rise of water. Under this condition, the crop suffers from mild to moderate
level of water stress. If suchwater was not available, then the crop suffers from severe
water stress depending upon atmospheric conditions. Bothmoderate and severewater
stress are very dynamic conditions and need careful attention under field condition.
It was found out that during the study period (seventeen crop seasons), the crop was
suffering from mild to moderate stress for 78 days. These days were classified as
moderate stress period.Also, the cropwas suffering frommoderate to severe stress for
64 days. This period was classified as severe stress period. Rainy days and days with
thick cloud cover were omitted from the analysis. Depending upon the quantity of
rainfall, soil moisture will remain above field condition and soil will remain saturated
for two to three days after heavy showers. Such saturated soil moisture condition days
were classified under wet conditions. Out of seventeen years of crop season data,
208 days data were classified under wet condition.

Means of various climatic parameters across the four classes, viz. normal, moder-
ate, severe, and wet, are shown in Fig. 1. Data labels for normal class of each weather
parameter are shown in Fig. 1. The range of net radiation variation across the classes
was 17.7–4.3 MJm−2d−1 with means varying from 10.72 to 13.24 MJm−2d−1. The
range of variation of maximum temperature during the analyzed period was from
26.1 to 39.6 °C with means varying from 32.17 to 35.58 °C. Also, the range of vari-
ation of minimum temperature during the analyzed period was from 12.9 to 28.5 °C
with means varying from 21.26 to 25.02 °C. Average wind speed across different
classes was varying from 3.81 (wet class) to 6.22 km/h (moderate class), while it was
4.13 km/h for normal class. Figure 1 reveals that VPD was the lowest for wet class
which has value of 6.61mbar, and for normal, severe, andmoderate classes, the value
of VPD was 13.13, 16.15, and 18.29 mbar, respectively. Figure 1 also shows that
average moisture depletion of normal class and wet class was 29 and 15.22% which
was much below than water stress limits (depletion of 50% of available water). Also,
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Fig. 1 Comparison of different weather parameters over four classes

Table 1 Pearson
product-moment correlation
coefficients between
calculated ET with lysimetric
ET for different models

No. Model Norm SS MS Wet

1 St_PM 0.808 0.910 0.834 0.621

2 56_PM 0.808 0.910 0.834 0.621

3 KP_96 0.811 0.900 0.818 0.610

4 Pen_48 0.788 0.882 0.800 0.619

5 24_Pen 0.792 0.875 0.774 0.621

moisture depletion percentage of severe class and moderate stress class was 57.10
and 57.83%, respectively.

Pearson product-moment correlation coefficients (R) worked out between pre-
dicted ETc and lysimetric ETc for five Penman versions of models for four classes
are presented in Table 1. It is provided in Table 1 that the range of variation of R
for normal class is 78.8–80.11%, and St-PM, 56_PM, and KP_96 models had the
highest R for this class. Under severe stress conditions, R is varying from 87.5 to
91% with the highest R found out for St_PM and 56_PM model-predicted ETc. As
compared to this, R under moderate stress condition is less than severe stress condi-
tion but higher than normal condition as well as the range of variation of moderate
class is higher (77.4–83.4%). Across the four classes and for all models, the lowest R
is seen for wet class (61.8% class average) and the highest R is seen for severe stress
class (89.5% class average). It is also provided in Table 1 that all the models are very
closely tracking each other, among which three models St_PM, 56_PM, and KP_96
have slightly better performance than Pen_48 and 24_Pen.
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4.1 Performance of Models Under Normal Condition

Table 2 provides the performance and ranks of five models using statistical perfor-
mance indicators mentioned in previous sections for normal class. According to this
table, RMSDof fivemodels using singleKc is varying from 1.211 (St_PM&56_PM)
to 1.758 mm/d (24_Pen). This difference is about 52–74% of individual average ETc

according to RMSD1 and about 28–40.6% of normal class average ETc according to
RMSD2. MBE for this subclass (singleKc under normal class) is varying from 0.259
to 1.197 mm/d across different models. MBE is the lowest for St_PM and 56_PM
models: 0.259 mm/d (MBE1 = 17.4% or MBE2 = 6%), followed by KP_96 model:
0.770 mm/d (30% or 17.8%) and Pen_48 model: 0.848 mm/d (33.6% or 19.6%), and
MBE is the highest for 24_Pen model with 1.197 mm/d (41.6% or 27.7%). Positive
MBE values indicate overprediction and vice versa. “t” values for single Kc section
reveal that the lowest t-values are for St_PM and 56_PM models. But these lowest
values are above critical limits value of 2.33 for 99% probability one-tailed t-test with
n= 220. These t-values indicate that the results are variable in a different set of obser-
vationwith different experiments. Section two of Table 2 provides the performance of
model-predicted ETc against lysimetric ETc using weather-adjusted Kc values. This
section clearly indicates that the use of weather-adjusted Kc significantly improved
the prediction of models. Even though RMSD value is decreased very slightly from
1.42 mm/d (single Kc subclass average) to 1.34 mm/d (weather-adjusted Kc sub-
class average), this slight improvement is responsible for a significant reduction in
unsystematic errors. This has reflected in theMBE and t-values of this subclass. Two
models in this subclass, viz. St_PM and 56_PM, show very small and significant t-
values. Therefore, it can be said that ETc predictions of these models are very stable
and can be verified across different experiments with more than 99% probability.
The lower section of the Table provides the performance of five Penman versions of
models using dual crop coefficient. Pen_48 model which was overpredicting using
single Kc values shows a reduction in overpredicting using dual crop coefficient.
St_PM and 56_PMmodels which performed better using weather-adjusted Kc show
good performance using dual crop coefficients also. Even though RMSD of these
models is very slightly increasing from 1.21 to 1.39 mm/d, biasness of these models
is decreasing which is shown by highly significant t-values (3.29 compared to 0.8).

4.2 Performance of Models Under Severe Stress Conditions

Table 3 provides the performance and ranks of five models using statistical perfor-
mance indicators for severe stress class. Topmost section of Table 3 indicates the
use of single Kc for ETc predictions in the models. RMSD values for this subclass
are varying from 2.127 (St_PM and 56_PM) to 3.037 mm/d (24_Pen). This differ-
ence is about 143–194% of average ETc according to RMSD1 and about 80–114%
of average ETc according to RMSD2. The use of weather-adjusted Kc, dual Kc, and
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water stress adjustment coefficientK s inKc is reducing RMSD of each subclass from
2.5 mm/d (single Kc class average) to 2.4, 2.2, and 1.7 mm/d, respectively. Biasness
errors of five models are reducing from 123 to 75% according to MBE1. Similar
reductions are also observed for t-values, but t-values suggest that these results may
vary in different experiments.

4.3 Performance of Models Under Moderate Stress
Conditions

It was found out that even after depletion of 50% of available soil water, sometimes
crop is transpiring water more vigorously than normal conditions. The probable
reason for this might be the availability of little quantity of soil water due to overnight
redistribution of soil moisture and capillary rise of water. Under this condition, the
crop suffers from mild to moderate level of water stress in which the crop tries to
compensate overheating by increasing ETc rates. Therefore, ETc under moderate
stress sometimes exceeds than normal ETc. Table 4 provides the performance and
ranks of five models using statistical performance indicators for moderate stress
class. Top portion of Table 4 indicates the use of single Kc for ETc predictions in
the models for which RMSD values are 1.392 (Pen_48), 1.436 (St_PM & 56_PM),
1.615 (KP_96), and 1.759 mm/d (24_Pen). The use of weather-adjusted Kc, dual
Kc, and water stress adjustment coefficient K s in Kc is increasing RMSD of each
subclass from 1.53 mm/d (single Kc subclass average) to 1.57, 1.54, and 2.24 mm/d,
respectively. “t” values for single Kc section reveal significant results for St_PM,
56_PM, Pen_48, and KP_96 models (2.38, for 99% probability one-tailed t-test with
n = 78).

4.4 Performance of Models Under Wet Conditions

Table 5 represents the performance indicators of five Penman versions of model-
predicted ETc, calculated using single Kc, weather-adjusted Kc, and dual Kc with
lysimeter ETc. RMSD values of wet condition predictions by five models show that
the performance of these models within each subclass has a very slight difference
between the models. The difference of first ranking model and fifth ranking model
in each subclass has values of 0.15 (single Kc), 0.39 (weather-adjusted Kc), and
0.24 mm/d (dual Kc). ETc predictions using single Kc show significant predictions
as all t-values are below a critical limit of 2.33 (for 99% probability one-tailed t-test
with n= 208). Table 5 also provides that the use of weather-adjustedKc is decreasing
RMSD and MBE values, but the use of dual Kc is increasing the RMSD and MBE
values.
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5 Conclusions

The performance evaluation of ETc predictions by five Penman versions of models
has been carried out under normal, moderate stress, severe stress, and wet conditions
using single,weather-adjusted, dual, andwater stress-adjusted crop coefficient values
for carefully selected data from seventeen maize (Z. mays L.) crop seasons at New
Delhi locations using RMSD,MBE, and t-values. The performance evaluation of ET
models using statistical indicators suggested by Jacovides and Kontoyiannis (1995)
was found to be very promising and may be recommended for such evaluations.
Penman–Monteith method (St_PM and 56_PM in our case) is considered as one of
the accurate methods for ET prediction under well-established weather stations. The
results of the presented study support this consideration, and these methods can be
recommended for the estimation of crop water requirements or irrigation scheduling
for NewDelhi region or regions having similar climates for maize crop. The analysis
of the results of the presented study reveals that the use of at least weather-adjusted
Kc values is must for precise ETc estimations. Extensive review of the literature
on the presented topic shows that the use of weather-adjusted Kc or dual Kc is
rarely done in India. The use of dual Kc is suggested for the scientific investigations
which involve crop water requirements or related research for consistent and reliable
predictions. It can also be concluded from the presented study that the use of water
stress coefficient (K s)-adjusted Kc under water stress conditions is improving the
predictions considerably. But the use of K s alone is not sufficient for water stress
level quantification or identification of water stress on crop, and better methodologies
are required for water stress representation.
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AMethodology to Measure Flow Fields
at Bridge Piers in the Presence of Large
Wood Debris Accumulation Using
Acoustic Doppler Velocimeters

Iacopo Carnacina , Aleksandra Lescova and Stefano Pagliara

Abstract Bridge failure due to scour in flooding conditions has been at the center
of attention of hydraulic engineers for decades. Large wood debris accumulation
on bridge piers has been found as one of the main causes for bridge collapse. The
combined action of enhanced scouring at the base of the pier and increased hydro-
dynamic load is viewed as the main force driving the enhanced failure probability. It
is therefore fundamental to understand the distribution of the flow field around the
accumulation and in the proximity of the pier, in order to be able to understand the
potential acceleration and turbulence enhancement that could help understand what
drives the failure and reduces its probability. However, this particular configuration
poses physical constraints to flow measurements, as the accumulated mass of logs
hinders a direct access to instrumentation directly immersed in water. This paper
proposed a new methodology to measure the flow fields in the presence of debris
accumulation using an acoustic Doppler velocimeter (ADV). The methodology con-
sists in applying a matrix of rotation on the instantaneous velocity measured in the
three dimensions to access locations underneath the debris that could not be accessed
using the standard rotation of the debris. The methodology shows the potential to
provide accurate measurements in the proximity of the debris and the groove and is
able to maintain the statistics of the flow fields in terms of both average velocity and
turbulence intensity.
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1 Introduction

Since the 1950s, numerous investigations were made to understand the possible
mechanism of scour forming around a bridge pier and several studies focus on the
analysis of scour and scour protection [1–4]. In conducting hydraulic studies for a
bridge, it is desirable to understand the characteristics and behavior of the rivers
in the vicinity of crossing and to be able to interpret them with the help of maps
and aerial photographs. The physical characteristics of a stream are determined by a
variety of factors, such as climate, topography, geology, and land use. Exploring flow
conditions around bridge piers can help to provide different methods of protecting
structures from failing [5–11]. In order to understand the scouring mechanics and the
behavior of protection, it is important to understand the flow field around a bridge
pier in the presence of debris accumulation, and it is necessary to make accurate
flow measurements around the pier, where most of the turbulent structures form.
Due to the presence of the debris accumulation, ADV measurement in its straight
original position is impossible. This paper introduces a new algorithm to rotate ADV
measurements and gain access to the area immediately next to the pier and below
the debris.

2 Experimental Apparatus

All the experimental tests were carried out in 12-m-long, 0.61-m-wide, and 0.5-m-
depth channel with glass walls (Fig. 1). The flow was supplied by means of a sluice
gate provided with a flow straightener (0.25 cm mesh).

Fig. 1 Plan view



A Methodology to Measure Flow Fields at Bridge Piers … 19

The discharge was measured by means of a KROHNE® electromagnetic flow
meter, installed in the supply line. A false bottom was used to simulate the riverbed.
In upstream area, steel box provided the transition between the mobile bed and the
inlet sluice gate. A second steel box of the outlet side in the downstream area closed
the false bottom. One cylindrical pier of diameter D = 0.03 m has been used in
the tests for modeling the bridge pier presence. The pier was placed at the false
bottom in the center of the channel. A weir, positioned 2 m downstream from the
last box, regulated the exact water depth for obtaining the permanence of the water
level in the channel during the test. Point gauge with precision of 1 mm was used
for measuring the bed average level which has to be taken as a zero point, and
measurements were taken along the longitudinal section of the channel as well as
cross section by centerline according to the model of bridge pier. The experimental
flow rate was Q = 33.5 l/s. For all the tests, a medium river sand has been used, with
particle size characteristics are: d50 = 1 mm, σ = (d84/d16)0.5 = 1.2 = standard
deviation of sediments, ϕ = 31° and ϕ′ = 36° are the angles of repose of dry and
wet sediment, and density of the sediment ρs = 2440 kg/m3. Experimental tests
have been carried out using debris accumulation model of frontal rectangular shape.
In tests with the presence of debris accumulation percentage rough blockage ratio
�A = [(dd − D) · (td + df)]/(b · h) · 100 = 6%; for df = 0 in which df = average
logs diameter and b= channel width (0.60 m), h =water depth (0.17 m), td = debris
thickness (0.16 m) and dd = debris diameter (0.17 m), D = pier diameter (0.03 m),
from which it can be made a conclusion that the porosity affects the scour evolution
in not so sufficiently degree, while both �A and roughness play an important role in
zmax/D temporal evolution [3].

2.1 Apparatus Used for Experiments

A Nortek acoustic Doppler velocimeter (ADV) was used to measure the three-
dimensional components of the flow in each point of the flow field in the tests. The
ADV provides high-precision flow velocity measurements in the three directions.
The measurements are insensitive to water quality, which allows for a wide range
of applications. Velocimeters are used in laboratories, wave basins, rivers, estuaries,
and oceanographic research.

The ADV uses the Doppler effect to measure 3D flow in a small sampling volume
(0.5 cm) geometrically located at a fixed distance (5 cm) from the probe.

The acoustic sensor is composed by two main elements: a signal transmit trans-
ducer and three receiving transducers. The sampling volume is located away from
the sensor and provides undisturbed measurements. Small particles reflect the signal,
which is picked up by the receiving transducers. The instrumental accuracy is of the
order of cm/s, and the high sampling frequency (25 Hz) allows also for accurate
turbulence intensity and temporal signal cross-correlation.
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3 Methodology

The probe is attached to a brace that allows pitch, roll, and yaw rotations. In order
to find the exact location of the probe in the rotated configuration, the methodology
to measure the flow field in the proximity of the debris is divided into two steps.

The first step consists in finding the exact values for three angles of rotation
using the velocity flow field in the original probe configuration and in the rotated
configuration. The second step consists in finding the relation between the origi-
nal coordinates in the reference system (the x-axis direction is along the channel
by longitudinal section, y-axis accorded to the cross section, and the z-axis). Sev-
eral configurations were tested in order to find the optimal angles that allowed for
undisturbed measurement in the proximity of the debris or the pier bottom.

3.1 Step 1: Rotational Matrices and Pitch, Roll, and Yaw
Angles

The first step of calibration of the probe is obtaining data of the current point in the
flow field with permanent coordinates x, y, and z in one coordinate system using
the standard position of the probe, which means no rotation or rolling, heading, and
pitching; all angles around the three axes x, y, and z are equal to 0°. The heading
rotation is about the z-axis, and the rolling rotation is about the y-axis.

For example, the independent reference point of the area of the channel has the
coordinates: X = 3.993 m, Y = 0.545 m, and Z = 510 m.

The coordinates have been taken before the test started, and this point could be
used as an initial position of the standard position for further rotation of any new
position of the probe which will be used for obtaining all the necessary data in the
flow field. Using the ADV, the three components of the flow field were measured in
the original positions, U, V, and W, where U = component of x-axis direction, V =
component of the y-axis direction, and the third component W = velocity vector of
the z-axis. For each point of the flow field data, the recording process lasted 40 s to
provide more precise data results using the average value taken during this period.

For all the skewed positions, which have been used for obtaining data of the flow
field, it is necessary to find out accurate rotational angles around the axis. Matrix
multiplication leads to different results depending on the order of application of
multiplication. In this work, all the further commutations about the rotational matrix
and finding the angles are use first a rotating around the z-axis and after around
the y-axis, hence, in case of other sequence of rotation other matrix has to be used.
For computing and rotational processes, the MATLAB and ExploreV software were
used, after collecting all the data in CollectV. There are three basic rotationalmatrices
in three dimensions:
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Fig. 2 Conditions of the ADV probe during rotation around z-axis and y-axis

AY (α) =
⎡
⎣

cosα 0 sin α

0 1 0
− sin α 0 cosα

⎤
⎦ AX (α) =

⎡
⎣
1 0 0
0 cosα − sin α

0 sin α cosα

⎤
⎦ AZ (α) =

⎡
⎣
cosα − sin α 0
sin α cosα 0
0 0 1

⎤
⎦

The direction of the rotation is as follows: Ax rotates the y-axis toward the z-axis,
Ay rotates the z-axis toward the x-axis, and Az rotates the x-axis toward the y-axis.
Figure 2 shows the order of the rotation of the ADV probe. The first condition A was
first used to take measurements in the flow field. After rotation around the z-axis by
angle α (the positive direction is shown in figure), the position of the probe stays in
condition B. After the second rotation around the y-axis by angle β, we obtain the
third ADV condition C. It is important to follow the correct order of rotation to be
able to rotate the measured data during elaboration.

A component of a vector is themodulus of that vector in a given direction. From the
recorded data, we can form first a matrix with the initial velocity vector components
obtained in the standard position of the ADV probe,U matrixU = [u, v,w], and the
second matrix of the skewed velocity vector components after rotating around z-axis
and y-axis, U ′ matrix: U ′ = [u, v′,w′]. To facilitate the calculation of the rotational
angles, it is necessary to calculate the norm of vectors V and V ′, using algebraical
expressions:

V =
√
u2 + v2 + w2; V ′ =

√
u′2 + v′2 + w′2

With knownV andV ′, all the components ofu, v,w,u′, v′, andw′ can be normalized
by dividing them by its norm V or V ′; therefore:

un = u

V
; vn = v

V
; wn = w

V
; u′

n = u′

V
; v′

n = v′

V
; w′

n = w′

V

The normalized matrices Unorm and U ′
norm of U and U ′ are Unorm =

[un, vn,wn];U ′
norm = [u′

n, v
′
n,w

′
n]. Before using multiplication of matrices, it is nec-
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essary to find the angles of rotation α and β. To do so, we have to find the values of
angles which can lead the transformation equation to zero:

f1(α) = u′ · sin α − v′ · cosα + w′ · 0 − v → f1(α) = 0

f2(α, β) = u′ · cosα · cosβ − v′ · sin α · cosβ − w′ · sin β − u → f2(α, β) = 0

This provides four solutions of four couples of α and β angle values. Using
MATLAB, it is possible to check all the variants by comparing the expected results
and find out the right solution. The last step consists in multiplying the normalized
skewedmatrix of velocity componentsU ′

norm by AZY ; as a result, we obtain the matrix
which is closely the same as the normalized matrix of the standard values Unorm.

Following the order the first rotation is around Z and, after that around Y, yields:

AZY = AY · AZ =
⎡
⎢⎣

cosα 0 sin α

0 1 0
− sin α 0 cosα

⎤
⎥⎦ ·

⎡
⎢⎣
cosβ − sin β 0
sin β cosβ 0
0 0 1

⎤
⎥⎦ =

⎡
⎢⎣
cosα · cosβ − cosβ · sin α − sin β

sin α cosα 0
sin β · cosβ − sin α · sin β cosβ

⎤
⎥⎦

3.2 Step 2: Offset from the Standard Position

Obviously, if we need to take measurements of the point in the flow field with
coordinates X = 3.44 m, Y = 0.35 m, and Z = 320 m, the ADV probe has to
be put directly into the position with the same coordinates (evidently, if the initial
coordinates of the reference point were taken using the ADV position). For any
rotation and changed position of the probe, new coordinates and relative offset values
have to be found to set the probe in the right location with the newly obtained
coordinates in the rotated reference system. After changing the position using the
rotation of the ADV, new coordinates for reference point have to be taken, to have
X, Y, Z and X1, Y 1, Z1.

For example, X1 = 4.191, Y 1 = 0.549, and Z1 = 251.
After the delta is found:

�X1 = X1 − X → �X1 = 4.191− 3.993 = 0.198 m

�Y1 = Y1 − Y → �Y1 = 0.549− 0.545 = 0.004 m

�Z1 = Z1 − Z → �Z1 = 2.51− 5.10 = −2.59 m

The new coordinates for the same point are as follows:

X ′ = X + �X1 → X ′ = 3.44 + 0.198 = 3.638 m

Y ′ = Y + �Y1 → Y ′ = 0.35 + 0.004 = 0.354 m

Z ′ = Z + �Z1 → Z ′ = 3.20 + (−2.59) = 0.61 m
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Knowing simple mathematical transformations, it is easy to use each time more
suitable coordinate system related to the known location of any point. As results,
coordinates are changed for both the standard and skewed positions of the probes X,
Y, Z and X ′, Y ′, Z ′ with an accuracy to 1 mm. This ensures that the obtained data
shows the real condition of the flow in exact set point.

4 Application

As an example, we can make under review one case of rotation. It is important also
to know which kinds of rotations were done before placing the ADV probe into the
skewed position to be able to compare the obtained values of rotation angles with
actual values while working to the experiment on the channel.

We have three components of the velocity vector, obtained from the standard
position of the probewithout any rotations: sampled u= 32.63 cm/s, v= −0.11 cm/s,
and w = −1.08 cm/s.

And the values measured with the skewed position of the probe after rotation are
as follows: modified u′ = 1.06 cm/s, v′ = −32.63 cm/s, and w′ = −0.15 cm/s.

Calculating norms:

V =
√
u2 + v2 + w2 =

√
32.632 + (−0.11)2 + (−1.08)2 = 32.647

V ′ =
√
u′2 + v′2 + w′2 =

√
1.062 + (−32.63)2 + (−0.15)2 = 32.648

Getting normalized values:

un = u

V
= 0.999447; u′

n = u′

V
= 0.03246;

vn = v

V
= −0.00337; v′

n = v′

V
= −0.99946;

wn = w

V
= −0.03308; w′

n = w′

V
= −0.00459

Therefore, the normalized matrices are as follows:

Unorm =
⎡
⎣
un
vn
wn

⎤
⎦ =

⎡
⎣

0.999447
−0.00337
−0.03308

⎤
⎦ U ′

norm =
⎡
⎣
u′
n

v′
n

w′
n

⎤
⎦ =

⎡
⎣

0.03246
−0.99946
−0.00459

⎤
⎦

Using functions f 1(α) and f 2(α, β) have been found four couples of angles, which
meet necessary requirements: f 1(α) = 0, f 2(α, β) = 0.
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Fig. 3 Velocity vector taken with the skewed position before and after rotation

α1 = 88.00◦ β1 = 2.2◦

α2 = 268.5◦ β2 = 177.9◦

α3 = 88.00◦ β3 = 358.5◦

α4 = 268.5◦ β4 = 181.7◦

With the help of MATLAB, the obtained results were checked and found one
solution for the pair of angles α = 88.00° and β = 358.5°. The standard normalized
vectorUnorm has almost the same value as multiplicationU ′

norm by AZY , which shows
that the angles of rotation were found correctly and can be used for rotating the
components of the velocity vectors taken in this position (Fig. 3).

U ′
norm · AZY =

⎡
⎣

0.9994
−0.0032
−0.0339

⎤
⎦ Unorm =

⎡
⎣

0.9995
−0.0034
−0.0331

⎤
⎦

Owing to graphical visualization, it is easier to estimate the quality of taken data,
if it was obtained correctly, without noises, and can be trusted. In case of spike and
other troubles, it is possible to filter the data, after which results are more accurate.
After rotating the velocity vectors by found angles, it is possible also to compare the
values from ExploreV program data; therefore, we have:

Standard position: sampled u = 32.63; v = −0.11;w = −1.08

Skewed position after rotation:u = 32.62; v = −0.07;w = −1.00.

5 Conclusions

The paper presented a methodology to measure flow velocity and turbulence next
to bridge pier using the ADV and using the rotational matrix. The methodology has
been validated in laboratory conditions and shows good accuracy in measuring flow
velocities next to debris accumulating to bridge piers. The methodology proposed
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can help understand the flow features around the pier in the presence of debris
accumulation and help determine size and characteristics of protections to reduce
catastrophic bridge failures.
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Real-Time Reservoir Operation Policy:
A Case Study of Tanahu Hydropower
Project

Bhola N. S. Ghimire, Rabindra Nath Shrestha and Upendra Dev Bhatta

Abstract For water resources engineering community, reservoir operation is a com-
plex job. Real-time reservoir operation is furthermore complex as it has to consider
the real-time hydrological uncertain events. In this paper, a real-time operationmodel
is presented for Tanahu Hydropower Reservoir System in Nepal. To handle the real-
time hydrology, it has to predict the reservoir inflow, which is done by using genetic
programming (GP). For this, GP-based inflow forecasted models are developed. The
reservoir optimization model is solved using EMPSO method for few years’ inflow
data, and the optimal solutions are obtained and used to generalize the operational
policies. The release policies are used that obtained from EMPSO model and gener-
alization is done with the function of initial storages and inflows to it by using GP
model. Finally, the reservoir operation policies are formulated with the forecasted
inflow. Performance of models is measured by using coefficient of determination
(R2) and root mean squared error (RMSE) and found that the real-time operational
model shows good accuracy.

Keywords Real-time reservoir operation · Genetic programming · Inflow
forecasting · Tanahu hydropower project

Notations

The following are the notations/abbreviations used in this
article

β i Regression coefficient
γ Unit weight of water
η Overall generation efficiency
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DQt Environmental flow provided in time period t
DQmin Minimum environment flow required in various time periods
E Hydropower energy
EV t Evaporation loss for any time period t
Et Evaporation loss for any time period t, t − 1, …
et Rate of evaporation in time period t
Ht Difference in elevation with water level at time t
n Number of observations
k Number of independent variables
Ot Reservoir overflow during time period t
Pmin Minimum power production limit per week
Pmax Maximum power production limit per week
Pt Power production at time period t
Qt Reservoir inflow at time period t
Rt Water release at time period t
Rmin Minimum limit of water releases from the reservoir in a week
Rmax Maximum limits of water releases from the reservoir in a week
sd(.) Standard deviation
Smin Allowable minimum storage volume
Smax Allowable maximum storage volume
St Storage volume at the beginning of time period t
St+1 Reservoir storage volume at the end of time period t
T Set of examples that reaches the node
Ti Subset of examples that have the ith outcome of the potential set
Tt Number of plant operating hours in a week
t Time step
EC Evolutionary Computation
FSL Full Supply Level
GP Genetic Programming
GWh Giga Watt hour
IIL Intake Invert Level
JJAS June, July, August, and September
MLR Multiple Linear Regression
MT Model Tree
MOL Minimum Operation Level
MW Mega Watt
MWh Mega Watt hour
PSO Particle swarm optimization
RMSE Root Mean Square Error
SDR Standard Deviation Reduction
TWL Tail water level
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1 Introduction

For reservoir operation community, real-time reservoir is a challenging job. Since the
operator should handle the river inflows, which is an uncertain event, the real-time
phenomena become complex. In any hydropower projects, to generate the maxi-
mum power with fulfilling the constraints is important. This reflects the strength of
real-time operation policy. The releases are often functions of forecasted reservoir
inflows and the reservoir storage levels. The decisions are based on limited forecast
information, thus it involves making release decisions in an uncertain environment.
The process of making a decision (under uncertain environment) at a time period ‘t’
and updating the available information at the end of time period ‘t’ and making the
next decision is a continuous process over the reservoir operational horizon.

During planning phase, the reservoir operation model assumes that the inflows
at the beginning of each time period ‘t’ are known. But, in practice for real-time
operation of reservoir, the exact value of the inflow is unknown at the beginning of
time period ‘t’. This issue may be addressed by using a suitable inflow forecasting
model. Time series models play a key role in forecasting the hydrologic variables. To
know the future value of the variables such as reservoir inflows, it is very important
to know their historical behavior. By using historical data, developing an accurate
forecasting model is one of the most complicated tasks in hydrological modeling [1].
Therefore, through analysis of past data, the selection of most influencing variables
is crucial steps in developing effective forecasting model. Real-time operation of
reservoir system requires specific operating rules, in addition to inflow forecasting
models. One of the conventional approaches widely used to operate the reservoirs
is rule curve. Rule curve indicates the target storage at the end of each time period.
These fixed rule curves do not consider the dynamic variation in the hydrologic
variables and therefore often result in poor performance of reservoir system.

To improve the performance, a real-time reservoir operation model should con-
sider all the variations in making decisions on releases. Mujumdar and Ramesh [2]
presented a model for short-term reservoir operation for irrigation. The real-time
operation model uses the forecasted inflows for the current period, for which a deci-
sion is sought. In hydropower reservoir system, real-time reservoir operation plays
an important role. For real-time operation, its performance depends upon the accu-
racy of forecasting model. In this study, the real-time operation model for weekly
time scale is developed and applied to the Tanahu Hydropower Reservoir System in
Nepal.

2 Descriptions of the Methodologies

In this study, three regressionmodels are used for generalizing the reservoir operation
policies and their performance evaluated by using standard approaches. The meth-
ods used are: (i) Multiple linear regression (MLR), (ii) Model tree (MT), and (iii)
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Genetic programming (GP). Brief details of these methods are given in the following
subsections.

2.1 Multiple Linear Regression (MLR)

By the name, MLR is a regression model that involves more than one regressor
variable. The model can be represented as:

y = β0 + β1x1 + β2x2 + β3x3 + · · · + βk xk + ε (1)

where y is response variable, k is index of predictor variables and β i (i = 0, 1, 2,
… , k) are regression coefficients and ε is error term. Regression coefficients were
estimated by using the least square methods.

2.2 Genetic Programming (GP)

Genetic programming (GP) [3] is an evolutionary computing method. GP is useful
for regression calculations. While working, it starts with an initial population of
randomly generated computer programs. There are several researchers used GP in
different fields: for unit hydrograph determination [4]; for sediment discharge mod-
eling [5]; for evaporation modeling [6]; for longitudinal dispersion coefficients in
streams [7]; and for reservoir operation problems [8].

The working of genetic programming involves five steps:

(i) Generate an initial population of random compositions of the functions and
terminals,

(ii) Execute each program in the population and assign a fitness value as per accu-
racy fitting in the program,

(iii) Create a new population of computer programs by implementing mutation and
crossover operations,

(iv) Repeat steps (i) and (iii) over several iterations, and
(v) Select the best computer program (either program form or equation form) that

explored so far as the solution for given problem.

More details on GP and its workings can be found in Koza [3], Kisi, and Guvan
[6].

Least mean square error is the main criterion used for model selection. In this
study, theGPparameters set used to the programare: Population size= 500;Mutation
frequency= 95%;Mutation rate= 0.01; Crossover frequency= 50%. The functions
or operations used for GP program are: +, −, /, *, power, sqrt, sin, cos, etc.
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2.3 Model Tree (MT)

MT is a data-driven technique. Normally, MT handles continuous class problems. It
provides structural representation of the data and piecewise linear fit to the subclasses.
The details of MT can be found Quinlan [9], Wang, and Witten [10]. Reddy and
Ghimire [5] used MT technique to predict the suspended sediment load in a river.

While selecting the model, the standard deviation reduction (SDR) is used. That
is given as:

SDR = sd(T ) −
∑

i

|Ti |
|T | sd(Ti ) (2)

where T represents set of examples that reached the node; Ti represents the subset
of examples that have the ith outcome of the potential set (i.e., the sets that result
from splitting the node according to the chosen attribute); and sd(.) represents the
standard deviation.

3 Reservoir Operation Model

The reservoir operation models include the optimization model to develop the opti-
mum releases from reservoir, simulation model to calculate the exact end storage
based on optimum release policy, and real-time model that generalizes the release
policy. In this study, real-time model is developed based on GP, MT, and MLR
techniques.

3.1 Reservoir Optimization Model

3.1.1 Objective Function

The objective function of themodel involvesmaximizing total hydropower generated
in a year. Mathematically the objective function can be expressed as:

Max. Z =
N∑

t=1

Et (3)

Et = 0.278 ηγ Rt Ht for all t = 1, 2, . . . , 52 (4)

where N is number of time periods (52 weeks), Et is the generated hydropower
energy in MWh during time period t; Rt is the discharge through the turbine during
time period t (Mm3), Ht is difference in elevation of water level and Tail water level
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in m, (TWL) (Ht= ELt − TWL), γ is unit weight of water (9.81 kN/m3), and η is
overall generation efficiency (which is taken as η = 0.86).

The water available in the reservoir at the beginning of any time step is considered
as the state of the system. The water releases from the reservoir over several time
periods (weeks) in a year are taken as decision variables of the problem. The opti-
mization involves maximization of hydropower generation subjected to constraints
on storage volumes, releases, power generation, and mass balance of the reservoir
system.

3.1.2 System Constraints

The objective function (Eq. 3) is subjected to the following system constraints:

Storage Bounds The reservoir storage for weekly periods has limits of minimum
and maximum storages, which can be expressed as:

Smin ≤ St ≤ Smax, for all t = 1, 2, . . . , 52 (5)

where Smin is allowable minimum storage volume; Smax is allowable maximum stor-
age volume; and St is storage volume at the beginning of time period t and all units
are in Mm3.

Steady State Constraint The reservoir storage volumes during starting of the initial
time period and ending of the last time period in the operation horizon should be
same.

S1 = ST +1 (6)

where S1 is storage volume at the beginning of first time period; ST+1 is storage
volume at the end of last time period;

Release Constraint Water release from the reservoir can be expressed as follows:

Rmin ≤ Rt ≤ Rmax, for all t = 1, 2, . . . , 52 (7)

Rmin = 3.6 PminTt/(ηγ Ht ), for all t = 1, 2, . . . , 52 (8)

where Rt is the water release at any time period t, (Mm3); Rmin and Rmax are the
minimum and maximum limits of water releases from the reservoir in a week; Pmin

is theminimumpower production limit.Tt is total number of hours the plant operating
in a week.
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Environmental Flow Constraint The minimum flow is maintained by providing the
evaporation flow requirements as per reservoir release rules. As river flows are suf-
ficient for JJAS months, no provision for environmental flows provided. For rest of
the time periods (except JJAS months), the environmental flow can be expressed as:

DQt ≥ DQmin, for all t = 1, 2, . . . , 52 (9)

where DQt is environmental flow provided in time period ‘t’ (except JJAS) (Mm3),
and DQmin is minimum flow required to meet environmental requirements in various
time periods (Mm3).

Evaporation Constraint Reservoir evaporation in hot climate is serious effects in
reservoir volumes. Normally, the evaporation loss is given by:

EVt = At × et , for all t = 1, 2, . . . , 52 (10)

where for given time periods: EVt is the evaporation loss, At is reservoir surface
water area corresponding to the average storage; et is the rate of evaporation.

Power Production Constraint The maximum and minimum power production can
be expressed as follows:

Pmin ≤ Pt ≤ Pmax, for all t = 1, 2, . . . , 52 (11)

Pt = 0.278 ηγ Rt Ht/Tt , for all t = 1, 2, . . . , 52 (12)

Ht = E Lt − TWL, for all t = 1, 2, . . . , 52 (13)

where Pmin and Pmax are minimum and maximum power production limits in MW
and Pt is the power production rate in time period ‘t’ (MW).

Mass Balance Equation Input and output system of a reservoir has to fulfill mass
balance rules. This can be expressed as:

St+1 = St + Qt − Rt − DQt − EVt − Ot , for all t = 1, 2, . . . , 52 (14)

where St and St+1 represent the starting and ending reservoir storage volumes; Qt , Rt ,
DQt ,EVt , andOt are the inflow, release, downstreamenvironmental flow, evaporation
loss, and overflow respectively during time period ‘t’ (Mm3).

Overflows Excessive water spill out from reservoir is maintained by providing the
overflow provisions in the system. It can be expressed as:
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Ot = Max{St+1 − Smax, 0}, for all t = 1, 2, . . . , 52 (15)

The reservoir operation problem is optimized by PSO algorithm. The sum of annual
hydropower production is used as fitness function.

3.1.3 Solution Approach

The formulated model is solved by EMPSO technique. To handle the constraints of
the problem, first as per EMPSO principle, generated random releases for different
period are taken and simulation has been done inside the program. The policy is
applied to get the energy. The calculated energy is accumulated to the stipulated time
(for one year in this study) and energy is evaluated and compared. Simultaneously, the
constrained criteria are checked and penalty is applied suitably for unfit conditions.
Solution starts with the water available in the reservoir at the beginning of a time step.
The water releases from the reservoir over several time periods (months, fortnights,
or weeks) in a year are taken as decision variables of the problem. The optimization
involves maximization of hydropower generation subjected to constraints on storage
volumes, releases, power generation, and mass balance of the reservoir system.

3.2 Generalization of Release Policies

To generalize release policies based on optimal solutions obtained from reservoir
operation model, the techniques MLR, GP, and MT are used and the best model is
used for final implementation of real-time reservoir operation.

After computing release, evaporation loss, and other quantities, by using mass
balance equation (Eq. 14) reservoir simulation is carried out.

4 Description of Case Study

The Tanahu Hydro Project (Formerly Upper Seti Hydropower Project) lies in the
middle part of Nepal. The average annual power of the proposed project is 558 GWh.
Based on the past flow records (from 2000 to 2006), the annual average inflow to the
reservoir is 3536.52 Mm3. The dead storage capacity and gross storage capacity of
reservoir are 63.51 and 333.71Mm3 respectively. Full SupplyLevel (FSL),Minimum
Operation Level (MOL), Intake Invert Level (IIL), and Tail Water Level (TWL)
are fixed as 425.0, 370.5, 360, and 308.25 m from mean sea level respectively.
The minimum and maximum operation heads are fixed as 62.25 and 116.75 m,
respectively. The overall efficiency (η) of the plant is assumed as 86%. Themaximum
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Fig. 1 Schematic diagram
of Tanahu reservoir system

discharge capacity of the tunnel is 141 m3/s. The data are collected from Nepal
Electricity Authority (NEA) andDepartment of Hydrology andMeteorology (DHM)
of Nepal. The schematic diagram of Tanahu Reservoir system with hydropower
components is shown in Fig. 1. The statistical properties of reservoir inflows: such
as mean flow, minimum flow, maximum flow, and standard deviation are 68.01, 9.62,
265.08, and 71.58 Mm3 respectively.

4.1 Data for Real-Time Release Model

The reservoir release data that obtained from optimization model in Ghimire and
Reddy [11] are used in this study. The release data for all the years (from 2000 to
2006) are shown in Fig. 2. In the data set, first four year data are used for training
purpose and next three years data are used for testing purpose. Reservoir releases
statistics for training and testing period are given in Table 1.
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Fig. 2 PSO release policy for weekly time period for Tanahu reservoir [11]
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Table 1 Reservoir release statistics for weekly time period

Statistical parameters Training period 2000–2003 Testing period 2004–2006

Average release (Mm3) 43.767 42.007

Standard deviation (Mm3) 28.021 28.080

Maximum release (Mm3) 85.277 85.277

Minimum release (Mm3) 17.055 17.055

5 Discussion on Result

Modeling tools such as MLR, MT, and GP already introduced in earlier sections are
used for the following six models. Each model has Qt which is reservoir inflow in
the present time stage t and can be obtained from inflow forecasting model. This
variable is stochastic in nature and depends on the inflow forecasting model. The rest
of the variables used in the model are deterministic variables. The following six set
of models with several combination of variables are used for model development.
They are:

(1) Rt= f (Qt−1, Qt, St);
(2) Rt= f (Qt, Rt−1, St);
(3) Rt= f (Qt-1, Qt, Rt-1, St);
(4) Rt= f (Qt−2, Qt−1, Qt, St);
(5) Rt= f (Qt−2, Qt−1, Qt, Rt−1, St); and
(6) Rt= f (Qt−2, Qt−1, Qt, Rt−2, Rt−1, St).

Where Rt is the reservoir release at present time step t; St is the reservoir storage
volume at the beginning of present time step t; Qt is reservoir inflow at present time
step t; Rt−1 is the reservoir release at one step past from present time step t; Rt−2 is
the reservoir release at two step past from present time step t; Qt−1 is reservoir inflow
one step past from present time step t; Qt−2 is reservoir inflow two step past from
present time step t. In all cases, Rt is depended variable. The current inflow Qt is the
independent variable getting from reservoir inflow forecasting model.

5.1 Model Development

To develop all the models, initial four years data are taken for training purpose,
immediate two years data are used for testing purpose, and remaining one year
data is used for validation purpose. Each model is executed with modeling tools as
discussed earlier.

Before fitting the data in the GP model, least mean square error is selected as
the main criterion for model selection. The GP parameters set to the program are:
Population size = 500; Program size = 80–512 (variable); Mutation frequency =
95%; Mutation rate = 0.01; Crossover frequency = 50%. In addition to that the
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instructions such as: +, −, /, *, power, sqrt, sin, cos, etc., are also considered. The
MLR and MT are applied as usual principles.

To fit the data in model tree, setting of MT parameters to the program is: cross-
validation fold = 10; min number of instances = 4, and disabled the pruning and
smoothing criteria.

While applying the MLR, the developed matlab program is used and objective is
set as minimization of RMSE value.

5.2 Model Performance

All six models (model no: 1–6) which also depends on inflow forecasting model,
are executed by using modeling tools: MLR, MT, and GP. Their performances are
measured by coefficient of determination and root mean square error. The perfor-
mances R2 and RMSE for both training and testing data sets are given in Figs. 3 and
4, respectively.
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Fig. 4 RMSE plots for a Training and b Testing data sets for with inflow forecasting models

Table 2 R2 andRMSE for training and testing sets of selectedmodels for weekly operation policies

Performance Models Training Testing

MLR MT GP MLR MT GP

R2 Rt= f (Qt−1, Qt ,
Rt−1, St)

0.882 0.958 0.932 0.885 0.917 0.931

RMSE Rt= f(Qt−1, Qt ,
Rt−1, St)

9.65 5.79 7.350 9.599 8.07 7.31

5.3 Model Selection

Selection of the model is based on the model performance criteria given in earlier
section. Models giving the best performance values such as maximum coefficient
of determination and minimum RMSE for both training and testing data sets are
selected. The minimum difference of performance values between training and test-
ingdata sets are consideredduring the selectionof thebestmodels fromeach category.
The selected model and their performances are shown in Table 2.

The performance values for selected models MLR, MT, and GP are presented in
Table 2. While comparing the performances between MLR, MT, and GP models, it
is found that MT and GP models are giving much better result than MLR models
in both cases (independent on inflow forecasting model and dependent on inflow
forecasting model). In between MT and GP models, GP model seems superior than
MTmodel. Therefore, GP model having function set {Rt= f (Qt−1, Qt, Rt−1, St)} that



Real-Time Reservoir Operation Policy: A Case Study … 39

depends on inflow forecasting model is selected to develop the integrated model for
further application.

6 Development of REAL-TIME Integrated Model

The reservoir release models discussed in earlier section are able to give the release
decision for only one time step. While release decision is taken, in effects, the actual
state of some parameters such as reservoir state, evaporation from reservoir, etc. is
changed. These new parameters should apply to take the new release decision for the
next time step. The actual state of those parameters can be obtained from reservoir
simulation model. After getting the actual values of those parameters from reservoir
model, the new release decision can be estimated from the release decision model.
The block diagram of integrated real-time reservoir release model is shown in Fig. 5,
where the integration of inflow forecasting model to the integrated model depends
on the selection of release decision model.

A program is written in MATLAB 7.1 environment for real-time reservoir inte-
gratedmodel as shown in Fig. 5 and reservoir simulationmodel. In real-time reservoir
integration model, both the reservoir release decision and reservoir inflow forecast-
ing models which are developed in GP environment, are linked with each other. A
program for reservoir simulation model is also written in MATLAB 7.1 environment
and linked to real-time reservoir operation integrated model. While developing the
reservoir simulation model, all the constrains associated with this model are incor-
porated to the model.

6.1 Model Application

The real-timemodel is applied to the validation period for year 2006 in the case study
explained as earlier. The reservoir release model that depends on inflow forecasting

Fig. 5 Real-time reservoir release model integrated with reservoir simulation model
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Table 3 Annual power in GWh for validation year 2006 from different models

Year PSO model Project feasibility report [12] GP model dependent with inflow
forecasting model (Model-2)

2006 570.16 558.00 549.88

model, is applied with reservoir simulation model to develop the release policy for
the year 2006. It should be noted that while applying the integrated model {Qt=
f (Qt−4, Qt−3, Qt−2, Qt−1)}, it is seen that at least four step ahead inflow data are
necessary.

During the application of reservoir release integrated model in the case study,
following parameters are set in the model. They are: plant capacity (Pmax) =
122 MW; minimum plant operating limit (Pmin) = 14.81 MW; maximum tunnel
capacity (Rmax) = 85.277 Mm3/week; minimum plant operating discharge (Rmin) =
10.314 Mm3/week; minimum environmental flow except JJAS periods (DQmin) =
1.8 m3/s (for JJAS periods, DQmin = 0 m3/s); overall plant efficiency (η) = 86%. All
these data are taken from NEA [7].

6.2 Result and Discussion on Integrated Model

Annual powers that obtain from simulation model for the year 2006 using PSO
release policy and real-time integrated models Model-2 are given in Table 3. The
results show that the integrated real-time release model that has incorporated with
reservoir inflow forecasting model gives annual power (549.88 GWh) and the annual
power (570.16 GWh) gives by PSO model has the minimum difference. Here it is
necessary to note that project report is indicated the annual power of 558 GWh could
be generated.

Fig. 6 Reservoir release for
year 2006 from PSO and
integrated real-time
simulation model (Model-2)
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From Table 3, it can be seen that PSO model-based operation policy gives more
power than others. The real-time release policy is presented with PSO release policy
to demonstrate the weekly release variation in Fig. 6. Figure 6 describes various level
of power generation that using real-time operation policy, which could be reflect the
real life problems that we may not get the expected real power. Hence GP model
that incorporated to the inflow forecasting model giving better result is preferable
for real-life operation purpose of Tanahu Hydropower Project.

7 Conclusions

In this study, real-time reservoir operation policy for Tanahu Hydropower Project
is developed by using (i) MLR, (ii) MT, and (iii) GP techniques. The models are
tested to the inflow forecasting value. Six set of models are tested that includes the
current inflow. The optimum release policy obtained from PSO optimization model
is used for generalization purpose. Based on performance analysis (RMSE and R2),
the real-time operation rule having function set {Rt= f(Qt−1, Qt, Rt−1, St)} is found
better than other models based on performance analysis.

The study is extended to develop the integrated real-time operation model. The
annual energy for this validation year is compared with PSO optimization model.
The result shows that the integrated GP model that incorporated the inflow forecast-
ing model was giving reliable hydropower production. The release policy from this
model showed that the model behaves less fluctuation with PSO optimization results.
The difference in annual hydropower production PSO model and Real-time model
becomes less than one percent.
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Nexus of Water Footprint with Energy
and GDP of Saudi Arabia and Solution
for Sustainable Water Usage

Vineet Tirth

Abstract The Kingdom of Saudi Arabia (KSA) is the largest oil-producing country
in the Arabian Peninsula and the Middle East. The country is fast developing under
the dynamic leadership and undergoing a transition between modernization and tra-
dition. On the one hand, KSA is among the most stressed regions of the world from
the water resource point of view; on the other hand, it is a country with the highest
oil reserves in the world. The water footprint (WFP) per capita of Saudi Arabia is
among the top 10 countries, and the energy footprint is among the top 20 countries
in the world. About 50% of the water in KSA is derived from the desalination, at a
high cost, which is subsidized by the government. Hence, a large part of the economy
is compromised to cater to this subsidy, adversely affecting the growth of the GDP
of the country. In the present study, a state of art and most recent analysis has been
done for nine years on the factors contributing to the development index of KSA.
The focus is on per capita water footprint. About 70% of the electric power in the
KSA is consumed for the purpose of air-conditioning, which generates condensate
water as a by-product, often drained. A most effective measure to recycle wastew-
ater is suggested by harnessing the condensate from the air-conditioning and using
it for sanitation, without any purification or filtration. The proposed solution can
cater to the daily water need of 0.4 million residents of KSA and can save more than
30 million USD per annum, almost 4.37% of the GDP of 2018.
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Abbreviations

KSA Kingdom of Saudi Arabia
WFP Water footprint
UG Underground
GDP Gross domestic product
pcpa Per capita per annum
pcpd Per capita per day
USD United States Dollars
RO Reverse osmosis
VAT Value-added tax
TWh Tera watt hours

1 Introduction

Water, air, food, and shelter are essential for life, among them water and air are criti-
cal life-support fluids. Although the earth has one-third part land and two-thirds part
water, still that water being saline cannot be used by the man, animals, and plants for
direct consumption. Based on the sources, types, and utility, water is classified into
several types, represented in Fig. 1. The renewable water refers to the water from
natural resources. The water generated from the resources and precipitation within
the country is called internal renewable water and that obtained from the resources
outside the countries viz. rivers, lakes, reservoirs, rainwater, shared, and/or flowing
downstream from other countries is called external renewable water. Internal renew-
able water sources are rain, river, springs, groundwater, recharge from precipitation,
etc. The nonrenewable water is exhausted over the period of time like groundwater,
which cannot be reinstated by man. The virtual water is purchased or borrowed from
the external sources directly or, in the form of food, i.e., the water equivalent to pro-
duce the food and agricultural products imported or borrowed. The nonrevenue water
is unaccountable due to several reasons viz. unauthorized, unmetered consumption,
loss of the transmission, leakage, etc. [1–3].

The status of water resource availability and consumption of water in different
parts of theworld is shown inFig. 2. The region, shown in dark green color, about 20%
of the area, mainly in central Africa, South America, and some parts of Europe has
surplus renewable water resources. The main reason for sufficient and surplus water
resources is the geopolitical location where the ground and natural renewable water
assets are enough and either the population is less (as in Europe) or the WFP of the
people is less (the case of central Africa). The color light green about 25% indicates
a balance between the WFP and the resources. Beyond green color, the gray color
indicates about 20% of the area, the depleting renewable and nonrenewable water
resources. The pink color, about 20% area, indicates fast depleting water resources,
falling groundwater levels, and water scarcity in the region. The red color about 15%
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Fig. 1 Classification of types of water

Fig. 2 Status of water resources in the world

area indicates regions of exhausted underground water, shortage of renewable water
resources, extreme water shortage and scarcity. In the next two decades, the colors
are expected to turn pinkish and reddish [4, 5].

This study is focused on KSA, by far the largest country in the Middle East and a
region of the fastest depleting water resource and extreme crises of renewable water.
The land area of KSA is about 2.15 Million Sq. km, which is the biggest in the
Arabian Peninsula. The KSA is a desert country, yet it has a long coastline in the
east with the Persian Gulf and in the west, along with the Red Sea. The total coastal
area is about 2230 km. By far, KSA has diversified demography. The demography,
provinces, and the natural nonrenewable surface water resources are shown in Fig. 3.
It is inferred from the figure that the availability of rivers, springs, surface water is
minimal compared with the geographical area of KSA [5–7].
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Fig. 3 Map of KSA with demography and natural water resources [5]

2 Materials and Methods

The data given in the study has been taken from the up to date and recent sources,
mostly the Web sites of the government of KSA, the UN, and the World Bank.
The reports and the statistics published have been included in the study. The data
for nine years from 2010 to 2018 has been analyzed, and the curves are plotted.
The factors which influence directly or indirectly the growth index of the country
viz. GDP, energy footprint, water footprint, population, etc. have been studied in
relation to each other. The effect of the recession on oil prices on the economy, GDP,
and socioeconomic status of the KSA has been discussed briefly and precisely. The
study further converges to the WFP of Saudi citizens and its burden on the Saudi
economy. A simple and effective solution to relieve the economy by 30 million USD
by using the condensate water for the sanitary purposed has been proposed. Since,
the year 2018 is still in progress, to make the study relevant and up to date, the data
for 2018 has been taken up to June 2018 (half year). The projection in the growth
rates of population, GDP, etc., for 2018, has been done using statistical tools for
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the complete year. This study offers a green solution to water crises by suggesting
recycling of water in KSA, which may be adopted for other Middle East countries.

3 Results and Discussion

The water for the domestic, agricultural, and industrial purpose is supplied by the
municipal department (public works), the mobile water tankers which ply within
the urban areas and supply the water, which is either desalinated or obtained from
the reservoirs. A minimal quantity of water is supplied by the wells, mainly for
agricultural purposes. Figure 4 shows the water supply methods being used in KSA
[8–10].

The fraction of water obtained for the domestic, industrial, and agricultural pur-
poses in KSA are derived mainly from three sources. The major part of the water
(50%) is derived from about 30 desalination plants, established near the coastal belt
of KSA. This is the water supplied to the households for domestic use. About 40% of
water is extracted from deep underground (UG) aquifers. This water is mainly used
for the agricultural purpose and the industries. Remaining about 10% of water is the
surface water obtained from the rain, surface runoff, collected in water reservoirs
or downstream flow mainly from the neighboring countries. The UG water is very
deep, and the aquifers are fast depleting in KSA [9–12]. Figure 5 shows the water
resources in KSA.

The population of KSA from 2010 to 2018 including the citizens and the expa-
triates is plotted in Fig. 6. The KSA has a total population of about 33.55 million in
2018 (up to June 2018) of which, about 35% are expatriates and the remaining are

Fig. 4 Water supply methods in KSA
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Fig. 5 Water resources in KSA

Fig. 6 Population of KSA

the citizens. The population density in 2018 is 15.6 people per sq. km, including the
expatriates [8, 13].

The average growth in the population of KSA is 2.55% per year from 2010 to
2018. The growth rate of the population of KSA and the total population of KSA
have been plotted against the year in Fig. 7. Though the growth in population is
steady, almost linear, the population growth rate in KSA shows a strange variation.
From 2010 to 2013, the rate of population growth declines, then it increases in 2014,
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Fig. 7 Population growth in KSA

again declines in 2016, and then reaches a maximum to about 3.5% followed by a
decline to the lowest rate in 2017. The growth rate of 2018 is not included since
the year has not been completed yet. This variation in the growth of population is
due to a large number of expatriates coming in the country and going out, resulting
in a zigzag growth rate. The expatriate’s population in KSA is about 35% in 2018,
hence any analysis without including them is irrelevant. In the year 2017, a large
number of expatriate families have left the country due to several taxes applied by
the government and so a decline in growth rate is observed.

Gross domestic product (GDP) is one of the most reliable indicators of growth
of the economy of a nation and the human development index of the residents. The
GDP of KSA and the GDP per capita are plotted over nine years from 2010 to 2018
[8–13] in Fig. 8. The economy of KSA is oil dependent, the revenue loss resulted
in 2015-2017, due to the falling crude oil prices, almost by 80% and also to meet
the additional expenditure on the country due to a war in Yemen [14]. It is observed
from Fig. 8 that the GDP per capita rises steeply from 2010 to 2012, then it becomes
saturated in 2013, rises again up to 2015, and then drops up to 2017. This drop in
GDP is due to the taxation, an increase in the fuel prices, and the cut in the salary
of the government employees in the year 2016 as a part of the austerity measures.
Then, in 2017, the oil prices recovered and the effect of other austerity measures
supported the government, as a result, the salary of all the government employees
was reinstated, leading to a rise in GDP in 2018. Still, the level of GDP could not
reach its peak as in 2015, due to the increased fuel prices and implementation of 5%
value-added tax (VAT) across the Middle East countries. The GDP of the country
increases from 2010 to 2014 and then declines in 2015 and 2016, due to the fall in the
crude oil price in the international market and the war expenditure. The correction
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Fig. 8 GDP of KSA as a country and GDP per capita

in the GDP is observed from the year 2016 to 2017–2018 due to implementing the
taxes and austerity measures, reducing the expenditure by a reduction in salary, etc.
The complete data for 2018 was not available so the figures in the first two quarters
of the year are considered as the GDP of the year 2018. The decline in GDP after
2015 and then its improvement, post 2016 may be attributed to the correction in the
oil prices in international markets and the strengthening of United States Dollars
(USD) respectively [8, 15].

The consumption of powermainly electricity is a universal indicator of energy and
carbon footprint of the population of the country. The total electricity consumption
of KSA and that consumed per capita over a period of nine years from 2010 to 2018
is revealed in Fig. 9. The trend of increase in energy consumption by the people and
the country may be estimated by the polynomial equations of second order, given in
Fig. 9. The increase in the energy footprint of the country saturates toward the top,
mainly due to increased urbanization but the improvised policies of the government,
as a part of Saudi Vision 2030 [15] to use the energy efficient appliances in both,
the domestic and industrial applications. The increase in energy consumption is also
due to the increase in population. On the other hand, the steep increase in the energy
footprint per capita is due to the improvement in the quality and standard of living,
increasing urbanization and use of more electric appliances by the people.

The department of statistics in KSA conducts a large number of studies and
surveys. These studies and reports are often published in official news agencies, the
most popular and prompt of them are the Arab News and the Saudi Gazette. The total
energy consumption of KSA is mainly in three categories, as shown in Fig. 10. The
largest fraction of electric energy is consumed in air-conditioning, in households,
public places, government establishments, and industries. There is hardly any space
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Fig. 9 Total and per capita consumption of electric power in KSA

Fig. 10 Use of electric power in KSA

which is not air-conditioned in KSA. About 70% of electric power is consumed
in air-conditioning [16–18], which amounts to 203 TWh in 2018. The demand for
electric energy is expected to double by 2030 [8].

In Fig. 11, a comparative study of WFP per capita per day (pcpd) and that, for the
country, per annum is made over the period of study. In 2018, the WFP reached 300
Lt. per capita per day, one of the highest in the world, in a country which is in extreme
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Fig. 11 WFP of KSA and per capita

shortage of renewable water resources. As per the united nations recommendation,
50 L of water is essential per day to maintain the necessary hygiene and for personal
consumption [5, 7, 19–21]. KSA consumes six times more than that. The WFP of
the country is also increasing, almost a similar trend is observed in the WFP of the
country and WFP pcpd. The decline in the WFP in the year 2015 and 2016 is mainly
due to the reduction in the population of the expatriates in this period and also a
check on the construction activities as a part of the austerity measures.

An attempt has been made to study the WFP of KSA with other indicators of
development. In Fig. 12, the WFP of KSA is studied with its GDP. Due to the
variation of GDP, as a result of the oil prices, the relationship from 2014 to 2016 may
not be established, otherwise, before 2014 and after 2016, both show an increasing
trend.

In Fig. 13, the WFP per capita per day is studied with GDP per capita and it
is interesting to note that in spite of the austerity measures and correction in the
economy, the WFP declines without any trend, therefore it may be considered as
piecewise linear. Then, after 2016, even in the recession and peak of the austerity
period, the WFP increases and reaches its peak in 2018. The reason for this increase
is attributed to the increased number of pilgrims to the country in this period. The
variation in the GDP has been reported and discussed in Fig. 8. The variations in the
WFP and the GDP are due to independent factors and may not be correlated to each
other in the dynamic period of transformations in the economy between 2015 and
2018.

The WFP per capita per day when studied with the electric energy consumed per
capita, represented in Fig. 14, indicates that the energy footprint increases steeply.
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Fig. 12 WFP of KSA and GDP

Fig. 13 Per capita WFP and GDP in KSA
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Fig. 14 WFP pcpd and the energy consumption pcpa in KSA

The WFP remains saturated from 2010 to 2014, declines in 2015 and 2016 due to
reduced expatriate population, and then increases as soon as the development and
urbanization regain momentum.

Based on the detailed analysis of the factors which define the development of a
country and its residents, it is striking to reveal that the electric power consumed in air-
conditioning inKSA is 70%of the total electric power consumption [16, 17].Virtually
all public space is air-conditioned in KSA. The electric power of 3.5 kW is equivalent
to one ton of refrigeration and 70% of the total power consumed in KSA in 2018
results in 203TWhof electric power used for space cooling,which is equal to 5783.48
Tons of refrigeration. One ton of refrigeration produces water condensate equivalent
to 0.1–0.3 gallons, depending on the humidity in the air [22–25]. Now taking the
mean on 0.2 gallons of water condensate produced from air-conditioning, per ton,
5783.48 Tons of refrigeration will produce 1156.7 Million gallons of condensate
water. This amount is equivalent to 4378.56 Million liters or 4.378 Million m3 of
condensate water per annum, sufficient for 0.4 Million citizens of KSA for one year.
It has been studied from Fig. 5 that in KSA, about 50% of water is obtained from
the desalination plants across the country, which provides water at highly subsidized
tariff to the residents [26]. The minimum cost of desalinated water with the highest
efficient plant is 0.7–0.8 USD per m3 [27–29], which does not include the cost of
pumping, transportation, piping, losses, disposal of wastewater, etc.

It is proposed that the water condensate obtained from the air-conditioning units
in all the public places should be used for the sanitary purpose in the toilets, which
is possible at each and every public place including houses, hospitals, government
establishments, malls, schools, airports, mosques, etc., without any treatment or
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Fig. 15 Condensate from the air-conditioning systems supplied to toilets

Table 1 Calculation for recycling the condensate and its impact on the economy of KSA

Indicator Value

Total electricity consumed in KSA (2018) 290 [TWh]

Used in air-conditioning (70%) 2.03 [TWh]

Equivalent Tonnage of Refrigeration (1TR = 3.51 kW) 57834757835 TR

Water Condensate produced @ 0.2 Gallon per TR 11566951567 Gallons

Water Condensate produced in Liters (1 Gallon = 3.78541 L) 43785654131 L

Water Condensate produced in m3 (1 m3 = 1000 L) 43785654.13 m3

This water can be sufficient for (WFP pcpd in KSA = 300 L in
2018)

399868.9875 Peoples

Cost of desalinated water saved (1 m3 of desalinated water is
produced @0.7 USD) without pumping, losses, piping cost

30649957.89 [USD]

Total saving in one year 30.64995789 [Million USD]

This is equal to [% of GDP 2018] 4.378565413% GDP in 2018

purification. Considering a minimum cost of 0.7 USD per m3 of desalinated water
and neglecting the distribution expenditures, this condensate water will directly save
30.64 Million USD per annum, equal to 4.37% of the GDP of KSA per annum in the
year 2018. The condensate water used for sanitary and services purpose requires a lit-
tle modification in the plumbing design of a building [22–25]. A proposed schematic
diagram of such a system is given in Fig. 15, which also shows alternative uses of
this water. Moreover, a properly collected, transferred, and stored condensate water
is as good as the rainwater and with purification, it may be consumed for drinking
and cooking purposes also. The calculations discussed in the preceding section are
given in Table 1.
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4 Conclusion

The economy ofKSA and its GDP is amidst volatile transformation. The country lists
among the highest WFP and EFP in the world. The major source of revenue is the oil
exports but theKSA ismoving aggressively toward the oil-independent economy.The
EFP per capita is 13 MWh in 2018, about 70% of which is used in air-conditioning.
The WFP pcpd for Saudi residents is 300 L. Almost 50% of the water is produced
from desalination at a very high cost and is highly subsidized by the government,
which has a huge burden on the economy. The condensate water obtained from air-
conditioning units can generate enough water of 0.4 million residents in KSA and
save 4.37% or 30.64 million USD. This water may be directly used for sanitation
purposes and thus given a practical and simple cost-effective solution for sustainable
water usage.
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Statistical Parameters
of Hydrometeorological Variables:
Standard Deviation, SNR, Skewness
and Kurtosis

Chetan Sharma and C. S. P. Ojha

Abstract Global spatial patterns of standard deviation, signal-to-noise ratio (SNR),
skewness and kurtosis of eight hydrometeorological variables, i.e. potential evapo-
transpiration (PET), average temperature (Tavg), precipitation (Pre), maximum tem-
perature (Tmax), minimum temperature (Tmin), wet day frequency (Wet), diurnal
temperature range (DTR) and vapour pressure (Vap) are studied and discussed in
this chapter. Global high resolution gridded hydrometeorological data provided by
Climate Research Unit (CRU) is used. Not much variation is found in the annual
values of Pre, DTR and Wet with respect to mean. High values of standard deviation
in annual values of Tavg, Tmax and Tmin are found. It is found that higher variability
in the dataset is generally associated with a lower mean value. Only a few regions of
the world are found to be significantly skewed. About 3.5–9.5% regions of the world
are found to be significantly leptokurtic for all variables except for PET for which
almost all datasets are found significantly leptokurtic.

Keywords Standard deviation · SNR · Skewness · Kurtosis · Global patterns ·
Precipitation · Temperature · Vapour pressure

1 Introduction

The study of the climate using statistics is said climatology [24]. Historical
behaviour/pattern of climatic variables may be helpful to ascertain their future
behaviour. Different statistical parameters computed using historical data are often
useful to check any significant change. Significant and persistent change in the mean
value of climatological variables is often related to climate change [21].
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Different tests are used to find the behaviour of time series, i.e. Mann-Kendall [9],
Spearman’s rho [20] and Theil-Sen slope estimator [17, 22], Mann-Whitney Pettit
test [14], Cumulative-Deviation [3], etc. Trend estimation and to detect significant
change in climatic variables are also done by different researchers [1, 4, 6, 7, 11, 12,
18, 19]. The researchers used synthetic series considering unit mean and standard
deviation 0.1–1.0 to check the performance of different methods [2].

Studies to estimate trend and shifts in the time series are available but to find
actual ranges of important statistical parameters, i.e. standard deviation, skewness
and kurtosis are rare [4, 10, 23, 25, 27, 29].

The main objective of this chapter about the global patterns of important hydrom-
eteorological variables, i.e. potential evapotranspiration (PET), average temperature
(Tavg), precipitation (Pre), wet day frequency (Wet), maximum temperature (Tmax),
minimum temperature (Tmin), vapour pressure (Vap) and diurnal temperature range
(DTR), is to find actual values/ranges of statistical parameters, i.e. skewness and
kurtosis from observed data and to find most likely values/ranges.

2 Study Area and Data

The study area, i.e. theworldmapwith continents and other regions is shown in Fig. 1.
Annual average/total data of eight hydrometeorological variables, i.e. potential evap-
otranspiration (PET), average temperature (Tavg), precipitation (Pre), wet day fre-
quency (Wet), maximum temperature (Tmax),minimum temperature (Tmin), vapour
pressure (Vap) and diurnal temperature range (DTR) for 115 years (year 1901–2015),
is considered. High resolution monthly average global dataset at the grid interval of
0.5°× 0.5° provided by Climate Research Unit (CRU) is transformed to annual val-
ues (data available at http://www.cru.uea.ac.uk/data). Each dataset is pre-screened,
i.e. grid points with erroneous/missing values for sufficiently longer length are not
considered in the study.

3 Methodology

Monthly average global gridded dataset for eight hydrometeorological for 115 years
(year 1901–2015) is converted to annual average values, so each grid point has 115
data points in the time series. Statistical parameter, i.e. standard deviation, SNR,
skewness and kurtosis, is computed at each grid point as follows

Standard Deviation σ = 1

N

N∑

i=1

(xi − μ)2 (1)

http://www.cru.uea.ac.uk/data


Statistical Parameters of Hydrometeorological Variables … 61

Fig. 1 World map. Source https://www.worldatlas.com/aatlas/imagee.htm

The reciprocal of coefficient of variation is called signal-to-noise ratio [16]. SNR
shows how much data varies per unit standard deviation.

Signal-to-noise ratio SNR = 1

CV
= μ

σ
(2)

Here, xi , i = 1, 2 . . . N is the data values. μ,CV are mean and coefficient of
variation.

Skewness is the property which shows the symmetry of probability distribution
and it is given as follows

Skew = N

(N − 1)(N − 2)

N∑

i=1

(
xi − μ

σ

)3

(3)

Skewness of normal distribution is 0, as it is symmetrical. Left (negative) skewness
shows more data on left tail of the probability distribution, while right (positive)
skewness shows more data on right side of the probability distribution.

Kurtosis is a measure to show the relative tailedness of the probability distribution
than normal distribution. The kurtosis is given as

Kurt = N (N + 1)

(N − 1)(N − 2)(N − 3)

n∑

i=1

(
xi − μ

σ

)4

− 3(N − 1)2

(N − 2)(N − 3)
(4)

The kurtosis of normal distribution is 0. A value less than zero is called platykurtic
and shows that there are fewer and less extreme values. While the distribution having
positive value of kurtosis is called leptokurtic and shows higher outliers than normal
distribution.

https://www.worldatlas.com/aatlas/imagee.htm
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4 Results and Discussions

4.1 Spatial Patterns of Standard Deviation

Global spatial patterns of standard deviation are shown in Fig. 2. There is not much
variation found in the annual average PET across the globe. Almost 94% of regions
show standard deviation up to 66 mm/annum. Similarly, not much variation is found
in average temperature in all land areas. Around 88% dataset show 1.2 °C or lesser
standard deviation. Northern hemisphere shows a little higher standard deviation
than Southern hemisphere. Variation in precipitation shows similar patterns with the
mean formost of the regions, i.e. regionswhich showhigher precipitation have higher
inter-annual variability and vice versa. Regions near Arctic Circle in Eastern South
America and Some regions of South-East Asia show the highest variability in annual
wet day frequency. Maximum and minimum temperature exhibits similar patterns
of annual variability with average temperature. Mix pattern of annual variability of
DTR is found on a global scale. Most of the regions of North America and Australia
show the highest variability in DTR (0.85–1.71 °C). Some regions of India, South-
East Asia and Eastern Africa show little variability in DTR. A small variation in
spatial patterns of annual variation of vapour pressure is found. Madagascar (Africa)
and Uruguay, Columbia and Venezuela (America) show highest ranges of standard
deviation in Vap.

4.2 Spatial Patterns of SNR

SNR shows the variability of data around the mean, i.e. SNR values close to unity
indicates that standard deviation is almost equal to mean value and SNR values
significantly higher or lower than unity shows lesser variability with respect to mean.

Global spatial patterns of SNR for all variables are shown in Fig. 3. SNR pattern
for PET shows that regions with lesser mean PET have higher variability with respect
to mean than the region with higher average PET, for example, most of the regions
North to Tropic of Cancer have relatively lower mean and SNR values are up to 10.
Western coastal regions of India, Middle East, Western Africa and Eastern South
America having a higher mean of PET and SNR values are also high, which show
lesser variability with respect tomean. Average temperature showing similar patterns
of SNRwith PET that is highermean is followed by lesser inter-annual variability and
vice versa except for the regions of extremely low average temperatures, i.e. North
to Arctic Circle, Higher Himalayas and Northern China. High variability is found
in the precipitation data with respect to mean for most of the regions. Almost 96%
data shows SNR value up to 10. SNR pattern for precipitation also shows higher
variability with lower precipitation and vice versa. There is not much variability
found in the wet day frequency data with respect to mean. Almost 77% regions show
SNRvalue in the range of 6–15. It also shows higher variability associatedwith lower
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Fig. 2 Global spatial patterns of standard deviation.Global spatial variation of the long-term annual
average of: a potential evapotranspiration, b average temperature, c precipitation, d wet day fre-
quency, emaximum temperature, f minimum temperature, g diurnal temperature range and h vapour
pressure. Variation of lower to higher values is shown by variation fromGreen colour to Red colour.
Unavailable or erroneous data is not used in the study and left blank on themap.A number of datasets
in the corresponding range are given in bracket in legend
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Fig. 3 Global spatial patterns of SNR. Figure labels and symbology are same as Fig. 2
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mean and vice versa. SNR values of maximum and minimum temperature data show
similar patterns with average temperature. There is not much variability associated
with mean in DTR. All datasets showed SNR value more than 7. Mix patterns in the
variability with mean in found in DTR, as for some regions SNR value is found to be
low with lower mean and for some, it was found high. Low inter-annual variability
with mean in vapour pressure data is found. Almost 98% region has SNR values
more than 11. For most of the regions lower variability is found to be associated
with higher average vapour pressure. For some regions, i.e. higher Himalaya and
Southern China, high variability is found with low average vapour pressure.

4.3 Spatial Patterns of Skewness

Positive skewness shows a higher concentration of data towards lower values or left
to the mean and negative skewness shows a higher concentration of data to the right.
Skewness values in the range of −2 to +2 are generally acceptable [8]. The global
spatial patterns of skewness for all variables are shown in Fig. 4.

PET datasets are found to be less skewed as more than 98% of dataset showed
skewness in the range of−2 to 2. Higher positive skewness is found in some regions
of Eastern Russia near Arctic Circle and Madagascar. Average temperature data is
found to be less skewed for most of the world. The skewness for more than 99%
dataset is found to be in the range of −2 to 2. Some regions of Eastern Russia and
Madagascar are found be having high positive skewness (>2). More than 97% of
precipitation datasets are found be little skewed (skewness −2 to 2). Some area of
Myanmar shows high negative skewness (<−2) which shows a higher frequency of
small range of high annual precipitation. Some regions of Sahara (Africa) and West-
ern South America showed higher positive skewness (>2) which indicates higher
frequency of low precipitation range. More than 99% dataset of wet day frequency
is found to be insignificantly skewed (skewness −2 to 2). Higher positive skewness
(>2) is found in some regions of Sahara (Africa). Similar patterns of skewness
are found in maximum and minimum temperature with average temperature. All
regions did not show significant skewness in DTR (skewness in the range of −2
to 2. Most of the vapour pressure data (>98%) are also found to be insignificantly
skewed (skewness −2 to 2). High positive skewness (>2) is found in Madagascar.
High negative skewness (<−2) is found in some regions of north-eastern Russia.

4.4 Spatial Patterns of Kurtosis

Kurtosis defines the relative peakedness/flatness of the data relative to normal dis-
tribution. More precisely, it gets the idea of heaviness or lightness of tail. Kurtosis
virtually does not say anything about the peak. Positive values of kurtosis (leptokur-
tic) show that the data is having heavier tails and negative values (platykurtic) show
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Fig. 4 Global spatial patterns of skewness. Figure labels and symbology are same as Fig. 2
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Fig. 5 Spatial patterns of kurtosis for different variables. Figure labels and symbology are same as
Fig. 2

thinner tails. Kurtosis value in the range of−2 to+2 is generally acceptable to prove
normal univariate distribution [8]. Global spatial patterns of kurtosis are shown in
Fig. 5.

No negative kurtosis is found for PET. More than 99% of the dataset is having
the kurtosis more than 2.0, which indicates high frequency of both low and high
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PET in the whole world. More than 95% of average temperature data is found to
be having insignificant kurtosis (−2 to 2). Some regions of Northern and Eastern
Russia, Madagascar and Middle Africa have kurtosis of more than 2. Most of the
(>90%) precipitation data is not found to be having significant kurtosis (<−2 or >2).
Some regions of Sahara, Middle East and Middle Australia are found to be having
higher positive kurtosis (>2). For only 9% regions of the world, wet day frequency
data shows significant positive kurtosis (>2), for example, some regions of Southern
Russia, Sahara (Africa), SouthernMiddleEast andMiddleSouthAmerica.Maximum
and minimum temperatures are found to be having a similar pattern with average
temperature. Almost all regions are found to be in the range of −2 to +2 except
for some regions of Eastern Africa and the Middle East, where it is found to be
leptokurtic. Vapour pressure data for Madagascar, Middle Africa, Eastern Russia
and Southern Greenland is found to be leptokurtic. Remaining regions of the world
(around 94%) show kurtosis in the range of −2 to +2.

5 Summary and Conclusions

Global spatial patterns of different statistical parameters, i.e. skewness and kurto-
sis for eight hydrometeorological variables, i.e. potential evapotranspiration (PET),
average temperature (Tavg), precipitation (Pre), wet day frequency (Wet), maximum
temperature (Tmax), minimum temperature (Tmin), vapour pressure (Vap) and diur-
nal temperature range (DTR), are presented in this chapter. Climate Research Unit
(CRU) data for 115 years (1901–2015) is used for this purpose.

SNR data directly relates variation in data value with respect to mean. SNR results
show that most of the PET, DTR and Vap data are found in the range of 15–120.
SNR value of up to 15 is found for more than 99% Pre (precipitation) data. DTR
data is also mostly found to have SNR value up to 15. It was seen that mostly higher
variability is associated with datasets having lower means.

Only few of data is found to be significantly negatively skewed (skewness <−2)
and on an average 0.6% data is found to be significantly positively skewed (skewness
>2). Significant positive skewness for PET, Tavg, Tmax, Tmin and Vap is found in
some regions of Eastern Russia and Madagascar, while for Pre-data and Wet data in
some regions of Sahara (Africa) and Western North America.

None of the data is found to be significantly platykurtic (kurtosis <2). PET is found
to be significantly leptokurtic (kurtosis >2) for almost whole world. About 5–6.5%
datasets of other variables show leptokurtic nature. Tavg, Tmax, Tmin and Vap data
in some regions of Eastern and Northern Russia, Madagascar, Central Africa, North-
ern Canada and Greenland are found to be significantly leptokurtic. Pre-data in some
regions of Africa, Middle East, South America, Canada and Middle Australia, Wet
data in some regions of Russia, Indonesia, Sahara, Madagascar, Middle East, South
America, Canada andGreenland andDTR data in some regions ofMiddle East, East-



Statistical Parameters of Hydrometeorological Variables … 69

ern Africa, Mongolia, Central China and Eastern India are found to be significantly
leptokurtic.
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A New Approach to Analyze the Water
Surface Profile Over the Trench Weir

Swati Bhave and Sanjeev Kumar

Abstract To divert water from streams containing streams for its usage in different
purposes like irrigation, hydropower, water supply, etc., the most appropriate kind
of weir is trench weir. It involves a trench constructed transversely at the streams,
underneath of its bed level. The uppermost level of this trench is roofed with bottom
rack bars to avoid the incoming of sediment into the trench. Bottom rack is kept
porous, so when water flows above it, a part of it moves into the trench and get
collected to an intake well. This kind of weir has certain benefits as it does not
disturb much the flow of the river. Because of the fact that it is constructed below
the river bed, the sediment of size less than the spacing of the rack bars moves into
the trench. As a result, post-monsoon cleaning of the trench is mandatory. Design of
sidewalls and size of the trench requires water surface profiles over the bottom racks.
This paper deals with a new approach to analyze the water surface profile over the
bottom rack. The equation proposed has been and compared with the observed water
surface profile. By using proposed equation, water surface profile was computed and
it was found comparable to the observed ones and also the proposed equation is more
suitable to compute water surface profile above the bottom rack for various slope of
rack.

Keywords Boulder stream · Discharge · Rack · Trench weir · Water surface
profile

1 Introduction

Normal kinds of elevated-crest weirs are unsuitable for Boulder Rivers. If raised-crest
weir is built transversely the river, the increase in water level at the upstream side of
the weir may create significant fluctuations in the flow of the stream. The residues
get settled down at the upstream side of the crest as a consequence of this opening
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Intake Well 
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Fig. 1 Sketch of a trench weir

of the bottom racks and get certainly choked up. Erosion arises at the downstream
side of weir, and as a result, cracks develop in the weir.

To deal with the problems linked with elevated-crest weirs, the utmost suitable
weir implemented in Boulder Rivers for irrigation, hydropower generation, etc., is
trench weir. Trench weir as in Fig. 1 shows the different entities of it, and photograph
of a constructed trench weir is given in Fig. 2.

It is basically a ditch constructed transversely at the river underneath its bed or at
the raised up bed. In ancient practices, the trench was constructed on the raised up

Fig. 2 Photograph of trench weir
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bed. Such, elevated weir has similar difficulties, which are present in the raised-crest
weir and therefore not practiced nowadays. On the basis of this observation and the
knowledge obtained till now, the top of the trench is kept on the level of bed of stream.

The uppermost level of weir is covered using bottom rack. Since, bottom rack
is porous entity, therefore, when water flows over the bottom rack, it moves in the
trench and gets accumulated in an intake well, which is further connected to the
trench. The bottom racks bars can be constructed using rounded steel bars or flats
bars or T-shape bars and positioned lengthwise along the river flow at the bed level.
The bottom racks are designed to transport heavy boulders that are possible to move
down during the time of extreme flood. Trench weir gives a benefit that it does not
disturb the bed level of the stream.

Water surface profile (WSP) is important and plays a vital role to design the
sidewalls and size of trench. The type of flow above the trench weir is spatially
varied flow (SVF) with decreasing discharge. Therefore, by solving the equation of
spatially varied flow to obtained the WSP. Dimension of the adjacent walls of the
trench weir is decided on the base of WSP. By assuming specific energy constant
above the bottom rack,Mostkow [1] analyzed theflowabove longitudinal bottom rack
of circular bars and proposed a relationship for diverted discharge (Qd) into the trench
is given below. Paudyala and Twatchai [2] suggested that any structural component
that stand out of the bed of river damages easily by the rolling large sediment particles.
Ahmad and Mittal [3] suggested that effective length of bottom rack can be obtained
when diverted discharge is equal to incoming discharge. Brunella et al. [4] conducted
experiments for rounded bars and proposed a relationship to calculate the discharge
coefficient. Ghosh and Ahmad [5] found that the value of coefficient of discharge
is lower for flat bars as compared to rounded bars. Kuntzman and Bouvard [6]
on bottom rack intake. Kumar et al. [7] conducted experiments for flat bars and
identified the effect of various parameters on coefficient of discharge. Naghavi and
Maghrebi [8] proposed an emperical formualtion to calculate coefficient of discharge.
Nosed [9] by assuming critical approach flow condition, over longitudinal bars and
suggested a design chart for diverted flow. Righetti and Lanzoni [10] conducted
experiments for rectangular bar and found that diverted discharge decreases along
longitudinal direction.

Qd = CdεBLw

√
2gE (1)

where ε = porosity of rack; B = width of the rack (across the main channel); Lw =
wetted length of bottom racks; g = acceleration due to gravity; E = specific energy
at approach; and Cd = discharge coefficient.

2 Experimental Setup

Experimentations were conducted in a rectangular channel as shown in Fig. 3, of
1 m wide, 0.64 m deep and 17 m long. Water was supplied from an overhead tank
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Fig. 3 Layout of experimental setup

to the main channel fixed with sharp crested rectangular Weir-A, whose height was
10.5 cm and 75 cm in length provided in the channel of width 75 cm. A trench was
built across the bed of the main channel 1 m wide, 0.3 m long and 0.43 m deep and a
ramp was placed before the trench weir on the upstream side of the main channel; its
corner was rounded to provide a smooth transition from the horizontal upstream to
the slopping downstream. The trench at its left-hand side connected to a well which
is used to store diverted water, whose length is 1 m, width is 1 m and depth is 0.9 m
and intake well is further opened to a diversion channel of length = 3.9 m, width =
0.3 m and depth = 0.72 m. A weir (Weir-B) was constructed across the diversion
channel, which is used to obtain the diverted discharge into the trench. Also, wooden
suppressors were provided to minimize the surface disturbance in both main channel
and diverted channel. Weir-A and Weir-B were calibrated by using a magnetic flow
meter fitted in the main supply pipe and Pitot tube, respectively.

3 Present Approach for the Computation of Water Surface
Profile

Flow above the bottom rack is spatially varied flow (SVF) with decreasing discharge.
Therefore, equation of the SVF can be solved to obtain water surface profile above
the rack. Dimensions of the sidewalls of the trench weir are decided according to
water surface profile above the rack. The flow in a rectangular channel with a bottom
rack is shown in Fig. 4.
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Fig. 4 Flow surface profile
over a rack
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Considering Fig. 5, specific energy equation at any section can be written as:

E = y cos2 θ + Q2

A2 × 2g
(2)

Here, y = depth of flow normal to the surface of datum at any section, θ = slope
of rack, V = velocity of flow at approach, Q = discharge at main channel and A =
Flow area.

Now, y cos θ = z
z = depth of flow normal to the bottom rack at any section.
Differentiating both side w.r.t x, we get

dE

dx
= d

dx
(z cos θ) + d

dx

(
Q2

B2 × z2 × 2g

)
(3)

dE

dx
= cos θ

dz

dx
+ 1

B2 × 2g

d

dx

(
Q2

z2

)
(4)

dE

dx
= cos θ

dz

dx
+ Q

B2 × g × z2

(
dQ

dx

)
− Q2

B2 × g × z3

(
dz

dx

)
= 0 (5)

(
cos θ − Q2

B2gz3

)
dz

dx
= Q

B2z2g

(−dQ

dx

)
(6)

From Mostkow equation (i.e., Eq. 1)

(−dQ

dx

)
= CdεB

√
2gE

and Q = By
√
2g(E − y)

Putting values of –dQ/dx and Q in Eq. (6), we have
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Fig. 5 Comparision
between observed and
computed water surface
profile using Eq. (20) for
various spacing of rack
a s = 5 mm, b s = 10 mm
and c s = 15 mm
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[
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Let z cos θ
E = u, and hence, dz = E du

cos θ
, so from Eq. (7)

x = 1

2Cdε
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u√
1 − u

E

cos θ
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∫
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E

cos θ
du

]
(8)

Let 1−u = v. Hence, du = −dv, now from Eq. (8)
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3
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cos θ
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2Cdε
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E
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× z cos θ

E
+ C (9)

At x = 0, z = z1

−E

Cdε cos θ

[
1 − z1 cos θ

E

]1/2

× z1 cos θ

E
+ C = 0
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C = E

Cdε cos θ

[
1 − z1 cos θ

E

]1/2

× z1 cos θ

E
(10)

Putting value of C from Eq. (9) in Eq. (10), we get

x = E

cdε

[
z1
E

×
(
1 − z1 cos θ

E

) 1
2

− z

E
×

(
1 − z cos θ

E

) 1
2

]

(11)

Equation (11) can be used to obtain water surface profile over racks. Water sur-
face profile computed using Eq. (11) for different sets of data is compared with the
observed ones. Such computed and observed water surface profiles for five sets of
data are shown in Fig. 5a−c for different spacing of racks.

Equation (11) These figures depict that the comparisons between computed and
computed water surface profile give the satisfactory results. Thus, Eq. (11) can be
used to obtain water surface profile above the bottom racks. Attempt has also been
made to compare the proposed equation with an existing equation derived by using
Mostkow equation.

4 Conclusion

The present studywas aimed to develop a new approach intended for the computation
of water surface profile above the bottom rack so that one can design the sidewalls
of trench weir, because size of trench is fixed on the basis of water surface profile.
Water surface profile is computed using proposed equation and compared with the
observed one and found that computed water surface profile is comparable to the
observed one.
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Soil Loss Assessment in Imphal River
Watershed, Manipur, North-East India:
A Spatio-Temporal Approach

Loukrakpam Chandramani and Bakimchandra Oinam

Abstract Land and water resources are vital resources. Whenever these resources
are under stress and pressure which may be natural or anthropogenic, heavy loss is
incurred. Soil loss is one of such significant environmental problems. Variousmodels
such as USLE, RUSLE, USPED and LISEM are developed for rapid assessment of
soil loss. Assessment of soil loss is considered as a significant, as it leads to loss of top
layers of soil and thus reduces the fertility and quality of the soil, which eventually
leads to soil degradation and thus affects the sustainability of the inhabitants. Soil
loss in the Imphal River watershed, of Manipur, a north-eastern state of India, is
assessed using RUSLE for the time period of 2006 and 2017. The rate of soil loss
is classified on the basis of classification by NBSS&LUP, India. Positive changes in
the spatial extent is observed in ‘No Erosion’ and ‘Extreme’ and Negative changes
are observed in ‘Slight’; ‘Moderate’ and ‘High’ class of erosions. The area under
‘No Erosion’ is increased by 13.64 and 5.57% in the ‘Extreme’ class of erosion from
2006 to 2017. Land use of the study area also significantly affects the rate of soil
loss.

Keywords Soil loss/soil erosion · RUSLE · USPED · NBSS&LUP

1 Introduction

Out of the most vital natural resources which are present in our environment, land
and water are the most significant resources. These resources are under tremen-
dous stress due to ever-increasing human pressure. Sustainable development can be
achieved only when available resource is managed optimally with minimum impact
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on environment. Nearly 33% of the Himalayan region suffers from various forms of
land degradation problems [15]. Land degradation is defined as the gradual decrease
in the quality of soil and land, physically and chemically due to effect of certain
factors causing particular phenomenon.

The ecosystem and landscapes of an environment are continuously in chang-
ing states. These are due to various drivers and factors which are both natural and
anthropogenic. Degradation of the land or soil resource can occur at various spatial
and temporal scales. The complexity of the spatial and temporal scale quantifies
the degree or severity of the degradation [21]. Aridity, extreme climatic events over
a long stress of duration and drought may be considered as the natural cause of
land degradation while unchecked or unsustainable land use by the human such as
deforestation, shifting cultivation, over-cultivation, overgrazing as well as the socio-
economic drivers [5].

Land degradation or soil degradationmonitoring and assessment are done atmulti-
spatial scale. Few of the assessments done at the global scale may be listed as LADA
(Land Degradation Assessment In Dryland) project of FAO (Food And Agricul-
ture Organization of the United Nation); UNCCD (United Nations Convention To
Combat Desertification) and GLASOD (Global Assessment of Human-induced Soil
Degradation). On the national level or country level, for India, the assessment of land
degradation, mapping, monitoring and assessment are done mainly by Central Arid
Zone Research Institute (CAZRI); All India Soil and Land Use Survey (AIS&LUS);
National Bureau of Soil Survey and Land Use Planning (NBSS&LUP); and National
Remote Sensing Centre (NRSC).

Space Application Centre (SAC), Indian Space Research Organisation (ISRO),
Ahmadabad, India, published ‘Desertification and Land Degradation Atlas of India’
in 2016. According to the analysis, 96.40 mha area of India underwent degradation
process during 2011–2013, nearly one-third of the total geographical area, the area
under land degradation is 94.53 mha (28.76% of the TGA) during 2003–05. In
2011–13, states with larger areas like Jharkhand, Maharashtra, Jammu & Kashmir,
Odisha, Rajasthan, Madhya Pradesh, Gujarat, Telangana and Karnataka contribute
around 23.95% [14].

As for the state of Manipur, total percentage of area under desertification/land
degradation for the period of 2011–13 is observed to be 26.96%of the total geograph-
ical area. Of all the degradation types, vegetation degradation is a most significant
process of desertification/land degradation in the state which accounts about 25.78%
in 2011–13 and followed by water erosion which accounts for about 0.36% of all the
total geographical area of the state [14].

In this chapter, the water-based soil erosion assessment using the geo-spatial
techniques is discussed.
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2 Soil Erosion

Soil erosion is defined as a process in which topsoil on the soil surface is carried away
from the land by water or wind and transported to other surfaces. It is considered as
the second prevalent environmental problem the world faces after population growth
[7]. The eroded soil during soil erosion transport pesticides, nutrients, and other
harmful farm chemicals into streams, rivers and pollutes surface and groundwater
resources, which in returns are the root cause of other environmental pollution [6].

Whenever soil is left exposed during the rain, the raindrops displace the topmost
crust and thus wash away attributing to the soil erosion. Detachment of the soil layer,
transportation of the loose particle and deposition in the low-lying area are the three
stages involved in soil erosion [10]. The impact incurred by rainfall is more affected
on sloping land where the surface soil is easily carried away as the water splashes
downhill into valleys and waterways. The rate of erosion is also thus influenced by
various physical factors such as the soil composition, slope of the land and extends
of vegetative cover.

Remote sensing andGIS is one of the significant tools that can be used for studying
the environmental phenomenon. This tool can integrate spatial and non-spatial data
for solving many problems and answering many questions. Not only this, it also
gives the synoptic view of the region which is very useful in environmental studies.

For that, we require timely and accurate estimation of soil erosion loss or eval-
uation of risk has for various region remote sensing and GIS techniques come in
very handy. This technique can also be assessed and estimate how fast the soil is
being eroded before affecting any conservation strategies. For evaluation of erosion
process, understanding and knowledge of parameters such as terrain, soil and crop
management of the region is required, which can be easily obtained by using the
remote sensing and GIS techniques [7]. Various soil erosion models are developed
to estimate rates of sediment and nutrient transport under different land-use and
land-class systems. There are three categories of models: the empirical models, the
conceptual models and physical-based models. Few of the GIS-based models listed
are USLE (Universal Soil Loss Equation), USPED (Unit Stream Power-based Ero-
sion Deposition), RUSLE (Revised Universal Soil Loss Equation), WEPP (Water
Erosion Prediction Project), LISEM (Limburg Soil Erosion Model) and EUROSEM
(European Soil ErosionModel). Even though thesemodels are all GIS-based, there is
a significant variation in their complexity, variable inputs, the processes, the represen-
tation, the scale of intended use and the types of output information they provide [10].

3 Methods and Technique

Universal Soil Loss Equation (USLE) model had emerged as a leading soil erosion
model and it can be applied in varying landscapes with simplicity in input variables
[22]. This model was first developed by Wischmeier and Smith [24]. This model
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analysed various soil erosion factors and ultimately introduced water-based soil ero-
sion assessment model. This model predicts the soil erosion on the basis of terrain
parameters, soil, rainfall pattern and soil management practice.

The model was then improved and replaced by the Revised Universal Soil Loss
Equation (RUSLE) by Renard et al. [13]. Soil erodibility, length-slope factor, rainfall
erosivity factor, supporting conservation practices (P-factor) and crop management
factor are used as variables. European Soil ErosionModel (EUROSEM) is developed
to assess soil erosion models with varying and physical-based parameters.

Water Erosion Prediction Project (WEPP) is a physical model. Process-based
models for run-off and soil erosion prediction attempts to assess and model soil
loss in different landscapes. WEPP can assess soil loss in complex terrain profiles.
This model computes rates of deposition and detachment. WEPP uses a steady-state
erosion and deposition by static approach whose erosion is caused by dynamic flow
[8].

The USPED is a tool efficient model to predict the deposition and erosion by
integrating various inputs. It is assessed in the GIS environment.

The aim of this chapter was to review the current state of erosion assessment and
GIS applications. This will include: (1) the traditional application of the RUSLE
model in assessing erosion and (2) the geo-spatial application, the application in pre-
dicting and estimating magnitude and extent of erosion at watershed using RUSLE.

4 Revised Universal Soil Loss Equation (RUSLE)

The empirical RevisedUniversal Soil Loss Equation (RUSLE) [13] estimates average
loss of soil annually which is based on the intensity of the impact of raindrops and
other factors. The model was originally used for the field size or the plot size study
area, but it is often used for large spatial area study also. Soil loss is acquired by
multiplying input variables, namely rainfall erosivity, slope-length, soil erodibility
factor, supporting conservation practices and crop management factor [12].

A = LS ∗ K ∗ R ∗ P ∗ C (1)

where A signifies area of soil loss (tons ha−1 per year); R signifies rainfall erosivity
factor (MJ mm ha−1 h−1 per year); K is the soil erodibility factor (tons MJ h−1

mm−1); LS is the slope-length factor; C is the crop management factor; and P is the
practice management factor.
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5 Rainfall Erosivity Factor (R-Factor)

Rainfall erosivity signifies impact intensity of raindrops and requires details of vari-
able like continuous precipitation [24]. The value of the rainfall erosivity signifies
or quantifies the effects of raindrop impact and also rate of run-off which will be
associated with the rainfall.

Few of the equations for calculating rainfall erosivity (R-factor) are given below
[24]:

R =
12∑

1

1.735 ∗ 1010(1.5 log10(
Pi
P )−0.08188) (2)

where R—Rainfall erosivity factor (MJ mm ha−1 h−1 per year)
Pi—monthly rainfall (mm); P—annual rainfall [1]

R = a · MFI + b (3)

where R—Rainfall erosivity factor expressed in MJ mm ha−1 h−1 per year

MFI =
12∑

1

Pi2/P

Pi = monthly rainfall in mm; P = total annual rainfall in mm [4]

R = 1/n
n∑

j=1

mj∑

k=1

(EI30)K (4)

where R signifies average annual rainfall erosivity expressed in MJ mm ha−1 h−1 per
year,
n is the number of years covered by the data records,
mj is the number of erosive events of a given year j,
and EI30 is the rainfall erosivity index of a single event k [17].

R = 38.5 + 0.35 ∗ P (5)

where P—rainfall (mm).
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6 Soil Erodibility Factor (K-Factor)

K-factor is the average soil erodibility factor expressed in tons MJ h−1 mm−1, and
it signifies resistance of the soil to both transport and detachment. As proposed by
Wischmeier et al., biological factors like the organic matter content, permeability of
the soil and structure are used in the estimation of K-factor [23]. Values of this factor
are high in silt and fine sand as these types are unstable. If the organic matter content
is high, the resistance decreases which attributes to the high rate of detachment of
the soil [23].

Equations which are used to calculate the soil erodibility are as follows [24]:

K = 2.8 ∗ 10 − 7M1.14(12 − a)4.3 ∗ 10 − 3 ∗ (b − 2) ∗ 3.3 ∗ 10 − 3(c − 3)
(6)

where K signifies soil erodibility factor in tons ha−1 per unit R;M gives particle size
parameter (% silt + % very fine sand) * (100 − % clay); a, b and c signifies organic
matter content (%), soil structure code and the soil permeability class [13].

K = 0.0034 + 0.0405 ∗ exp

[
−0.5

(
logDg + 1.659

0.7101

)2
]

(7)

where Dg signifies geometrical particle diameter (on the basis of fractions of the
texture classes and arithmetic mean of the particle diameter of each texture class)
[3].

K = SAN + SIL

CLA
∗ 1

100
(8)

where SAN, SIL and CLA are the percentages of sand, silt and clay, respectively
[16].

K = A ∗ B ∗ C ∗ D ∗ 0.1317 (9)

A =
[
0.2 + 0.3 exp

(
−0.0256SAN

(
1 − SAN

100

))]
(9.1)

B =
[

SIL

CLA + SIL

]
(9.2)

C =
[
1.0 − 0.25 ∗ c

c + exp(3.72 − 2.95 ∗ c)

]
(9.3)

D =
[
1.0 − 0.70 ∗ SN1

SN1 + exp(−5.41 + 22.9 ∗ SN1)

]
(9.4)
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where C—organic carbon content; SIL, CLA and SAN are the percentages of silt,
clay and sand, respectively, and SN1—sand content subtracted from 1 and divided
by 100.

7 Length-Slope Factor (LS-Factor)

Slope-length factor (L) and slope steepness factor (S) are topographical factors which
indicate the effect of topography on erosion horizontally. The distance from the point
of origin of overland flow to the point where deposition begins, due to decrease in
slope gradient, is known as slope length. Slope steepness also influences soil erosion
and is signified by slope gradient. This factor attributes in higher overland flow
velocities and correspondingly higher erosion [13, 24].

Equations for calculation of LS-factors are [19]:

LS = (65.4 ∗ sin(S) + 4.56 ∗ sin(S) + 0.065) ∗ (L/72.6) (10.1)

where L signifies slope length in m and S signifies steepness in percentage (up to
21%) [19]

LS = (6.432 ∗ sin(S0.79) ∗ cos(S)) ∗ (L/22.1)0.7 (10.2)

where L signifies slope length in m and S signifies steepness in percentage (greater
than 21%) [9]

L =
(

λ

22.1

)m

(11.1)

where L signifies slope-length factor; λ gives field slope (m); m, the dimensionless
exponent which depends on the slope. m is 0.5, θ > 5%; m is 0.4, θ = 4%; m is 0.3,
θ < 3%; θ = slope in percentage [9]

S = 10.8 sin θ + 0.03, θ < 9% (11.2)

S = 16.8 sin θ − 0.05, θ ≥ 9% (11.3)

where S = slope steepness factor and θ = slope angle in percentage [11]

LS = (m + 1)[A/22.13_m_sin θ/0.09]n (12)

where θ = the land surface slope in degree; A = upslope area of the watershed; m
and n are the constants equal to 0.6 and 1.3, respectively.
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Table 1 C-factor assigned
for different land-use patterns

Land-use class C-factor

Settlement/built-ups 1.0

Vacant land 1.0

Agricultural land 0.28

Fallow land/open land 1

Plantations area 0.28

Dense forested area 0.004

8 Crop Management Factor (C-Factor)

Land cover ‘vegetation’ is also an important factor which influences and monitors
soil erosion. In RUSLE, vegetation cover has significant influence and the factor
is known as C-factor. It is the ratio of soil loss from land cropped under specific
condition to the corresponding loss clean tilled, continuous fallow [24]. This factor
depends on vegetation cover and growth stage.

C-factor can be calculated with the use of the following equations.

The normalized difference vegetation index (NDVI) is widely used as an indicator
for the vegetation growth. Hence, its values are scaled and used to estimate C-factor
[20].

C = exp

[
−α ∗ NDVI

(β − NDVI)

]
(13)

where α, β are the parameters that determine the shape of the NDVI–C curve.

NDVI = NIR − RED

NIR + RED
(13.1)

where NIR is near infrared band and RED is the red band of the imageries used.
C-factor differs with differences in land-use pattern. C-factor corresponding to

various land-use classes is shown (Table 1) [18].

9 Support Practice Factor (P-Factor)

P-factor defines ratio of soil loss with a specific support practice to the corresponding
loss with upslope and downslope cultivation. Input layer for this factor is generated
using the knowledge of the conservative practice and corresponding slope of the
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Table 2 P-factor assigned
for different land-use patterns
and slopes

Land-use class Slope in % P-factor

Agriculture 0–5 0.1

5–10 0.12

10–20 0.14

20–30 0.19

30–50 0.25

50–100 0.33

Other land All 1

study area. Impacts on drainage patterns, run-off concentration and velocity due to
the control practice are considered in this factor. Wischmeier and Smith categorize
that the land use into agricultural and other land types and the slopes of the study
area is classified into six classes for slope, and thus, P values are assigned for sep-
arate classes. Wischmeier and Smith assigned the values considering management
practices of the locals [24]. The assigned values of P-factor are given in Table 2.

10 USPED (Unit Stream Power-Based Erosion Deposition)

USPED (Unit Stream Power-based Erosion Deposition) predicts the spatial pattern
rate of erosion and deposition. The model considers a steady-state overland flow and
uniform rainfall condition.

{qs(r)} = Kt(r){q(r)}m sin b(r)n (14)

where b(r) signifies slope in degree; q(r) gives the flow rate; Kt(r) gives transporta-
bility; m, n are the constants on the type of flow, usually m = 1.6 and n = 1.3.

Steady state of flow can be expressed as the function of contributing as per unit
contour width A(r){m}

{q(r)} = A(r)i (15)

where i(m) signifies uniform rainfall.
For the uniform land cover and soil type,Kt is constant; the net deposition/erosion

rate is estimated based on the divergence of the sediment flow.

ED(r) = div qs(r)

= Kt
[
(grad h(r)) · s(r) · sin b(r)−h(r) · {kp(r) + kt (r)}] (16)
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where s(r) gives the unit vector for the steepest slope direction; h(r) [m] gives the
depth of water estimated from the upslope area A(r); kp(r) depicts terrain curvature
in the direction of the steepest slope and kt(r) signifies curvature in the direction
tangential to a contour line projected to the normal plane.

While developing the USPED model, no experimental work was performed and
thusUSLE andRUSLE parameters are used as input in themodel to assess the impact
of soil and land cover on the net soil erosion and deposition.

T = R ∗ K ∗ C ∗ P ∗ Am(sin b)n (17)

where R ~ i m; KCP ~ Kt and LS = Am(sin b)n
m is 1.6 and n is 1.3 for area with prevailing rill erosion
m and n are 1 if the type of erosion is sheet erosion.

Net estimated soil erosion and deposition

ED = div(T · s)
= d(T ∗ cos a)/dx + d(T ∗ sin a)/dy (18)

where a signifies aspect of the terrain surface in degree [11].

11 Case Study on Imphal River Watershed, Manipur, India

A case study had been done using RUSLE model on the Imphal River watershed,
Manipur, India, to assess the soil loss for the years 2006 and 2017. The spatial as
well as the temporal aspect of the soil erosion/loss is discussed.

The study area (Fig. 1) extends from 24°41′49.143′′ N to 25°24′27.218′′ N lati-
tude and 93°47′14.301′′ E to 94°18′8.596′′ E longitude, with total area coverage of
183,796.956 ha.

The case study is done using the precipitation data of the years 2006 and 2017
fromTropical RainfallMeasuringMission (TRMM); alsoLandsat 5-TMandLandsat
8-OLI imageries of the time periods are used. For generating the soil erodibility
layer, various soil datasets from the International Soil Reference Information System
(ISRIC) are used and SRTM Digital Elevation Model dataset is used for generating
various terrain parameters (Table 3).

For the assessment, the study area is divided into two terrain divisions, namely
hilly division and valley division, on the basis of the administrative boundary of
the districts of the state. Parts of Imphal East, Imphal West and Thoubal districts
constitute the valley division and parts of Senapati, Tamenglong and Ukhrul districts
constitute the hilly division as shown in Fig. 2. The spatial extents of valley division
and hilly division are 411.06 and 1426.90 km2, respectively.
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Fig. 1 Study area (Imphal River watershed)

Table 3 Dataset and sources Dataset Source

Precipitation TRMM (2006 and 2017)

Satellite imagery Landsat 5-TM (2006) and Landsat 8-OLI
(2017)

DEM SRTM-DEM

Soil data ISRIC

The soil loss of the study area is estimated using RUSLE and USPED. For esti-
mation of soil loss using RUSLE, variables, namely R-factor, K-factor, LS-factor,
C-factor and P-factor, are considered as the input variables.

R-factor is generated using precipitation data, TRMM, for both the years and is
resampled to 30 m spatial resolution. For the calculation of rainfall erosivity (Fig. 3a
and b), the equation by Wischmeier and Smith [24] (Eq. 2) is adopted.

Soil erodibility factor (K-factor) (Fig. 4) is generated using the soil layer procured
from ISRIC database. The equation by Sharpley and Williams [16] (Eq. 9) is used
for calculation of this factor.

Slope-length factor (Fig. 5) is calculated using the equation given by [9] (Eqs. 11.1,
11.2 and 11.3). SRTM-DEM is employed to generate this factor.
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Fig. 2 Study area (terrain
division)

According to Van der Kniff et al., crop management factor (C-factor) (Fig. 6a and
b) is generated using the equation by [20] (Eq. 13). NDVIs in equation are generated
using the NIR and RED bands from Landsat imageries for both the time periods.

Support practice management (P-factor) (Fig. 7a and b) is established using the
practice factor table given by Wischmeier and Smith [24] (Table 2). For this estab-
lishment, the slope and land-use layers are generated using the SRTM-DEM and
Landsat 5-TM and Landsat 8-OLI imagery.

The total soil loss per year of the study area is estimated using equation given
in Eq. (1). The generated soil erosion layer is reclassified into five classes on the
basis of classification given by the National Bureau of Soil Science and Land Use
Planning (NBSS&LUP). The classification is shown in Table 4.
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Fig. 3 a Rainfall erosivity (2006). b. Rainfall erosivity (2017)

Table 4 Soil loss
classification (NBSS&LUP)

Soil loss rate (tons ha−1 per year) Class

Below 5 No erosion

5–10 Slight

10–30 Moderate

30–60 High

60–above Extreme

12 Result and Discussion

In this case study, soil loss of the Imphal River watershed of the state of Manipur,
one of the north-eastern states of India, is assessed for the years 2006 and 2017.

The classified soil loss layer generated using RUSLE model is shown in Fig. 8a
and b. The figure depicts the spatial distribution of the rate of soil loss as well as the
changes in erosion in temporal aspect. The areas under different classifications of
soil loss classes (Table 5) clearly state that, in both the time periods, the area under
‘No Erosion’ is much higher compared to that of Extreme soil loss and other classes.
Again, it is observed that ‘Extreme’ class has increased tremendously.

The soil loss is further assessed based on terrain division as mentioned earlier.
From the assessment, it is observed that the valley division has higher rate of soil
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Fig. 4 K-factor

Table 5 Soil loss distribution (2006 and 2017)

Soil loss rate
(tons ha−1

per year)

Area (ha)
2006

Percentage of
area under
soil loss
(2006)

Area (ha)
2017

% of area
under soil
loss (2017)

Class

Below 5 46,709.37 25.4256 71,810.64 39.07189 No erosion

5–10 30,528.99 16.61803 16,529.49 8.993631 Slight

10–30 42,840.45 23.31961 27,415.44 14.91663 Moderate

30–60 27,030.24 14.71354 21,174.39 11.5209 High

60–above 36,599.94 19.92267 46,861.11 25.49695 Extreme
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Fig. 5 LS-factor

Table 6 Distribution of soil loss, division wise (2006 and 2017)

Year 2006 (tons ha−1 per year) 2017 (tons ha−1 per year)

Range Min Max Mean Min Max Mean

Valley division 0.5232 338.974 74.539 0.0016 639.7888 93.59326

Hilly division 0.011 338.974 30.167 7E-07 639.7888 44.15408

loss as compared to its counterpart, i.e. hilly division. The mean soil loss 19.054492
tons ha−1 per year has been observed in valley division and 13.987253 tons ha−1 per
year in the hilly division (Table 6).

All the factors, namely LS-factor, K-factor, C-factor, P-factor and R-factor, are
the significant parameters for soil loss assessment, but the latter three factors affect
dominantly and attribute to higher soil loss rate in the valley division in both the time
periods under study (Tables 7 and 8). The mean values of the mentioned dominant
factors (Table 8) mainly attribute in the higher rate of soil loss in the valley division.
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Fig. 6 a C-factor (2006). b C-factor (2017)

Table 7 Distribution of LS-factor and K-factor (division wise)

Valley division Hilly division

LS-factor K-factor LS-factor K-factor

Min 0.118523255 0.023671415 0.118523255 0.023671415

Max 15.28302956 0.030678317 15.28302956 0.030678317

Mean 0.698170444 0.026712071 2.714741044 0.0268703

Land-use class of the study area also affects the soil loss. The valley division is
mainly comprised of built-up and agricultural land uses. The mean value of the soil
loss (Table 9) in the land-use classes in both the years 2006 and 2017 clearly depicts
the observation of the higher soil loss rate in the valley division of the study area.

13 Conclusion

Soil erosion is one of the major factors that contribute to the degradation of land or
soil, both physically and chemically.Assessment of soil loss or erosion has become an
essential for the prevention and management of the resource. Geo-spatial techniques
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Fig. 7 a P-factor (2006). b P-factor (2017)

Table 9 Distribution of soil loss, land use wise (2006 and 2017)

Land use 2006 (tons ha−1 per year) 2017 (tons ha−1 per year)

Min Max Mean Min Max Mean

Built-up 0.2173 338.9743 65.6936 0.0000 639.7888 107.2173

Agriculture 0.2153 338.9743 94.2424 0.0000 639.7888 159.3027

Barren soil 0.1050 338.9743 37.2754 0.0000 639.7888 60.9529

Vegetation 0.0110 338.9743 19.5197 0.0000 487.3350 5.8678

Water bodies 0.3003 338.9743 54.4516 13.6879 639.7888 144.0293

are widely implicated for assessing soil loss due to its capability to integrate various
layers and parameters.

Among all the three types of model classes, empirical model is the most popular
and widely used all over the world. The physical processes have capability of repre-
senting accurately more in the physical-based model. Both the spatial and temporal
variabilities are involved in the assessment of natural erosion process. The neces-
sity for a large amount of input data and parameter is the major drawback of such
model. The empirical-based models such as USLE, RUSLE, MUSLE and USPED
are widely applied for its limited data requirement and ease of applicability. These
empirical models do not represent or depict the real erosion process and have major



Soil Loss Assessment in Imphal River Watershed, Manipur … 99

Fig. 8 a Soil loss (2006). b Soil loss (2017)

issues about the scale factor. In spite of its drawbacks, they are extensively used and
preferred over the physical-based model, because of its limited data input, mostly in
this data-scarce part of the world [2].

As a part of this chapter, a case study is performed using dataset for the time
periods of 2006 and 2017, so as to assess the amount of soil loss in the Imphal River
watershed ofManipur, using empirical-basedmodel, RUSLE. Increased in the spatial
extent are observed in ‘No Erosion’ and ‘Extreme’, and decreased inspatial extent
are observed in ‘Slight’; ‘Moderate’ and ‘High’ class of erosions. The area under
‘No Erosion’ is increased by 13.64 and 5.57% in the ‘Extreme’ class of erosion.

Assessment in other approach is done by dividing the study area into two divisions,
valley division and hilly division. It is observed that soil loss rate is more aggressive
in valley division as compared to the hilly division in both the timelines.

Increase in population and corresponding increase in pressure on the natural
resources also attribute for increase in soil loss. Soil loss is widely dependent on
land use and land cover of the study area. The hilly division with thick vegeta-
tion cover is less susceptible to soil loss despite of its higher elevation and varying
slopes. Land use such as built-ups and agriculture affects significantly in the soil loss
as observed in this case study.

The LS-factor and theK-factor are considered to be equal in both the time periods,
respectively, due to the data unavailability and scarcity of the field data which can
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be used to incorporate the mentioned parameters. This is the major drawback of the
case study performed.

Even though the result from this case study does not project the real-world erosion
in the years 2006 and 2017, it still gives us the overview and potential site of the
erosion in the watershed. The result from this case study is still considered to be
satisfactory because the region is data scarce and the unavailability of the physical
data persists.
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Analysis of the Extreme Rainfall Events
Over Upper Catchment of Sabarmati
River Basin in Western India Using
Extreme Precipitation Indices

Shivam Gupta , Ankit Gupta , Sushil K. Himanshu and Ronald Singh

Abstract Analysis of extreme rainfall events provide an idea of the probable occur-
rence of such events in future, and catchment response to such events can be utilized
for assessing the flood characteristics of the river basins. This study focuses on the
analysis of the extreme precipitation events in the upper catchment of Sabarmati
River in western India. Extreme precipitation indices such as the number of rainy
days, annual precipitation, daily intensity index, consecutive wet spells, one-day
maximum rainfall were calculated as per the norms suggested by Expert Team on
Climate Change Detection Monitoring and Indices (ETCCDMI) of Intergovernmen-
tal Panel on Climate Change (IPCC). These precipitation extremes were analysed
using the IMD gridded precipitation datasets, and associated flood characteristics of
the river basin were analysed with the available daily streamflow data for the period
1992–1994. This chapter explains the spatial variation in extreme rainfall events and
its effect on the streamflow of the river. Finding of the study reveals no significant
trend in the extreme rainfall events of the basin, but catchment response to the extreme
rainfall events is evident which could be verified with longer period streamflow data
analysis.
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1 Introduction

Global warming and climate change phenomena are causing a paradigm shift in the
climatic pattern which is resulting in unusual changes in the precipitation occurrence
and distribution. In recent time, extreme precipitation events have been observed to
be increased in terms of magnitude as well as in frequency worldwide [1]. Intergov-
ernmental Panel on Climate Change (IPCC) [2] stated that the increased temperature
would enhance the evaporation process from the large water bodies which could
result in more intense precipitation events. Several contemporary studies on extreme
events worldwide also provide testimony of the rising trends of such events [3–5].

Heavy precipitation in India causes massive damage to the life and properties.
Recent heavy precipitation events in Mumbai, Chennai, Bangalore, Kashmir and
Kedarnath are the prime evidences of increasing extreme precipitation events in
India [6]. Daily rainfall data of Indian subcontinent have been used over the period
1951–2000 for analysing the trends in extreme events and found that the extreme
precipitation events are rising significantly followed by significant decreasing trend
inmoderate events in central India [7]. Similarly, it used long-term (1901–2004) high-
resolution gridded precipitation data for analysing extreme rainfall events in central
India [8]. Extreme precipitation analysis on observed precipitation data series from
129 observed stations for the duration of 1910–2000 and observed that 61% of the
total observed station is having the increasing trend of extreme events [9]. Similarly,
a study carried out on extreme rainfall events analysis in the largest tributary of
Brahmaputra River basin in north-east India and found that river catchment is likely
to face severe extreme rainfall events because of the climate change [10]. Few studies
comparing various salient techniques for analysing the trend in rainfall time series
were also done, which shows that rainfall is increasing in the arid Kachchh region
[11].

This study aims to analyse the extreme precipitation events in a river basin ofwest-
ern India which partially covers the states Gujarat and Rajasthan of India. Extreme
precipitation events and its impact on the corresponding discharge of the river basin
are also analysed using the observed streamflow data at the upper catchment of the
Sabarmati River.

2 Study Area and Data Used

The study area lies in the upper catchment of Sabarmati River basin, up to Derol
Bridge,which covers the total area of 6211.56 km2, and lies between the geographical
extent of north 23.578°–24.917° latitude and east 72.698°–73.597° longitude, as
shown in Fig. 1. The extent of the study area is elongated in shape; with a maximum
length and width from north to south and west to east, it is 159.70 and 65.65 km,
respectively. The study area has a nearly equal coverage in Rajasthan (upper portion)
and Gujarat (lower portion) states of India, with 1173 m as highest elevation and
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Fig. 1 Location map of the study area

88 m as lowest. Upper catchment up to Derol Bridge receives annual average rainfall
of 790 mm.

In this study, the ASTER DEM of 30 m resolution (shown in Fig. 1 within the
study area) has been used for catchment delineation up to Derol Bridge as an outlet
in Gujarat state. Daily precipitation gridded data by Indian Meteorological Depart-
ment (IMD) at 0.25° resolution and observed daily discharge data from India Water
Resources Information System (WRIS) have also been used in this study. It has been
concluded that Empirical Bayesian Kriging (EBK) technique is well suited for the
generation of spatially distributed rainfall maps [12]. Therefore, for the generation
of all spatial maps in this study, EBK technique has been used.

3 Methodology

3.1 Precipitation Extreme Indices

Extreme precipitation events were analysed as per the norms defined by ETCCDMI
[13] using the IMD gridded datasets. Five indices were selected for the analysis
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which is Simple Daily Intensity Index (SDII), number of rainy days (wet days),
annual precipitation (PCPTOT), consecutive wet days (CWD), consecutive dry days
(CDD). The threshold for accounting a day as wet days was considered to be 1 mm
of precipitation received on that particular day. Annual precipitation is the sum of
everyday precipitation for a year, and SDII is defined as the annual precipitation
divided by the number of days in a year which comes in unit of mm/day. SDII is
an important index for assessing the severity of precipitation. Consecutive wet days
(CWD) are the longest spell of days receiving precipitationmore than 1mm,whereas
consecutive dry days (CDD) are considered as the longest spell of days without any
rain. CD and CWD are very important indices for assessing the temporal distribution
of precipitation within a year. Apart from the extreme analysis of precipitation, its
impact on regional hydrology and discharge of the upper catchment of the Sabarmati
River was also analysed using the observed streamflow data.

3.2 Trend Analysis

Trend analysis was performed using theMann–Kendall nonparametric test, andmag-
nitude of change was assessed using Sen’s slope estimator [14].

3.2.1 M–K Nonparametric Test

The M–K statistics (S) are defined as

S =
N−1∑

i=1

N∑

j=i+1

sgn
(
x j − xi

)
(1)

where N is the number of observed data in time series. Assuming
(
x j − xi

) = θ , the
value of sgn(θ) is computed as follows:

sgn(θ) =
⎧
⎨

⎩

1 if θ > 1
0 if θ = 1

−1 if θ < 1
(2)

These statistics represent the number of positive differences minus the number of
negative differences for all the differences considered. For large samples (N > 10),
the test is conducted using a normal distribution with the mean and the variance as
follows:

Var(S) = N (N − 1)(2N + 5) − ∑n
k=1 tk(tk − 1)(2tk + 5)

18
(3)
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where n is the number of tied (zero difference between compared values) groups and
tk is the number of data points in the kth tied group.

Z =

⎧
⎪⎨

⎪⎩

S−1√
Var(S)

if S > 0

0 if S = 0
S+1√
Var(S)

if S < 0
(4)

The value of Z is computed, and if the value lies within the limits ±1.96, the
null hypothesis of having no trend in the series cannot be rejected at 95% level of
confidence.

3.2.2 Sen’s Slope Estimator

The magnitude of trend in a time series can be determined using nonparametric
method known as Sen’s estimator [15]. This method assumes a linear trend in the
time series. In this method, the slopes (Ti) of all data pairs are calculated first by

Ti = x j − xk
j − k

For i = 1, 2, . . . , N (5)

where x j and xk are data values at time j and k (j > k), respectively. The median
of these N values of Ti gives Sen’s estimator of slope (β). A positive value of β

indicates an upward trend and a negative value indicates a downward trend in the
time series.

4 Results and Discussion

Precipitation data from the IndiaMeteorological Department gridded datawere taken
for the grids falling inside the upper catchment of the river basin (Fig. 1), and the
analysis was made according to the indices analysis of the selected gridded rainfall
stations. Extreme indices signify the distribution of extreme events during a cer-
tain time period, and results will be discussed based on intensity-based indices and
distribution-based indices in the following sections.

4.1 Analysis of Extreme Precipitation Indices

Indices such as annual precipitation, number of rainy days (wet days), consecutive
wet days and consecutive dry days provide an estimate of rainfall occurrence and
distribution in a particular year. Days receiving the rainfall more than or equal to



108 S. Gupta et al.

Fig. 2 Spatial variation of a average annual precipitation, b wet days and c rainfall intensity

1 mm depth are considered as the rainy days; this value was adopted by following
the norms of ETCCDMI report. Annual precipitation estimate is a reliable indicator
of the year being a dry year or a wet year. Annual precipitation analysis of the
catchment shows the annual precipitation varies from 580 to 765 mm in the basin
(Fig. 2a). Wet day’s distribution in the river basin shows variation from 40 days
in a year to 49 days (Fig. 2b). Wet days are the indicators of the distribution of
rainfall occurrence in a year; upper catchment of the river basin shares its parts with
Rajasthan and Gujarat states and both the states come under arid region, and wet
days analysis shows that the major rainfall occurs in the month of monsoon season.
Figure 2c shows the precipitation intensity distribution in the catchment, and it varies
from 12 to 17 mm/day from upper part of the catchment to the lower part. Lower
part of the basin faces the higher intensity of precipitation as compared to the upper
part because of the higher annual precipitation and lesser number of wet days in the
region.

Figure 3 shows the consecutive wet days (CWD) and consecutive dry days (CDD)
distribution in the basin. CWD and CDD are the indicators of the spells of rainy
days and spells of dry days which are good indicators of the drought onset and end
condition in a region. River basin comes in the arid region, and this is the region
behind having low CWD values across the basin and very long dry spells. Figure 3a
shows CWD variation from 8 to 13 days in a year whereas CDD spells last longer
than 100 days in a year (Fig. 3b).

4.2 Trend Analysis of Extreme Indices

Trend analysis of the precipitation indices was performed using Mann–Kendall non-
parametric test as explained in Methodology Section. Trend analysis of the indices
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Fig. 3 Spatial variation of a consecutive wet days b consecutive dry days

shows no increasing trends in the annual precipitation, wet days and daily precip-
itation intensity. Annual precipitation shows insignificant decreasing trend with Z
value −1.09 with magnitude of 0.27 mm/yr; similarly daily precipitation intensity
also follows decreasing but insignificant trend with Z value of −1.5 and magni-
tude of 0.12 mm/day. Consecutive dry day spells tend to increase, but it was found
insignificant.

Observed streamflowdata from1992 to 1994 for the upper catchment of Sabarmati
River (Derol Bridge gauging site) were taken to analyse the catchment response for
the extreme rainfall events (Fig. 4). It was observed that the catchment exhibits
intermittent river characteristics with prompt response to the storm events in the
monsoon season, and during rest of the season, the river runs almost dry or carries
very less discharge.

5 Conclusion

Upper catchment of the Sabarmati River shares its boundaries with arid zone of
Gujarat and Rajasthan states; extreme rainfall events were analysed in the catchment
using IMD gridded datasets. Although trends in the major of the extreme indices
were found insignificant at 95% confidence level, but the seasonal variation of the
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Fig. 4 Rainfall and streamflow hydrograph for the upper catchment

precipitation indices could have significant effect on region hydrology. This study is
significant for the region as the region has faced severe flood events in recent years,
i.e. during Gujarat floods which covered several districts of Gujarat and Rajasthan
and caused several deaths and loss of properties. The proposed methodology has
a limitation of long-term observed streamflow data to analyse the extreme flood
conditions, and short-term streamflow data analyses show that the catchment is very
prone to the extreme rainfall events and show lean flow during the non-monsoon
period which corresponds to low base flow contribution in the river. Long-term
flood forecasting associated with extreme rainfall events for the river basin could be
performed by return period and flood frequency analysis with longer period observed
streamflow and rainfall data.
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Rainfall Runoff Modelling of Urban Area
Using HEC-HMS: A Case Study
of Hyderabad City

Vinay Ashok Rangari , V. Sridhar, N. V. Umamahesh
and Ajey Kumar Patel

Abstract Uncontrolled urbanization and climate change play a significant role in
urban flooding. The condition in which rainfall excess exceeds the drainage capacity
of stormwater drains is called urban flooding. Urbanization disrupts the natural water
balance by increasing impervious areas and reduction in infiltration. This increases
runoff from urban catchments and leads to higher flood peaks even for short-duration
low-intensity rainfall. Such flash floods significantly increase the expenses on miti-
gation efforts owing to their destructive nature. Urban flood management is one of
the important topics of concern as frequent disasters are happening in almost all the
urban areas. This is the indication of poor storm water management in urban areas
particularly in developing countries like India. Thus, to improve the situation proper
storm water drains and sewage network need to be planned and installed consider-
ing present land use pattern and probable future development. Present study focuses
on the simulation of critical storm event for analysing drainage capacity for part of
Hyderabad city (Zone XII). This study area is the most flooded catchment in Hyder-
abad, and it is ranked as priority number 1 in urban flooding. The drainage network
exists in certain parts of the study area. Rainfall data is collected from the Indian
Meteorological Department (IMD), and extreme rainfall events are found out. The
response of the catchment to the extreme rainfall is modelled using HEC-HMS and
HEC-Geo HMS. The simulated model gives a peak discharge of 590.5 m3/s at the
outlet (Hussain Sagar Lake) for the August 2008 rainfall event having 221.4 mm
precipitation for the duration of 34 h.
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1 Introduction

Urban flooding is in an increasing trend in the recent years. Much effort has been
on the modelling of river flood researched over the years. The main focus on urban
flooding is due to the presence of the abundant commercial and industrial settle-
ments in urbanized areas. As per the WMO report [15], the total population in urban
areas has been increased from 36 to 54% from 1961 to 2014 the high value of land.
Uncontrolled urbanization alters the natural catchments leading to high impervious
percentage which results in decreased infiltration. Hence, the rainfall to runoff con-
version is very high which results in higher peaks and higher flood volumes when
compared to rural catchments [11].

Storm water drains play an important role in conveying the rainfall from the
urban areas to the outlet point mostly a water body like river or lake. Due to the
unavailability of space and increased land value, storm water management is topic
of concern in urban areas [16]. As a result of poor maintenance and uncontrolled
urbanization, almost all the stormwater drains do not have the capacity to take excess
runoff due to extreme flooding events, and hence, flash floods occur almost in events
of short-duration rainfall with high intensity [1].

The research in urban flooding has been carried out all over the world many years
and has resulted in many useful mathematical modelling tools both freeware and
proprietary software. With the advent of graphical user interface (GUI), software
like SWMM, HEC-HMS, HEC-RAS, MIKE FLOOD modelling of the urban flood
became easy and easily understandable outputs have been generated by these soft-
ware. Geographical information system (GIS) software like ArcGIS, QGIS has made
the work still simpler for extracting data for direct inputs to the model [5, 4]. A num-
ber of case studies show high efficiency of HEC-HMS and HEC-RAS models in the
mapping of flood inundation for large watersheds [3, 10, 2, 6, 9]. The availability
of DEM has made the simulation to more extensive simplification of reality when
data availability is less [8]. The main aspect of flood modelling is to understand
the characteristics of flood in the urban area and the impacts of heavy rainfall on
the runoff of the urban catchments and the various socio-economic aspects of flood.
In the following section, the response of the study area to some historical extreme
rainfall events on the urban catchment is analysed using HEC-HMS which is the
extensive part of this study. HEC-HMS is capable of solving the widest possible sort
of problems including large river basins to small urban or natural watershed runoff.
Moreover, the results of HEC-HMS model can directly be incorporated into flood
routing and analysis.

2 Study Area and Data Collection

Hyderabad is divided into 16 storm water zones by Greater Hyderabad Municipal
Corporation (GHMC). Out of these 16 zones, Zone XII-Kukatpally and Zone XIII-
Alwal and Begumpet areas are major flood prone areas. The area chosen for the
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Fig. 1 Boundary map of the study area. Source GHMC

present study is Zone XII of Hyderabad city, Telangana (Fig. 1). It is most critical
storm water zone of the Hyderabad city and is marked as priority number 1 for
management by GHMC. It is situated in the latitude between 17°34′35.44′′ N and
17°24′34.03′′ N and longitude of 78°22′51.348′′ E and 78°28′40.397′′ E. Zone XII
is most critical storm water zone of the Hyderabad city and Greater Hyderabad
Municipal Corporation (GHMC) hasmarked it as priority number 1 formanagement.
The average elevation present in this area is 489.5m, and themunicipal area covering
an area of 171.13 km2 and the ultimate point of disposal is Hussain Sagar Lake.

The data used in present study is obtained from the different sources. Most of
the data regarding digital elevation model (DEM) map, land use–land cover map
were extracted from Cartosat 30 m DEM obtained from Bhuvan (Fig. 2). The sub-
catchments, drains and junctions details are obtained from the Voyant’s Solutions
Pvt. Ltd [14]. The rainfall data is from the IndianMeteorological Department (IMD),
Hyderabad.

3 Methodology

3.1 The Problem Statement

Hyderabad is one of the fast growingmetropolitan cities in India. Hyderabad is facing
urban flooding problems particularly from the millennium, and the historical rainfall
data is an evidence for the above statement. Hyderabad has been divided into 16 storm
water zones by GHMC. The most critical storm water zone is Zone XII covering an
area of 171.13 km2 and is marked first priority for urban flood management. Due to
the insufficiency of drains, major flooding issues have been faced by this particular
zone. In order to study the response of this particular zone to the given rainfall,
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Fig. 2 CartoSAT DEM of
the study area Zone XII.
Source Bhuvan

Fig. 3 Rainfall data for
August 2008. Source IMD
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historical extreme flood events have been analysed and one such extreme rainfall
event occurred in August 2008 having a total duration of 36 h and 221 mm rainfall
depth is taken for the study purpose (Fig. 3).
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Table 1 Percentages’ land
use

Land use Area in 2016 (%)

Built-up 66.02

Barren 25.70

Lake 3.05

Vegetation 5.23

3.2 Land Use Classification

Urbanization along with rapid population growth allows changes in land use and
land cover (LULC) and thus alters the natural catchment and its properties. LULC
is one of the important data required for the rainfall runoff modelling. Thus, to
accurately simulate the critical events model parameters must be refined to suite
present land use conditions. The land use map for the study area is prepared using
the pixel-based image classification tool in ArcMap 10.3. Urban flood modelling
requires high-resolution satellite images so that features can be identified properly.
LISS III images have 30 m× 30 m resolution map which identifies very less features
in urban areas. Google earth image for the study area is downloaded and pixel-based
image classification done usingmaximum likelihood classification. Themethod uses
training data to estimate probabilities of variances of defined classes assuming equal
probabilities for all the classes. The main advantage of this technique is, based on
the statistics, it provides an estimate of overlap areas. Figure 3 shows the land use
map for study area divided into four classes as built-up area, barren land, lake and
vegetation. Table 1 shows the area occupied by each class.

3.3 Heavy Rainfall History of Hyderabad City

Year-wise record of heavy rainfall events is given below:

• On 1 August 1954, the city had recorded a rainfall of 190.5 mm and severe dev-
astation took place in the city.

• In 1970, recorded rainfall was 140 mm in 24 h.
• In year 2000, Hyderabad city experienced 240 mm of rainfall in just 24 h. Total
rainfall in August was 468 mm, which is the worst calamity in almost 50 years.

• The city experienced heavy rainfall for 36 h recording 221 mm of rain in August
2008 (simulated rainfall event).
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4 Rainfall–Runoff Modelling

The basin model of study area is developed using HEC-GeoHMS, a hydrological
model based on remote sensing [12] and simulations run is performed using HEC-
HMS [13] to analyse the runoff response of catchment for given extent an distribution
of event rainfall. Valuable hydraulic or hydrologic information can be extracted
from digital elevation model (DEM) in the absence of extensive field data. Cartosat
30 m × 30 m resolution DEM (Fig. 2) is processed in the HEC-GeoHMS, the GIS
preprocessor for the HEC-HMS to delineate the drains and divide the catchment into
a sequence of interconnected subbasins. The inputs to the model include land use
information, hydrologic soil group and rainfall event. Percentage imperviousness
for each and every subbasins is calculated (Table 2) by processing land use data in
ArcGIS 10.1. Other input parameters to the model such as the stream length, slope,
positioning of subbasin centroid and elevation, longest flow path for each subbasin,
and the length along the stream path are also extracted. Figure 3 shows the basin
model of the study area developed using the HEC-GeoHMS. SCS unit hydrograph
method is used as a transform model to convert the rainfall to runoff. The only input
required for the transform model is the lag time, and HEC-HMS technical reference
manual suggests the usage of 0.6 times the time of concentration for ungauged
watersheds. Time of concentration is calculated using the Kirpich formula, and then
lag time is calculated based on the above statement. The advantage of SCS method
is: (1) It works good in different environments, (2) it requires only a few variables
(lag time, land use and slope) which makes the calculation part easy, and (3) despite
its simplicity, it yields results that are as good as those of complex models [7]. In
urban flood simulation, infiltration is one of the most important parameters, and
hence, Green-Ampt infiltration technique was used to simulate the infiltration in
each subbasin. Sandy loam soil is predominantly present in the study area, and
hence, the inputs for the Green-Ampt infiltration model was taken from the HEC-
HMS Technical reference manual, and the inputs taken are listed in Table 3. Thus,
HEC-HMS model for the study area is formulated and simulated to reproduce past
rainfall event of August 2008 (Fig. 3) over present land use conditions. Control
specifications define the time range in which the model has to run the simulation.
Entire rainfall duration (08-Aug-2008 18:00 h to 10-Aug-2008 03:00 h) is given as a
control specification to run the simulation. The Muskingum-Cunge routing method
is used to handle the movement of the water in the reach. Figure 5 shows the basin
model developed for the study area.
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Table 2 Percentage imperviousness

HMS ID Percentage
impervi-
ousness

HMS ID Percentage
impervi-
ousness

HMS ID Percentage
impervi-
ousness

HMS ID Percentage
impervi-
ousness

W1020 0.86 W880 0.79 W750 0.98 W630 0.93

W1010 0.78 W870 0.83 W740 0.75 W620 0.7

W1000 0.86 W860 0.49 W730 0.84 W610 0.69

W980 0.8 W840 1 W720 0.9 W600 0.67

W960 0.81 W830 0.80 W710 0.77 W590 0.88

W950 0.85 W820 0.85 W700 0.94 W580 0.452

W940 0.86 W810 0.49 W690 0.94 W570 0

W930 0.75 W800 0.83 W680 0.66 W560 0.9

W920 0.79 W790 0.87 W670 0.98 W550 0.467

W910 0.80 W780 0.625 W660 0.92 W540 0.472

W900 0.85 W770 0.89 W650 0.99 W530 0.517

W890 0.81 W760 0.81 W640 0.833 W520 0.61

Table 3 Green-Ampt
infiltration parameters

Parameter Assigned value

Suction head 8.27 mm

Conductivity 0.27 mm/h

Initial deficit 2.5 mm

Impervious percentage 0.7 (calculated individually for
subbasins)

5 Results and Discussion

5.1 Land Use Classification

Google earth imagery of 2016 was used to classify the land use into four categories,
namely Barren, built-up, lake and vegetation (Fig. 4), and the results are presented
in Table 1. The results show that the area is completely urbanized with around 66%
built-up area. This clearly shows there is high chance of conversion from rainfall to
runoff with higher peaks and high flood volumes (Fig. 5).

5.2 Percentage Imperviousness

Percentage imperviousness is one of the important parameters for calculating the
infiltration losses. Land use map created for the entire zone is subdivided into 50 sub-
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Fig. 4 Land use classification

catchments, and the percentage of built-up area in each sub-catchment is calculated
separately from the attribute table (Table 4).

5.3 HEC-HMS Results

HEC-HMS was run with real time rainfall event of August 2008. The subbasin
parameters mainly required are the lag time, infiltration parameter and the trans-
form parameters. The infiltration parameter values are given for the sandy loam soil
as specified in HEC-HMS technical reference manual. Percentage imperviousness
values for each sub-catchment are calculated as given in Table 4. The entire stream
network is simplified into a series of drains. The drain routing parameter requires
the length of the drain, slope of the basin, width of the drain and the shape of the
drain. The drain size is taken as rectangular drain with 3 m width. Control spec-
ification is given to run the model for the specified period. The entire duration of
rainfall that is 08-Aug-08 18:00 to 10-Aug-08 03:00 is given as control time, and
model simulation run is performed. The simulation output is obtained in the form
of hydrographs at outlet of every unit in the model (sub-catchment, junctions and
reaches). The hydrographs showing the riches with maximum peak discharge is pre-
sented in Fig. 6. Figure 7 shows the hydrograph at basin outlet. Table 4 shows the
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Fig. 5 Basin model HEC-GeoHMS

output summary with the peak discharge at each junction, reach and sub-catchment,
whereas summery of basin outlet is represented in Table 5. The results show that the
outlet point that is the Hussain Sagar Lake is having a peak discharge of 590.6 m3/s
during the event.
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Table 4 Junctions’ summary table

Junction
ID

Peak dis-
charge
(m3/s)

Reach
ID

Peak dis-
charge
(m3/s)

Sub-
catchment
ID

Peak dis-
charge
(m3/s)

Sub-
catchment
ID

Peak dis-
charge
(m3/s)

J169 47.1 R60 38.8 W1020 18 W740 7.8

J176 24.8 R80 46.6 W1010 5.6 W730 7.2

J181 68 R120 46.8 W1000 8.9 W720 8.9

J184 54.9 R130 17.6 W980 14.1 W710 6.3

J187 583.9 R140 91.4 W960 10.7 W700 18.8

J190 78.4 R160 72.3 W950 23.1 W690 4

J193 520.9 R190 120.2 W940 27.4 W680 2.1

J196 313.6 R210 29.7 W930 12.7 W670 12

J207 222.8 R230 44.6 W920 10.3 W660 13.7

J210 183.6 R240 101.5 W910 12.2 W650 7.4

J215 196.8 R260 123.5 W900 10.8 W640 24.1

J218 184.3 R280 146.1 W890 17.7 W630 18.2

J223 156.2 R300 146.9 W880 27.5 W620 12.2

J226 45.2 R310 182.7 W870 14.9 W610 19.5

J231 149.8 R330 176.3 W860 11.6 W600 10.6

J234 132 R350 213.6 W840 0.1 W590 7.6

J237 31.4 R360 74.3 W830 8.6 W580 25.6

J248 123.1 R370 306.2 W820 40 W570 21.3

J253 104.2 R380 190.9 W810 20.5 W560 2.8

J256 19.6 R410 50.4 W800 8.2 W550 15.1

J265 76.6 R440 67.1 W790 28.1 W540 20.7

J270 49.2 R450 504.2 W780 1.2 W530 31.2

J273 93.6 R470 581.7 W770 9.1 W520 24.8

J280 39.9 R480 23.4 W760 30

J283 51.9 R490 44.9 W750 7.5

Table 5 Basin outlet summary

HMS ID Drainage area (km2) Peak discharge (m3/s) Time of peak

Outlet 1 143.415 590.5 08-Aug-2008, 20:00
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6 Conclusion

With limited data availability, the runoff was quantified for the given rainfall event
for the study area. Understanding the hydrological response of a watershed is one
of the most important aspects in urban water management, and with the advent of
hydrological models like HEC-HMS, it has become easier. Many researchers have
successfully applied HEC-HSM model to produce rainfall–runoff hydrographs for
large watersheds [3, 10, 2, 6, 9]. The literature shows that HEC-HMS model pro-
duces good results for event-based rainfall–runoff simulations and output can easily
incorporated into flood routing software for further processing [5, 11]. In this study,
HEC-HMS model is used to produce runoff hydrographs for an urban catchment.
Most of the parameters required for model simulation are extracted from digital
elevation model (DEM) in ArcGIS 10.1. Model simulation results give the peak dis-
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charges for each model unit which can be used to plan and design new developments
in the area. The present study faces the limitation of measured data availability; thus,
model results cannot be verified with real flow values. However, newspaper reports
and information from interviews with local people suggest the model output dis-
charges are approximate and thus can further be used in flood modelling as input
parameters.

Acknowledgements This work is undertaken as a part of Information Technology Research
Academy-Water, Media Lab Asia project entitled “Integrated Urban Flood Management in India:
Technology Driven Solution.” We also thank Greater Hyderabad Municipal Corporation for shar-
ing technical data. The Landsat satellite images are downloaded from the United States Geological
Survey.

References

1. Awakimjan I (2015) Urban flood modelling recommendations for Ciudad del Plata. Bachelor
thesis, University of Twente, Netherland

2. AdnanNA,Atkinson PM (2012) Remote sensing of river bathymetry for use in hydraulicmodel
prediction of flood inundation. In: IEEE 8th international colloquium on signal processing and
its applications, pp. 159–163

3. Chang TJ, Wang CH, Chen AS (2015) A novel approach to model dynamic flow interactions
between storm sewer system and overland surface for different land covers in urban areas. J
Hydrol 524:662–679

4. Halwatura D, Najim MM (2013) Application of the HEC-HMS model for runoff simulation in
a tropical catchment. Environ Model Softw 46:155–162

5. Hashemyan F, Khaleghi MR, Kamyar M (2015, August) Combination of HEC-HMS and
HEC-RAS models in GIS in order to simulate flood (case study: Khoshke Rudan river in Fars
province, Iran). Res J Recent Sci 4(8):122–127

6. Jinkang D, Li Q, Hanyi R, Tianhui Z, Dapeng Z, Youpeng X, Xu CY (2012) Assessing the
effects of urbanization on annual runoff and flood events using an integrated hydrological
modeling system for Qinhuai river basin, China. J Hydrol 464–465:127–139

7. Lastra J, Fernandez E,Diez-herreroA,Marquinez J (2008) Flood hazard delineation combining
geomorphological and hydrological methods: an example in the Northern Iberian Peninsula.
Nat Hazards 45:277–293

8. Magesh NS, Ch N (2012) A GIS based automated extraction tool for the analysis of basin
morphometry. Bonfring Int J Ind Eng Manag Sci 2(Special issue special issue on geospatial
technology development in natural resource and disaster management):32–35

9. Ranaee E, Mahmoodian M, Quchani SR (2009) The combination of HEC-Geo-HMS,
HECHMS and MIKE11 software utilize in a two branches river flood routing modeling. In:
Second international conference on environmental and computer science, IEEE, pp 317–321

10. Ray SM (2012) Simulation of runoff and flood inundation inKosi river basin using hydrological
models, ANN, remote sensing and GIS. M. Tech thesis, National Institute of Technology
Rourkela

11. Suriya S, Mudgal BV (2012) Impact of urbanization on flooding: the Thirusoolam sub water-
shed—a case study. J Hydrol 412–413:210–219

12. U.S. Army Corps of Engineers Hydrologic Engineering Center (2013) HEC-GeoHMS user’s
manual, Version 10.1, Davis, CA

13. U.S. Army Corps of Engineers Hydrologic Engineering Center (2010) Hydrologic modeling
system HEC-HMS. User’s manual, Hydrologic Engineering Center

14. Voyant’s Solutions Pvt. Ltd. http://www.voyants.in. Hyderabad Zonal Office

http://www.voyants.in


Rainfall Runoff Modelling of Urban Area Using HEC-HMS: A Case … 125

15. WMO (World Meteorological Organization) (2009) Integrated flood management concept
paper. WMO-No. 1047

16. Zameer A, Rao RM, Reddy K (2013) Urban flooding—case study of Hyderabad. Glob J Eng
Des Technol 2(4):63–66



Hydrodynamic Simulation of River
Ambica for Riverbed Assessment: A Case
Study of Navsari Region

Darshan Jayeshbhai Mehta and Sanjay Madhusudan Yadav

Abstract Physically based hydraulic or hydrological model will simulate the
dynamics flow water of a river network against space and time with varying reach
boundary conditions that may be enforced for the case of Ambica river stream. Such
stream models refers to the physically based hydrologic or hydraulic models which
usually helps in crucial part of flood prediction, flood forecasting and fluctuation of
tidal that forecasts river levels in flood prone areas off the center stream of Ambica
river. For the setting of a any river model, the measurements of river geometry,
bed depth/slope, floodplain mapping and boundary condition flow are essential. The
discharge and water level in the river reach of Ambika are controlled by Jhuj and
Kelia dam which is 68.9 and 57.6 km away from Navsari city, respectively. Major
flood events occurred in the years 1981, 1994, 1997, 2001, 2003, 2004, 2005, 2006,
2007, 2013 and 2014. Therefore, it becomes highly necessary that flood events are
studied and analysed properly in order to propose adequate flood control and pro-
tection measures in time to come. At present, the carrying capacity of Ambica River
is approximately around 2.5 lakhs cusecs (7079 m3/s). In this paper, we used one-
dimensionalmodelwhich is released byUSArmyCorps of Engineers, i.e. HEC-RAS
5.0.4. over the river reach of Ambica, Navsari. In this paper, hydrodynamic simula-
tion is performed to compute the water surface profiles for five-peak flood discharge
of year 1981, 1994, 1997, 2004 and 2006. Thus, in this present paper from Ichhapore
to Salej village which is approximately 1170 m long is selected for study purpose.
The computed sections are then compared with existing sections on the river reach
and are checked whether the sections are critical or not. Based on above study, it is
recommended that the cross sections which the water is overtopped on the existing
section, levees or retaining is to be constructed or need to be raised.

Keywords Ambica river · Floods · HEC-RAS · Hydrodynamic model
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1 Introduction

Flood occurs due to natural and also by precipitation, insufficient volume within
banks of river or channels and silting of riverbeds. Furthermore, different variables
like landslides leading the river course, unusual outlet, cyclone and dense rainstorms,
snowmelt and glacial outbursts, and breaking of dam. For reducing such flood losses,
many preventive steps are to be adopted [1]. The flood preventive or control measures
can be termed as “flood management” which can be protected through structural as
well as non-structural measures. The use of engineering challenges and real science
has built up method of reducing the consequences because of floods and giving
sensible protection in response to security to life as well as property [2]. For the
analysis of floods, there are many software in field like RiverCad software which is
given by the BOSS international, andRiverCad is the allowed to user to displayHEC-
RASoutput inAutoCAD[3].CADgives good environment for visualization, andGIS
provides tools for more complex problem, storage, flood mapping and visualization
of temporal spatial data [4]. After running HEC-RAS, GIS stream pro can describe
the floodplain in Arc View GIS [5]. In future, some climatic movements cause an
extraordinary difference in thewaterwhich is available in various regions. As a result,
face of human lifewhich includes production of agricultural, environment, nature and
management of fish, use of energy, industrialized, domestic and urban water supply,
and control of flood would be influenced. There are various other software like TUT
FLOW, Mike-11, River Tool, River Flow 2D are utilized for the river modelling,
flood analysis, etc. [6, 7]. Now, river reach can be created from terrain model which
contains adequate determination for hydraulic modelling in HEC-RAS [8, 9]. Due to
heavy rainfall on the upstream side Ambica River is flooded, therefore it is necessary
to predict the flood and prepare flood mitigation plan [10]. Now, urgent requirement
of various hydrodynamic model, which is used to carry out analysis as well as predict
the flood water level on the any part of the Ambica basin. For assessment of flood,
selected study area Ambica river basin, Navsari, in there are 39 cross sections in
length of study reach is 1.17 kilometres long. This sub-catchment is situated in the
plain and hilly region of Gujarat, andMaharashtra depleted by Kapri, Wallan, Kaveri
and Kharera. In perspective of the over, the present examination endeavours to build
up a hydrodynamic model to propose appropriate measures by method for channel
or dike changes by utilizing hydrodynamic model for the Ambica basin, Navsari,
Gujarat, for different flood events.

2 Objective of Study

The objective of the study is to analyse the portion or segment of lower Ambica river
basin of Navsari region by assessing its river capacity of storage in response to flood
magnitude of a particular year as well as slope.



Hydrodynamic Simulation of River Ambica for Riverbed Assessment … 129

3 Study Area

Navsari district is situated in the southern part of Gujarat State. It is one of the most
important districts in Gujarat State bifurcated from Valsad district. It lies between
Latitude 20°32′ and 21°05′ North and Longitude 72°42′ and 73°30′ East and falls
in Survey of India Toposheet No’s 46C, 46D, 46G and 46H. It is bounded by Surat
district in the north, Dangs district in the east, Valsad district in the South andArabian
Sea in the west. Navsari district has a geographical area of about 2210.97 km2.

In Ambica basin, the information accessible at Kudkas G&D site located across
Khapri River just upstream of proposed Dabdar dam site has been utilized for hydro-
logical analysis at proposed Dabdar and Chikkar dam sites. The observed discharge
data at Kudkas G&D site has been utilize to develop yield series for proposed Dabdar
dam site from the year 1980 to 2006. The proposed Chikkar and Dabdar dam sites are
located very close to each other and have same hydrometeorological characteristics.
Hence, the G&D data available at Kudkas G&D site has been used for hydrological
study of Chikkar dam also.

Figure 1 shows the study area of Ambica River from Ichhapore to Salej village,
and Fig. 2 shows the location of rain gauges. Following are the details of the study
area:

• Total number of the cross section are 39 (CS-1680 to CS-2820).
• River reach length is 1170 m (1.17 km).
• Red line indicates cross section in river reach.
• Yellow line indicates centreline of river.
• Average interval between one cross section to another is 30 metres.
• Upstream—Ichhapore.
• Downstream—Salej Bridge.

Figures 3, 4, 5, 6, 7, and 8 are the images of study area.
Ambica River is one of the flowing rivers from South of Tapi adjoining catchment

in Gujarat as well as Maharashtra. Heavy rainfall occurred in the basin from the S-W
monsoon season in the month of June to September. Flood occurs at Ambica basin
frequently due to excess rainfall. Thus, the reason for selecting this area was the
frequent flooding events occurring in Ambica basin. Due to floods in Ambica River,
Devdha village and nearby regions and areas are affected. Since long back from past,
the study region has been facing numerous flood events. These floods occurred in
the year 1981, 1984, 1994, 1997, 2004 and 2006. The Devdha village and nearby
areas and region are part improper drainage of flood of Ambica River. It has been
observed that the either banks of the river have lower or broken levees. Present study
aims to identify such sections from where water may enter in the study region.
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Fig. 1 Study area with cross-sectional details

4 Overview of HEC-RAS Software

HEC-RAS was first published/ released in 1995 by US army with version of 4.0.1
and further latest with modified feature version was released in 2010. In our study,
HEC-RAS 5.0.4 hydraulic design function was used for flood analysis. The new
features in the software were added by the Hydrologic Engineering Centre (HEC),
Institute for Water Resources (IWR), US Army Corps of Engineers. HEC-RAS is
“programming that enables users to carry out steady and unsteady flow analysis as
well as river hydraulics, i.e. computation of uniform flow, estimation of sediment
transport capacity, design of stable channel and analysis of water quality.”
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Fig. 2 Location of rain guages

Fig. 3 U/S side of Ambica
river

4.1 HEC-RAS Input Parameters for Steady Flow Analysis

Figure 9 represents a definition sketch for the stream. In this, the stream width is
divided into three segments as main channel, left bank flood way and right bank
flood way. The location of left bank station and right bank station is also marked in
the definition sketch. The typical water surface and flood water surface are shown in
Fig. 9.
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Fig. 4 D/S side of Ambica
river

Fig. 5 Water level
measuring scale

Fig. 6 Flood level indicator
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Fig. 7 Ambica river, Study area

Fig. 8 Ambica river, Study area

4.2 Geometric Data

The geometric data of study reach collected from the field is the contribution for the
development of cross segment geometry in HEC-RAS. The fundamental geometric
data comprises cross-sectional data; reach lengths; creating in what way the different
stream reaches is joined and stream junction information. The study reach consists of
39 cross sections. The detailed cross sections of river Ambica showing bed and bank
level at an average interval of 30 m were collected from Irrigation Colony, Navsari.
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Fig. 9 Stream Schematic diagram

4.3 Cross-Sectional Geometry

For assessment of the any profile flow in river reach, the geometry is to be created
or prepared with the help of cross-sectional data which is collected from hydraulic
department. Distance between any two consecutive cross sections is referred to as
length of reach. Cross sections were constructed to be perpendicular to the foreseen
flow lines. The river section is represented by giving input as stations on x-axis and
their elevations on y-axis.

4.4 Steady Flow Data

To execute any surface profile of water or level of water, flow profile is required
to be entered. Discharge profile is comprised of flow regime, boundary conditions,
discharge. These data comprise of:

• Cross sections are from u/s to d/s to be computed;
• the peak flood discharge of any year;
• And the boundary conditions (normal depth as bed slope is taken in our study).

Enter one peak discharge for every river cross section. Flow can be changed
additionally as per the flood events within the river system.
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Table 1 Navsari region flood events

Sr. No. Year Discharge (cumecs) Discharge (cusecs) Velocity (m/s)

1 1981 11,000 388,163 3.47

2 1994 6500 229,369 3.33

3 1997 3200 112,920 3.03

4 2004 5000 176,437 3.28

5 2006 2750 97,040 2.93

Source Drainage Division Navsari/SWDC, Gandhinagar

5 Flood Conveyance Performance

For evaluating flood performance, past flood data from Drainage Division, Navsari
and SWDC, Gandhinagar were collected and used. Flood frequency analysis results
were based on simulation which corresponds within the u/s limit of the river reach
which is selected for study purpose. Heavy rainfall results in flood which took place
in 1981, 1994 and 2004. Table 1 shows the summary of flood event in Navsari City.

6 Methodology

For steady flow analysis and uniform flow computations, following steps are to be
carried out using HEC-RAS hydraulic design functions:

Step 1: Create a new project from HEC-RAS software main window.
Step 2: Now, from edit option go to geometry editor to create a new river and reach.
Name of River: Ambica
Reach Name: Ichhapore to Salej Bridge
Step 3: Enter the geometric data, i.e. cross-sectional data of river
Step 4: After adding 39 cross sections of study area,HEC-RAS softwarewill draw the
same cross section of Ambica River which is collected from Hydraulic Department
of Navsari division.
Step 5: Enter the value “n” for upstream reach. The “n” value depends on bedmaterial
and can be selected as per the river reach bed material. For present study, value of
‘n’ is taken as 0.0.35 for banks and 0.050 for channel (bed).
Step 6: Steady flow data is required to be entered in this step for different flood peak
discharges.
Step 7: Go to run functions, select hydraulic design function in main window and
then uniform flow computation in hydraulic design function.
Step 8: In this step, discharge of one flood event of specific year is to be entered for
first cross section, in uniform flowwindow in hydraulic design. Repeat the procedure
for remaining 38 cross sections.
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Step 9: When the discharge of one flood event is entered, select compute in the same
window.
Step 10: After computation, HEC-RAS software shows whether a particular section
is overtopped or not for given flood discharge. If the section is overtopped with given
flood discharge, software will suggest to construct levees in that particular section.
Same process will be carried out for all the 39 cross sections for the river reach of
Ambica basin.

7 Findings and Discussion

Analysis of steady flow using HEC-RAS (5.0.4) is carried out for 1.17 km span
of Ambica river basin from d/s Salej Bridge to Ichhapore taking 39 cross sections.
The simulation was also carried out for historical floods of 1981, 1994, 1997 and
2006 years. For this purpose, analysis of software is developed for Ambica river
basin. A study meted out on management of disaster recommends that there is a
necessity of an early warning system along with some protective measure as well as
mitigation plan to minimize those area due to Ambica River flood. When all the data
are entered and software has finished, the steady flow simulations to view the output
are in a graphical and tabular format. The study deals with the assessment of urban
flood area i.e. Ambica river basin of Navsari city using the significant historical flood
events. From the above analysis, results show that the computed surface water profile
at 1.17 km for 1981, 1994, 1997 and 2006 years magnitude of flood, respectively.
Accordingly, the surface profile of water relating to other sections of the river may
also be computed. The sections are delegated as highly critical (when thewater profile
is above existing bank, i.e. >0.7 m), moderately critical (when the water profile above
existing bank, i.e. 0.4–0.7m) and critical (when thewater profile above existing bank,
i.e. 0.4 m). Figure 10, 11, 12, 13, 14, 15, 16 and 17 presents computed section using
HEC-RAS software and past flood events.

The flow profile in the channel as, 11,000, 6500, 3200 and 2750 cumecs, has been
considered for analysis of steady flow as well as for computation of uniform flow.
When the values of flood magnitude are used as input at all the 39 sections of river

Fig. 10 Computed CS-1680
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Fig. 11 Computed CS-1980

Fig. 12 Computed CS-2070

Fig. 13 Computed CS-2160

Fig. 14 Computed CS-2400
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Fig. 15 Computed CS-2520

Fig. 16 Computed CS-2730

Fig. 17 Computed CS-2820

reach, the result obtained from analysis is described in Figs. 10, 11, 12, 13, 14, 15,
16 and 17.

Following are the findings from the above analysis:

1. At cross-section 1680, for the release of 11,000 and 6500 cumecs discharge the
sections are not adequate to carry the flow; however for the release of 3200 and
2750 cumecs discharge, the section is adequate.

2. At cross-section 1980, for the release of 11,000 and 6500 cumecs discharge, the
section is not adequate to carry the flow; however for the release of 3200 and
2750 cumecs discharge, the section is adequate.

3. At cross-section 2070, for the release of 11,000 and 6500 cumecs discharge, the
section is not adequate to carry the flow; however for the release of 3200 and
2750 cumecs discharge, the section is adequate.

4. At cross-section 2160, for the release of 11,000 and 6500 cumecs discharge the
section is not adequate to carry the flow; however for the release of 3200 and
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2750 cumecs discharge, the section is adequate to carry the flow on left bank
only, as the right bank is not adequate.

5. At cross-section 2400, for the release of 11,000, 6500 and 3200 cumecs dis-
charge the section is not adequate to carry the flow; however for the release of
2750 cumecs discharge, the section is not adequate to carry the flow on left bank
only, as the right bank is not adequate.

6. At cross-section 2520, for the release of 11,000 and 6500 cumecs discharge the
section is not sufficient to carry the flow; however for the release of 3200 and
2750 cumecs discharge, the cross section is adequate.

7. At cross-section 2730, for the release of 11,000 and 6500 cumecs discharge the
section is not adequate to carry the flow; however for the release of 3200 and
2750 cumecs discharge, the cross section is adequate.

8. At cross-section 2820, for the release of 11,000 and 6500 cumecs discharge the
section is not adequate to carry the flow; however for the release of 3200 and
2750 cumecs discharge, the cross section is adequate.

As we can see from all the figures that maximum flooded area or overtopped cross
sections are from CS-1680 to CS-2820 except 3200 and 2750 cumecs discharge. It
has been observed that, due to encroachment on flood plain areas by agricultural
activity the width of Ambica river in between these cross-sections is very small
which restrict the natural flow of river in this reach. Thus, the effective cross section
of the river has changed resulting in the less carrying capacity of the flood discharge
causing flooding of surrounding area or region in the downstream part of the river.
Construction of embankment, stone pitching, bunds and protection retaining walls
along the side of river banks is to be recommended for the area which affected by
flood. In addition, the people in the flood influenced regions found the easy system
of warning or awareness to understand and utilize because they only need to observe
or notice the water level in the river at u/s and d/s areas of the study reach.

8 Conclusions and Recommendations

In the above study, hydraulic or hydrodynamic software generated to assess the levels
of water surface along the river from Salej Bridge to Ichhapore for flood magnitude.
The river cross-sectional details at 39 locations along theAmbicaRiver obtained from
hydraulic department of Navsari division and the chainage read from 1:10,000 topo
sheets. Flood study of year 1981, 1994 and 2004 has been done to assess inundation
of the area downstream of the damwith the help of thesemodels. It has been observed
that flood would be occurred when the discharge from the dam would be generated
than 3200 cumecs. With this discharge, surrounding region as well as villages and
farms have been inundated. From the past flood magnitude, it is recommended to
increase the capacity of Ambica basin, so as to reduce flood effects in and around
surrounding region of Navsari City. Based on above study, sections which overtops
over the existing water surface profile levees or flood protection walls need to be
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raised. As an alternative option to alleviate flood, station and elevation clearance
may possibly be kept high to diminish the devastation of floods in the flood prone
locales of Ambica River.
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Evaluation of the SWAT Model
for Analysing the Water Balance
Components for the Upper Sabarmati
Basin

Ankit Gupta , Sushil K. Himanshu , Shivam Gupta and Ronald Singh

Abstract Evaluation of various components of hydrologic cycle is necessary for
planning and management of a river basin/watershed. The present study evaluated
the water balance components in parts of upper Sabarmati basin (6211.56 km2) of
central India using the soil andwater assessment tool (SWAT) hydrologic model. The
river basin was delineated to 31 sub-basins encompassing 116 hydrologic response
units (HRUs). Monthly calibration (1992–1999) and validation (2000–2005) of the
SWATmodelwere carried out usingobserveddischarge data atDerolBridge,Gujarat,
India. Trend analysis results over the period of 1992–2005 for run-off and evapo-
transpiration shows an insignificant decreasing trend, along with decrease in pre-
cipitation with a magnitude of 21 mm/year, The model simulation results indicated
a reduction in surface run-off (323.49–232.14 mm) and potential evapotranspira-
tion(1935.71–1875.71 mm) between years 1992 and 2005. The present study also
revealed a considerable decrease in water yield (493.2–317.6 mm) for same duration.

Keywords Soil and Water Assessment Tool · Water balance study · Trend
analysis · Upper Sabarmati Basin · Hydrologic modelling

1 Introduction

The demographic changes, land and water use policies, climate change along with
irregular frequency and intensity of rainfall influence the water resources which
are crucial for growth and sustainable development. It is necessary to evaluate the
changes in hydrological processes running in a watershed, at various spatio-temporal
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scales for reliable watershed management, as it serves as hydrological unit [1]. The
present research implies applications of integrated remote sensing derived products
within a geographic information system (GIS) modelling framework for hydrolog-
ical investigation and assessment of water resources [2]. Availability of powerful
computing tools including geographic information system (GIS) helps to overcome
limitations and difficulties to develop continuous distributed models, based on avail-
able regional information [3–6].

Models are categorized into three classes, viz., empirical, conceptual and physi-
cally based, on the basis of model algorithm, data dependency of models and their
applicability in simulation of physical processes [2]. Physically based modelling has
always been the primary choice of researchers when dealing with complex problems
like evaluation of water balance components [7]. These models use various empirical
and complex physical-based mathematical formulae to represent major components
of hydrological cycle. Models are also categorized to lumped, semi-distributed and
distributed, based on degree to which spatial parameters affect the hydrological mod-
elling processes [8, 9].

Limitations of hydro-meteorological datasets and decision support tools largely
affect the research activities in the field of water resources. In the present study, the
semi-distributed soil and water assessment tool (SWAT) hydrologic model was used
for assessment of water balance components. The SWAT model has been proven as
an effective model to study hydrological impacts around the world which can be
used for understanding the effects of future development and management activities
[10–13]. Various other methods were also used previously to simulate hydrology
and soils, water balance components, land use and management [14]. Continuous
models were also developed but commonly lacked adequate spatial detail [15, 16].
Whereas, in different spatial horizons, analysing rainfall variability and pattern of
trends in water balance components in arid and semi-arid regions, have been vital
aspect in hydrological studies [17–19].

The present study was carried out primarily to assess the water balance com-
ponents over the upper Sabarmati basin using the SWAT model on monthly basis.
Further,monthly averagewater balance over the entire basinwas estimated.Observed
hydro-meteorological dataset availability, heterogeneous land use and absence of any
large storage structures make the basin favourable for present research work.

2 Study Area and Data Used

The study extent is parts of upper Sabarmati basin up to Derol Bridge as an outlet
in Gujarat state, extends over an area of 6211.56 km2 and lies between the geo-
graphical extent of north 23.578° to 24.917° latitude and east 72.698° to 73.597°
longitude (Fig. 1). Study area extent has an elongated shape with a maximum length
of 159.70 km from north to south and maximum width of 65.65 km from west to
east. Nearly equal upper and lower portion of the study area is in two states viz.,
Gujarat and Rajasthan. Highest elevation in the area is 1173 m and lowest is 88 m.
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Fig. 1 Location map of the study area

Basin portion up to Derol Bridge receives annual average rainfall of 790 mm while
it is higher in upper portion.

In the present study, the ASTER DEM with resolution of 30 m has been used
for topographic database generation along with land use layer prepared from AWiFS
remote sensing satellite data procured fromNational Remote SensingCentre (NRSC)
for year 2010–11 and soil data from National Bureau of Soil Survey and Land Use
Planning (NBSSLUP) (both in Fig. 2, along with slope derived from DEM). The
daily precipitation and temperature data were procured from Indian Meteorologi-
cal Department (IMD). For calibration and validation of the hydrological model,
observed daily discharge data from India—Water Resources Information System
(WRIS) has been used.

3 Methodology

The SWAT hydrologic model is a semi-distributed, continuous timescale model, to
estimate the impacts of different management practices on water resources and non-
point source effluence [20]. Its expanding global use as well as several subsequent
releases including its 2005 version was also described in detail [21, 22].
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Fig. 2 Land use and land cover, soil, slope map of the study area

SWAT uses the soil conservation service curve number (SCS-CN) technique to
estimate surface run-off which narrates run-off to soil type, land use andmanagement
practices and is computationally efficient [23]. It has been used extensively world-
wide for run-off simulation and sediment simulations for non-point source pollution
estimation. It has also been used widely for simulation of streamflow at ungauged
river basins and climate change impact assessment [24–26]. Numerous supplemen-
tary technical details about the model were also given [27]. In this study, we focus on
in assessing the hydrologic components for water balance study using this efficient
model in the parts of upper Sabarmati river basin also to predict the streamflow in
the different sub-basins.

Model calibration was done within suggested range to enhance the model output
so that it matches with the observed dataset and before that sensitivity analysis has
also performed to identify the most sensitive parameters [28, 29]. The time series
data of discharge were available for the Derol Bridge gauging station which was used
to calibrate the discharge and to evaluate the model parameters.

3.1 Trend Analysis

Trend analysis was carried out using the Mann-Kendall (M-K) non-parametric test,
and magnitudes of change were assessed using the Sen’s slope estimator [30].
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3.1.1 M-K Non-parametric Test

The M-K statistics (S) is defined as

S =
N−1∑

i=1

N∑

j=i+1

sgn
(
x j − xi

)
(1)

where N = number of observed data in time series. Assuming
(
x j − xi

) = θ , the
sgn(θ) is calculated as

sgn(θ) =
⎧
⎨

⎩

1 if θ > 1
0 if θ = 1
−1 if θ < 1

(2)

This statistic indicates number of positive differences minus the number of neg-
ative differences for all the differences considered. For larger sample (N > 10), the
test is carried out using normal distribution

Var(S) = N (N − 1)(2N + 5) − ∑n
k=1 tk(tk − 1)(2tk + 5)

18
(3)

where tk = number of data points in the kth tied group and n = number of tied (zero
difference between compared values) groups.

Z =

⎧
⎪⎨

⎪⎩

S−1√
Var(S)

if S > 0

0 if S = 0
S+1√
Var(S)

if S < 0
(4)

Value of Z was estimated and if the value of Z lies within the limit of ±1.96, the
null hypothesis of having no trend in the series cannot be rejected at 95% level of
confidence.

3.1.2 Sen’s Slope Estimator

Sen’s estimator, a non-parametric method was used to determine the magnitude of
trend in a time series [31]. In thismethod, the slopes (Ti) of all data pairs are calculated
first by

Ti = x j − xk
j − k

For i = 1, 2, . . . , N (5)
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where x j and xk are data values at time j and k (j > k), respectively. The median of
these N values of Ti gives the Sen’s estimator of slope (β). A negative value of β

indicates a downward trend, and a positive value indicates an upward trend.

4 Results and Discussion

4.1 Model Setup

SWATaddresses the spatial variability of land use, soil and climatic variables through
sub-basin and hydrological response unit (HRU) approach. The study area has been
divided into 31 sub-basins and 116HydrologicalResponseUnit’s (HRUs). TheHRUs
of this catchment have been categorized into different classes mainly on the basis
of uniformity in land use, soil and slope. Study area is deciduous forested area with
larger extent followed by generic agricultural land and agricultural land of row crops,
also catchment area has 61% gentle slope and 8.9% of steep rise in upper portion
(Fig. 2). The higher altitude area contributes high run-off and significant amount
of soil erosion, especially during monsoon periods may be partly due to inadequate
management practices. Table 1 shows the distribution of different land use land cover,
soils and slope classes distribution over the river basin.

4.2 Sensitivity and Uncertainty Analysis

In the present study, sensitivity and uncertainty analysis was carried out using the
SUFI-2 algorithm of the SWAT-CUP program. Total 17 parameters were considered,
most sensitive parameters based on ranking were considered for model calibration.
The sensitivity analysis revealed that discharge is most sensitive to CH_N2 (Man-
ning’s ‘n’ value for the main channel) followed by CH_K2 (Effective hydraulic
conductivity in main channel alluvium).

4.3 Calibration and Validation

Physical-based hydrological model considers large number of parameters for simula-
tion of the output variables such as streamflow and evapotranspiration, which makes
calibration a rigorous process. SWAT model accounts land use parameters such as
curve number, soil parameters such as hydraulic conductivity, basin parameters such
as slope, surface lag and channel parameters, e.g. manning coefficient of the channel.
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Table 1 Detailed land use, soils and slope distribution over Derol watershed

Land use/soil/slope distribution Area (ha) % watershed area

Land use Built-up 660.94 0.11

Agriculture 226,575.80 36.48

Fallow land 22,761.6 3.66

Deciduous forest 210,925 33.96

Degraded forest 69,215.98 11.14

Barren land 40,541.77 6.53

Shrub land 45,541.11 7.33

Water bodies 4933.417 0.79

Soils Clay 82,337.03 13.26

Clay loam 119,079.2 19.17

Loam 92,150.15 14.84

Loamy sand 28,842.71 4.64

Rock outcrop 282,736.7 45.52

Sandy clay loam 549.4236 0.09

Urban land 230.3509 0.04

Water 15,230.02 2.44

Slope 0–3% 199,594.6 32.13

3–8% 145,888.7 23.49

8–15% 97,368.45 15.68

15–35% 134,441.9 21.64

>35% 43,861.91 7.06

SWAT model for the upper Sabarmati river catchment (up to Derol Bridge) was
calibrated using the observed streamflow for the period of 1992–1999. Based on the
calibrated values of parameters, model was validated for the period of 2000–2005.
Two performance metrics, i.e. coefficient of determination (R2) and Nash Sutcliff
coefficient (N-S) were used for evaluating the model performance. Values of R2

and NS obtained after validation are 0.81 and 0.80, respectively. Figure 3 illustrates
the observed and model generated-streamflow for the calibration (1999–1999) and
validation period (2000–2005).

4.4 Water Balance Analysis of the Basin

Validated model was further employed for water balance study of the river basin.
Sabarmati river comes under the arid climate zone of Rajasthan and Gujarat state
where annual average evapotranspiration exceeds the annual average precipitation.
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Fig. 3 Comparison of the observed and SWAT simulated discharge for monthly calibration
(1992–1999) and validation (2000–2005)

Fig. 4 Monthly average values of water balance components

Analysis of the water balance component would provide an estimate of the water
distribution and which could further be utilized for the better water management
plans. Monthly water balance analysis was performed over the period of 1992–2005.
Figure 4 represents the monthly distribution of the three water balance components,
i.e. rainfall, run-off and evapotranspiration, indicates that major portion of rainfall
occurs mostly in the monsoon months and rainfall exceeds the evapotranspiration,
in rest of the months evapotranspiration exceeds the rainfall.

Trend analysis of the precipitation, run-off and evapotranspiration was car-
ried out using M-K non-parametric test. Z statistics of MK test represents the
significance/non-significance of existing trend at the confidence level of 95%. Trend
analysis of themonthly precipitation over the period of 1992–2005 shows an insignif-
icant decreasing trend with a magnitude of 21 mm/year, whereas trend analysis
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results of the run-off and evapotranspiration also show insignificant decreasing
trend. The final simulation results indicated an insignificant reduction in surface run-
off (323.49–232.14 mm) and potential evapotranspiration (1935.71–1875.71 mm)
between years 1992 and 2005, along with the considerable decrease in water yield
(493.2–317.6 mm) for same duration.

5 Conclusion

In this study, streamflow of the Sabarmati river basin (up to Derol Bridge) was
simulated using physical-based hydrological modelling which was further utilized
for the water balance analysis of the river basin. Model performance was found
to be satisfactory for simulating the streamflow of the basin. It has been observed
that rainfall of high intensity for short duration may have occurred in the region.
Therefore, soil and water conservation measures in this region are highly required
which canhelp in controlling sediment loss andmay increase efficient towater storage
in the area. SWAT is a powerful tool which has evaluated hydrologic components
for water balance study, water flows and productivity of different land uses in these
types of catchments very efficiently. An improved conservation measures will prove
highly effective in the area. The work presented here desires further evaluation of
studies, examination of data, practised knowledge and experimental work.
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Rainfall-Runoff Modelling
and Simulation Using Remote Sensing
and Hydrological Model for Banas River,
Gujarat, India

Anant Patel

Abstract This research developed a small-scale flood model that integrates Geo-
graphic Information and hydrologicalmodels. HEC-RASmodel helped in simulation
and to develop a relationship between runoff and rainfall in Banas River, Gujarat,
India. Banas River has been taken as the study area because it is a region which was
mostly flooded and having a severe effect on theGujarat 2017 flood. Thismodel com-
promises two models, a rainfall-runoff model that converts rainfall excess to surface
flow and river runoff, and a second model as a hydraulic model that covers unsteady
state flow through the river channel network. In HEC-RAS model, new GIS tool
RAS Mapper has been used which is compatible with GIS facilities and modelling
has been done with this tool. Results are also available in different parameters such
as flood inundation depth, flood water velocity and time. Validation of the model is
important, the results at the end of the simulation were compared with the previous
observed flood water level data from past flood events in a particular fixed location.
The results of this research will benefit in flood management and also used in future
modelling for flood disaster forecasts.

Keywords Rainfall-runoff simulation · Remote sensing and GIS · HEC-RAS ·
Hydrological modelling · Banas River

1 Introduction

Rainfall is one of the most common forms of precipitation. The intensity of rainfall
varies with place and time. The variation in the intensity of rainfall is responsi-
ble for many water problems like flood and drought. Flood events are defined as
the occurrence of severe storms. With increasing in the average global temperature
trend, which results into increase in exacerbate climate events [1]. So it is impor-
tant to do river flood modelling for proper management of water and also to protect
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life, property and the environment. In developing countries such as India, hydro-
logical balance is disrupted by many factors which results in major flood disaster,
and it causes large economical and many life losses [2]. GIS modelling for floods
or delimiting some flood-prone areas is very advanced, and numerous methods for
calculating the extent of river have been developed [3]. However, earlier methods
required lot of river cross-section data for river flood analysis and modelling. While
in this current method, only DEM image is required for any type of flood modelling,
so this method requires less data as well as modelling can be done in short time
duration. Determining the flood extent is a most important duty of the whole com-
munity of hydrological research as it would be helpful for planners and engineers in
their professional field. It is also realizing the importance of non-structural mitiga-
tion measures, which includes flood management and forecasting and early warning
system. Flood forecasting system would be helpful to enhance the effectiveness by
providing proper time for perfect actions as compared to all other mitigation mea-
sures. It will result into increase the importance of flood modelling for forecast to
issue advance warning in severe flood situations to reduce loss of lives and property
damages [4–6]. For flood forecasting, flood plain mapping and flood volume estima-
tion, various hydrodynamicmodels, based on hydraulic routing, have been developed
and applied to different rivers in the past using computer technology and numerical
techniques [7]. The flood warning systems may help in the removal of population
using rain forecasting, river stagemonitoring and hydrological simulation using rain-
fall as input in the rainfall-runoff model [8]. In this research, HEC-RAS software
with GIS technology has been used for rainfall-runoff modelling and simulation in
which unsteady flow simulation was carried out for Banas River basin for the flood
event of July 2017, Gujarat Flood-2017.

2 Study Area

The Banas River basin is taken as a study for rainfall-runoff simulation by using GIS
and hydrological models. The Banas basin has a total catchment area of 8674 km2.
In which, 3269 km2 lies in Rajasthan State while the remaining 5405 km2 lies in
Gujarat. In this paper, analysis is done only for basin area falling Gujarat state which
covers 5405 km2 of catchment area [9].

Banas River originates from Aravalli hills which is in Rajasthan and it flows
gradually in a South-West direction. Total length of Banas River is 266 km from
which 78 km is in Rajasthan and remaining 188 km is in Gujarat state. Figure 1
shows location map of Banas River basin, which shows 62.3% of total basin area
falls in Gujarat state and mostly in Banaskantha district.

There is Sipu River, which is the only right bank main tributary of Banas River
while another six tributaries are on the left bank of Banas River, which are mainly the
Khari, Suket, Baaram, Sukli, Batria and Sewaran which finally drain into the main
channel.
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Fig. 1 Location map of Banas River basin (Source http://cgwb.gov.in/watershed/)

3 Methodology

The rainfall-runoff model is a combination of HEC-RAS and remote sensing tech-
nology in a GIS environment. A number of flood-related studies have shown that
these models provide accurate and useful results [10]. In the current study, the main
objective is to determine water levels and submerged areas or inundation area by
using GIS-based hydrological model in Banas River basin.

3.1 Rainfall-Runoff Modelling

In this study, HEC-RAS 5.0.3 has been used for rainfall-runoff modelling, which
was developed and prepared by the US Army Corps of Engineers, is basically used
for two-dimensional hydraulic and hydrological modelling for a full network of
constructed and natural channels. HEC-RAS model gives water surface profiles for
unsteady and steady gradually varied flow. The detailed flowchart for rainfall-runoff
modelling in HEC-RAS software is given in Fig. 2.

http://cgwb.gov.in/watershed/
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Fig. 2 Flowchart for rainfall-runoff modelling

3.2 GIS-Based Hydrological Model

Fig. 3 Banas basinDEM terrainmodel fromRASMapper (SourceDEM image fromhttp://bhuvan.
nrsc.gov.in/data/download/index.php)

http://bhuvan.nrsc.gov.in/data/download/index.php
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Remote sensing and GIS is a crucial decision support system in numerous field
as well as water resources branch for collection, storage, compilation, selection by
location, spatial analyses and presentation processes of data [1]. HEC-RAS software
is a hydraulic modelling software that can perform flood mapping, 1D-2D analyses,
rainfall-runoff simulations, and visualization operations by integrating interfaces
[11].

Inside HEC-RAS software, RAS Mapper is a tool which is used for preparation
of basin terrain by using GIS technology. Once terrain layer of the basin is generated
in RASMapper, it is directly correlated with HEC-RAS geometry tool. In geometric
data editor, 2D flow area is a tool in which 2D flow area polygon can be drawn to rep-
resent the boundary of the river basin [12]. A computational mesh or computational
grid is created within the boundary of 2D flow area. In this grid, each cell having
three properties cell centre, cell faces and cell points as shown in Fig. 3.

Hydrological data are required to run the unsteady flow simulation. Precipitation
data are entered as a hydrological data as this study is related to rainfall-runoff
modelling. So rainfall data are collected fromStateWaterDataCentre—Gandhinagar
for flood event occur during Gujarat-2017 flood in July month. Rainfall data are also
collected from Gujarat State Disaster Management for particular event starting from
21 July to 31 July 2017. Rainfall of Banas basin for 2017 flood is given in Table 1.

In the month of July 2017, over the Arabian Sea and also over the Bay of Bengal a
low-pressure system activated simultaneously, which results in heavy to very heavy
rainfall in Gujarat state. Banaskantha district received 267% of the average rainfall
in July 2017. Dhanera and Dantiwada recorded 231 and 342 mm of rainfall in 24 h
on 24th July 2017 and 275 and 463 mm rainfall on 25th July 2017 respectively,
which resulting in severe flooding in city area as well as villages and agricultural
farms has been also flooded. In the history of 112 years, it was the heaviest rainfall
in the affected area of Banaskantha and Sabarkantha district. Figure 4 shows rainfall
analysis for Banas River basin.

All this rainfall data of Banas River basin have been entered into HEC-RAS
software through unsteady flow data editor option. Rainfall data from 21 July to 31
July have been taken as a flood event 2017. All rain-gauge station data are collected
and average rainfall is carried out based on arithmetic average rainfall method for a
particular date.

Once precipitation data are entered in HEC-RAS, unsteady flow rainfall-runoff
simulation can be started in model run option. Figure 5 shows unsteady flow rainfall-
runoff simulation for Banas River basin.
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Fig. 4 Rainfall data analysis for Banas basin during flood-2017 (Source Rainfall data collected
from State Water Data Centre—Gandhinagar)

Fig. 5 Rainfall-runoff simulation in RAS Mapper (Source DEM image from http://bhuvan.nrsc.
gov.in/data/download/index.php)

http://bhuvan.nrsc.gov.in/data/download/index.php


160 A. Patel

Fig. 6 Flood inundation mapping for Dhanera Taluka (Source DEM image from http://bhuvan.
nrsc.gov.in/data/download/index.php)

4 Results and Discussions

4.1 Hydrological Model Simulation

Hydrological simulation for rainfall-runoff and flood plain mapping will be bene-
ficiary in many points of view for land and water resources management and also
helpful in engineering purposes. This can be also applied in the study of flood-prone
areas and for flood insurance studies.

In Fig. 6, it shows flood water depth after heavy precipitation on 24 and 25 July
2017. Rainfall in Banas river basin was very high during these two days and Dhanera
Taluka was severely affected during this flood. Flood inundation map in Fig. 6 shows
that different flood water depth for different area in Dhanera Taluka.

Once flood inundation map is prepared, flood inundation boundary line is also
generated in RAS Mapper by using GIS technology. It is seen from Fig. 6 that most
of the agricultural area, villages, towns, some parts of the roads and highways and
railway tracks are flooded during this Flood 2017 event.

It has been seen in rainfall-runoff simulation that whole basin is flooded during
maximum rainfall data is applied, which was taken as a case of 2017 flood. In
this worst case, the most affected district is Banaskantha and Dhanera Taluka is
severely affected. In Dhanera Taluka, mostly all the villages are flooded due to
heavy precipitation and also release from the dam. From the Fig. 7, it is examined
that Tharad, Dhanera, Kankrej, Lakhani, Suigam and Deesa Taluka of Banaskantha
and Santalpur, Sami and Harij Taluka of Patan district got heavily flooded if rainfall
intensity is above 300 mm in 24 h.

Rainfall Simulation link:- https://www.youtube.com/watch?v=HzvsCC_Dan0.

http://bhuvan.nrsc.gov.in/data/download/index.php
https://www.youtube.com/watch%3fv%3dHzvsCC_Dan0
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Fig. 7 Maximum rainfall-runoff simulation in Banas River basin (Source DEM image from http://
bhuvan.nrsc.gov.in/data/download/index.php)

Fig. 8 Flooded area in Banas River basin (Source http://india.com/news/india/gujarat flood 2017)

4.2 Validation of Results

Validation of model is the most important in flood modelling study. For this study,
it is done based on the comparison of modelled flood depths with observed flood
depths based on floodmarks at specific location Fig. 8 and also from the Govt. of
Gujarat Flood 2017 Report which says that Dhanera Taluka of Banaskantha district
was flooded up to 10 feet of flood water, and other surrounding areas were also
inundated for long time during this flood event [9]. So it has been seen in results that
most of the Banas River basin area is flooded up to depth of 10 ft.

http://bhuvan.nrsc.gov.in/data/download/index.php
http://india.com/news/india/gujarat
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5 Conclusion

It is concluded from the paper that by combination of GIS technology with Hydro-
logical model, it is very easy for decision support systems in preparation of flood
management plans. It is also helpful in before, during and after floods, remote sensing
and GIS are helped to decisionmakers for different analyses such as flood inundation
mapping, flood risk and hazard analysis, flood damage analysis and also in floodmit-
igation management. Flood inundation depth, velocity and time maps can be derived
and overlaid to obtain flood risk (hazard) map.
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GIS-Based Morphometric Analysis
and Prioritization of Upper Ravi
Catchment, Himachal Pradesh, India

D. Khurana, S. S. Rawat, G. Raina, R. Sharma and P. G. Jose

Abstract Morphological parameters have been recurrently used to assess the hydro-
logical response of a watershed. Due to a strong mutual correlation between the run-
off characteristics and the terrain of a watershed, the method is significantly popular,
especially in an un-gauged catchment. In the present study, the hydrologic response
of a Himalayan watershed and its sub-watersheds is discussed using various mor-
phological parameters, and accordingly, the sub-watershed prioritization has been
done. Morphological parameters have been extracted from digital elevation model
(SRTM-DEM) in conjunction with Survey of India toposheets (1:50000 scale). Arc
Hydro tools have been used for the preparation of watershed and sub-watershed
boundaries, to calculate flow directions, flow accumulation and for stream ordering.
Morphometric parameters categorized under linear, aerial and relief aspects are cal-
culated for the entire catchment and also for its eight sub-watersheds separately. The
drainage pattern is mostly sub-dendritic to dendritic in nature. The studied catchment
has been categorized as an eighth order drainage catchment with a drainage density
of 3.15 km/km2. The progressive increase in stream length ratio is a depiction of
the attained geomorphic maturity of the basin. Considerable conformity between
the sub-watersheds and their major catchment characteristics has been established.
However, two sub-watersheds have been observed to behave in a different manner. In
order to prioritize the catchment, a compound index was calculated by considering
the individual rank assigned to all eight sub-watersheds based on 11 morphological
parameters. The study reveals that SW6 sub-watershed has the highest priority and
SW2watershed has the least priority. Such maps have immense significance for field
engineers for prioritizing the watershed management activities within the watershed
especially in un-gauged condition.
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1 Introduction

Morphometry is the measurement of earth’s configuration pertaining to various fea-
tures such as surface, shape and dimension of its landforms in a way that they can be
interpreted mathematically for further deliberation [1, 3, 18]. Linear, aerial, gradient
and relief of channel network and contributing ground slope are measured for mor-
phometric analysis [16, 17]. In recent years, the geographical information system
(GIS) and remote sensing (RS) have proven to be very effective and time-saving
in analysing any basin due to its ease of availability through open-source imagery
programmes such as SRTM and ASTER. This data in conjunction with well-defined
surveyed sheets such as geo-referenced Survey of India (SOI) toposheets can prove
to be a very effective and frugal method of accurate watershed response assessment.

Since most of the morphometric parameters are in the form of ratios, the scale
does not limit their applicability while comparing for different watersheds. Due
to the lack of observed data, these simple morphometrical-based approaches are
still popular in the characterization of sub-watersheds in reference to their suscep-
tibility towards hydrological response behaviour. Estimating the geomorphologic
parameters has always been challenging for field engineers. Regional methodolo-
gies have seldom been developed for the analysis of hydrological problems where
sufficient data is unavailable and gauging is absent. With the advancement in the
field of geospatial technologies like GIS and RS, geomorphological parameters can
be easily extracted from the digitalized toposheets. It has been accepted widely that
morphological parameters of the drainage basin are a clear reflection of geological
and geomorphological evolution of an area over time, as substantiated in various
morphological studies [5, 11, 14, 15, 23, 27]. Drainage lines of an area give an
insight into the three-dimensional geometry of the region and are a clear manifes-
tation of the evolution process [24]. Besides, it is important to analyse a watershed
quantitatively to highlight its important hydrological aspects and their impact. Mor-
phometric analysis based on observation of hydrologic and geomorphic processes
at watershed scale reveals information regarding the formation and development of
land surface processes [4, 25]. It has been concluded widely that crucial drainage
system parameters such as flow intensity and surface run-off can be estimated on the
basis of geomorphic features associated with morphometric parameters [19].

In the present study, various morphological parameters representing one-
dimensional view via linear, two-dimensional view via aerial and three-dimensional
view via relief aspect of the catchment have been extracted in GIS environment by
dividing the complete upper Ravi catchment into eight sub-watersheds to calculate
the selected morphometric parameters viz. stream order, stream length, bifurcation
ratio, stream frequency, stream length ratio, form factor, drainage density, drainage
texture, elongation ratio, circulatory ratio, infiltration number, relief ratio, relative
relief, etc.
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2 Study Area

River Ravi, one of the six rivers of the Indus basin system, originates from the
Bharabhangal glacier in the hill state of Himachal Pradesh and has a total length
of about 720 km and a catchment area of about 14,442 km2 before joining the
River Chenab in Pakistan. Ravi River has been allocated to India under the Indus
water treaty (IWT). The upper catchment of the Ravi River (up to Chamba town of
Himachal Pradesh) with its mountainous terrain having steep to very steep slopes has
been taken as the study area (Fig. 1). The area of upper Ravi catchment is 3093 km2

(up to Chamba town), and the perimeter is about 334 km. It is situated between
32°10′37.2′′ N–32°41′16.8′′ N latitude and 76°2′2.4′′ E–77°4′37.2′′ E longitudes.
The study area encompasses a significant part of district Chamba and a small part
of district Kangra of Himachal Pradesh. The upper Ravi has some major left bank
tributaries such as Budhil Nullah, Tundah Nullah and Reshai Nullah. Its right bank
has fewer tributaries such as Salun Nullah and Balani Nullah which are either having
low discharge or are seasonal.

Fig. 1 Location map of upper Ravi catchment (up to Chamba town), Himachal Pradesh, India
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3 Methodology

3.1 Extraction of Drainage Network

The manual stream order extraction of drainage network from SOI toposheets is
a cumbersome exercise. However, it was observed that the accuracy of drainage
network extracted from DEMs is entirely dependent on the threshold value provided
by the user, and hence, the user must be well acquainted with the study area. It has
been observed that any reduction in threshold value to match the drainage network of
one part of the catchment (particularly for first-order streams) leads to the generation
of virtual drainage lines in the other part of the catchment. Therefore, to overcome
this problem, drainage lines of the study area were digitized in ArcGIS by using
ten geo-referenced SOI toposheets (52D16, 52D10, 52D11, 52D12, 52D15, 52D23,
52D6, 52D7, 52H3 and 52H2) having 1:50000 scale and stored in shapefile format
and were used for the calculation of morphometric parameters of the study area.
SRTM-DEM of the study area is depicted in Fig. 2 showing the altitude ranges from
785 to 6148 m from msl which is used to ascertain the relief aspects of the study
area. Corresponding stream orders of the digitized drainage network are depicted in
Fig. 3.

Fig. 2 Digital elevation model (SRTM) of upper Ravi catchment, Himachal Pradesh, India
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Fig. 3 Stream ordering of upper Ravi catchment, Himachal Pradesh, India

3.2 Morphometric Parameter Calculations

To evaluate the drainage basin morphometry, an analysis of various parameters has
been done on the basis of standard well-established mathematical formulae given in
Table 1.

4 Results and Discussions

In the present study, the morphological parameters have been extracted for entire
upper Ravi River catchment and the same has been extracted separately for its eight
sub-watersheds, namely SW1–SW8. Total drainage area of upper Ravi catchment is
found to be 3093 km2. The drainage pattern is dominantly dendritic in nature and is
influenced by topographical and geological conditions prevailing in the area. Based
on the stream ordering on the basis of Strahler’s system, the basin is found to be of
the 8th order. Different sub-watersheds are shown in Fig. 4.
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Table 1 Linear, aerial and relief morphometric parameters used in the study and their standard
formulae

S. No. Parameter Formula References

1 Linear Stream order (U) Hierarchical rank Strahler [29]

2 Stream length (Lu) Length of the
stream

Horton [11]

3 Mean stream length
(Lsm)

Lsm = Lu/Nu Strahler [29]

4 Stream length ratio (Rl) Rl = Lu/(Lu − 1) Horton [11]

5 Bifurcation ratio (Rb) Rb = Nu/Nu + 1 Schumm [21]

6 Mean bifurcation ratio
(Rbm)

Rbm = average of
Rb of all orders

Strahler [28]

7 Aerial Drainage density (Dd) Dd = Lu/A Horton [11]

8 Drainage texture (T ) T = Dd * Fs Horton [11]

9 Stream frequency Fs = Nu/A Horton [11]

10 Elongation ratio (Re) Re = D/L Schumm [21]

11 Circulatory ratio Rc = 4πA/P2 Strahler [29]

12 Form factor (Ff) Ff = A/L2 Horton [11]

13 Perimeter Length of
catchment
boundary

14 Basin area Area of catchment
boundary

15 Compactness
coefficient

0.2841 * P/A0.5 Gravelius [9]

16 Infiltration number I f = Fs * Dd Faniran [6]

17 Relief Total relief (H) H = Difference
between
maximum and
minimum
elevation of the
watershed

Schumm [21]

18 Relative relief (Rr) Rr = H/Lp where,
H = total relief,
Lp = basin
perimeter

Schumm [21]

19 Relief ratio (Ro) Ro = H/L where,
H = total relief, L
= basin length

Schumm [21]
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Fig. 4 Sub-watersheds of upper Ravi River catchment

4.1 Aspect

Aspect broadly refers to the direction in which a mountain slope faces. The aspect
influences the local climate significantly because during the time of prevailing heat,
i.e. afternoon, the effect of the sun is majorly on the west facing slopes compared to
the relatively sheltered east-facing slopes. The aspect map of the upper Ravi catch-
ment is shown in Fig. 5. The slopes of the upper Ravi catchment are predominantly
south facing. As the south-facing slope in the northern hemisphere is more open to
sunlight and warm winds, the rate of evapotranspiration is much higher compared
to a north-facing slope. In the Himalayas, south-facing slopes are warm, wet and
forested compared to north-facing slopes which are cold, dry and heavily glaciated.

4.2 Slope

Slope analysis is significantly important in geomorphologic studies for the develop-
ment of watershed and morphometric analysis. The slope features are governed by
climatic and morphogenic processes in regions of varying rock resistance [7, 13]. A
slope map of upper Ravi catchment has been made using the generated DEM and
spatial analysis tool in GIS and depicted in Fig. 6. Terrain slope classification has



170 D. Khurana et al.

Fig. 5 Aspect map of upper Ravi catchment (SRTM DEM)

been donewhich exhibits that 3.7% of study area lies between 0 and 15% slope value,
7.72% area lies between 15 and 30% slope value, 17.30% area lies between 30 and
50% slope value, 24.19% area lies between 50 and 70% slope value, 29.03% area
lies between 70 and 100% slope value and 18.06% of area lies above 100% slope
value. These values are a clear indication that the major part of the terrain has steep
to very steep slopes. A higher value of slope has a direct relationship with run-off
and has an increased erosion rate potential with less groundwater recharge. 18.06%
area of the catchment is primarily vulnerable to rapid run-off and heavy erosion and
sediment load as it is steeper than the stable slope value.

4.3 Linear Aspects

4.3.1 Stream Order (U)

The ranking of streams in the upperRavi basin has been done on the basis of Strahler’s
system which was proposed in 1964. Eight orders have been calculated for classi-
fication of the watershed, the highest being of the central stream, i.e. Ravi River
(Table 2). Sub-watershed stream ordering has also been computed and is presented
in Table 3. The basin is designated as an 8th order basin. The maximum stream
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Fig. 6 Slope map of upper Ravi River catchment (SRTM DEM)

number has been observed in the first order, and then, a declining trend has been
observed order wise. In general, the stream order and stream frequency are found to
be inversely proportional.

4.3.2 Stream Number (Nu)

Stream number has been defined as the number of stream channels belonging to each
particular order. As per Horton’s law [11], “the number of streams of different orders
in a given drainage basin tends closely to approximate an inverse geometric series
of which the first term is unity and the ratio is the bifurcation ratio”.

A more crude form of this law simply states that the number of streams order
wise gradually decreases as the order increases. This variation in any basin largely
depends upon the physiographical, geomorphological and geological conditions of
the region. A total of 21,047 streamlines are recognized in the upper Ravi catchment
on the basis of SOI toposheets over which the drainage lines have been digitized
to create a drainage shapefile. Out of these 21,047, 70.12% (14,757) is first order,
23.12% (4865) is second order, 5.24% (1101) is third order, 1.16% (244) is fourth
order, 0.30% (61) is fifth order, 0.067% (14) is sixth order, 0.019% (4) is seventh
order, and 0.005% (1) comprises the eighth order stream.
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4.3.3 Stream Length (Lu)

According to Horton [11], stream length of a watershed is the total length combined
of all the stream segments in each respective stream order in a basin. A general
trend has been observed that these stream lengths in almost any watershed follow a
direct geometric series with the first one being of the lowest order and next one of
the subsequent higher order and so on. Bedrock’s hydrological characteristics and
extent of a drainage area can be related to the stream length of any watershed. It has
been observed that a permeable stratum is susceptible to more seepage and in turn
results in smaller stream lengths whereas hard rocky strata prone to less seepage bear
more significant number of stream lengths [22].

The result of order-wise stream length in upperRavi catchment is shown inTable 2.
It is evident that the stream length of the lower orders is much greater in magnitude
than the stream lengths of higher orders, i.e. eighth order in the case of the above
catchment. A critical comparison has also been done for eight sub-watersheds of the
catchment the results of which have been shown in Table 3.

4.3.4 Mean Stream Length (Lsm)

The characteristic size of various components in a drainage network and its con-
tributing area is exhibited by the mean stream length of that watershed Strahler [29].
Total stream length in each order when divided by the respective stream segments
in that order yields the value of mean stream length. The mean stream length for
the upper Ravi catchment varies from 0.371 to 83.01 (in km) (Table 2) with a mean
Lsm value of 14.37 (in km). It has been observed that Lsm values for a specific order
rise with the rise in order. Strahler [29] indicated that the mean stream length is a
characteristic property of the drainage network which is related to its size and the
size of its associated surfaces.

4.3.5 Stream Length Ratio (Rl)

The stream length ratio of upper Ravi catchment showed an increasing trend up to
fourth order and then showed a decline in the fifth order. A sudden increase in the
ratio is observed in the seventh order as shown in Table 2. This variation from the
geometric trend in this catchment can be attributed to the lower number of high order
stream segments which primarily exhibits that the catchment is well drained with
lower order streams directly draining in highest order streams within a short span of
time. Therefore, it can be concluded that drainage is considerably simpler and not
much complex.
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4.3.6 Bifurcation Ratio (Rb)

Bifurcation ratio has been broadly classified as an index of relief and dissection
by Horton [11], whereas Strahler [28] opined that there is minimal variation in
the trend of Rb across varied regions with varied environmental conditions only
exception being the regions with powerful geological control. Bifurcation ratio has
been defined by Schumm [21] as the ratio of the stream segments in one order divided
by the stream segments of subsequent higher order. It is a dimensionless parameter
which exhibits the degree of prevailing interrelationship between streams of various
orders in a basin. The Rb for upper Ravi catchment varies from 3.03 to 4.0 (Table 2).

According to Strahler [29], in regions where the effect of geological structures on
the drainage pattern is minimal, there the value of this parameter generally ranges
between 3.0 and 5.0. The higher values of the ratio indicate a high level of structural
control in the pattern of drainage network, whereas the lower values indicate that the
sub-basins are less affected by structural disturbances [2, 29].

The bifurcation ratios have also been computed for all the sub-watersheds which
have been shown in Table 3.

4.3.7 Weighted Mean Bifurcation Ratio (Rbm)

Strahler [27] used another representative number called weighted mean bifurcation
ratio.Mathematically, it is calculated bymultiplying the Rb value of every order with
the total number of streams and taking an average of all the values. The weighted
mean bifurcation ratio gives a clear picture of the watershed in terms of structural
control. This parameter has also been calculated for all the sub-watersheds. It was
observed that two watersheds, SW2 and SW4, have higher values of weighted mean
bifurcation ratio compared to other sub-watersheds. It is interesting to note here
that only these two sub-watersheds are sixth order sub-watersheds which clearly
substantiate the fact that the weighted mean bifurcation ratio is a clear representation
of structural control.

4.4 Aerial Aspects

4.4.1 Elongation Ratio (Re)

The ratio of the diameter of a circle having the same area as of the basin to the
maximum basin length is defined as elongation ratio (Re) Schumm [21]. Strahler
has characterized a range of values for this ratio after assessing it for a variety of
geological and climatic zones. This ranges between 0.6 and 1.0. Index of elongation
ratio can be used to classify watersheds with varying slopes, i.e. more elongated (less
than 0.5), elongated (0.5–0.7), less elongated (0.7–0.8), oval (0.8–0.9) and circular
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Table 4 Aerial aspects of
morphometric analysis of
upper Ravi catchment

S. No. Parameters Value

1 Perimeter (in km) 334.81

2 Length of basin (Lb) (in km) 91.56

3 Basin area (in sq. km) 3093

4 Elongation ratio (Re) 0.69

5 Drainage density (Dd) (km/km2) 3.15

6 Stream frequency (Sf) 6.8

7 Circulatory ratio (Rc) 4.634

8 Form factor (Rf) 0.368

9 Drainage texture (Dt) 21.43

10 Compactness coefficient (Cc) 1.71

11 Infiltration number (I f) 21.43

(0.9–0.10). The elongation ratio of upper Ravi catchment is calculated as 0.69 which
indicates the catchment is elongated (Table 4).

4.4.2 Drainage Density (Dd)

Strahler [29] has described drainage density as a ratio of total stream length and
basin area. Its value is greatly influenced by the factors governing the characteris-
tic length of a basin. Various geographical and landscape features are related to the
drainage density value of a particular watershed, namely rock and soil properties,
climate, relief, valley density, channel head and source area and the process of land-
scape evolution. The drainage density for upper Ravi catchment is calculated to be
3.15 km/km2 (Table 4) which is moderate in nature. Moderate drainage density is an
indication of a thick vegetative cover and a moderately permeable sub-soil.

4.4.3 Stream Frequency (Sf)

Stream frequency (Sf) is a ratio of all stream segments in a watershed to the area of
the watershed [10]. It has also been stated that basins with lower values of Sf are a
clear indication of low relief with a permeable sub-surface material [20]. The stream
frequency value for upper Ravi catchment has been calculated as 6.80 (Table 4).
Sub-watershed wise stream frequency has also been calculated which is shown in
Table 5.
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Table 5 Aerial aspect of the sub-watersheds of upper Ravi catchment

Sub-
watersheds

Lb (in
km)

A (in
km2)

P (in km) Re Dd Sf Rc Rf Dt Cc

SW1 24.5 265.62 77.45 0.75 2.85 6.13 0.56 0.44 17.47 1.34

SW2 22.78 303.14 105.89 0.86 2.79 5.57 0.34 0.58 15.56 1.73

SW3 11 334.35 121.28 0.59 2.97 6.16 0.29 0.27 18.33 1.88

SW4 22.7 266.23 87.29 0.81 3.5 7.57 0.44 0.52 26.52 1.51

SW5 31 465.27 133.93 0.79 2.93 5.94 0.33 0.48 17.42 1.76

SW6 38.7 565.38 154.54 0.69 3.43 7.84 0.3 0.38 26.88 1.84

SW7 13.41 256.25 102.51 1.03 3.22 6.77 0.31 0.42 21.8 1.81

SW8 27.5 619.92 152.68 1.02 3.3 7.63 0.33 0.72 25.14 1.74

4.4.4 Circulatory Ratio (Rc)

Circulatory ratio is a ratio of basin area to the area of a circle with the same cir-
cumferential length as that of the perimeter of the basin. Rc is a significant ratio that
indicates the dendritic stage of a watershed. Circulatory ratio pertains to the basin
geometry it depends on the geology, land use/land cover, relief, slope and climate
[12]. A range has also been prescribed for different values of Rc, low values relate to
the young stage of a watershed, medium values relate to the mature stage of a water-
shed, and higher values indicate the old stages of the life cycle of a watershed. Rc

value of various sub-watersheds of upper Ravi catchment is in the range of 0.29–0.56
(Table 5).

4.4.5 Form Factor (Rf)

It has been defined that form factor is a ratio between the basin area and square of
basin length [10]. For a perfectly circular watershed, the value of form factor will be
less than 0.754 always. The elongation characteristic of a watershed increases with
a reduction in its value. It has been noticed that higher peak flows with considerably
shorter duration arise in watersheds that have high form factors. Form factors have
been computed for all the sub-watersheds of upper Ravi catchment for which the
values range from 0.27 to 0.72 (Table 5). The form factor for the complete catchment
has come out to be 0.368 (Table 4).

4.4.6 Drainage Texture (Dt)

Drainage texture is a depiction of the relative spacing of drainage lines; it acts as
a significant geomorphologic parameter of a watershed which underlines features
such as lithology, infiltration capacity and relief aspects of the watershed terrain.
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Drainage texture is the ratio of the total number of stream segments of all orders to
the perimeter of that area [11]. Smith (1939) classified five different categories of
Dt, namely very coarse (<2), coarse (2–4), moderate (4–6), fine (6–8) and very fine
(>8) [26]. Drainage texture of upper Ravi catchment is found to be 21.43 (Table 4).
It indicates that the watershed is of very fine drainage texture. Drainage factors have
also been calculated for all the sub-watersheds of upper Ravi catchment (Table 5)

4.4.7 Compactness Coefficient (Cc)

According to researcher compactness, the coefficient of a watershed is the ratio of the
perimeter of watershed and circumference of the circular area, which equals the area
of the watershed [9]. The Cc is a slope-dependent entity and is entirely independent
of the watershed size. The value of compactness coefficient of upper Ravi catchment
is found to be 1.71 (Table 4). The value of Cc in the eight sub-watersheds of upper
Ravi catchment varies from 1.34 to 1.88. It can be seen from Fig. 4 that SW1 which
has the closest value to unity has the most circular structure compared to SW3 which
is elongated in shape.

4.4.8 Length of Basin (Lb)

Basin length has been defined in a variety of ways by different people. Schumm
[21] has defined the basin length as the longest dimension of the basin parallel to
the principal drainage line. Gardiner [8] defined the basin length as the length of
the line from a basin mouth to a point on the perimeter equidistant from the basin
mouth in either direction around the perimeter. Using GIS capabilities, the basin
length for upper Ravi basins and its various sub-watersheds have been determined
and are depicted in Tables 4 and 5, respectively. The basin length for entire upper
Ravi catchment has come out to be 91.56 km.

4.5 Relief Aspect

4.5.1 Total Relief (H)

Generally termed as watershed relief, this parameter can be defined mathematically
as the vertical distance/level difference between the highest and the lowest point
of a watershed. Watershed relief controls the gradient of drainage lines within the
watershed and hence significantly influences the soil erosion of the watershed [19].
The upper Ravi basin is characterized as a high relief basin with a relief value of
5363m. SW1 to SW8 are also characterized as high relief sub-watersheds and hence
are severely prone to generation of significant run-off and consequent soil erosion.
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Table 6 Relief aspects of
upper Ravi catchment and its
sub-watersheds

Sub-watershed H (m) Rh (m/km) Rr (m/km)

Upper Ravi catchment 5363 58.57 16.01

SW1 3744 152.81 48.34

SW2 3360 147.49 31.73

SW3 3622 329.27 29.86

SW4 3412 150.30 39.08

SW5 3887 125.33 29.02

SW6 4591 118.63 29.70

SW7 3243 241.83 31.63

SW8 3691 134.21 24.17

4.5.2 Relief Ratio (Rh)

Relief ratio is defined as a ratio of the total relief of a basin to the length of basin [21].
The advantage of relief ratio over the total watershed relief is that it removes the size
effect by dividing the total relief by the basin length. In upper Ravi basin, relief ratio
varies from 118.63 m/km (SW6) to 329.27 m/km (SW3) (Table 6). Significantly,
high relief ratio especially in SW3 indicates the steepness of the principal flow path,
which eventually leads to bank erosions and heavy sediment load transport.

4.5.3 Relative Relief (Rr)

Ratio of maximum watershed relief to the watershed perimeter is defined as Rr. It
means that the steeper the slope, the higher is the surface above its base. The values
of the relative reliefs for eight sub-watersheds of upper Ravi basin vary from 24.17 to
48.34 m/km, indicating high degree of variation in terrain structure of the catchment.
Very high values of Rr for SW1 sub-watershed indicate that it is highly susceptible
to soil erosion.

4.6 Prioritization of Sub-watersheds Using Morphological
Parameters

Morphological parameters (linear, aerial and relief) for all sub-watersheds were cal-
culated separately. For prioritization, all eight sub-watersheds are ranked based on
their corresponding values of morphological parameters. Morphological parameters
like drainage density, stream frequency, bifurcation ratio and drainage texture have
a direct relationship with run-off. Therefore, the sub-watershed having the highest
numerical value of these individual parameters was ranked first and next higher sub-
watershed was ranked second and so on. Similarly, aerial parameters like elongation
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ratio, circularity ratio, form factor and compactness coefficient have an inverse rela-
tionship with run-off. Therefore, the sub-watershed having the lowest value for these
individual parameters was assigned the first rank and next lower was second and so
on. Similarly, sub-watersheds are ranked according to relief aspect as it has a direct
relationship with the erosivity. Finally, based on all individual ranking, a compound
rank value was calculated for each sub-watershed and is depicted in Table 7. It is
evident from Table 7 that SW6 has the highest priority (lowest value of compound
rank value, i.e. 3.27) and SW2 has the least priority (highest value of compound rank
value, i.e. 5.64). The highest priority indicates the greater degree of run-off in the par-
ticular sub-watershed. Thus keeping in mind the nature of each sub-watershed with
respect to their susceptibility to massive run-off and low time of concentration, SW6
shall be counted as the highest priority watershed. It can also be assumed as a highly
erosive sub-watershed. It implies that watershed management activities should be
started from sub-watershed SW6 and should proceed subsequently according to the
ranking (Fig. 7).

5 Conclusion

Morphometric analysis of any drainage system is a prerequisite to any hydrological
study. Thus, this research is aimed at developing an insight into the interrelation of
streamnetwork behaviour of upper Ravi River catchment. The uses of remote sensing
and GIS tools and techniques have proven to be a very effective and frugal tool for
basin drainage analysis. This remote sensing data in conjunction with the old ground
survey data such as SOI toposheet brings an unambiguous picture, which enables any
geomorphologist or hydrologist to arrive at a concrete and holistic conclusion about
the behaviour of a catchment. The study also substantiates that GIS-based approach
is more appropriate than the conventional methods to analyse drainage basin and
the effect of various parameters on landforms, soils and erosion characteristics. The
morphometric parameter calculations using these techniques have a high degree of
accuracy and can be even better with high-resolution satellite imagery. The mor-
phometric analysis was carried out using SRTM DEM for relief aspects and SOI
surveyed drainage for linear and areal aspects so that a holistic picture of the basin
can be obtained combining both the satellite data and the ground survey data. The
analysis shows the drainage network is dominantly dendritic in nature with a high
value of drainage texture and very fine drainage. The sub-watersheds have also been
demarcated, and morphometric analysis for each sub-watershed has been done to
realize their conformity to the nature of their major catchment and to identify any
exceptions exhibited in their drainage patterns.

The stream length ratio is almost constant up to fifth order, but a sudden rise after
that clearly indicates a reduction in the number of higher order streams. This variation
from the geometric trend in this sub-basin can be attributed to the lower number of
high order stream segments which suggest that the basin is well drained with lower
order streams directly draining in highest order streams within a short span of time;
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Fig. 7 Sub-watershed-wise priority map of upper Ravi River catchment

the bifurcation ratio indicates that the watershed under consideration is of normal
category with a moderate drainage density (<5) which is also an indication of a
permeable sub-soil structure. A moderate to high value of drainage density indicates
moderate to steep slopes in the catchment. Elongation ratio for upper Ravi basin
is 0.69 which indicates the elongated structure of the basin as is evident from the
imagery as well. A higher elongation ratio value shows high infiltration capacity and
low run-offs. Prioritization of sub-watersheds has been done according to rankings
assigned on the basis of morphometric parameters. SW6 has the highest priority and
SW2has the least priority. Prioritization is the first and primary step for anywatershed
management and planning projects, and its accuracy plays a vital role in the eventual
success of such projects. The database obtained through the morphometric analysis
of upper Ravi basin can form a basis for further deliberations and studies pertaining
to the integrated watershed management of the basin.
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Estimation of Domestic Water Demand
and Supply Using System Dynamics
Approach

Bharti Chawre

Abstract Water is a basic need for survival and well-being of all, and therefore, it
is required to provide adequate quantity and potable quality of water to all. Water is
used for all purposes such as domestic, agriculture and industrial needs, navigational,
recreational, and power generation. In this study, water demands and supply for
domestic sector have been presented. Based on various factors, e.g., the level of
economy, technological advancement, and pricing policy, level of urbanization, ratio
of private to public water supply, and population coverage under public water supply,
the unit water demand and supply at the user end for domestic sector is calculated and
discussed. With the help of Vensim simulation software, a system dynamics-based
simulation model (domestic water sector model) for estimating the domestic water
demand and supply has been developed. Domestic water sector model is validated on
the available data, and the simulated results showed good agreement. Study showed
that the water supply is meeting the projected water demand of 87.35 BCM in the
year 2050 (for a projected population of 1.645 billions) because the highest priority
is given to meet the domestic water demand as per National Water Policy of India,
GOI.

Keywords Domestic water demand and supply · System dynamics · Vensim

1 Introduction

India is a land which has been blessed with large numbers of big and small rivers, the
sweet water of which can be put to many uses such as drinking, other domestic needs,
agriculture and industrial uses, navigational, recreational, and power generation. But
due to various misuses and abuses, the quality of the existing water resources is
degrading day by day and is becoming less usable and water scarcity is increasing.
In a developing country like India, many factors are responsible for this situation.
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Rapid growth in water demand due to increase in population, increasing droughts in
various states of India, declining surfacewater and groundwater quality, and unabated
flooding, interstate river disputes, growing financial crunch, inadequate institutional
reforms and enforcement are some of the crucial problems faced by the country’s
water sectors.

Water is a basic need for survival andwell-being of all, and therefore, it is required
to provide adequate quantity and potable quality of water to all. The provision of
clean drinking water has been given priority in the Constitution of India, with Article
47 conferring the duty of providing clean drinking water and improving public health
standards of the state. Agenda 21 and the fourth and final principle of Dublin [1]
also says “water should be considered an economic good, adding that it is vital to
recognize first of all the basic right of all human beings to have access to clean water
and sanitation at an affordable price”.

Different aspects of domestic demand have been studied by various researchers.
According to Shiklomanov [2] worldwide, about 70% of the water used is for irri-
gation, 20% for industrial purposes, and 10% for domestic purpose. Lehman [3]
investigated water demand reduction by implementing an inclining rate structure.
The second phase of his study is to determine the elasticity of the rate, segmented by
customer type, which can be used for rate forecasting and water demand manage-
ment. Arrus and Garadi [4] observed that present forecasting methods arrive at the
estimates of demand which lack sound foundations are difficult to control. Demand
does not exist as such, since it is always determined by choices of economic develop-
ment, which in turn involves specifying economic policy criteria, technical criteria,
and social criteria. Baumli [5] presents information on current and projected urban
demands, demand reduction measures, why water transfers are necessary, conditions
for water transfers, and examples of water transfers for California. Spain is on the
verge of introducing its National Hydrological Plan, a decree aimed at rescuing the
country from serious drought. Weber [6] briefly discusses the major methods of
demand forecasting and then concentrates on measuring conservation performance
and integrating conservation targets into long-run demand projections. Biswas [7]
discussed that with increasing population, water demand will increase while water
availability is unlikely to increase creating conflict among different water sectors.
Armal [8] discussed the aspects of the demand on one side and the planning of the
resources on the other ofMaharashtra, the most industrious state of India. Seckler [9]
developed a simulation model which is based on a conceptual and methodological
structure that mixes various strategies from earlier assessments. In that simulation
model, projections are made for three important sectors: agriculture, domestic and
industrial water use. In many large equipped cities of the world, the water withdrawal
for domestic uses is 300–600 lpcd. On the other hand in developing agricultural coun-
tries of Asia, Africa, and Latin America, the domestic water withdrawal is 50–00
lpcd. In individual regions with insufficient water resources, it is not more than 10–40
lpcd [10]. A stochastic end-use model for the simulation of residential water demand
has been developed by Blokker et al. [11]. The end-use model is based on statistical
information of water-using appliances and residential users instead of water demand
measurements. Blokker et al. [11] study shows that the simulation results are in
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good agreement with measured water demand patterns. Nezhad et al. [12] studied
the effect of price elasticity on domestic water demand for Ahvaz city of south of
Iran. Study says that the increment of price of domestic water is low elastic because
of being essential and non-substitutable.

Above studies say unit water demands are considered to be dynamic, depend-
ing upon above various factors. Therefore, in this study a system dynamics-based
simulation model (domestic water sector model) for estimating the domestic water
demand and supply has been developed. Based on the level of economy, technolog-
ical advancement, pricing policy, and supply efficiency, the unit water demand at
the source end for domestic sector is calculated. The level of urbanization, ratio of
private to public water supply, and population coverage under public water supply
are used in the estimation of domestic water supply.

2 Various Norms for Domestic Water Demand and Supply

Water required for drinking, cooking, washing, and cleaning (utensils, clothes, and
house), water coolers and for other purposes such as watering plants/garden and
washing personal vehicle, etc., is known as domestic water demand. Various stan-
dards have been suggested for estimating water requirements for human use. Glieck
[13] has estimated 50 L per capita per day (lpcd) as the basic human need. The world
health organization [14] has suggested a target of 200 lpcd water supply in urban
areas. A variety of factors affects water use in rural and urban areas, e.g., size of
population, economic condition, commercial and manufacturing activities and other
factors like climate quality, technology, costs, and conservation needs. Desirable and
feasible norms can be established by reviewing past performance and modifying
these on the basis of feasible resources. Water supply norms of urban population
listed by Zakaria Committee [15] varied between 67.5 and 270 lpcd.

2.1 CPHEEO Norms

Norms for water supply suggested by the Central Public Health and Environmental
Engineering Organisation [16] are given in Table 1.

The rural water supply norms recommended by CPHEEO and the National Tech-
nology Mission ranged between 40 and 70 lpcd. Reviewing the water supply and
sanitation in urban areas, the National Commission on Urbanization [17] argued for
more realistic targets and recommended 110–120 lpcd. Central Water Commission
[18] assumed a unit figure of 140 lpcd for urban and 70 lpcd for rural population
for the estimation of domestic water requirement. The National Water Development
Agency (NWDA) in 1991 assumed a uniform rate of water supply of 200 lpcd for
urban population for water balance studies of basins.
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Table 1 Recommended per capita water supply levels for designing schemes

Sl. No. Classification of towns/cities Recommended maximum water supply
levels (lpcd)

1. Towns provided with piped water supply
but without sewerage system

70

2. Cities provided with piped water supply
where sewerage system is
existing/contemplated

135

3. Metropolitan and mega cities provided
with piped water supply where sewerage
system is existing/contemplated

150

Note i. Figures exclude “Unaccounted for Water (UFW)” which should be limited to 15%
In urban areas, where water is provided through public stand posts, 40 lpcd should be considered
Figures include the requirements of water for commercial, institutional and minor industries. How-
ever, for bulk supply such establishments should be assessed separately with proper justification
Source Ministry of Urban Development, Central Public Health and Environmental Engineering
Organisation Manual on Water Supply and Treatment, Third Edition—Revised and Updated (May
1999), New Delhi [16]

3 Model Conceptualization and Formulation

Generally, there are overall two basic forecasting techniques used by water demand
analysis. The first technique is based upon trend or extrapolative forecasting, where
projections of future water consumption are based on past consumption data. The
second technique is analytical technique, in which water consumption is disaggre-
gated into major components [19]. Future changes in each component are predicted
separately and aggregated. Most of the studies on the water demand projections also
reflect a strong relationship between per capita GDP and withdrawal. As the GDP of
a country increases, the water demand also increases in various sectors to support a
better quality of life. Past trends can also give an indication about the likely projected
trend of water withdrawal depending upon population and various socioeconomic-
technological factors.

Based on the above study, unit water demands are considered to be dynamic,
depending upon the above-mentioned factors. In the present study, an attempt is
made to give a system dynamics-based simulation model (domestic water sector
model) for estimating the domestic water. Vensim (Ventana simulation) simulation
software [20] is used for this study to create system dynamics model incorporating
dynamics feedbacks and simulations. Based on the level of economy, technological
advancement, and pricing policy, the unit water demand at the user end is calculated
for domestic sector. The unit water demand at the source is calculated after taking
into account the water supply system efficiency.
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In the model, the population is classified into two categories—urban and rural.
The urbanization denotes the fraction of total population residing in urban areas. The
water demand for rural and urban population is calculated separately and added to
get the total domestic water demand. The level of urbanization, ratio of private to
public water supply, and population coverage under public water supply are used in
the estimation of domestic water supply.

3.1 Population and Economic Module

Population and economic module (View 1) calculates total, urban, rural populations
and GDP. Although population dynamics can be quite complicated, the population
rates are assumed from the census data for a large scale at the country level. Popu-
lations and GDP have been taken as LEVEL and are calculated from the respective
RATE equations. Population andGDP growth rates are taken as exogenous variables,
and the values are assumed as per the census, economic data, and projections.

3.2 Unit Water Demand

The unit water demand is defined as the water required at source per unit in different
sectors. Accordingly, unit water demand for domestic sector is taken as the volume of
water needed per capita per annum. The unit water demands depend on key factors
like level of economy, pricing policy, technological advancements, and efficiency
of supply systems besides the factors like social development, people’s lifestyle,
awareness, and attitude of the people towardwater use. Therefore, unitwater demands
are considered to be dynamic, depending upon above-mentioned factors, and it is
very difficult to quantify and find out a relationship between unit water demands and
the factors on which it is dependent.

The unit water demands for the domestic sector are expressed as the function
of a unit water demand at the user end (WD′

domestic_sector,unit) of that sector. It can
be reduced by pricing mechanism that helps in awareness generation and attitudi-
nal change toward water uses. Technological advancement levels will reduce the
WD′

domestc_sector, unit, say WD′′
domestic_sector, unit. Technological advancement refers to

the use of technology at the user end, which reduces the wastage of water and thus
helps in reducing the unitwater demand at the user end.The actual unitwater demands
(WD′′

domestic_sector, unit) at source are obtained by dividing the modified water demand
(WD′′

domestic_sector, unit) by the water supply system efficiency of domestic sector.
In general, the price elasticity (Elp,domestic_sector) of unit water demand at the user

end is defined as the percentage change in the WD′
domestic_sector, unit divided by the

percentage change in water pricing (WPdomestic_sector) and can be expressed as:
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Fig. 1 View 1: Population and economic model

Elp,domestic_sector =
dWD′

domestic_sector,unit(t)
WD′

domestic_sector,unit(t)

dWPdomestic_sector(t)
WPdomestic_sector(t)

(1)

Therefore, the change in the unit water demand at the user end because of price
elasticity may be expressed as:

dWD′
domestic_sector,unit(t)

dt
= WD′

domestic_sector,unit(t)

[
Elp,domestic_sector

dWPdomestic_sector(t)
/
dt

WPdomestic_sector(t)

]

(2)

The technological advancement and its implementation will lead to reduction in
this unit water demand. The reduced water demand WD

′′
domestic_sector,unit (t) is calcu-

lated as:

WD′′
domestic_sector,unit(t) = WD′

domestic_sector,unit(t) × ηtech,domestic_sector(t) (3)

where ηtech,domestic_sector(t) represents a demand reduction factor due to technologi-
cal improvement. The value of ηtech,domestic_sectot(t)is taken as 1.0 at the initial stage
which would keep on reducing and would be finally attaining a minimum value
asymptotically corresponding to a maximum technological advancement level.

The actual unit water demand for domestic sector at source will depend upon the
water supply system efficiency (ηeff,domestic_sector(t)) and is finally expressed as:

WD′′
domestic_sector,unit(t) = WD′′

domestic_sector,unit(t)

ηeff,domestic_sector(t)
(4)

Domestic water sector model is described in views from 1 to 4 (Fig. 1, 2, 3 and 4).
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Fig. 2 View 2: Effect of price elasticity on urban domestic unit water demand at user end
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Fig. 3 View 3: Effect of price elasticity on rural domestic unit water demand at user end
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Fig. 4 View 4: Total domestic water demand at source

Domestic water demands are met either through public water supply or private
water supply. Public water supply in general implies larger demand per capita, and
its coverage of population is also an index-related with human well-being and health.
Public water supply system includes water supply through house taps. People relying
on self-supply obtain their water via dug wells, tube wells, or from other sources.
The ratio of private to public unit water demand depends upon the government
policy to allow the private sector participation in domestic water supply sector. It is
generally perceived that as socioeconomic development takes place, the public water
supply coverage also improves and is a prerequisite for improved health, social, and
economic development. For countries with the high-income group, the coverage is
somewhere total.

3.3 Unit Water Supply

Water supplies for domestic sector for rural and urban population are estimated by
using Eq. (5). Water supply for urban and rural populations depends upon water
demand and allocation factors. Allocation factor will be varying between 0 and 1
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Fig. 5 View 5: Urban water supply

depending upon partial or full funds availability for the required urban and rural
water supply. Allocation factor for urban and rural water supply is calculated as the
ratio of the actual expenditure in a particular sector and the demanded expenditure
in that sector as given in Eq. (6). Actual expenditure in a particular sector is taken as
the minimum of the demanded expenditure and the maximum expenditure available
in that sector. Model for domestic water supply is described in views from 5 to 7
(Figs. 5, 6 and 7). Equations from (1) to (5) are generalized equations for domestic
water sector model; in this study, these equations applied for urban and rural sectors.

WSdomestic_sector(t) = (rpp + (1 − rpp) × AFdomestic_sector

× COVdomestic_sector(t)) × WDdomestic_sector(t) (5)

AF(t) = EX Pact (t)

EX Pdem(t)
(6)

4 Input Parameters

The year 1990 is chosen as the base year in the present study when major economic
reforms in India were initiated. The total population of India in the year 1990–91
has been taken as 846.43 million according to the census of India. The initial value
of population for the urban and rural has been taken as 217.61 million and 628.69
million, respectively, which is also based on the population census of India [21].
The average exponential population growth rates are taken from the projects based
on United Nations Projections [22]. In the present study, the GDP growth rate of
India is assumed as 7%. The initial value of GDP in 1990–91 of India at constant
(1993–94Prices, FactorCost) priceswas 6930108.7million Indian rupees. Following
the general normofCentralWaterCommission [18] andNCIWRDP [23], the targeted
unit water demand for domestic is taken as 140 lpcd for public water supply; 70
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lpcd for private water supply in urban areas corresponding to GDP growth rate,
respectively; and 70 lpcd for both public and private water supply in rural areas
in the present study. This gives the ratio of private to public water supply as 0.5
for urban and 1.0 for rural areas. The average water supply system efficiency for
domestic sector is assumed as 70% in the present study and expected to be improved
to about 90% by the year 2050.

Water demand in the residential sector is sensitive to price, but the magnitude of
the sensitivity depends upon many variables that influence consumption including
water prices. The city norms in India are based on the water demands of the city and
on the availability of water there. No consideration of price elasticity is taken into
account while fixing the water tariff norms in India as water supply is perceived to
be a “public service” and the norms are considered to be minimum to maintain a
reasonable standard of living. Therefore, in the present study, it is assumed that the
domestic water tariffs are fixed to recover the supply costs and the price elasticity is
considered to be zero in this range for water supply norms in India as many Indian
cities with even surplus revenue receipts were having higher supplies as compared
to deficit revenue receipts as per NIUA [24].

5 Results and Discussion

The systemdynamics-based simulationmodel (domesticwater sectormodel) encom-
passing various linkages and feedback to evolvewater demand and supply for domes-
tic sector has been formulated in the previous section. In this section, results are
presented depending upon the population and economy, supply efficiencies, and
technological reduction factor to ascertain the sustainability of the water resources
to meet domestic water demand. The validation of the model is not as easy as the
data is scattered and to be collected from various reports; therefore, the data lacks the
uniformity of assumptions. The data for the year 1990 is fed as input to the proposed
model. The model is run for the existing level of urbanisation, water requirement per
capita, population, water supply efficiencies, etc., as given in the previous section.
Comparison of model results and the available data from various reports are given
in Table 2, and the summary of results of domestic water sector model is given in
Table 3. It can be seen from Table 2 total population estimated from proposed model
is 736.366 million, whereas from the data of Census of India [21] it is found to
be 742.49 millions for the year 1999–2000. Similarly, total water supply from the
proposed model is 22.4 BCM, whereas from the data of Planning Commission [25]
it is found to be 23.3 BCM for the year 2001. It can be seen also from Table 3 that
domestic water demands for urban and rural population are increased from 10.32
to 9.17 in 1990 to 61.57 to 25.6 BCM in 2050, respectively. Table 3 shows that
the water supply is meeting the projected water demand of 87.35 BCM in the year
2050 because the highest priority is given to meet the domestic water demand as per
National Water Policy of India, MoWR [26].
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Table 2 Comparison of model domestic water sector model results and the available data from
various reports

Year Population

Proposed model domestic sector Census of India [21]

Total Urban (M) Rural (M) Total Urban (M) Rural M

1990–1991 846.43 M 217.61 628.69 846.43 M 217.61 628.69

1999–2000 1.020 B 284.20 736.66 1.028 B 286.14 742.49

2010–2011 1.216 B 379.10 826.07 1.210 B 377.11 833.09

Year Domestic water supply in BCM

Proposed model for domestic sector Planning Commission [25]

Urban Rural Total Urban Rural Total

1991 9.98 6.37 16.35 9.98 6.37 16.35

2001 13.69 8.71 22.4 13.89 9.41 23.3

Table 3 Summary of domestic water sector model results

Year Domestic water demand in BCM Domestic water supply in BCM

Urban Rural Total Urban Rural Total

1990 10.32 9.17 19.50 10.32 9.17 19.50

2050 61.75 25.6 87.35 61.75 25.6 87.35

Year Population in billion

Urban Rural Total

1990 0.217 0.628 0.845

2050 0.853 0.792 1.645

6 Conclusion

A system dynamics-basedmodel to simulate and estimate the water demand and sup-
ply has been developed in the present study. Technological development, price elas-
ticity, and supply efficiencies have been considered in estimating the water demand.
The projected total water demand has been worked out to be 87.35 BCM in the year
2050. Population coverage under public water supply has been taken as 100% by
the year 2050 and has been simulated accordingly. The model is validated on the
available data, and it can be seen from Tables 2 and 3 that the model results are in
good agreement with the available data.

Therefore, this approach can also be used for estimating the water demands and
supplies for various sectors like irrigation, industrial, and power generation.
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Sustainable Development
and Management of Groundwater
in Varanasi, India

Padam Jee Omar, S. B. Dwivedi and P. K. S. Dikshit

Abstract Groundwater is the main source of drinking water for half of the world’s
population. Therefore, it is very important to conserve andmanage this resource. Sus-
tainable development andmanagement of groundwater resourcemean to the efficient
management of the existing groundwater resources to meet the requirement of the
present and future demand without affecting the risk associated with the damage to
aquifer physical characteristics. In this paper, Varanasi was taken for the study of
groundwater and its sustainable development. Varanasi is the oldest living city, situ-
ated on the bank of the holy river Ganga. Varanasi is the third most congested city of
the Uttar Pradesh as per census 2011. Due to its religious importance, groundwater
extraction is increasing day by day. A steady state of groundwater model was devel-
oped for the study area using groundwater flow modelling programme. This model
was built in three layers to simulate the different type of soil layers. For conceptual-
ization of the model, different layers and maps were prepared in GIS environment.
Data collection was done in the field, and aquifer data was provided by different gov-
ernment organizations. For preparingmaps, Landsat 8 satellite imagery was used and
for DEM SRTM data was used. Modelling results were also calibrated and validated
with the field data. Results reveal that Kashi Vidya Peeth block of the Varanasi is
the most groundwater vulnerable regions. Results of this study are very helpful in
applying sustainable development and management strategies for the groundwater.
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1 Introduction

Groundwater is the main source of water for drinking and other daily use purposes.
It is locked up in the ground and extracted with the help of pumping techniques. It
becomes extremely significant due to its good quality and easily availability. But in
recent years, it is getting depleted as extraction of groundwater increases. Ground-
water model can simulate the real field condition of the system which can help in the
understanding the behaviour and performance of the groundwater system.This can be
done usingmathematical equations. Groundwater model estimates the changes in the
water balance due to pumping and other modes. Various researchers worked on the
groundwater modelling. A dynamic steady-state groundwater model was developed
by Graffi et al. [3], in which specific yield was estimated considering one uncon-
fined layer. Capillary rise of water table was ignored in this study which can affect
the soil moisture and evapotranspiration. A groundwater fluctuation study was done
by Zare and Koch [11] from 2007 to 2009. They simulated a groundwater model
using MODFLOW and results revealed that after 10 years of pumping and irrigation
action in the study area groundwater table keep on rising, and it will lead to water
logging in the 50% of the plain area. Some studies were also done on the interaction
of surface and groundwater [2, 4, 5, 8, 9]. Singhal and Goyal [7] conceptualized a
three-dimensional flow model using MODFLOW. In this model, random distributed
recharge values were used as an average of recharge that is in general find by method
of water budgeting. Groundwater flow model can be further used in transport mod-
elling [6]. Zheng andWang [12] developed three-dimensional transport model, Wels
[10] done study on flow model and reviewed benefits of modelling and its applica-
tion mainly in transport modelling, Anderson [1] described the difficulties involved
in the groundwater flow modelling and mass transport modelling. He explains the
behaviour of movement of flow in advection and dispersion medium.

In this study, groundwater flow model was developed for Varanasi district using
MODFLOW, and the regions are identified which is susceptible for the groundwater
vulnerable. This model was used to predict the corrective measures for enhancing
the groundwater resources and safe groundwater abstraction.

2 Area of Study

The area selected for this study is Varanasi district of Uttar Pradesh, India. Study area
is situated on a bank of river Ganga, a sacred river for Hindus. Varanasi is a holy city
with minimum elevation of 43 m above mean sea level (msl) and maximum elevation
of 99 m above msl. City had population of 1,201,815, according to 2011 census, and
in 2018, estimated population is 4.1 million. Varanasi district consists of eight blocks
and 1329 villages. Varanasi district stretched between latitudes 25° 09′N–25° 35′N
and longitude 82° 40′E–83° 11′E which covers an area of 1535.28 km2. Location
map of the study area is shown in Fig. 1. The average annual rainfall over theVaranasi
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Fig. 1 Location map of the study area

is 1200 mm. There is large variation between summer and winter temperature. In the
summer, temperature variation is 22–46 °C, and in the winter variation is 7–17 °C.
The monthly rainfall variation is 96–290 mm in rainy seasons. Between the driest
and wettest months, the difference in the precipitation is 296 mm. Crops of Rabi and
Kharif are main crops in the study area. As study area lies in the gangetic plain, the
soil of this area is very fertile. In recent years, the water head of the river Ganga has
decreased significantly. This may happen due to construction of unregulated water
extraction, upstream dams and dwindling glacial sources.

3 Data Used and Model Development

Groundwater flow model requires various types of data for conceptualization of the
MODFLOW. For this, required data was type of soil strata, topography of the area,
river stage, groundwater initial head, precipitation, infiltration rate of the soil, climate
data, land use and land cover, water demand. Table 1 shows the data used in this study
and from where it was collected.
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Table 1 Data used in the study

Data Type of data Organization

Climate data Rainfall, temperature and
humidity

India Meteorological
Department (IMD) Pune

Digital elevation model
(DEM)

Shuttle Radar Topography
Mission (SRTM) data of
90 m resolution

United States Geological
Survey (USGS)

Satellite imagery LANDSAT 8 United States Geological
Survey (USGS)

Groundwater head and river
stage

Groundwater level and top
level of river

Field Survey

Census data Population and livestock
population

Office of the Registrar
General & Census

Soil data Soil type and vertical soil
strata detail

National Bureau of Soil
Survey and Land Utilisation
Planning (NBSS & LUP),
Nagpur

3.1 DEM and LULC Map Preparation

For this study, Shuttle Radar Topography Mission (SRTM) data of Varanasi district
was used as a DEM. DEM data contains elevation data on a near-global scale at
90 m resolution. For the present analysis, DEM data was projected to WGS_1984
and UTM_Zone_44 N coordinate system was used. Figure 2 shows the DEM of the
study area.

The term land use can be explained as use of land by people habitually with
importance upon the functional role of land in economic activities and land cover
can be explained as the vegetative and non-vegetative blanket, either natural or man-
made of the earth’s surface. In the present study, land use and land cover map was
prepared using image classification. For this purpose, three bands of LANDSAT 8
imagery were used. Band 5, band 4 and Band 3 were stacked using image processing
software, and region of interest (ROI) was delineated. After that, using supervised
classification algorithm final map was prepared.

3.2 Model Development

A simplified model of the groundwater flow of Varanasi district was developed. To
process the GIS-based data such as river digitization, pumping well location, DEM
of Varanasi district, and recharge rate map, ArcGIS was used. In the study area,
groundwater recharge occurs due to precipitation and some water inflow from the
Ganga River. Actual estimation of groundwater recharge rate is very tedious and
time taking task, so 30–40% of the precipitation was taken as the recharge rate for
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Fig. 2 Digital elevation
model of the study area

the study area. The rainfall is a major aspect for the estimating recharge rate in the
area. For assigning the pumping wells, water demand was calculated for the whole
study area. This water demand decides the number of pumping wells and location
was decided by the field survey. Water from the wells is extracted throughout the
year, and the extraction rate of the pumping well was taken 600 m3/day based on the
aquifer capacity. Initial groundwater head level data and observation head data were
collected from the CGWB Varanasi.

For the hydraulic property, results of the aquifer pumping test were used in this
study. Hydraulic parameters play a very important role in the movement of the
groundwater flow. Hydraulic conductivity (K) and transmissivity (T ) are not uniform
over the study area. The variation in the hydraulic property is due to the heterogene-
ity nature of the soil. To avoid the complexity in the model hydraulic property was
taken as constant in one strata of the soil. In the first layer of the soil, horizontal
hydraulic conductivity (Kx and Ky) in x and y direction are taken as same and equal
to 2.17 × 10−5 m/s, and vertical hydraulic conductivity (Kz) is taken as 2.17 × 10−6
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Fig. 3 Fence diagram of the study area

m/s. Porosity and specific yield (Sy) of the soil are taken as 0.30 and 0.11, respec-
tively. Initial groundwater head for the Varanasi district approximately ranges from
6 to 30 m below ground level (bgl). Model was build up in three layers of uniform
thickness of 40 m.

To know the vertical soil profile and characteristics of the soil strata, fence diagram
was prepared. Fence diagram, as shown in Fig. 3, was prepared using the lithology
data. Fence diagram reveals the vertical and lateral disposition of aquifers in the
study area down to depth of 120 m below groundwater level. Top layer of the study
area consists of surface clay with variation in depth of 3–8 m. Second layer made of
fine sand and vary spatially in the nature. Below this layer clayey soil and sandy clay
layer were found. Underneath, a relatively hard and impervious bed is encountered.
Study area is spread over 53.45 km × 47.56 km, and this area is discretized into a
three-dimensional grid with a single grid cell size of 500 m × 500 m. This grid cell
size was selected to maintain a balance between the accuracy of the model and the
computational time taken by the model to run. For the model, the boundary condition
was taken as specified flow boundary.

3.3 Calibration and Validation of the Model

Calibration of the model was carried out by providing the approx values of the model
parameters in such a way that it behaves like a real field condition. To minimize the
error in the model PEST tool was used. Parameter estimation tool provides the most
accurate values of the model parameters. After the model calibration, validation of
model was done. For validation, three years of data was taken. Figure 4 given below
explains briefly the methodology and steps followed in this study.



Sustainable Development and Management of Groundwater … 207

Fig. 4 Flow chart of methodology

4 Results and Discussion

The computed groundwater head in Varanasi district has shown the satisfactory
results. The water level accuracy was judged by comparing the mean error, mean
absolute and root mean square error calculated by the model. Root mean square
(RMS) error is the square root of the sum of the square of the differences between
calculated and observed heads, divided by the number of observation wells. Ground-
water flow pattern obtained from the model represented almost accurate movement
of the groundwater. But at some places, groundwater flow pattern was poorly rep-
resented by the model. It may be due to some pumping wells, small drainages and
lake were not incorporated in the model and might have influenced the pattern of
groundwater flow. In the calibration of the model, it was kept in the mind that model
water level reasonably matches with the observed water level. Result of groundwa-
ter model for Varanasi district reveals that the computed groundwater level shows
a decreasing trend of water level in Kashi Vidya Peeth block and near surrounding
area, while the other blocks are shown the increasing trend of the water level. This
result came may be due to the rapid increase in the population of the Kashi Vidya
Peeth block and careless use of the water resource. Figure 5 shows the graph between
the observed head and the head computed by the model. This result shows that the
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Fig. 5 Graph between computed head by the model and observed head

computed values of the water head are in good-fitness of the measured data, which
indicate that the model is reliable.

5 Conclusion

Anthropogenic activities and natural processes affect the groundwater systems. This
requires sustainable development and management strategies to keep groundwater
resource in good condition. For this, groundwater flow modelling has become more
popular and useful among researchers for various purposes. Due to overexploitation
of the groundwater, it becomes essential to locate the groundwater scare regions and
apply a strategicmanagement plan to conserve this resource for future water demand.
For this reason, a groundwater flow model was developed for the Varanasi district
with knownboundary conditions and knownfield observation values. Thismodelwas
very helpful to estimate the groundwater level and the direction of the groundwater
flow for the Varanasi district. GIS tools were used for pre-processing of the data such
as geological data, climate data and hydrological data. Methodology presented here
can be proved superior tools for a conceptual model development to deal with the
groundwater modelling problems. Results of this study show large fluctuation in the
groundwater head, and in Kashi Vidya Peeth block, there is huge water depletion.
This fluctuation may be due to rising agricultural and domestic water demand. The
maximum groundwater in the study area is exploited for agricultural purposes. To
conserve this natural resource, more water conservation techniques are needed to
keep the sustainable groundwater in the study area. Hence, this study can be very
helpful in application and themanagement strategies for the sustainable development
of the groundwater.
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Applications of GIS in Management
of Water Resources to Attain Zero
Hunger

Ashita Sharma, Manish Kumar and Nitasha Hasteer

Abstract The sustainable development goals as proposed by United Nations give
huge importance to ending hunger and attaining food security for all by 2030.Accord-
ing to World Health Organization (WHO), food security can be achieved if everyone
has access to sufficient, safe and nutritious food throughout the year. Every one in
nine persons is deprived of sufficient and safe food. To meet the growing popula-
tion demand, United Nations aims to double the productivity in agriculture by 2030.
Though, by 2015 there is around 10% reduction in critically hungry population of
world, yet, the food security for all is a far-sighted dream. Crunch of land and water
resources is posing the biggest threat in meeting this target. Per capita availability
of land has been decreased with the increase in population, and the water resources
are either unavailable or polluted. For sustainable agriculture, there is a need to iden-
tify and map locations having adequate water and land resources. GIS models help
in analyzing ground profiles, soil water content, rainfall patterns, and geographical
terrain and crop conditions. Thus, GIS technologies can help in developing models
for water resource management. Continuous monitoring and assessment of natural
water resources can help in capacity building, mapping and/or monitoring of cul-
tivable land. Advances in GIS technologies could be an efficient tool to achieve the
“zero hunger” goal. The present chapter covers various developments in GIS for
water resource modeling across the globe.
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1 Introduction

Resource crunch is the fundamental issue that is cropping up due to popula-
tion growth, ill-planned urbanization and changes in social behavior. The natural
resources seem to have lost the renewability due to accelerated usage. The con-
sumption rate is much higher than the production rate leading to serious shortage of
resources. The biggest challenge in front of us these days is to attain food security.
The world population is expected to reach 9.8 billion by 2050; India and China being
the biggest contributors are the worst hit. To produce sufficient, safe and nutritious
food for the growing population is need of the hour. United Nations estimates that
815 million people, i.e., 11% of the population of the earth do not get enough food.
India being the densely populated nation, in spite of rich natural resource reservoirs,
ranks 100 out of 119 countries in Global Hunger Index. The country with variety
of ecosystems, large annual rivers, and rich biodiversity is currently lagging behind
Bangladesh and North Korea too in terms of hunger conditions. Situation in Africa is
getting worsened day by day. Considering the state of global hunger, United Nations
in its millennium development goals aims to reduce it by 2020 and attain zero hunger.

Food production is dependent mainly on land and water resources. The per capita
availability of land is less than 0.25 ha [1]. The decline in availability of freshwater
resources due to climate change and overexploitation is very evident. Apart from
population growth, mismanagement of resources poses another threat to global food
security. It is documented that 70% of freshwater is used in agriculture. According
to World Bank, per capita availability of freshwater resources has decreased by 70%
from 1962 to 2014 in most of the nations [22]. Changes in climatic patterns have
further affected the hydrological cycle, thus leading to change in rainfall patterns and
initiating drought and flood conditions. Decrease in groundwater level has affected
the soil moisture and has further affected the crop production. Resource crunch is
expected to increase in future too, so for sustainable development and to attain the
goal of zero hunger there is a need to formulate policies and framework for the
efficient management of resources.

Resources can be efficiently and diligentlymanaged if we have clear and crisp data
of resource availability and utilization. Mapping of resources, models for utilization
and recharge, identification of crucial areas is required to be achieved. Geograph-
ical Information Systems (GIS) is a tool that can capture spatial data, create esti-
mates, analyze data, formulate models, and help in decision-making. Applications
of GIS have been explored in management of land and water resources. Mapping of
freshwater resources, understanding hydrological patterns, continuous monitoring
of resource utilization, analyzing the water content in soil, predictions and modeling
of resource help in decision-making while formulating strategies for attaining zero
hunger.
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2 GIS: A Tool to Manage Resources

GIS, an information system designed for storing, analyzing and displaying spatial
data enables better decision-making and improved communication through system-
atic management of geographic information. It is a tool that links the geographic
information about the features on the earth such as buildings, roads, rivers to the
descriptive information and helps to streamline information collection, dissemina-
tion, maintenance and use. The term can relate to a complete system of hardware
and software designed to work with spatial data or a software tool that has been
designed to handle geographic information; thereby enabling us to answer questions
about where things are and what is located at a given location. There are many fields
that have contributed toward the foundation of GIS and computer science being one
of them that provides the framework for storage and management of geographic
information. The system acquires data through multiple sources. It may be acquired
through satellites by way of active or passive remote sensing. The acquired data is
then processed through aGIS software package that encompasses databases, imaging
and statistic tools.

With rapid development in the field, GIS has emerged as an integral tool for
resource planning and management. Last decade has witnessed proliferation of GIS
applications for surveying, planning, analyzing, assessing and managing landscapes,
environment, agriculture, transportation, banking among many other diverse sectors
for better decision-making. In the field of agriculture, it has been successfully used
to design effective farming techniques and plays an important role in promoting high
impact agricultural practices for better crop yield and thus making sure that people
have sufficient access to nutritious food all throughout the year. Application of GIS
to manage water resources increases agriculture productivity and helps to eliminate
hunger and also all forms of malnutrition.

3 Water Resource Management

Though approximately 75% of earth’s surface is water but only 0.0067% of total
water can be used as other resources are either not fit for human usage or is not
available to us easily. Thus, recognizing the importance of water resource, United
Nations has incorporated the management of water resources too as one of the mil-
lennium development goals, and their aim is to attain sustainable development and
water for life by 2030 [5]. Per inhabitant freshwater availability ismaximum inAmer-
ica and least is in Asia. Thus, sustainable development and food security cannot be
achieved without considerable management of water resources. The distribution of
water resources varies due to geographical location, topography, terrain and climatic
conditions making it difficult to get the information about various resources. The
challenges faced during management of water resources include inability of getting
information about topographically remote and inaccessible area, modeling on basis
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Fig. 1 Applications of GIS in various aspects of food security

of terrain, analyzing spatial and temporal variations, modeling of hydrological fac-
tors for qualitative and quantitative estimates. Integrating remote sensing and GIS
can provide analytical and descriptive information about spatial and temporal status
of resources. The main knowledge gaps in planning for agricultural policies and
analyzing the hydrological aspects are lack of real-time data of water and land use,
insufficient information on groundwater profile and lack of analytical tools. These
gaps can be filled by remote sensing andGIS. The data obtained through satellites can
be both spatial and temporal which can help in keeping surface water accounts, mak-
ing groundwater restoration plans, irrigation management, estimating hydrological
profiles, impact of climate change, drought and information related to precipitation.
This data can help in formulating policies and framework. Figure 1 represents use
of GIS in attaining various aspects of food security.

• Surface water estimates

Advances in remote sensing and availability of high-resolution data now help
in even analyzing the smallest of surface water bodies. GIS aids in proving high-
resolution data of surface water imageries, and it has been suggested that the data
obtained through GIS is much more reliant than secondary data. For example, Gediz
river basin in Western Turkey appeared about 60% larger in remote sensing data
than that of in government records. Similarly, the spatial information of Amazon
river basin which is spread across wide region and various states helped in the legal
framework for water use policies [4]. GIS not only provides information about quan-
tity of surface water bodies but also recent advances in technology have made it



Applications of GIS in Management of Water Resources … 215

possible for the policy makers to get an idea of salinity and pollution levels. Studies
are also being carried out to analyze risk of exposure of agrochemicals [21]. Appli-
cations of remote sensing have also been observed in estimating change in surface
water quality by the change in land use (Yong 2002). GIS had been an efficient tool
in modeling the relationship between land use and surface water flows [10]. Con-
tamination of surface water bodies with pesticides, heavy metals and other toxins
has posed serious threat to civilization. Irrigation of agricultural land with contam-
inated water hampers the “security” aspect of food security. GIS models have been
successful in estimating contamination of surface water bodies with agrochemicals
and industrial pollutants both qualitative and quantitative [18]. In India, the satellite
data from IRS-IC and LISS-III is being used to provide watershed information along
with land cover and water profiles in soil. This information is a prerequisite for water
resource management [3].

• Groundwater hydrology

Groundwater is the only source of freshwater in many of the developing nations in
tropical areas. The groundwater reservoirs account for 30% of freshwater reservoirs
on the earth but due to variability in terrain and geographical conditions assessment
of reservoir capacity, and recharge rate is difficult without specific technologies and
analytical tools. Use of high-resolution imagery and GIS can help in getting exact
information about the groundwater sources, usage, contamination and recharge rate.
The increased availability of 3-D data have made it possible for the volumetric anal-
ysis of groundwater data. It has been well documented that human activities are
causing overextraction of groundwater resources. Due to injudicious use, numerous
groundwater reservoirs across the globe have reached and/or exceeded their renew-
able capacity, i.e., water drawn is much more than recharge rate (Plessis 2017). It is
important to identify the areas where groundwater recharge is low so as to minimize
the extraction and look for ways to recharge.

GIS technologies have also been successful in providing information about soil
moisture. Soil moisture is an important physicochemical parameter in agriculture
soil. Information about soil quality and its water content can help in planning for
agricultural policies and framework. Several experiments have been carried out to get
operational data for the soil moisture. It has been documented that use of algorithms
can help in converting radiometer data tomoisturemaps. Gamma rays remote sensors
are known to measure the soil moisture of linear maps. Also, the impact of climatic
factors on groundwater recharge can be analyzed and modeled. Studies have been
made by installing weather stations near the recharge point of well to model and
analyze the relationship [2, 20].

Number of characteristics such as lithology, lineament, landform, environmental
gradient, vegetal cover, groundwater recharge and flow are taken into considera-
tion while evaluating the groundwater resources in the areas containing stiff rocks.
The spatial information collected by the use of GIS is very precise and correct as
compared to the conventional approaches of hydrological studies. Further, GIS is
cost-effective, when compared with conventional approaches. On the one side, GIS
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methods help in analyzing large amount of data while on the other side, field stud-
ies aid to authenticate results. Both GIS and conventional approaches provide an
improved and better picture of features regulating existence of groundwater in hard
rock aquifers.

These thematic maps are then unified employing tool named “Spatial Analyst.”
Further, this tool along with mathematical and Boolean operators finds its applica-
tion in designing models based on the concepts of the problem as delineation of
groundwater potential zones. Several literature reports have emphasized the use of
remote sensing and GIS for exploring groundwater and identification of non-natural
recharge site [3, 15]. In one of the literature report, Jaiswal et al. [6] employed GIS
technique for generation of groundwater prospect zones toward rural growth. Many
other workers employed GIS to demarcate groundwater potential zone [9, 10, 12,
13, 16]. Some have used GIS for processing and clarification of groundwater quality
information [14].

• Rainfall predictions

The hydrological cycle is an important biogeochemical cycle which helps in cir-
culation of water on planet earth. Prediction of precipitation in a particular area not
only helps in managing water resources but can also aid in planning the agriculture
strategies and time of sowing. The human activities have accelerated the change in
rainfall patterns; hence, the ancient knowledge in this case needs to be reviewed
to understand the recent rainfall patterns in various areas [8]. The satellite data not
only help in prediction of occurrence of rainfall but it also provides the informa-
tion of quantity of precipitation. Modeling of all precipitation data with surface and
groundwater data can significantly help in analyzing the yield/output or problems
in agricultural land. Software and models have been developed to evaluate the land
for suitability for particular kind of crop based on water resources available [7]. The
GIS had been used in mapping of recharge zones based on precipitation [17]. Food
security had been severely affected by the change in climatic conditions and rain-
fall patterns and quality, use of GIS and related technologies have been helpful in
understanding the variability in patterns and quality.

4 Future Perspectives

Recent advances have enabled the extensive use of GIS in water resource man-
agement, especially in the mapping of resources. The focus now needs to shift to
development of models to predict the water use and possible contamination. Also,
there is a need to extend the use in all possible areas so as to assess the global
resources and make the policies and framework to meet food security at the global
level. Another important aspect that has to be focused is the estimation of quality of
resources. Recent trends have been paving way for the assessment of physicochem-
ical aspects of water used in irrigation. Quantitative assessment of groundwater and
surface water resources needs to be evaluated for their accuracy. The comparative
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studies for evaluation of GIS as a suitable technique for various parameters also need
to be focused. Modeling of water availability and use can prove to be an important
aspect of sustainable agriculture and thus attaining food security for all.
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Abstract Electrocoagulation (EC) is an effective water and wastewater treatment
technology, where the coagulants are produced in situ by electrolytic oxidation of a
sacrificial anode. In this technique, pollutant removal is done without adding chemi-
cals; therefore, it remarkably reduces the sludge produced and consequently reduces
the cost of sludge handling. This method has been efficiently used to remove, up
to 99%, of a wide range of pollutants such as heavy metals, oil, dyes, and fluoride.
Therefore, the EC method could be the cost-effective, safe, and reliable option to
face the growing water scarcity. However, like any other treatment method, the EC
technology still has some drawbacks that could limit its applications. This chapter
has been therefore devoted to present the principles, history, applications, limita-
tions, advantages and disadvantages of the electrocoagulation technology, the role of
key operating parameters on the performance of the EC reactors, and highlight the
differences between the traditional coagulation process and EC technology. More
importantly, this chapter will highlight the defects of EC technology that need to be
enhanced.
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1 Introduction

Water is the most essential element to ensure the reliability and sustainability of the
ecosystem of our planet. Although 1400 million cubic kilometres of water covers
71% of the earth surface, less than 2.5% of this huge amount is freshwater [35].
A vast amount of this freshwater is captured in glaciers, snowy mountain ranges,
and groundwater, which leaves less than 1% safe for drinking purposes [35, 63].
Moreover, with the increasing population and industrial growth that generate billions
of litres of polluted wastewater every day, freshwater resources are becoming limited
and/or contaminated [51, 66]. According to the WHO/UNICEF [106], at the turn of
the last century, about 1.1 billion people were without access to a safe drinking water
source. Furthermore, some forecasting studies confirm that by 2050 the world’s
population will experience severe drinking water scarcity [32, 35]. It is believed that
by 2050 more than 50% of the world’s population will not have an access to safe
drinking water sources [35].

To reverse this downward trend, a board range of treatment technologies have
been developed and applied to treat water and wastewater such as chemical precip-
itation, biological treatment, electrocoagulation, ion exchange, ultrasound, photo-
degradation, and membrane filtration [6, 7, 31, 56, 94]. Amongst these methods,
the electrocoagulation (EC) method has recently gained increasing popularity as a
promising alternative to treat polluted water and wastewater because it bears many
environmentally and economically attractive merits [45, 63].

2 Definition of EC Process

Electrocoagulation is a process of in situ production of coagulants by applying an
electric current throughmetallic electrodes to remove suspended pollutants in liquors
[47, 50, 92]. Thismethod consists of threemain stages: generation of coagulant agents
(destabilising agents), destabilisation of pollutants, and flocs formation [50]. Initially,
the destabilising agents (such Al and Fe) are electrochemically generated from the
sacrificial electrodes, and these agents destabilise pollutants due to providing an
opposite electrostatic charge. Once charged, the pollutants start the bridging process
forming flocs that can easily be separated from the solution [32, 50]. Therefore, it
can be said that the EC method utilises the advantages of three traditional treatment
methods: traditional chemical coagulation, flotation, and electrochemistry [63].

3 Principles of the EC Process

The principle of the EC process is the application of an electrical current to the solu-
tion being treated through sacrificial metallic electrodes to form in situ coagulating
ions [19, 46, 50]. Selection of the material of the metallic electrodes is dependent
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on several key parameters such as material availability, cost-effectiveness, oxidation
potential, toxicity, and the properties of the targeted pollutant [18, 63]. The literature
shows that several materials, such as stainless steel [3], diamond [16], iron [67], zinc
[102], graphite [86], and aluminium [44, 48, 103], were used as electrodes in EC
units. However, it is well documented that aluminium is a very effective and effi-
cient, as an electrode material, to remove different pollutants at suitable operating
conditions [18, 32, 33, 50].

As the electrical current starts to flow through the immersed electrodes, the anode
starts to dissolve forming coagulating ions, while the cathode generates hydroxide
(OH−) ions and hydrogen (H2) gas [20, 33, 50, 72]. The EC reactions are determined
by several operating parameters such as the initial pH, applied current, electrolysing
time, solution conductivity, and electrode material [12, 32, 59].

In the case of using aluminium (Al) as an electrode material, the anode liberates
Al3+(aq) ions,while the cathodeproducesH2 gas [19, 33]; these reactions are represented
in the following equations [20, 33, 50]:

At the anode:

Al(s) → Al3+ + 3e− (1)

At the cathode:

2H2O + 2e− → H2(g) + 2OH− (2)

After dissolution, the Al3+(aq) ions undergo several reactions to yield different

monomeric and polymeric substances such as Al(OH)2+ and Al13O4(OH)7+24 , which
in turn readily coagulate pollutants forming flocs [5, 33, 50]. In fact, speciation of
aluminium (hydrolysation of dissolved ions) is highly governed by the pHof the solu-
tion being treated, where Al(OH)2+ is the prevailing species of aluminium for pH
range of 5–6, Al(OH)−4 is the predominant species for pH above 9, while Al(OH)3
is predominant in neutral or slightly alkaline pH [50, 100]. Generally, aluminium
speciation is modelled as follows [50, 52]:

Al3+ + H2O → Al(OH)2+ + H+ (3)

Al(OH)2+ + H2O → Al(OH)+2 + H+ (4)

Al(OH)+2 + H2O → Al(OH)03 + H+ (5)

Al(OH)03 + H2O → Al(OH)−4(aq) (6)
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4 Pollutants Adsorption and Precipitation in EC Method

Since the electrolysing process started, an electrophoretic immigration of negatively
charged ions started towards the anode and positive ions move towards the cathode.
This electrophoretic movement works to concentrate the negatively charged colloids
near to the anode, which in turn greatly increases their collision rate with the coag-
ulant species, and aggregates formation consequently [19, 26, 93]. Colloids in the
EC method are aggregated by adsorbing them into the freshly formed flocs, and/or
chemical transforming [33, 99, 110]. Aluminium and iron hydroxides have a high
affinity for dispersed negatively charged colloids, especially metallic ones, that lead
them to coagulate forming large aggregates [34, 41, 50]. Positively charged metal-
lic ions can bond themselves to OH−, such as Cu(OH)2 and Cu(OH)2, leading to
coagulation and forming, with aluminium hydroxide, large flocs whose separation
is easily obtained [34]. In addition, colloids and hydroxides may also co-precipitate
by replacing ions in the floc structure [33, 50].

For instance, fluoride ions readily react with Al3+ ions forming AlF3−6 [33, 68,
110] according to the following equation:

Al3+ + 6F− → AlF3−6 (7)

which could undergo more reactions, in the presence of sodium ions, to form salt as
follows:

AlF3−6 + 3Na+ → Na3AlF6 (8)

Chromium removal using iron electrodes is another good example of the high
affinity of iron hydroxides metallic ions, where dichromate ions are readily reduced
by ferrous ions according to the following equation [50]:

Cr2O
2−
7 + 14H+ + 6Fe2+ → 2Cr3+ + 6Fe3+ + 7H2O (9)

During the final stage of the electrocoagulation process, the formed aggregates
will be separated from the liquid being treated by either flotation or sedimentation.
Flotation is the separation of particles from an aqueous media by electrolytic gas;
while the bubbles are moving upwards, aggregated colloids adhere to these bubbles
and float to the surface of the liquid to be skimmed later [15, 32, 51]. While sedimen-
tation takes place when the weight of the aggregated colloids become big enough to
settle to the bottom of the EC unit due to the gravity, and this will be removed later as
sludge [18, 32]. The dominant one of these two removal paths is determined by the
magnitude of the applied current density; sedimentation is the dominant path at low
current densities as the number of generated bubbles will not be enough to float the
targeted pollutants. While, at high current densities, large amount of the electrolytic
bubbles will be generated, which makes flotation is the predominant path [18, 51].
The number of bubbles produced in the EC unit explains this shift in removal mech-
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anism; lower current densities produce an insufficient number of bubbles to float
aggregates, making sedimentation predominant. As the current density increases,
the number of bubbles increases, leading to aggregates floating to the surface, i.e. it
gives the flotation path an edge over sedimentation [18, 51, 71].

The pollutants removal efficiency (Re%) can be calculated using the following
formula [98]:

Re% = C0 − Ct

C0
× 100% (10)

where C0 and Ct are the initial and final concentrations of the studied pollutant.

5 Energy Consumption of EC Units

Energy consumption is one of the most important parameters in water treatment
as it determines the operating cost of any method, which in turn determines its
applicability [14, 83]. Power consumption for EC units, which highly depends on
the gap between the electrodes and conductivity of liquid being treated, can be
calculated using the following equations [32, 98]:

Power (W) = Vcell · I (11)

where Vcell and I are the cell potential (V) and the applied electric current (A).

Power consumption
(
Cpower

)
(kWh) = I · Vcell · t

1000
(12)

where t is the treatment time (h).
The consumed power per cubic metre of treated solution is:

Cpower
(
kWh/m3

) = I · Vcell · t
1000 · Vol. (13)

where Vol. is volume of treated liquid (m3).

6 Dissolving Rate of Anode

The dissolved mass (dose) of the sacrificial anode is governed, as previously men-
tioned, by a number of parameters such as the magnitude of the applied current and
treatment time. In fact, the applied current and treatment time are the most signif-
icant parameters in the anodic dissolving process as they determine the number of
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liberated ions from the metallic anode [14, 32, 84, 103]. Theoretically, the dissolved
amount of the anode can be calculated using Faraday’s second Law [59, 83, 98, 103]:

Cmaterial = I · t · m
Z · F · Vol. (14)

whereCmaterial, t, m, Z, andF represent the dissolvedmass from the anode (g/L), treat-
ment time (second), molecular weight (g/mol) (26.98 for Al), number of electrons
(3 for Al), and Faraday’s constant (96,500 C/mol).

Experimentally, the consumed mass of electrodes can be calculated by measuring
the difference between the anode before and after each run.

7 Operating Cost (OC) of EC Units

The operating cost of EC process consists of operating and fixed costs. The operating
cost could be defined as all expenditures during the operation of the treatment process,
such as the cost of electricity, consumed chemicals and electrodes material, and
employment, while the cost of other parts of the EC plant, costs of equipment and
construction, represent the fixed costs [14, 23, 39]. However, the operating cost of
bench scale EC units (lab work) includes the costs of energy and materials [22, 39,
60, 83]. The following equation was recommended by Kobya et al. [60] to estimate
the operating cost of the electrocoagulation process:

OC = γ1Cpower + γ2Celectrodes + γ3Cchemicals (15)

where Cpower (kWh/m3), Celectrodes (kg/m3), and Cchemicals (kg/m3) are the consumed
power, electrode material, and chemicals respectively. While γ1, γ2, and γ3 represent
the unit price of power, electrode material, and chemicals respectively.

8 Applications of EC Method in the Treatment of Water
and Wastewater

It is well documented that the EC method has broadly been used in the water and
wastewater treatment field to remove different pollutants such as heavy metals, dyes,
oil, and bacteria [38, 89, 103, 105]. Overall, EC treatment method could remove as
much as 95–99% of the targeted pollutants [15, 36, 41, 89, 103]. However, the perfor-
mance of this technology is influenced by several parameters such as the chemistry
of the liquid being treated, chemical properties and concentration of the targeted
pollutant, and electrodes [29, 40, 57, 105].

Therefore, this section is devoted to presenting a quick review of earlier appli-
cations of EC technology in water and wastewater treatment. This literature survey
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provides important information and data on the applications of the EC technology,
which can be used as a guide to conduct future experimental works. The applications
of EC technology discussed here were divided into the following five groups:

8.1 Removal of Dyes

Treatment of water or wastewater containing dyes using EC method has become one
of the most attractive methods during the last few decades due to its high efficiency
and cost-effectiveness [9, 25, 58, 76]. For instance, Ogutverena et al. [80] used a
bipolar packed bedECunit suppliedwith soluble electrodes to remediateAcilanBlau
dye from wastewater, taking into considerations the influence of several operating
parameters such as pH and current density. 98–100% of dye was removed within
3–5 min and the power consumption was 2.24 kW/m3. Jia et al. [55] treated more
than 20 types of dyes, such as sulphur brilliant green GB, Vat red F3B, and Vat blue
RSN, using electrodes made from active carbon fibre. Overall, 90% of the studied
dyes were removed within 60 min of electrolysing at voltage of 25 V and 0.5 g/L
of Na2SO4. Daneshvar et al. [24] investigated the influence of dye concentration,
initial pH, current density, and duration of electrocoagulation on the removal of
Acid yellow 23 dye. The findings of this study demonstrated that the best removal
efficiency (98%) was obtained after 5 min of electrolysing at an initial pH of 6,
current density of 11.25 mA/cm2, and initial dye concentration of 50 mg/L.

Naje et al. [76] investigated the removal of Imperon violet KB dye from textile
wastewater using a rotated bed EC unit (made from aluminium). 98.5% of this dye
was removed after 10 min of electrolysing at a current density of 4 mA/cm2, initial
pH of 4.57, and water temperature of 25 °C.

8.2 Removal of Heavy Metals

Application of the ECmethod to treat water and wastewater containing heavy metals
has gained substantial interest during the last few years, and removal efficiencies of
95–100% have been documented [50, 73, 79, 101, 108].

Öğütveren et al. [79] used a bipolar packed bed EC reactor with steel ring elec-
trodes to treat water containing 100 mg/L chromium, taking into account the influ-
ences of some operating parameters such as time of treatment and the applied poten-
tial. The authors found that the chromium was completely removed after 20 min
of electrolysing at a current of 160 mA, power consumption of 33.33 kW/m3, and
0.25 mol/L of NaCl (as electrolyte). Kumar et al. [62] used three different types of
electrodes, namely iron, aluminium, and titanium, to treat water containing 2 mg/L
arsenic, III and V. The results of their study showed that the most efficient electrode
to remove arsenic was iron followed by aluminium and titanium, where, 99% of
arsenic was removed using iron electrodes at a current density of 1.53 mA/cm2, for
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a pH range 6–8. The simultaneous removal of two heavy metals, zinc and copper,
from water using the EC method was investigated by Nouri et al. [78]. In this study,
a batch flow EC reactor with four aluminium electrodes was applied to treat 5 mg/L
of zinc and 5 mg/L of copper at different operating parameters such as the applied
potential. The results obtained from this study showed that EC was able to remove
90.2% zinc and 97.7% of copper after 15 min at an initial pH of 7 and cell voltage
of 30 V. Ouaissa et al. [82] used an EC unit provided with aluminium electrodes to
investigate the ability of the EC method to remediate chromium Cr (VI) from syn-
thetic water samples. The authors indicated that 97% of initial Cr (VI) concentration
of 100 mg/L was achieved at a current density of 4.03 mA/cm2, with an initial pH
of 3–6.

8.3 Removal of Organic Matter

Since the 1970s, EC technology has been practised in the treatment of organic-rich
waters and wastewaters [27], such as the wastewater from coke plants, tanneries,
and slaughterhouses, landfill leachate, seawater, and drinking water [21, 42, 61, 64,
87, 97]. For instance, Chiang et al. [21] used EC technology to treat wastewater
from a coke plant containing 2143 mg/L of COD (chemical oxygen demand). The
obtained results showed that the COD decreased from 2143 to 226 mg/L (89.5%
removal efficiency) after 120 min of electrolysing using an EC cell supplied with
a lead dioxide coated titanium anode. Remediation of the organic content of tan-
nery wastewater is another application of the EC technology; Rao et al. [87] treated
samples of tannery wastewater collected from the effluent of a treatment plant for 85
tanneries in India using a batch EC cell. The electrolysing process used three different
pairs of electrodes, titanium/platinum (Ti/Pt), titanium/lead dioxide (Ti/PbO2), and
titanium/manganese dioxide Ti/MnO2. The obtained results showed that the order
of removal efficiency was Ti/Pt > Ti/PbO2 > Ti/MnO2, where the COD concen-
tration decreased from 515 to 189 g/m3 (which the highest removal efficiency) after
240 min of electrolysing using Ti/Pt electrodes.

Tchamango et al. [96] used a batch EC reactor, provided with aluminium elec-
trodes, to treat synthetic samples of dairy wastewater. The outcomes of this study
showed that 61% of the initial COD was removed after 30 min of electrolysing at a
current density of 4.3mA/cm2 and initial pHof 6.88–7.Aswathy et al. [10] conducted
an investigation about the removability of organic matter from synthetic bilge water
using the EC method. Synthetic bilge water samples with initial COD of 2.1120 g/L
was treated using an EC cell supplied with Al electrodes and magnetic stirrer at dif-
ferent initial pHs (3–10), voltages (5–10 V), and gaps between electrodes (1–5 cm).
The obtained results indicated that the 85% of the COD was removed after 120 min
of electrolysing at initial pH of 7, with a mixing rate of 300 rpm, an applied voltage
of 10 V, and a gap between electrodes of 1 cm.
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8.4 Removal of Organisms and Pathogens

Beside the acknowledged efficiency of the EC technology to coagulate and remove
colloids from water and wastewater, it has been found that this technology can elim-
inate several types of biological pollutants such as bacteria and algae [20, 63, 88].
Several trials have been made over the last four or five decades to use the EC method
as a disinfection tool for water and wastewater. For instance, Matsunaga et al. [70]
developed a new EC reactor using activated carbon fibre as electrodes to remediate
Escherichia coli (E. coli) bacteria from drinking water. Water samples containing
22 cells of E. coli/L were treated using this type of electrodes at different volt-
ages and durations, and the obtained results showed that the E. coli was completely
removed from drinking water after 8 h of treatment at voltage of 0.8 V. The ability
of the EC technology to remove algae from water was explored by Alfafara et al.
[8]; the researchers used an EC reactor supplied with an aluminium anode and a
titanium cathode to treat lake water containing Chlorophyll. The experimental work
was conducted under different flow patterns (batch and continuous flow), taking
into account the effect of several key parameters such as algae loading rate (from
2.4 to 22.9 mg/dm3. H) and applied power (60–155 W/dm3). The results showed
that, under flow pattern conditions, algae removal efficiency was about 50%. Sarkka
et al. [91] applied the EC technology to de-activate three types of paper mill bacte-
ria (Deinococcus geothermalis, Pseudoxanthomonas taiwanensis, andMeiothermus
silvanus). After 3 min of electrolysing, using an EC unit with stainless steel and
mixed metal oxides electrodes, at current density of 50 mA/cm2, these three types
of bacteria were efficiently de-activated (>2 log). Another study about the removal
of E. coli from water by the EC method was conducted by Castro-Rios et al. [17].
In this study, a 500 mL batch EC cell having aluminium electrodes was used to treat
synthetic water samples containing 105–106 cfu/mL of E. coli. The outcomes of this
investigation confirmed that a current density of 2.27 mA/cm2 at initial pH of 4 and
2.5 mg/L of Na2SO4 was enough to reduce the E. coli number by 1-log and 1.9-log
after 40 min and 90 min respectively.

8.5 Removal of Other Pollutants

Beside the mentioned applications of EC, the literature survey showed that this
technologyhas been applied to remove avast number of other pollutants. For instance,
Un et al. [98] using a batch EC reactor with aluminium electrodes for defluoridation
of 5mg/L fluoride-containingwater. To obtain the best removal efficiency, the current
density was changed between 0.5 and 2 mA/cm2, the initial pH range between 4 and
8, and electrolyte concentration between 0.01 and 0.03 mol of Na2SO2. The highest
removal efficiency of 97.6% was achieved after 30 min of electrolysing at current
density, initial pH, and electrolyte concentration of 2 mA/cm2, 4, and 0.01 mol
respectively.
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Additionally, the EC method was efficiently used to remove fluoride and nitrate
fromwater andwastewater.Hashimet al. [45] studiedfluoride removal fromsynthetic
drinking water samples using EC technology. In this study, fluoride removal was per-
formed using perforated aluminium electrodes taking into accounts the effects of the
initial pH (4–8), current density(1–3 mA/cm2), inter-electrode distance (5–11 mm),
treatment time (0–30 min), and the initial concentration of fluoride (10–20 mg/L).
The results indicated that 98% of fluoride could be removed within 25 min of elec-
trolysing at a current density of 2 mA/cm2, and inter-electrode distance of 5 mm.

Hashimet al. [46] used aluminium-basedEC reactor to denitrify synthetic drinking
water samples, under batch flow conditions, containing 100 mg/l of nitrate. The
denitrification process was optimised for different current densities (1–3 mA/cm2),
the inter-electrode distance (from 3 to 10 mm), treatment time (up to 70 min), and
nitrate concentration ranging from 0.05 to 0.150 g/L. The authors indicated that
the aluminium-based EC reactor removed 85% of nitrate (met the World Health
Organization limitations for infants) within 55min of electrolysing at current density
of 2 mA/cm2, and inter-electrode distance of 5 mm.

9 Influence of Liquid Chemistry on the EC Method

In spite of the proven efficiency of the EC technology to remove a vast number of
pollutants from aqueous media, its performance is highly influenced, negatively or
positively, by the chemistry of the liquid being treated. It has been found that the
presence of chloride or magnesium ions in water being treated enhances the perfor-
mance of the EC units [50, 54]. Chloride inhibits the formation of the inert metallic
film of the anode surface and accelerates anode dissolution rate by pitting corrosion,
which enhances both generation of coagulants and current efficiency [54]. While,
the presence of magnesium to a certain level enhances the performance of EC units
by making the flocs bigger and denser, which greatly facilitates their precipitation
[50].

Conversely, it has been well documented that the presence of some competitive
ions (such as phosphate, silica, or organic matter) and/or the initial pH of liquid
being treated can significantly decrease the efficiency of the EC cells [50, 53, 109].
For instance, Hu et al. [53] found, during defluoridation of water samples using
aluminium-based EC reactor, that the presence of sulphate ions in water decreases
the fluoride removal efficiency. The same negative impact of sulphate on the perfor-
mance of the EC units was observed by Huang et al. [54], where the latter noticed,
during cadmium removal from water, that no reaction took place during 10 min of
electrolysing due to the presence of sulphate ions in the water being treated. The
authors believed that sulphate ions inhibit the corrosion of Al electrodes, which in
turn decreases the removal efficiency. Silicate and phosphate play a very negative
role in the electrochemical removal of other pollutants such as arsenic [90, 104].
Where during the electrolysing of 0.5 mg/L arsenic containing water using iron elec-
trodes, Roberts et al. [90] found that the presence of 30 mg/L of silicate in water
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reduces arsenic removal by 90%. Moreover, the authors discovered that 3 mg/L of
phosphate cause the same influence as 30 mg/L of silicate. Similar findings were
obtained by Wan [104], the latter demonstrated that 0.04 g/L of phosphate, dur-
ing the electrolysing of 0.1 mg/L of arsenic containing water, could inhibit arsenic
removal. The authors explained this decrease in removal efficiency by competition
between arsenic ions and phosphate and silicate ions to occupy the active sites on
the surface of freshly generated coagulants.

10 Environmental Advantages of the Electrocoagulation
Method

The electrocoagulation technology could be categorised as an eco-friendly water and
wastewater treatment method as it bears several environmentally attractive merits.
For example:

1. The EC method does not produce secondary pollutants as it does not require
chemical additives, which makes it a green technology [18, 37].

2. In comparison with the traditional coagulation process, the flocs formed by the
EC method have very low water content that significantly reduces the volume of
the sludge produced [81, 111]. It has been found that the EC units produce about
50% less sludge than traditional coagulation processes [13]. This significant
reduction in sludge volume greatly reduces the cost of sludge dewatering and
handling, which in turn reduces the operating cost of the EC units [81].

3. Leaching of hazardous pollutants from waste landfills is a serious environmental
problem [1, 2]. However, the heavy metals leaching from the EC sludge, accord-
ing to the Toxicity Characteristic Leaching Procedure (TCLP), was within the
permissible limits of theEnvironmental ProtectionAgency (EPA) [4]. These facts
make the EC sludge one of the favourable additives for construction materials,
and for instance, EC sludge was successfully used in the production of concrete
[13], and cement mortar [11].

4. In comparison with traditional chemical and biological treatment methods, the
EC units are able to remove very small particles, as the fine charged particles are
more easily attracted to the electric field [75].

5. Due to the low electricity consumption, the required energy to perform the EC
method can be driven from clean-energy resources such as the windmills or an
attached solar panel [18, 28, 63]. Consequently, the EC method could reduce the
carbon emission.

6. One of the main by-products of the EC units is hydrogen gas [65, 77], which is
categorised as an eco-friendly fuel 122 kJ/g [30]. Therefore, recovery of hydrogen
gas is considered to be one of the most important benefits of the EC treatment
method, where Phalakornkule et al. [85] reported that 13% of the required power
to operate the EC unit can be produced from the generated hydrogen gas.
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11 Disadvantages of the Electrocoagulation Method

EC technology, like any other treatment technology, has some drawbacks that could
influence its performance. For instance:

1. The electrodes should be periodically replaced as they dissolve into the solution
due to the oxidation process [32, 95].

2. The formation of an oxide film on the surface of the anode during the elec-
trolysing process reduces the anode dissolution, which in turn reduces the pol-
lutants removal efficiency [49, 69]. Moreover, this film maximises energy con-
sumption [50] and limits hydrogen recovery [107]. However, the negative influ-
ence of this film could be reduced by different techniques such as the addition
of anti-passivation agents [72], aeration or increasing the turbulence [74], and
periodically cleaning electrodes [63].

3. The EC technology still has a deficiency in the variety of reactor design [98],
where most of the EC reactors have parallel plate monopolar or bipolar electrode
configuration systems.

4. In addition, there is a real deficit in the modelling of EC performance, which
is very important to design, optimise, and reproduce the performance of the EC
units [43, 63].
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Wetland Dynamics Using Geo-Spatial
Technology

Nilendu Das, Anurag Ohri, Ashwani Kumar Agnihotri, Padam Jee Omar
and Sachin Mishra

Abstract Wetlands are very significant part of our environment. They improvewater
quality of its area and also makes local climate fairly moderate. Among the fertile
areas of environment system, wetlands are the one. As the wetland decreases, it
brings changes to weather pattern and diminution of water level below soil. Like
many wetlands in India, wetland of Varanasi district is also facing with danger and
diminishing day by day. Due to the rapid increase in urbanization of the city and
population explosion over the last two decades, the encroachment process is taking
place at a brisk rate; therefore, wetland area is reducing accordingly. So objective
of this work is the mapping of wetland area in Varanasi district with the help of
remote sensing using multi-date Landsat satellite data for two particular years 1990
and 2016. Water pixels have been demarcated by usingNormalized Difference Water
Index (NDWI). In the result of the study, it has been found that wetland area’s
reduction has been around 43% for the period spanning around 26 years. This is a
cause of great concern that wetland area is reducing at a very fast rate; therefore, it
is urgent need to protect these wetland area as this is one of the major components
for sustaining balance in our ecosystem.

Keywords Wetlands · Remote sensing · Urbanization · NDWI · MNDWI

1 Introduction

Technology of remote sensing is very widely used to detect change in wetland area.
Images taken in different dates are compared, analyzed and statistical computation
based on indices were performed. These wetlands are very important for aquatic
ecosystems [3]. Main features of wetland are that they remain waterlogged for a con-
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siderable period of time. Their physico–chemical and biological behavior changes
as they remain waterlogged for such a long period. It allows development of plant
and animal communities on these wetlands. [6]. Different types of wetlands are
peatlands, marshes, swamps, mangroves, shallow lakes (less than three meter deep),
floodplains, littoral zones of lakes. These wetlands can be found mostly in the region
starting from tropical zones to temperate zones. Most wetlands are extremely pro-
ductive and support high biodiversity. The places which have abundance of wetland,
those places have mostly home for successful human settlements, normal climates
occur on those places and balanced ecosystem lies over there. Wetland performs
several important functions such as controlling of floods, storage of water in abun-
dance and its purification, protection of shorelines and hinterlands and economic
sustenance to the people [5, 10]. Millions of people directly and indirectly depend
on wetland system. They contribute to imperative processes such as flowing of water
through the wetland into streams or sea; decomposition of organic matter; releasing
sulfur, carbon, nitrogen to atmosphere; and breeding place for all the organism that
requires wetland for living. The direct advantages of wetlands are water supply, tim-
ber, fish production; indirect advantages comes from the functions occurring inside
the ecosystem such as ground water recharge, flood control and storm protection.
Wetlands also are of great importance to indigenous people as a part of their cultural
and ethical heritage. The areas, which have termed as wetlands, they will have less
flooding during heavy rainfall as compared to areas which have no wetlands. There
is retention capacity of wetland to hold extra flood water. Vegetation in wetland area
acts as an important factor to control erosion which in turn becomes helpful for
shoreline stabilization and storm protection. Parameters for strong eutrophication
like phosphorous and nitrogen have been stored by wetland areas and thus wetland
retains nutrients. They are also helpful in absorbing the sewage and thus purify the
water supplies [8]. Ground-surveying methods for delineating wetlands are very old
and traditional methods. These methods are very costly and very time-consuming.
To save time and money, remote sensing technology and methodology can be imple-
mented. Another form of remote sensing, i.e., aerial photography can also be helpful
for identification and delineation of spatial extension of wetland (e.g., National Wet-
land Inventory). With periodical movement of satellites over a particular location,
information of that location in the form of multi-date and multi-spectral images
can be obtained. If environmental condition for earth surface changes, then that can
be monitored and captured by satellites. Landsat series satellites like multi-spectral
scanner (MSS) and later Thematic Mapper (TM) has become very cost-effective and
easy for acquiring multi-date images over a greater variation of temporal and spatial
scales than that was possible with aerial photography. For larger wetland monitor-
ing purposes, Landsat MSS satellites have been used widely. But the use of this
Landsat MSS satellite has been facing several constrain because the image acquired
by this satellite has poor geometric accuracy along with poor spatial, spectral and
radiometric resolutions of the acquired image. Landsat TM satellite launched during
1980s, and it has spatial resolution of 30 meters. So with this satellite data, it is quite
convenient and more possible to analyze relatively smaller areas. Earlier with MSS
satellites due to their poor spatial resolution, the remote sensing analysis for smaller
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area was not possible [1, 2, 9, 11]. The main purpose of this study is to determine
the spread of wetland area and temporal change in wetland area of Varanasi district
for different years (only two years namely 1990 and 2016 considered here) with the
help of satellite generated data.

2 The Study Area

In this work, Varanasi and its adjoining areas have been selected which is a famous
Hindu holy city. The city and its adjoining areas (Varanasi district) lie between 25°14′
to 25°23.5′ N latitude and 82°56′ to 83°03′ E longitude.Ganga,Assi andVaruna rivers
flow through this district. From 2001 census, the estimated population of this area is
roughly around 32 lakhs. This district consists of two tehsils, eight blocks and 1336
villages. Climate of this area is humid subtropical type with extreme summer and
winter temperatures. Summer season has very long durationwith themonsoon season
in between. The average temperature in summers hovers in the range of 32–46 °C.
Winters season lies from December to February. The average temperature in winters
hovers around 5–15 °C. The average annual rainfall is 1110 mm. Hot dry winds
known as ‘loo’ is a common phenomena in summers season and fog is a typical
phenomena of winter season [7]. The satellite data used in this study were Landsat
TM for the year 1990 and Landsat OLI for the year 2016. All the satellite data that
were used in this study was from the month of November.

3 Methodology

Creation of the database: The study area topographic sheet is downloaded from
e-nakshe website www.soinakshe.uk.gov.in at a scale of 1:50,000 and the topo-sheet
numberswhich are covered in the study areas are as follows:G44Q10, 44Q11, 44Q12,
G44Q14, G44Q15, G44Q16, G44R2, G44R3, G44R4, and topo-sheets are digitized
and converted to vector map in Q-GIS software. The location map of study area is
shown in Fig. 1.

3.1 Analysis of Remotely Sensed Data and Indices
Calculation

Three major category defines wetland, i.e., wetland (aquatic vegetation), water and
marshy land (waterlogged area), and these categories have to be mapped with the
help of remotely sensed data. Spectral signature of water is quite different from
other features of land like vegetation, agricultural lands, built-up lands but still the

http://www.soinakshe.uk.gov.in
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Fig. 1 Location map of the study area
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detection of pixels of water at the water/soil boundary is tough, and it requires good
skills of analyst. Representation of deep water bodies in image is not a problem
as spectral signatures of deep water bodies are quite different, but water bodies of
shallow depth can easily confuse the interpreter with soil along the boundary of the
water bodies. The pixel which is on the edge of water/soil boundary, is known as a
mixed pixel in this case as it contained two features i.e. soil and water. So a proper
indexing is required to highlight the water features in a more prominent manner.
Thus an another band-ratioing index known as Normalized Difference Water Index
(NDWI) is used. By following the formula, it is calculated:

NDWI = (GREEN − NIR)

(GREEN + NIR)

where GREEN is a wavelength that reflects green light and NIR is a wavelength
that reflects near infrared light. When a multi-spectral image which has reflectance
value in green and NIR band is processed by above formula, then water bodies in the
image will show positive values of NDWI and non-water features will show zero or
negative values of NDWI.

Since Varanasi is a densely populated area and it consist of large number of built-
up land, so here efficient suppression cannot be done by NDWI because NDWI will
give more or less the same reflectance value of mixed pixels that consist of both
water and land features (mainly built-up pixels). So, a new index will be required to
solve this problem, and hence, NDWI has to be modified or changed to tackle the
above mentioned problem. A modified version of NDWI is used and in this index
MIR (mid-infrared) band is used instead of NIR.

The modified NDWI (MNDWI) can be formulated like:

MNDWI = (GREEN − MIR)

(GREEN + MIR)

where MIR is the wavelength that reflects mid-infrared light. As one compute
MNDWI, it will have more suppression of non-water body features because soil
and vegetation will have negative values for MNDWI as they reflect more in MIR
region of electromagnetic (EM) spectrum than in comparison with green region of
EM spectrum. Same scenario happens for built-up pixels as well. But water bodies
absorb more light in MIR region of EM spectrum, so water pixels will show large
positive values. Thus, water and non-water features can be distinguished easily after
applying MNDWI formula [4].

4 Result

Instead of NDWI, the modified NDWI has been calculated and change in wetland
has been tabulated in Varanasi and its adjoining areas. Classification done with the



242 N. Das et al.

Table 1 Areal extent of the
wetlands in different years

Year Total wetland area (km2)

1990 90.41

2016 52.20

Fig. 2 Wetland Area in
1990

help of remote sensing images can be error prone. For this accuracy check has been
done, and error in classification has been minimized. Field visit has been made for
ground truth of data.

From Table 1, it can be seen that total wetland area has reduced from 90.41 km2

in 1990 to 52.20 km2 in 2016.
It can be clearly visible from the wetland area maps (Figs. 2 and 3) that in the

year 1990, Varanasi and its adjoining areas had very large covering of wetlands,
particularly several big patches of wetlands were found in north-western part of
Varanasi district. Thereafter with due passage of time, wetland area gradually started
to decrease, and then we can see that in the year 2016, it had been decreased almost
half of the area that was in 1990. This rapid declination of wetland area is a major
cause of concern for human society.
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Fig. 3 Wetland Area in
2016

5 Conclusion

Wetland area of Varanasi and its adjoining area are reducing due to various factors
such as silting, excessive encroachment and urbanization. The wetland area mapping
has been carried out using remote sensing for a period of 1990–2016 and wetland
area in this time period has been computed. It has been found that about 42% total
wetland area has reduced in these years. Varanasi city is the fastest growing city
along with the most polluted city of the India. These reducing wetlands are very
serious issue for the environmentalist and ecologist who are especially serious about
the reducing rate of wetlands. This study can be helpful for their research purpose
and can be useful in the conservation of these wetlands.
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Inland Waterway as an Alternative
and Sustainable Transport in Kuttanad
Region of Kerala, India

Madhuri Kumari, Sarath Syamaprasad and Sushmit Das

Abstract The purpose of this study is to illustrate the advantage of waterways over
roadways inKuttanad,Kerala. The paper also discusses how the neglect ofwaterways
and growing preference over roadways has led to the environmental pollution in the
area. The study area has been visited multiple times and interaction with the locals
to understand the problems has been done for a comprehensive solution. Planning
of waterways is done by collecting the data from the study area in focus. Travel
times were estimated by travelling a route multiple times and distance is estimated
from Google earth. Using the GPS device, tracks were saved while travelling by the
route, on car and on boat. The tracks and the coordinates were then plotted in Google
earth for representation. The study demonstrates how improvements in waterways
can outrank roadways in the study area. The paper is also an attempt to prove the
development of waterways can be an answer to the stagnant water in the locality.

Keywords Inland waterways · Sustainable transportation ·Water pollution ·
Travel route · River and canal network

1 Introduction

The prospect of rapid industrialization in India has turned the focus towards the need
to plan urbanization at an unprecedented rate. The speed and extent of urbanization
should be such that it is sustainable. One very important aspect of urbanization is
the prudent use of water and its resources. Rather than always thinking of purifying
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polluted water, it will be a step forward to find ways to prevent water pollution. The
re-emergence of waterways will have dual benefit of improving the water quality of
otherwise stagnant water bodies and a solution to sustainable transportation system.
It will be beneficial to the environment as well as to the people living in the regions
which has well-laid network of rivers and canals [6, 7].

Water transport is known to be cheaper.Many research studies support the fact that
waterways can transport two to four times the tonnage per litre of fuel as compared
to that of roadways. Though the speed of transportation is faster in the case of
roadways, it requires considerable investment [3, 5]. With the advancement in recent
technologies for design of water vessels and boats, the speed is no more a concern in
waterways. In the current era of green and sustainable development, water transport
presents a prospective alternate mode of transportation as it offers dual benefit of
low energy consumption and low carbon emission.

There are abundant water bodies in India that can be used, but are neglected
and are grossly unutilized. Insufficient information with respect to desirable routes
for the boat inhibits the willingness of the investor in water transport system. The
vehicular volume of passengers and human population in Kuttanad region of Kerala
has continued to increase daily [4]. Hence, there is a need to complement travel
demand on road to water as a strategy for efficient transportation network. The study
focusses on water transportation because the purpose is to facilitate the proper use
of water bodies in the area, encourage low-priced sustainable transportation and
subsequently address neglect of travel by water. Focussing just on development of
roads by neglecting the inland waterways in the regions with river and canal network
clearly contradicts sustainable development.

2 Study Area

Kuttanad is a paddy-rich region and called as ‘Rice bowl of Kerala’. It is spread in
875 km2 and drained by network of four rivers originating fromWestern Ghats. The
wetlands cover more than two-thirds of the land area. Vembanad, Ashtamudi and
Shasthanamkota are three of its large lagoons forming wetlands of environmental
importance.

Till 1970s farmers used to have only one crop a year, but with the introduction
of new fertilizers and pesticides and also by constructing barrage (bund) that would
cease the salinewater, farmers successfully enacted the plan of two crops a year. After
adoption of two-crop regime, lot of chemical input was applied to the fields which
eventually got flushed as toxic contaminants to the adjoining river. The department
of agriculture reported that pesticides used by the farmers of Kuttanad region for
production of one tonne of rice is twice of that used by rest of the state. With the
penetration of education in the villages, many people disowned farming and took up
alternate employment options. Unlike in the past, the people in this region do not
depend on water for their living. This change in dependency on water in the water-
rich region needs thorough investigation. Most of the water ways are now covered
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Fig. 1 Google earth image of the study region

with hyacinths and cannot be used for transportation. Extensive construction of roads
has resulted in increased bus services thus resulting in decrease of boat services.

The roads were constructed over river beds blocking the flow of water, the roads
have increased the monetary value of the land and more and more people supported
the construction of roads even if the basic conditions were violated. Waterways were
no more a basic necessity for the people in Kuttanad. Gradually they reduced their
dependency on water. Though the main waterways seem to be clean and flowing
freely, the small channels and canals connecting to the main waterways are flooded
with hyacinth. This is posing a challenge to the people who engage in old traditional
business activities that are dependent on waterways. Due to dumping of plastics and
non-biodegradable waste into the canals, the water doesn’t flow freely. The overall
water quality in the waterway has degraded due to high degree of pollution.

All these factors have affected the river flow and thus water had become stagnant,
which has become a breeding place for most of the parasites causing severe health
problems [2]. Dumping of solid waste has resulted in raising the river bed. This
poses a serious problem as the discharge of around 3000 mm gets added annually
into the river. With the given state of river system, it is required that the advantages
of waterways should be worked out and ways of restoration should be planned.

A portion of the Kuttanad region, i.e. AC canal, Ramankary, Mancombu, Kidan-
gara, Nedumudi are taken for an extensive study as marked on Google earth image
in Fig. 1.
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3 Materials and Methods

The sites identified for samplings are extensively used for domestic and agricultural
purposes. The water samples were collected from flowing and stagnant water. The
samples were collected in pre-cleaned polythene bottles. The physical parameters
were noted down at the time of collection. The water collected was then tested by
standard procedures in the laboratory to determine its chemical characteristics. The
coordinates of the points from where the water samples were taken is found by using
a mobile GPS device. Using the GPS device, tracks were saved while travelling
by the route, on car and on boat. The tracks and the coordinates were then plotted
in Google earth for representation and planning of new waterways. The estimation
of travel times on water as well as on road has been determined by travelling the
specific route. The average speed of the car is taken as 25 km/h for entire course
and average speed of boat is taken as 15 km/h. The time taken for water route is
estimated by general enquiry from locals. The service route network is carried out
using route analysis [1]. The environmental hazard posed by the river and water
bodies in Kuttanad regions of Kerala is studied and solutions are suggested in this
study.

4 Results and Discussions

The routes selected for this study are of three different types. First travel route
exists and is functional, second one exists and is non-operational and third one
exists partially. Table 1 lists the routes analysed and its distance via water and road
travel, respectively. Table 2 presents the calculated timings in real-life situation with
stoppage time for crossings and traffic allowance. Figure 2 shows water and road
route along the routes being considered for analysis.

Terms used in Table 2 is explained below:

Real road time: The time taken after taking road allowance into account. It is the
actual time noted by travelling through the route.
Road allowance: The average speed of the car during the run is taken as 25 kmph,
the roads considered in this project involves street roads of width less than 3 m, thus
smooth two-way traffic is restricted causing extra time to take over the vehicle in the
opposite direction. The extra time taken for the additional traffic and conditions of
road is taken as road allowance.

Table 1 Description of selected routes and distance comparison between different modes of travel

Route name Route description (from-to) Road distance
(km)

Water distance
(km)

R1 Ramankary Jetty–Pulinkunnu 6.57 3.52

R2 Ramankary Jetty–Ramankary 1.16 1.12

R3 Mancombu–Pallathuruthi River 7 6.89
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Table 2 Travel speed and time comparison

Route
name

Real road
time
(mins)

Road
allowance
(mins)

Best road
time
(mins)

Real
water
time
(mins)

Water
allowance
(mins)

Best
water
time
(mins)

PSI

R1 24.7 9 15.7 22.38 8.3 14.08 0.570

R2 4.784 2 2.784 15 10.52 4.48 0.936

R3 16.8 0 16.8 27.56 0 27.56 1.640

Fig. 2 Google earth image showing routes selected for analysis (blue line indicates water route,
red line indicates road route)

Best road time: It is the difference of best road time and road allowance.
Real water time: The real time taken by water is the time taken by boat or ferry to
cover the distance mentioned.
Water allowance: The travel by water sometimes includes stopping at various sub-
stations and water allowance is the time taken for these stoppings en route. It also
takes into account the variation in speed caused by motor.
Best water time: Time taken for travel by water, considering its average speed of 15
kmph.
Passenger Service Index (PSI): It is the ratio of time taken for travel by water to
the time taken by road.

PSI = (water time/road time)
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4.1 Travel Route Analysis

Travel Route 1
Travel route 1 (Fig. 1) is known for the conveyance of more than 200 children to
their school every day. The time estimates clearly show that travel by boat is much
time-saving. The real reason behind the option of choosing this water route is that
though the distance by road is only 7 km the roads are narrow, 3 m width and there
is a bridge of 2.5 m width which needs to be crossed. The width of the bridge being
too narrow, the conveyance of more than 200 children in a school is not possible.
This is the main reason why this water route is still operational in Kuttanad. The
boat transport can be used effectively by the locals to go to the nearby villages and
markets. At the moment, it is possible only for the people who own a ferry. Small
boat services along this river during the peak time which is 7:30 am to 9 am and
4 pm to 5:30 pm will see more people using the route.

The real time taken by water travel is the time taken by State Water Transport
Department (SWTD) boat along the route, and it includes four stops en route.

Travel Route 2
Travel route 2 (Fig. 1) is a canal of 3.5mwidthwhich existed andwas used extensively
by people to go to the AC canal. The AC canal connects Alleppey to Changanacherry
both of which are the major commercial centres around the region. The canal traffic
is now about one ferry per two hrs. It is mostly used by fishermen to take fish to the
AC road. There are no public or private transport buses operating from this area to
the main road. People living on the opposite side of Ramankary across the pampa
tributary can use this canal extensively. At the moment, people hire an auto rickshaw
from boat jetty after crossing the river by ferry. Thus small boat services which offer
services to take the passengers from boat jetty to canal will help the individuals
greatly. Ramankary Jetty itself is a significant landmark as it has a higher secondary
school. Therefore, additional services offered by the small boats will definitely attract
individuals.

The real time taken by water is taken after consulting the locals the time taken
by manually operated ferry. Water allowance is provided for the increased speed by
motors in this case.

Travel Route 3
Travel route 3 (Fig. 1) is the AC canal itself. It is a man-made canal constructed
in the 1980s to help the conveyance and agriculture. The dugout earth from the
agricultural fields was used to make roads along the canal thus giving rise to bridges
and a clear definite connectivity between Alleppey and Changanacherry by road. The
road connectivity has increased over the years and is the number of bridges. The AC
canal on the other hand did not serve its purpose completely. There are 124 homes
on one side of the bank from Changanacherry to Kidangara. By rough estimation,
there are about 500 individuals depending upon the canal in one way or the other.
They use the water from AC canal for domestic and agricultural purposes and the
canal is a part of their lifestyle. According to MS Swaminathan report, there are 171
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illegal constructions causing the obstruction in the flow of the canal. The canal has
to be connected to the Pallathuruthy River for a better flow and to avoid the extensive
growth of weeds in the canal. It is to be noted that there was state transport boats in
this region in the 1990s.Many bridges constructed across the river not only hampered
the flow but also failed to give enough clearance for the boats plying in this route.

Water transport in this region declined steeply and in the course of time the
encroachments increased by landfilling. Thus the canal which was used for transport
and domestic activities has nomore transport but still serves for the domestic purposes
extensively. If this route is functional and had served its original idea, it can be used for
the transport ofmaterials between the two commercial hubs. The route can be used for
tourist activities, and tourists can go fromAlleppey backwaters toChanganacherry by
boat which will increase the economic avenue of Changanacherry. At the moment,
the tourists are taken from Alleppey to Kottayam. The development of AC canal
is further necessary as it hosts boat races annually, and on every occasion prior
to the race, the canal is cleared of weeds. KTDC (Kerala Tourism Development
Corporation) owns a guest house in Changanacherry at the starting point of the AC
canal. They have done considerable amount of development activities to promote
tourism by constructing concrete platforms and small structures in the middle of
the canal which would offer refreshments. The idea is very much appreciated, but
the whole project was a failure as the canal is not in operation. Water transport in
Kuttanad can further be developed by constructing canals to join the AC canal by
taking the population into consideration. The economy of the region will improve by
creating new jobs for the locals and encouraging them to create a small commercial
hub based on waterways.

The time taken by water is calculated by taking into account the average speed of
boat.

4.2 Summary of Route Analysis

Tables 3, 4 and 5 illustrate the comparison of water transport with road transport
at varying speed. The development of motorboats and increased speeds will give
numerous commendable scenarios. For calculation of PSI(X), it is assuming that there
is considerable development of motorboats in the study region. PSI(X) is calculated
by using the increased speed by water and road time is kept constant (calculated at
speed of 25 kmph). Figure 3 supports the comparison results. Key points to be noted
in the analysis are

• PSI value for a fully existing route is found to be 0.57. Thus when the value is
close to 0.57, water travel is much efficient than road travel. Road may act as an
alternative mode of transport.

• PSI value for route 2 is found to be 0.93; thus for a route to act as an alternative
mode, the PSI value need to be around this value.
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Table 3 Travel time and speed comparison for Route 1

Speed Water distance Road distance Best water
time

Best road time PSI PSI(X)

5 3.52 6.57 42.24 87.840 0.481 1.705

15 3.52 6.57 14.08 35.280 0.399 0.568

25 3.52 6.57 8.448 24.768 0.341 0.341

35 3.52 6.57 6.03 20.263 0.298 0.243

45 3.52 6.57 4.69 17.760 0.264 0.189

55 3.52 6.57 3.84 16.167 0.238 0.155

65 3.52 6.57 3.24 15.065 0.215 0.131

75 3.52 6.57 2.816 14.256 0.198 0.114

Table 4 Travel time and speed comparison for Route 2

Speed Water distance Road distance Best water
time

Best road time PSI PSI(X)

5 1.12 1.16 13.440 15.920 0.844 2.809

15 1.12 1.16 4.480 6.640 0.675 0.936

25 1.12 1.16 2.688 4.784 0.562 0.562

35 1.12 1.16 1.920 3.989 0.481 0.401

45 1.12 1.16 1.493 3.547 0.421 0.312

55 1.12 1.16 1.222 3.265 0.374 0.255

65 1.12 1.16 1.034 3.071 0.337 0.216

75 1.12 1.16 0.896 2.928 0.306 0.187

Table 5 Travel time and speed comparison for Route 3

Speed Water distance Road distance Best water
time

Best road time PSI PSI(X)

5 6.89 7 82.680 84.000 0.984 4.921

15 6.89 7 27.560 28.000 0.984 1.640

25 6.89 7 16.536 16.800 0.984 0.984

35 6.89 7 11.811 12.000 0.984 0.703

45 6.89 7 9.187 9.333 0.984 0.547

55 6.89 7 7.516 7.636 0.984 0.447

65 6.89 7 6.360 6.462 0.984 0.379

75 6.89 7 5.512 5.600 0.984 0.328
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• PSI value for route 3 is found to be 1.64; in this case, water transport may act as
a complementary mode of transport.

• Complementary water travel can be considered because of reduction in the travel
cost, but complementary road transport does not work in the real scenario. It proves
the non-usage of route 1 by road.

The value of PSI(X) indicates that the increased speed of boats can give different
scenarios for alternative and complementary water networks.

4.3 Observation on Water Quality

Basic water quality tests like pH, hardness, alkalinity and dissolved oxygen have
been carried out on the water samples collected from flowing water and stagnant
water (Fig. 4).

Physical Characteristics
The characteristics ofwater samples at the timeof collection arementioned inTable 2.
The temperature does not vary much as the sites are very close to one another. The
variation from 27 to 31 °C is due to the collection of water samples on different days.
Since the water was collected from the banks, the flowing water had some suspended
particles scattered in it which caused the turbidity. Turbidity of water samples were
categorized as less, medium and high. The colour is mentioned as it was observed at
the time of collection.

Potential of Hydrogen (pH)
The pH values of water collected from stagnant water is slightly acidic and is falling
out of the potable water standards. On the other hand, the water samples collected
from flowing water is found to be within the limits of various standards issued by
BIS and WHO. The slight acidity of the water is explained by the leaching effect of
soils from agricultural fields, mainly paddy. The effect of leachates on the flowing
water is temporary since the self-purification process of water regenerates its original
quality.

Alkalinity
The total alkalinity of water samples was very low. There was not much variation
between the flowing and stagnant water samples for alkalinity. The low values show
the absence of carbonates and hydroxides in the water samples. Only bicarbonates
are present in the water collected, thus the ability to neutralize acidity of these water
samples is very low.

Dissolved Oxygen (DO)
The dissolved oxygen level for stagnant water was found to be about 3 mg/l. Mean-
while, the water samples collected from flowing water samples had DO of 5 mg/l.
The dissolved oxygen levels for stagnant water is very low as the minimum DO con-
tent for the survival of fish is 4 mg/l. As mentioned earlier, the water after irrigation
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Fig. 4 Water samples collected from flowing (F1, F2, F3, F4) and stagnant water sources (S1, S2,
S3, S4, S5, S6)

activities are pumped back into the AC canal, thus the water is rich in pesticides and
fertilizers. The nutrient-rich water is left stagnant and favours the growth of hyacinth
and other weeds. This process has culminated into the process of eutrophication.

Hardness
The hardness of water samples indicates the foaming ability of water. The flowing
and the stagnant water samples were collected from sites where they are used exten-
sively for domestic purposes like washing of clothes, utensils and bathing. The water
samples collected from stagnant water samples showed that the water in the AC canal
(stagnant) was ranging from moderately hard to medium hard. On the other hand,
the flowing water has values showing it to be soft and on the lower side of moderate
hardness.
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5 Conclusion

Water transport was once an integral part of the people in Kuttanad. The advent of
roads andmotor vehicles has changed their lifestyles drastically. Statewater transport
department has cancelled their services over the years due to low clearance provided
by the bridges and thick vegetation which hamper the movement of vessels. The lack
of advancement in the water transport in the Kuttanad region has further added to
the cause of negligence of water resources. The study shows different types of water
routes which can suit as a complementary and alternative mode of travel.

The inhabitants of villages living between Alleppey and Changanacherry have to
reach AC road by some means and then wait for the bus services which originate
from the town. Since this is the only option, it causes congestion during the peak
hours. In today’s scenario of rising prices, a cheaper alternative will be much appre-
ciated by the people. Apart from conveyance, once functional the water courses will
have many advantages in terms of economic and environmental perspective. Motor
attached to the ferries can increase the speed of the vessel to a certain extent, and
many programmes to encourage the residents to take-up water transport should be
conducted by the authorities.

The present study on the water quality of the Kuttanad region has certain limi-
tations due the non-availability of specific information on the epidemic outbreaks.
However, the Alleppey medical college records of the past five years reveals that, of
the total people admitted due to waterborne diseases, 70% belong to the study region.
Also the waterborne diseases which used to occur only during the monsoon period
are now all year round. Unscientific constructions of roads and bridges arresting the
water flow cause the formation of large pools of stagnant and contaminate water
which becomes a breeding ground for bacteria and mosquitoes. It is also to be noted
that the quality of water standards when entering the AC canal is within the limits and
along the course of the AC canal its quality depletes. The water used for agriculture
is the same, which was flushed out in the previous season due to the absence of flow.
This process has affected the agriculture sector dearly and immediate actions need
to be taken.
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