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Foreword

Kinetic Alfvén waves (KAWs) are small-scale dispersive Alfvén waves and can
effectively exchange energy and momentum with plasma particles through the
wave-particle interaction. Therefore, KAWs can play an important role in the heating
of high-temperature plasmas, the acceleration of high-energy particles, and the
anomalous transport of plasma particles, which occur commonly and frequently in
various plasma environments from laboratory to space and astrophysics. In partic-
ular, a large amount of investigations based on in situ measurements by satellites in
space plasmas has revealed that kinetic-scale fluctuations in the solar wind as well as
in the magnetosphere can be identified well as the KAW-associated turbulence.
By combining the Voyager 1 in-situ measurements (Lee & Lee, Nature Astronomy,
3, 154, 2019) with the earlier ground remote observations (Armstrong et al.,
Astrophys. J., 443, 209, 1995), the interstellar turbulence spectrum is found to
extend from 50 m (� the Debye length) to 1018 m (�30 pc), over 16 orders of
magnitude. The turbulence spectrum consists of a Kolmogorov inertial range
(106–1018 m) and a kinetic range (50–106 m). This implies that the KAW turbulence
can ubiquitously exist in various cosmic plasma environments, just like the AW
turbulence.

The monograph Kinetic Alfvén Waves in Laboratory, Space, and Astrophysical
Plasmas by Drs. De-Jin Wu and Ling Chen presents a comprehensive description
of the applications of KAWs in space and astrophysical plasmas. After introducing
and summarizing the main physical properties of KAWs and their experimental
demonstrations in Chaps. 1 and 2, they focus on the applications of KAWs to the
crucial processes in the solar-terrestrial coupling system, including the auroral
electron acceleration in the magnetosphere-ionosphere coupling (Chap. 3), the
anomalous particle transport occurring at the magnetopause in the solar
wind-magnetosphere interaction (Chap. 4), the turbulent cascading process of the
large-scale AW turbulence towards the small-scale KAW turbulence in the solar
wind turbulence (Chap. 5), and the solar corona and solar wind heating (Chap. 6).
However, the authors do not stop at these well-known phenomena and proceed
further across the extrasolar astrophysical plasmas. In Chap. 7, they discuss further
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possible applications of KAWs to extrasolar astrophysical plasmas, in particular, to
the heating of cosmic hot gases such as stellar and accretion-disk coronae, galactic
hot halos, and intracluster hot medium, as well as to the reacceleration of
high-energy electrons and the collimation of radio jets in extragalactic extended
radio sources.

KAWs and their applications are without doubt an increasingly interesting
subject. The physics of KAWs can sensitively depend on the local plasma
parameters. This indicates that they may play very different roles in various cosmic
environments. This important and interesting characteristic of KAWs also is fully
displayed in this monograph, which collects a number of KAW-related applications
scattered in various journals and proceedings, but not always easily accessible. In a
word, this is a particularly useful monograph for graduate students and young
scientists joining the fields of plasma physics, space physics, and astrophysics. The
materials collected in this monograph also are interesting for the most advanced
researchers working actively in these fields.

October 2019 Prof. Lou-Chuang Lee
Institute of Earth Sciences

Academia Sinica, Taipei, Taiwan
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Preface

Alfvén waves (AWs) are low-frequency and long-wavelength electromagnetic
fluctuations in conducting fluids and ubiquitous in various space and astrophysical
magnetic plasma environments. The most important property of AWs is that they
can efficiently transport energy and momentum between distant plasma regions
connected to each other by steady magnetic fields because the group velocity of
AWs propagates exactly along the steady magnetic fields, independent of the ori-
entation of the wave front. Therefore, AW can play an important role in the elec-
trodynamical coupling of active and passive magnetic plasmas and has been a
subject of intense study since it was found by Hannes Alfvén in 1942. In particular,
it is the discovery of AWs that led to a whole new field of magnetohydrodynamics
(MHD), which combines electromagnetic theory and fluid dynamics and creates
fruitful applications in different parts of plasma physics.

Kinetic Alfvén waves (KAWs) are dispersive AWs with a short wavelength
comparable to the kinetic scales of plasma particles, such as the ion (or
ion-acoustic) gyroradius or the electron inertial length. Although KAWs retain
some basic properties of MHD AWs, such as the quasi-parallel propagation of the
wave group velocity, they have a lot of the novel important characteristics the MHD
AWs do not possess. These new characteristics can be attributed to the so-called
kinetic effects of plasma particles due to the wave scale matching with that of the
particle motion. This implies that KAWs may exchange effectively energy and
momentum with plasma particles and can be responsible for the acceleration or
heating of plasma particles, which are very common occurrence from laboratory to
space and astrophysical plasmas. Since the pioneer work of Chen and Hasegawa in
the early 1970s, KAWs have been attracting a lot of attention of researchers from
different fields of laboratory, space, and astrophysical plasmas. In particular,
observational identifications of KAWs in space plasmas and experimental mea-
surements of KAWs in laboratory plasmas in the 1990s resulted in the reevaluation
of the importance of KAWs in the dynamics of various magnetic plasmas and
remotivated the interest of KAW studies. Since 2000s, the study of KAWs is further
extended and generalized to solar physics and other astrophysics, in particular, one
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finds that KAWs can play important roles in the dynamics of solar wind AW
turbulence as well as in the inhomogeneous heating of the solar atmosphere.

Why are KAWs an important and interesting subject? First, the most important
reason is that their characteristic scales are comparable to the kinetic scales of
plasma particles. These scales are that between macroscopic phenomena and
microscopic processes of plasmas, and hence are the most typical scales of plasma
collective phenomena and fine structures, which are the most distinctive feature of
plasma physics. It is in these scales that plasma waves and particles can most
effectively exchange their energy and momentum, or i.e., the plasma wave-particle
interaction can occur most efficiently. This makes KAWs capable of playing an
important role in both the particle energization and fine structure phenomena of
magnetic plasmas, which can be observed universally in space and solar plasmas.

Secondly, one of the important reasons is their ubiquitous existence in various
plasma environments. It is well-known that AWs are low-frequency electromag-
netic fluctuations observed most commonly in extensive plasma environments, such
as in the magnetosphere, solar wind and solar atmosphere, and interstellar and
intergalactic media. The standard Goldreich-Sridhar theory of interstellar turbulence
implies that KAWs are natural and inevitable results of AWs cascading toward
smaller scales. Recent observation studies indeed show that KAWs exist ubiqui-
tously in space and solar plasmas and play important roles in the auroral electron
acceleration, magnetospheric particle transport, solar wind turbulent cascade, and
solar atmospheric heating.

The third reason for KAWs to be important and interesting is the richness and
diversity of their wave-particle interaction. In space, solar, and other astrophysical
plasma environments, existing plasmas almost all are complex plasmas, which
consist of electrons and multiple ion species, including electrons, protons, alpha
particles, other heavy ions, and sometimes even charged dust particles. In general,
different species of particles with different charges and masses have different kinetic
scales and the wave-particle interaction of KAWs sensitively depends on the kinetic
scales of the species. In consequence, a significant difference can appear among
different species components in plasmas, which often presents in observations of
space and solar plasmas.

Finally, the sensitive dependence of the KAW physics on local plasma param-
eters also is an important reason for KAWs to be an important and interesting
subject. The physics of KAWs, especially their electromagnetic polarization senses,
sensitively depends on the plasma kinetic scales and hence on the local plasma
parameters, such as the static magnetic field, the unperturbed plasma density and
temperatures, the plasma kinetic to magnetic pressure ratio b, and so on. These
plasma parameters can vary remarkably in the order of magnitude in the magne-
tosphere, the solar wind, the solar atmosphere, and other astrophysical plasma
environments. This results in the distinctness of the wave-particle interaction of
KAWs in various environments as shown in observations.

Seven years ago, I wrote a monograph on KAWs, Kinetic Alfvén Wave: Theory,
Experiment, and Application (2012, Science Press, Beijing), which is the first
monograph focusing on KAWs and provides a systematic and broad introduction to
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the KAW physics with the emphasis on the basic theories of KAWs. KAWs have
been an actively and increasingly interesting subject. In these years, a lot of
observations and applications of KAWs from laboratory and space plasmas have
greatly enriched and advanced our understanding of KAWs. Without a doubt, the
solar-terrestrial coupling system provides us a unique natural laboratory for the
comprehensive and thorough study of KAWs. The present book is a companion
volume of the monograph above and is finished cooperatively by me with my
colleague Dr. Ling Chen. In this companion, we will show you an interesting
journey of KAWs from laboratory plasmas to space and astrophysical plasmas,
especially in the solar-terrestrial coupling system. You can find the different physics
properties of KAWs in various plasma environments and their diverse roles played
in these different environments due to the sensitively parametric dependence of the
physics properties of KAWs on local plasma parameters.

This companion volume focuses on the applications of KAWs in space and
astrophysical plasmas, especially on some crucial phenomena in the solar-terrestrial
coupling system, including the magnetosphere-ionosphere coupling and the auroral
electron acceleration (Chap. 3), the solar wind-magnetosphere interaction and the
anomalous transport of particles at the magnetopause (Chap. 4), the solar wind
turbulence (Chap. 5), and the solar corona and solar wind heating (Chap. 6). In
addition, for the sake of consistency, this volume also covers a concise review
of the main physics properties of KAWs (Chap. 1) and the experimental demon-
strations of these properties in laboratory plasmas (Chap. 2). Finally, in closing,
some possible applications of KAWs to extrasolar astrophysical plasmas are dis-
cussed in Chap. 7.

It is a very difficult, arduous, and never ending task to make the text error-free
although we have made all efforts. We would always appreciate deeply it if the
readers of this book will kindly inform us about any errors and misprints they find,
preferentially by e-mail to djwu@pmo.ac.cn.

Nanjing, China
October 2019

De-Jin Wu
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Chapter 1
Basic Physical Properties of KAWs

In the companion volume, Kinetic Alfvén Wave: Theory, Experiment, and Applica-
tion, we have presented the systematic theories and basic principles of kinetic Alfvén
waves (KAWs) based on both kinetic and fluid descriptions of magnetic plasmas.
The present volume builds upon that and proceeds into the in-depth analyses and
discussions of observation, generation, and application of KAWs in various plasma
environments in the solar-terrestrial coupling system, which is a unique natural lab-
oratory for the comprehensive and thorough study of KAWs. However, first of all,
in this introductory chapter we concisely review main physical properties of KAWs
without proving, which are from the companion volume and set up the basis for the
following chapters.

1.1 From AWs to KAWs

In large scales much larger than the microscopic kinetic scales of charged particles
a plasma (i.e., a partially or fully ionized gas) can be treated as a conducting fluid.
When a conducting fluid carrying a current density j moves in the presence of a
magnetic field B, the interaction between the magnetic field and the motion of the
fluid can be described by the Lorentz force,

j × B = 1

μ0
(∇ × B) × B = ∇ ·

(
B2

μ0
b̂b̂ − B2

2μ0
I
)

, (1.1)

which is equivalent to an isotropic pressure PB = B2/2μ0, combined with a tension
TB = B2/μ0 along the magnetic field, where b̂ ≡ B/B is the unit vector along the
magnetic field and I the unit tensor. Analogous to a stretched string, it is this tension
TB that leads to an incompressible electromagnetic-hydrodynamic wave propagating
along the magnetic field at the velocity

© Nanjing University Press 2020
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2 1 Basic Physical Properties of KAWs

vA = √TB/ρ = B/
√

μ0ρ, (1.2)

called the Alfvén velocity, where ρ is the mass density of the fluid. This
electromagnetic-hydrodynamic wave, which was first predicted to exist by Alfvén
(1942) and ten years later was experimentally demonstrated in laboratory by Bostick
and Levine (1952), now has been well known as Alfvén wave (AW) to honor its dis-
coverer, Professor Hannes Alfvén. In literature, however, it also commonly called the
shear AW in order to distinguish it from other one of electromagnetic-hydrodynamic
waves, the compressive AW, which is caused by the isotropic magnetic pressure PB ,
in ways similar to the gaseous kinetic pressure p, and was first discovered by Herlof-
son (1950). Taking account of the kinetic pressure, the coupling of the magnetic and
kinetic pressures results in the compressive AW to separate into two magnetosonic
waves, that is, the fast and slow magnetosonic waves.

It is the discovery of AW that led to a new subject, magnetohydrodynamics
(MHD), which combines fluid dynamics and electrodynamics. Since its discovery,
AW has been having extensive and fruitful applications in various fields of plasma
physics, fluid and gas dynamics, and astrophysics. Up to now, AW itself still is an
increasingly interesting topic in laboratory, space, and astrophysical plasmas.

Without loss of generality, let us take the z-axis of the Cartesian coordinate system
along the static magnetic field B0 and the wave vector k in the x–z plane. Thus we
have

ẑ = b̂ and k̂ = sin θx̂ + cos θẑ, (1.3)

where θ is the angle between k and B0, x̂ and ẑ denote the unit vectors along the x
and z axes, respectively. In this coordinate system, the dispersion relation for shear
AW reads as follows,

ω = vAk cos θ = vAkz, (1.4)

where kz = k cos θ is the parallel wave number. The dispersion relations of the fast
and slow magnetosonic waves are

ω2

k2
= v2

M

2

(
1 ±

√
1 − 4

v2
Av

2
S

v4
M

cos2 θ

)
, (1.5)

where v2
S ≡ ∂ p/∂ρ = γ p0/ρ0 is the ordinary sound velocity, p0 and ρ0 are the unper-

turbed kinetic presure and mass density of the plasma, respectively, γ is the adiabatic
index of the plasma, v2

M ≡ v2
A + v2

S is called the magnetic sound velocity, and “+”
and “−” correspond to the fast and slow waves, respectively. It is obvious that, when
v2
S � v2

A (i.e., the plasma kinetic pressure much smaller than the magnetic pressure)
the slow wave vanishes and the fast wave reduces to the compressive AW that has
an isotropic dispersion relation:

ω = vAk. (1.6)
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This implies the fast and slow wave modes practically are coupling modes of the
compressive AW mode driven by the magnetic pressure and the ordinary acoustic
wave mode driven by the kinetic pressure.

The shear AW and the fast and slow magnetosonic waves are three basic modes
of low-frequency MHDwaves in plasmas. They all are nondispersive waves and can
be described well by the MHD theory of plasmas. However, the MHD description
is valid only in the low-frequency and long-wavelength limit, in which the wave
frequency is much lower than the ion gyrofrequency and the wavelength is much
longer than the kinetic scales of particles, such as the ion or ion-acoustic gyroradius,
the electron inertial length, and so on. When the wave scales approach these kinetic
scales, the individual motion of charged particles can play an important role in the
physics of the waves. Stefant (1970) first noted that AWs with a short perpendicular
wavelength comparable to the ion or ion-acoustic gyroradius can couple to the ion
acoustic mode because of the charge separation produced by the unmatched motions
between electrons and ions, in which ions no longer follow the static magnetic field
lines but electrons are still attached to the field lines. By use of kinetic theory, Chen
and Hasegawa (1974a, b) and Hasegawa and Chen (1975, 1976a) further studied
these coupled AWs in detail and found that when an AW with fixed frequency ω
and parallel wave number k‖ propagates in an inhomogeneous plasma, it would be
absorbed in the resonant plane where the parallel phase speed, ω/k‖, matches up to
the local Alfvén velocity, vA(x), and resonantly mode converts to a dispersive wave,
which includes the effect of finite ion gyroradius, called kinetic Alfvén wave (KAW).
In particular, they pointed out that KAWs can efficiently energize plasma particles
(Hasegawa and Chen 1976a).

The particle energization, including heating and acceleration, is very common
plasma active phenomena in laboratory, space, and astrophysical plasmas. Since the
pioneer work by Chen and Hasegawa, many aspects of KAWs have been widely
investigated not only in their theories but also in their experiments including exper-
imental measurements in laboratory plasmas and observational identifications in
space plasmas. The applications of KAWs in space and solar plasmas have been
discussed extensively by many authors, such as in the magnetosphere-ionosphere
coupling and the auroral electron acceleration (Hasegawa 1976; Goertz and Boswell
1979; Lysak and Carlson 1981; Lysak and Dum 1983; Goertz 1984; Kivelson and
Southwood 1986; Chmyrev et al. 1988; Kletzing 1994; Wygant et al. 2002; Wu
2003b, c; Wu and Chao 2003, 2004a; Bespalov et al. 2006; Chaston et al. 2007a;
Sharma et al. 2009), in the solar wind-magnetosphere coupling and the anomalous
particle transport in the magnetopause (Hasegawa and Mima 1978; Lee et al. 1994;
Johnson and Cheng 1997, 2001; Johnson et al. 2001; Wu et al. 2001; Chaston et al.
2007c), in the dissipation dynamics of the solar wind turbulence (Leamon et al. 1999;
Malik and Sharma 2005; Sharma and Malik 2006; Brodin et al. 2006; Malik et al.
2007; Singh 2007; Gary and Smith 2009; Sahraoui et al. 2010; Podesta et al. 2010;
Voitenko and De Keyser 2011; Rudakov et al. 2011; Smith et al. 2012; Salem et al.
2012; Boldyrev and Perez 2012; Podesta and TenBarge 2012; Podesta 2013), and in
the inhomogeneous heating of the solar atmosphere (Voitenko 1998; Wu and Fang
1999, 2003, 2007; Voitenko and Goossens 2002, 2004, 2005a; Voitenko et al. 2003;
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Wu 2005; Stasiewicz 2006; Wu and Yang 2006, 2007; Wu et al. 2007; Singh and
Sharma 2007; Wang et al. 2009).

In particular, great progresses in experimental studies of KAWs are achieved in
both laboratory and space plasmas. For example, in the measurements of auroral
region crossing by the Freja and FAST satellites, some low-frequency electromag-
netic fluctuations with strong electric spikes and strong density fluctuations were
identified well as KAWs (Louarn et al. 1994; Wahlund et al. 1994a; Volwerk et al.
1996; Wu et al. 1996a, b, 1997; Huang et al. 1997; Stasiewicz et al. 1997, 1998,
2000a, b; Bellan and Stasiewicz 1998; Chaston et al. 1999). On the other hand, many
physical properties of KAWs predicted by the theory are demonstrated by a series of
experimental investigations of KAWs in laboratory plasmas, which were carried out
on LAPD (LArge Plasma Device) at UCLA (University of California, Los Angeles)
(Gekelman et al. 1994, 1997, 2000; Maggs and Morales 1996; Maggs et al. 1997;
Leneman et al. 1999; Burke et al. 2000a, b;Mitchell et al. 2001; Kletzing et al. 2003a;
Vincena et al. 2004), where the technology of both plasma sources and diagnoses
as well as a large chamber were developed. Moreover, the phenomena observed in
the laboratory experiments show striking similarities to what has been observed by
satellites in space plasmas. These experimental studies from both the laboratory and
space plasmas motivated greatly the interest in KAWs, in particular, in their applica-
tion to various dynamical phenomena of magneto-plasmas from laboratory to space
and astrophysical plasmas. As pointed out by Gekelman (1999): “in the past few
years the quantum jump in data collection on the Freja and FAST missions has led
to the reevaluation of the importance of these waves in the highly structured plasma
that was probed”.

KAWs have been becoming increasingly interest and their applications have been
discussed extensively in fields of solar and space plasmas. In this introductory chapter
we present a concise summary of basic physical properties of KAWs and their exper-
imental vertifications in laboratory plasmas will be introduced in the next chapter.

1.2 Dispersion and Propagation of KAWs

The dispersion of a wave traveling through a plasma can be caused by the kine-
matic coupling between the electromagnetic fields of the wave and the individual
motions of plasma particles in the kinetic scales. In principle, in the low-frequency
limit of the wave frequency much less than the ion gyrofrequency (i.e., ω � ωci ),
such as for the ideal MHD waves, the propagation of the wave is nondispersive,
that is, the phase speed and group velocity of the wave both are independent of the
wave vector, because the fast periodic motion of individual plasma particles in the
nearly uniform wave fields does not effectively cause net energy and momentum
exchanges between the wave and particles. Similarly, in the high-frequency limit of
the wave frequency much larger than the electron hybrid resonant frequency (i.e.,

ω � ωUH ≡
√

ω2
ce + ω2

pe, also called the upper hybrid resonant frequency), such
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as for the radiation electromagnetic waves far away their emission source regions,
the propagation of the wave also is nondispersive, because the fast periodicity of
the wave fields in the nearly steady motion of particles leads to no net energy and
momentum exchanges between the wave and particles. However, when the wave-
length is comparable to the particle kinetic scales the periodicity of individual particle
motions will be broken due to the particles can feel evidently the variation of the
wave fields. In result, the wave-particle interaction will lead to effectively net energy
and momentum exchanges between the wave and particles, and moreover the energy
and momentum exchanging rates sensitively depend on the ratio of the wavelength
to the particle kinetic scales. In consequence, the propagation properties of the wave
(i.e., the phase speed and the group velocity) sensitively depend on the wavelength
(or i.e., the wave vector), that is, the wave becomes dispersive.

For KAWs of their scales approaching the kinetic scales of plasma particles, the
motion of individual particles can play an important role in the physics of the wave
and the related kinetic effects can significantly change not only the dispersion relation
and propagation property of the wave but also the electromagnetic characteristics and
polarization sense of the wave. To take account of the so-called kinetic effects, in
general, it is necessary to employ the kinetic theory for the description of plasmas. In
the low-frequency limit, however, the two-fluid description, which is much simpler
than the exact kinetic description, can well give almost all kinetic effects except very
few exceptions such as the Landau damping effect (Lysak and Lotko 1996). For the
case of KAWs, in particular, Yang et al. (2014) compared in detailed the results from
the two-fluid model to those from the gyrokinetic model. They found that they can
agreewell with each other not only in the longwavelength regime (λ = 2π/k > ρi ≡
vTi /ωci the ion gyroradius) for any the ion-electron temperature ratio τ ≡ Ti/Te but
also in the intermediate shortwavelength regime (ρi > λ > ρe ≡ vTe/ωce the electron
gyroradius) for the moderate or higher ion-electron temperature τ > 1. For the case
of τ < 1, the electron gyroradius effect may cause some considerable deviation of
the description of KAWs with the intermediate short wavelength in the two-fluid
model from that in the gyrokinetic model.

To avoid obscuring the physics with the complex mathematics in the full kinetic
theory, in principle, we will employ two-fluid model of plasmas to describe the
physics of KAWs through this book, which takes account of the kinetic effects and
the kinetic model is used only when it is necessary, for instance, when to discuss the
Landau or inverse Landau damping processes caused by their wave-particle inter-
action, which can not be described properly in the two-fluid model. In addition, in
space and solar plasma environments the kinetic scales of particles usually all are
much smaller than the mean collision free path of particles, λc. For example, for
typical local plasma parameters one has ρi/λc ∼ 10−9 in the magnetosphere,∼10−5

in the solar wind, and ∼10−6 in the solar corona, all much less than the unit. This
indicates that the collisionless plasma is an enough well approximation for the case
of space and solar plasmas, in which the effect of the classic Coulomb collisions on
KAWs is reasonably ignorable.

On the other hand, if we further confine to the nonrelativistic cases, in which the
Alfvén velocity (vA), the thermal velocity (vTs ≡ √

Ts/ms for the s = e, i species),
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and the wave phase speed (vp ≡ ω/k) all are much less than the light velocity (c), the
kinetic scales of plasma particles will be much larger than the plasma Debye length
on which plasma fluctuations may obviously deviate from the charge neutrality. In
fact, for the Debye length, λD , we have

λ2
D

λ2
e

= 2τ

1 + τ

v2
Te

c2
< 2

v2
Te

c2
� 1

λ2
D

ρ2is
= 2τ

(1 + τ )2
v2
A

c2
<

v2
A

c2
� 1, (1.7)

where λe ≡ c/ωpe is the electron inertial length,ωpe is the electron plasma frequency
(also called the Langmuir frequency), ρis ≡ vis/ωci = √

1 + τρs and ρs ≡ ρi/
√

τ
are the effective ion gyroradius and the ion-acoustic gyroradius, respectively, and
vis ≡ √

1 + τvs and vs ≡ vTi /
√

τ are the effective ion-acoustic velocity and the ion-
acoustic velocity, respectively. The inequation (1.7) implies that plasma fluctuations
in the kinetic scales, especially in the case ofKAWs, canwell satisfy the quasi-neutral
condition in the low-frequency approximation of ω2 � ω2

ci and the nonrelativistic
condition of v2

A, v2
Ts

� c2.
Let us consider one dimensional plane wave with wave vector k = kx x̂ + kz ẑ and

frequency ω that propagates in a collisionless plasma with the two species of ions
and electrons, which is magnetized by a uniform external magnetic field along the
z-axis,B0 = B0ẑ. The low-frequency dispersion equation can be obtained as follows
(Chen and Wu 2011a; Wu 2012)

AM6
z − BM4

z + CM2
z − D = 0, (1.8)

where the coefficients

A = (1 + Q)
(
1 + Q + λ2

ek
2
x

) (
1 + Q + β

2
λ2
ek

2
x

)
cos2 θ;

B =
[
(1 + Q)2 + ρ2isk

2
x + Q2 β

2
λ2
ek

2
x

]
cos2 θ

+ (1 + Q)
(
1 + Q + λ2

ek
2
x

)+ (1 + Q + λ2
ek

2
x

)2 β

2
;

C = (1 + Q) (1 + β) + (1 + Q2
)
ρ2isk

2
x ;

D = β

2
, (1.9)

where Q ≡ me/mi is the electron-ion mass ratio, usually an ignorable small quantity
comparing with one, βe(i) is the electron (ion) kinetic to magnetic pressure ratio, and
β ≡ (1 + τ ) βe = 2v2

is/v
2
A is the total plasma kinetic-magnetic pressure ratio.

In the long-wavelength limit of both k2xλ
2
e and k2xρ

2
is � 1 the low-frequency dis-

persion equation (1.8) reduces to
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(
M2

z − 1
) [

M4 −
(
1 + β

2

)
M2 + β

2
cos2 θ

]
= 0, (1.10)

where M ≡ Mz cos θ is the phase speed in the unit of the Alfvén velocity vA along
the wave-vector direction and Mz ≡ ω/kzvA is the parallel phase speed in vA. As
expected, this reduced dispersion equation leads to the well-known three ideal MHD
modes, the AW mode by the first factor and the fast and slow magnetosonic wave
modes by the second factor. From the expressions for the coefficients in Eq. (1.9) it
is clear that the dispersion of the waves is caused by the short-wavelength effect of
the finite perpendicular wavenumber in the forms of ρ2isk

2
x and λ2

ek
2
x , that is, when

the perpendicular wavelength becomes comparable to the effective ion gyroradius
ρis or to the electron inertial length λe.

In the low-frequency and nonrelativistic approximations the three solutions of the
two-fluid dispersion equation (1.8) can be obtained as following:

M2
zF = B

3A
+ 2

3

√
B2

A2
− 3C

A
cos

φ

3

M2
zS = B

3A
+ 2

3

√
B2

A2
− 3C

A
cos

φ + 2π

3

M2
zA = B

3A
+ 2

3

√
B2

A2
− 3C

A
cos

φ + 4π

3
, (1.11)

where

cosφ = 2B3 − 9ABC + 27A2D

2
(
B2 − 3AC

)3/2 . (1.12)

They are the kinetic modified versions of the three MHD modes by taking account
of the short-wavelength effect, that is, the kinetic fast magnetosonic wave (KFW),
the kinetic slow magnetosonic wave (KSW), and the KAW.

In the parallel propagation limit of θ = 0◦ the dispersion equation (1.8) reduces
to (

M2 − 1
)2 (

M2 − β

2

)
= 0, (1.13)

which two solutions, M2 = 1 and M2 = β/2, represent the dispersion relations of
parallel-propagation AWs and ordinary sonic waves, respectively, implying that the
perpendicular short-wavelength effect does not influence the phase speeds of these
kineticwaves in the parallel-propagation case.On the other hand, in the perpendicular
propagation limit of θ = 90◦, the dispersion equation (1.8) reduces to

M2 = 1 + β/2 + Qρ2isk
2

1 + Qρ2isk
2


 1 + β

2
, (1.14)
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Fig. 1.1 The phase speed versus the propagation angle: Panels, from the top down, present of
KFWs, KAWs, and KSWs, respectively, where a fixed plasma pressure parameter β = 0.5 has been
used, the solid lines are given by fixed wave numbers k2ρ2is = 0.01, 0.25, and 0.5, respectively, and
the dashed lines plot the corresponding MHD solutions

which is the KFW dispersion relation and other one solution of M = 0 indicates
that, in similar to their MHD versions, KAWs and KSWs can not propagate at the
direction exactly perpendicular to the ambient magnetic field.

Figure1.1 plots the phase speed (M ≡ ω/kvA = Mz cos θ) of KFWs (top panel),
KAWs (middle panel), and KSWs (bottom panel), presented by the dispersion rela-
tions of Eq. (1.11), versus the propagation angle θ (i.e., the angle between the wave
vector k and the ambient magnetic field B0) for the fixed plasma pressure parameter
β = 0.5, in which the solid lines represent the three different cases with the nor-
malized wave numbers k2ρ2is = 0.01, 0.25, and 0.5, respectively, and for the sake of
comparison, the corresponding MHD solutions with k2ρ2is → 0 are presented by the
dashed lines.

From Fig. 1.1, the phase speeds of the three kinetic modes (i.e., KFWs, KAWs,
and KSWs) all are almost coincident with their MHD limits (given by the dashed
lines) for the small wave number case of k2ρ2is = 0.01, but evidently deviate from
the MHD limits for the finite wave number cases of k2ρ2is = 0.25 and 0.5, implying
that the modifications in the phase speed are caused by the finite short-wavelength
kinetic effect. Figure1.1 also shows that the phase speeds approach to the MHD
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limits in the parallel and perpendicular propagation limits as pointed out above. In
addition, from Fig. 1.1 it can be found that the phase speeds of KFWs and KAWs
increase with the finite wave number kρis but the phase speed of KSWs decreases
with the finite wave number kρis . Although the phase speed modifications due to the
short-wavelength effect are evident, they are only quantitative differences without
qualitative changes in the high-β case shown in Fig. 1.1. On the other hand, for the
low-β case of β � 1 the propagation property of KAWs can be changed qualitatively
by the short-wavelength effect.

As well-known, the plasma pressure parameter β can significantly influence the
propagation of compressive AWs, but the propagation of shear AWs is entirely inde-
pendent of the plasmaβ parameter in theirMHDmodes. In the kineticmodeswith the
short-wavelength effects, however, the plasmaβ parameter can significantly affect the
propagation of KAWs but has little effects on that of KFWs and KSWs. Figure1.2
shows the dependence of the phase speeds of KFWs (top panel), KAWs (middle
panel), and KSWs (bottom panel) on the plasma β parameter for the fixed propaga-
tion angle θ = 60◦ and the three cases (solid lines) with wave numbers k2ρ2is = 0.01,
0.25, and 0.5, respectively. In similar to Fig. 1.1, the corresponding MHD solutions
are presented by the dashed lines for the sake of comparison.

From Fig. 1.2 it can be found that, for the two compressive modes, KFWs (top
panel) and KSWs (bottom panel), the short-wavelength effect due to finite wave
numbers (i.e., kρis) causes only small quantitativemodifications of their phase speeds
in a very wide range of the plasma β, for instance, the phase speeds of KFWswith the
wave numbers k2ρ2is = 0.01, 0.25, and 0.5 almost all coincide with its MHD solution
and the phase speeds of KSWs with finite k2ρ2is = 0.25 and 0.5 slightly decrease by
small quantities in the high-β case of β > 0.1. The propagation property of KAWs
(middle panel), however, has been changed significantly and qualitatively by the
short-wavelength effect. As shown in the middle panel of Fig. 1.2 that the KAW
phase speeds of the three cases with finite wave numbers k2ρ2is = 0.01, 0.25, and
0.5 all evidently deviate from the MHD solution presented by the dashed line (i.e.,
vA cos θ = 0.5vA). In particular, the phase speed modification of KAWs due to the
short-wavelength effect changes from increasing with kρis in the so-called kinetic
regime of β > 2Q ∼ 10−3) to decreasing with kρis in the so-called inertial regime of
β < 2Q ∼ 10−3. Accordingly the propagation of KAWs also changes from a super-
Alfvénic propagation with the phase speed higher than the corresponding MHD
phase speed (i.e., vA cos θ) in the kinetic regime to a sub-Alfvénic propagation with
the phase speed lower than the correspondingMHDphase speed in the inertial regime.

In general, in a low-β plasma of β < 1 the magnetic field can play an important
role in the dynamics of the plasma and AWs can transport the information of plasma
fluctuations more quickly than sound waves. On the other hand, as shown above,
the important kinetic effects of the KAW propagation due to the short-wavelength
modification also occur in the low-β regime. Below we focus discusses on the case
of KAWs in low-β plasmas, which have more important and extensive interests in
space and astrophysical plasmas.
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Fig. 1.2 The phase speed versus the plasma β parameter: Panels, from the top down, present those
of KFWs, KAWs, and KSWs, respectively, where a fixed propagation angle θ = 60◦ has been used,
the solid lines are given by fixed wave numbers k2ρ2is = 0.01, 0.25, and 0.5, respectively, and the
dashed lines plot the corresponding MHD solutions

KAWs in low-β plasmas

An important and interesting case isKAWs in low-β plasmas,which are often encoun-
tered in space and astrophysical plasma environments, such as the Earth’s magneto-
spheric plasma, the solar coronal plasma, and astrophysical radio plasmas. In a low-β
plasma environment the magnetic field usually can accumulate and preserve abun-
dant free energies into the local plasma electric currents, which can supply energy
sources to drive energetic active phenomena that occur ubiquitously in various space
and astrophysical plasma environments.

In the low-β approximation of β � 1, the coefficients in Eq. (1.9) reduce to

A 
 (1 + λ2
ek

2
x

)
cos2 θ;

B 
 1 + λ2
ek

2
x + (1 + ρ2isk

2
x

)
cos2 θ;

C 
 1 + ρ2isk
2
x ;

D = β

2
� 1 (1.15)
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and hence the dispersion equation (1.8) reduces to

M2
z

(
M2 − 1

) (
M2

z − KA
) 
 β/2

1 + λ2
ek

2
x

� 1, (1.16)

where

KA ≡ 1 + ρ2isk
2
x

1 + λ2
ek

2
x

= 1 + (1 + τ ) α2
eλ

2
ek

2
x

1 + λ2
ek

2
x

(1.17)

with the electron thermal resonant parameter

αe ≡ ρs

λe
= vTe

vA
. (1.18)

In the derivation of the above equation the small amounts of order Q or β compared
with one have been neglected.

For the case of M2
z � 1, the solution of the reduced dispersion equation (1.16)

gives the kinetic dispersion relation of the slow mode wave,

M2
zS 
 β/2

1 + λ2
ek

2
x

K−1
A ⇒ ω2

k2z
= v2

is

1 + ρ2isk
2
x

, (1.19)

or i.e., the dispersion relation of ion acousticwaves in amagnetic plasma.This implies
that the ion acoustic wave is the slowmode wave modified by the short perpendicular
wavelength effect. For the case of M2 ∼ 1, one has M2

z > 1 and hence the solution
of the dispersion equation (1.16) leads to the dispersion relation of the fast mode
wave, M2

F 
 1. For the case of M2
z ∼ 1 one has M2 > 1 and hence the solution of

the dispersion equation (1.16) leads to the dispersion relation of KAWs,

M2
zA 
 KA ⇒ ω2

k2z v
2
A

= 1 + ρ2isk
2
x

1 + λ2
ek

2
x

= 1 + (1 + τ ) α2
eλ

2
ek

2
x

1 + λ2
ek

2
x

, (1.20)

which is the short-wavelength modified version of the AW dispersion relation.
From the dispersion relation of Eq. (1.20) one can find that, similar toAWs,KAWs

have a field-aligned group velocity vgz identical to its parallel phase speed vpz , that
is,

vgz ≡ ∂ω

∂kz
= √KAvA =

√
1 + ρ2isk

2
x

1 + λ2
ek

2
x

vA = vpz, (1.21)

which is independent of the parallel wavenumber kz . This indicates that KAWs can
efficiently transport energies at the velocity ∼vA along the static magnetic field like
AWs.

Unlike AWs with a zero perpendicular group velocity, however, KAWs have a
non-zero perpendicular group velocity vgx as follows:
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vgx ≡ ∂ω

∂kx
=

(
ρ2is − λ2

e

)
k2x cot θ(

1 + ρ2isk
2
x

) (
1 + λ2

ek
2
x

)vgz � vgz, (1.22)

where cot θ = kz/kx � 1 for the quasi-perpendicular propagation. Although the per-
pendicular component of the group velocity, in general, is much less than its parallel
component, it shall lead to some important changes of KAWs different from AWs.
For instance, when KAWs propagate in the kinetic regime where ρis > λe, the wave
energy is forward propagating with respect to the perpendicular wave vector kx , that
is, vgx > 0, while in the inertial regime where ρis < λe, the wave energy is backward
propagating, that is, vgx < 0. In particular, the perpendicular group velocity goes to
zero (i.e., vgx = 0) at the transition point of ρis = λe. This change of the perpen-
dicular group velocity in sign was invoked by Streltsov and Lotko (1995) to explain
trapping of KAWs on auroral magnetic field lines between the magnetosphere and
ionosphere. Recently, this lingering of KAWs in the transition regime of ρis ∼ λe

has been investigated experimentally in laboratory plasmas (Vincena et al. 2004) and
the result shows that the wave energy tends to pile up in the transition regime, as
expected in the discussion here.

For the two parametric regimes of KAWs, the kinetic and inertial regimes, which
are distinctly separated by the plasma pressure parameter β > 2Q and< 2Q, respec-
tively, we have ρis > λe and < λe, respectively. Therefore, the dispersion of KAWs
is dominated by the effective ion gyroradius via the term in the numerator ρ2isk

2
x in

the kinetic regime and by the electron inertial length via the term in the denominator
λ2
ek

2
x in the inertial regime, respectively. In particular, one has MzA = √

KA > 1 in
the kinetic regime, implying that KAWs propagate at a supper-Alfvén velocity of
vgz = vpz > vA and have the positive dispersion, that is, the phase speed increasing
with the wavenumber kx . While in the inertial regime MzA = √

KA < 1, implying
that KAWs propagate at a sub-Alfvén velocity of vgz = vpz < vA and have the neg-
ative dispersion, that is, the phase speed decreasing with the wavenumber kx .

On the other hand, in the transition regime between the kinetic and inertial regimes
we have

ρis 
 λe ⇒ vTe 
 vA√
1 + τ

. (1.23)

For the cold ion case of Ti � Te (i.e., τ � 1), this leads to vTe 
 vA and MzA 
 1,
that is, vTe 
 vpz . This indicates that in this transition regime the Landau damping
possibly plays an important role due to the thermal resonant effect of electrons,
for which the two-fluid description, in general, is invalid and the kinetic theory is
necessary. In fact, as pointed out above, in this transition regime the perpendicular
group velocity of KAWs vgx 
 0, this results in KAWs to pile up in the transition
regime. The experimental studies of the dispersion relation for this transition regime
also showed that the kinetic version can give more precise dispersion relation in
comparison with measurements of the KAWs (Leneman et al. 1999; Kletzing et al.
2003a).

The results above show that the propagationproperty ofKAWssensitively depends
on the plasma pressure parameter β. In the low but finite β approximation of 1 �
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β � 2Q, Chen and Hasegawa (1974a, b) and Hasegawa and Chen (1975, 1976a)
firstly presented the reduced version of the dispersion relation of Eq. (1.20) in the
kinetic regime,

ω2 =
(
1 + 4

3
ρ2i k

2
x

)
k2z v

2
A, (1.24)

where the factor 4/3 is due to the kinetic modification, and first called it as kinetic
Alfvén wave (KAW). Goertz and Boswell (1979) noticed that KAWs can play an
important role in the magnetosphere-ionosphere coupling, where β � 2Q, and gave
other reduced dispersion relation of KAWs

ω2 = k2z v
2
A

1 + λ2
ek

2
x

(1.25)

for the inertial regime. Based on the two-fluid description of plasmas, Streltsov and
Lotko (1995) extended their results to include both the kinetic and inertial regimes
and obtained the dispersion relation of KAWs in the form of Eq. (1.20). Lysak and
Lotko (1996) compared the two-fluid dispersion relation of KAWs and its Vlasov
kinetic version and found that it is often a very good approximation of the full kinetic
dispersion relation, at least, in the low frequency limit.Moreover, themeasurement of
the parallel phase speed directly verifies the two-fluid dispersion relation (Gekelman
et al. 1994). Including the ion inertial effect (i.e., the Hall effect with the finite
frequency modification), Wu (2003a) presented the dispersion relation of KAWs
with the finite frequency modification as following form:

ω2 = 1 + ρ2isk
2
x + ρ2i k

2
z

1 + λ2
ek

2
x + λ2

i k
2
z

k2z v
2
A. (1.26)

Hollweg (1999) further studied KAWs in the high-β regime of β ∼ 1, where ρis ∼
λi � λe, and found KAWs coupling to KFWs and KSWs. In this case the finite
frequency modification, in general, is important unless the parallel wavelength λz �
λi ∼ ρis . The latter implies kzλi ∼ kzρis � kxρis , that is, the quasi-perpendicular
propagation of kz � kx (Wu 2003a).

Quasi-perpendicular propagating KAWs

Other one important and interesting limit case is quasi-perpendicular propagating
KAWs. The theory of MHD turbulence in a magneto-plasma (Sridhar and Goldreich
1994; Goldreich and Sridhar 1995, 1997) predicts that the wave energy in the inertial
regime of MHD wave spectrums cascades primarily by preferentially developing
small scales perpendicular to the unperturbed magnetic field. This implies that in the
small-scale kinetic regime the turbulence develops preferentially into the anisotropic
KAWswith k⊥ � k‖, that is, the quasi-perpendicular propagating KAWs. Numerical
simulations of magnetized turbulence (Maron and Goldreich 2001; Cho et al. 2002)
also support the idea that such a turbulence is strongly anisotropic. Meanwhile,
in situ measurements of turbulence in the solar wind (Belcher and Davis 1971;
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Matthaeus et al. 1990; Luo and Wu 2010; Luo et al. 2011) and observations of
interstellar scintillation (Wilkinson et al. 1994; Trotter et al. 1998; Rickett et al. 2002;
Dennett-Thorpe and de Bruyn 2003) provide evidences for significant anisotropy. In
consequence, at least when approaching to the dissipation regime of wave spectrums,
the ultimate waves on the small scales are expected to be highly anisotropic in the
way of quasi-perpendicular propagation with k2⊥/k2‖ � 1.

For the quasi-perpendicular propagating case of cos2 θ = k2z /k
2 � 1, the coeffi-

cients of Eq. (1.9) reduce to
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2
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2
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2
x ;

D = β

2
(1.27)

and the dispersion equation (1.8) reduces to the following quadratic equation of M2
z :
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(1.28)
which two roots, that is, the two dispersion relations are
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They represent the coupling modes of KAWs and KSWs (Wu et al. 1996c; Wu and
Wang 1996). In the low-β case of β � 1, the KAW dispersion relation of Eq. (1.20)
is recovered by the solution with the sign “+” and other solution with sign “−” leads
to the ion acoustic wave. This indicates that these two coupling modes are decoupled
in the low-β limit of β � 1.

On theother hand, the quasi-perpendicular propagationofKAWsalso indicates the
remarkable and outstanding anisotropy of KAWs in the spatial structure, that is, they
have the parallel wavelength λ‖ much larger than the perpendicular wavelength λ⊥.
Thus, their spatial structures look as filaments or density striations along themagnetic
field lines, in which the field-aligned gradient is much lower than the cross-field
gradient. In fact, this anisotropy of KAWs also is the manifestation of the anisotropic
nature of the kinetic effect of KAWs that is caused by the Larmor cyclotron motion
of charged particles in the plane perpendicular to the static magnetic field B0. The
gyromotion of charged particles due to the Lorentz force by the static field can
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effectively inhibit the cross-field motions of the particles in the plane perpendicular
to the static field, while along the static field lines the particles may move freely. In
consequence, the plasma canmaintain large density and temperature gradients across
the magnetic field, while the freely, fast field-aligned motion may quickly smooth
out the gradients along the field lines. This leads to the formation of field-aligned
filamentous structures, which are characterized by the parallel length scales of the
inhomogeneity much larger than its perpendicular scales.

High-resolution observations have now given an impressive image of the solar
corona as a rapidly evolving dynamic plasma where energetic phenomena occur
mainly on very small scales that are characterized by filaments, called coronal plasma
loops (Golub et al. 1990). In addition, similar filamentous structures also are very
common in observations of terrestrial auroral plasmas, such as field-aligned density
striations and auroral fine structures in the forms of narrow discrete arcs, auroral
curls and folds (rays), and flickering aurora, which have feature scales comparable
to those of ion cyclotron motions. We believe that the anisotropic nature of KAWs
has potential importance for the formation of these fine filamentous structures.

1.3 Polarization and Wave-Particle Interaction of KAWs

In the physics of the wave-particle interaction, the basic role of the wave electric
field is to energize charged particles and that of the wave magnetic field is to scatter
the orbits of the particles but not to energize the particles because the Lorentz force
by the magnetic field is always perpendicular to the moving velocity of the charged
particles and hence has a zero working rate. Moreover, for low-frequency waves
with frequency well below the ion gyrofrequency, such as KAWs, the parallel and
perpendicular components of the wave electric fields also will result in remarkably
different energizationphenomena in thewave-particle interactionof different species.
For instance, in the energization of charged particles by the perpendicular electric
field of KAWs the ions have the energy exchanging efficiency much higher than
that of electrons because the transverse scales of KAWs are comparable to the ion
gyroradius but much larger than the electron gyroradius (Voitenko and Goossens
2004, 2006; Wu and Yang 2006, 2007). However, in the field-aligned acceleration
or heating of charged particles by the parallel electric field of KAWs the electrons are
muchmore efficient than the ions because the electrons usually have an instantaneous
moving velocity much higher than that of the ions (Wygant et al. 2002; Wu 2003a, b;
Wu and Chao 2003, 2004a, b; Bespalov et al. 2006; Varma et al. 2007; Chaston
et al. 2007a, b). In consequence, the energization of charged particles by KAWs is
characterized by a strong anisotropy and mass-charge dependence on the particle
species, as shown in observations. Therefore, the electromagnetic polarization states
of KAWs also are very important for us comprehensively to understand the physics
of the wave-particle interaction of KAWs.

The electromagnetic polarization of KAWs, in general, is much more complex
than that of AWs. For the low-β and quasi-perpendicular propagation case that has
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major interest in space and astrophysical plasmas, however, the electromagnetic
polarization states of KAWs can be approximated well by Wu (2003a), Chen and
Wu (2011b):
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where E‖(⊥) and B‖(⊥) are the parallel (perpendicular) components of the electric
and magnetic fields of KAWs, respectively, the parallel phase speed of KAWs in the
Alfvén velocity vA, MzA, may be given by Eq. (1.29), the electron thermal speed in
vA, αe = vTe/vA, can be related to the plasma pressure parameter β by

β = 2Q (1 + τ ) α2
e, (1.31)

and τ = Ti/Te is the ion-electron temperature ratio.
Figure1.3 shows the electromagnetic polarization properties of KAWs given by

Eq. (1.30), the parallel to perpendicular electric field ratio (E‖/E⊥ in the top panel),
the parallel to perpendicular magnetic field ratio (B‖/B⊥ in the middle panel), and
the perpendicular electric to magnetic field ratio in the Alfvén velocity (E⊥/B⊥vA in
the bottom panel), where the solid lines present the cases with the fixed parameters
αe = 0.3, 3, and 30. As well known, for the polarization properties of ideal MHD
AWs we have E‖/E⊥ = 0, B‖/B⊥ = 0, and E⊥/B⊥vA = 1. From Fig. 1.3 it is very
clear that for all cases the deviations of the polarization properties of KAWs from that
of AWs all increase evidently with the perpendicular wavenumber k2xρ

2
is , that is, the

kinetic effect in the KAW polarization is attributed very clearly to the modification
of the finite perpendicular wavelength of KAWs.

The most important kinetic modification effect of KAWs different from AWs
is the generation of the parallel electric and magnetic fields of KAWs. The results
presented in Fig. 1.3 indicate that the parameterαe also can significantly influence the
polarization properties of KAWs. For example, the parallel to perpendicular electric
field ratio of KAWs (E‖/E⊥) with smallerαe = 0.3 is evidently higher than that with
larger αe = 3 and 30, as shown in the top panel of Fig. 1.3, while in the middle panel
of Fig. 1.3 it is found that the parallel to perpendicular magnetic field ratio of KAWs
(B‖/B⊥) with larger αe = 30 is higher than that with smaller αe = 3 and 0.3. In
similar to the parallel to perpendicular electric field ratio, the perpendicular electric
to magnetic field ratio of KAWs (E⊥/B⊥vA) also has the tendency of increasing with
the αe decreasing.
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Fig. 1.3 The electromagnetic polarization states versus the perpendicular wave number k2xρ
2
is :

The solid lines are calculated by the fixed parameters αe = 0.3, 3, and 30, respectively, where
other parameters θ = 89◦ and τ = 1 have been used for the quasi-perpendicular propagation and
isothermal plasma case

For the fixed τ , the plasma pressure parameter β can be determined directly by the
parameter αe in Eq. (1.31). The plasma pressure parameter β can strongly influence
not only the propagation properties of KAWs but also their electromagnetic polariza-
tion states. Figure1.4 presents the dependency of the electromagnetic polarization
properties of KAWs on the parameter αe, where the solid lines present the cases with
the fixed temperature ratio τ = 0.1, 1, and 10. Without loss of generality the fixed
perpendicular wave number k2xρ

2
is = 0.1 has been used in the calculation of Fig. 1.4,

and the propagation angle θ = 89◦ is the same to Fig. 1.3.
From Fig. 1.4, one can clearly find that the dependency of the KAW polarization

on the parameter αe (or i.e., β) has very distinctive features. The influence on the
parallel to perpendicular electric field ratio E‖/E⊥ (the top panel) presents mainly
in the parametric regime of αe < 1, that is, the low-β inertial regime of β < 2Q,
implying that the parallel electric field of KAWs is generated mainly by the inertia
motion of electrons. On the other hand, contrarily, the parallel to perpendicular
magnetic field ratio of KAWs B‖/B⊥ (the middle panel) rises in the parametric
regime of αe > 1, that is, the kinetic regime of β > 2Q. This is because the parallel
component of the KAWmagnetic field represents the compressible fluctuation of the
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Fig. 1.4 The electromagnetic polarization states versus the parameter αe: The solid lines are cal-
culated by the fixed parameters τ = 0.1, 1, and 10, respectively, where other parameters θ = 89◦
and the perpendicular wave number k2xρ

2
is = 0.1 have been used

KAWmagnetic field and hence can be produced by the coupling of the plasma kinetic
pressurewith themagnetic pressure. The tendency of the ratio B‖/B⊥ increasingwith
the temperature ratio τ also confirms further this inference, as shown in the middle
panel of Fig. 1.4. In addition, from the bottom panel of Fig. 1.4 also it is very clear
that the deviation of the ratio E⊥/B⊥vA from one (i.e., its MHD solution) increases
remarkably with the αe decreasing in the inertial regime of αe < 1.

It is worth noticing that the parallel electric field of KAWs E‖ = 0 at αe 
 1, that
is, at the inertial-kinetic transition regime, as shown in the top panel of Fig. 1.4. In
fact, the parallel electric field of KAWs in the kinetic regime of αe > 1, which is
associated with the plasma kinetic pressure fluctuation, has an opposite direction to
that in the inertial regime. While at the transition regime αe 
 1 the electron inertia
and the kinetic pressure may reach some balance and it is this balance that results
in the disappearance of the parallel electric field of KAWs. The fact of E‖ = 0 at
αe 
 1 also indicates that the x-component of the Poynting flux ofKAWs approaches
to zero. This is consistentwith the result of the perpendicular group velocity ofKAWs
vgx = 0 at the transition regime, which can be obtained by Eq. (1.22).

Figure1.4 also shows clearly the dependency of the ratios E‖/E⊥, B‖/B⊥, and
E⊥/B⊥vA on the temperature ratio τ = Ti/Te. Figure1.5 further displays the polar-
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Fig. 1.5 The electromagnetic polarization states versus the parameter τ : The solid lines are cal-
culated by the fixed parameters αe = 0.3, 3, and 30, respectively, where other parameters θ = 89◦
and k2xρ

2
is = 0.1 have been used

ization properties of KAWs versus the temperature ratio τ , where the solid lines
present the cases with the fixedαe = 0.3, 3, and 30, and other parameters k2xρ

2
is = 0.1

and θ = 89◦ are the same to Fig. 1.4.
From the top panel of Fig. 1.5, the parallel electric field of KAWs, which is mainly

attributed to the electron inertia in the inertial regime of αe < 1, decreases as the
τ (i.e., the ion temperature) increases, implying that the ion kinetic pressure may
counteract partly the effect of the electron inertia. On the other hand, the ion kinetic
pressure can considerably affect the parallel magnetic field of KAWs, that is, the
compressive magnetic fluctuation as shown in the middle panel of Fig. 1.5. In the
bottompanel of Fig. 1.5, it can be found that as the parameter τ (or i.e., the ion temper-
ature) increases, the perpendicular electric to magnetic ratio of KAWs, E⊥/B⊥vA,
decreases in the inertial regime case of αe = 0.3 < 1 but increases in the kinetic
regime cases of αe = 3 and 30 > 1. In particular, for the kinetic regime cases of
αe = 3 and 30 the ratio E⊥/B⊥vA is slightly lower and higher than one in the para-
metric regimes of τ < 1 (the electron temperature domination) and τ > 1 (the ion
temperature domination), respectively.

The sensitive dependency of the polarization properties of KAWs on the local
plasma parameters can have important applications in space and astrophysical plas-
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mas. Since the wave-particle interaction has directly close relation with the polar-
ization states of KAWs the parametric dependency of the KAW polarization can
produce different energization phenomena as well as fine structures of local plasmas
in various cosmic plasma environments due to widely varying ranges of these local
plasma parameters. For example, in the solar atomsphere, the plasma β can change
from larger than one in the photosphere to much less than one in the corona, and
even well below the electron-ion mass ratio (i.e., the inertial regime of β < 2Q) in
local tenuous magnetic flux tubes.

On the other hand, in the near-earth space it is generally believed that the plasma
temperature changes from below 1 eV in the ionosphere up to several hundreds
of eV in the magnetosphere with altitudes ∼3–4RE (RE 
 6370 km is the Earth
radius) where the plasma is dominated by the plasma sheet with temperature of
∼300–600 eV (Kletzing et al. 1998, 2003b). Often electrons and ions have evidently
different temperatures. In the central plasma sheet, observations have established
that the ion temperature ranges from 1 to 10 keV (Frank et al. 1976; Eastman et al.
1984; Takahashi and Hones 1988).While the analytic works by Kletzing et al. (1998,
2003b) based on measurements of temperature up to the highest altitudes measured
by S3-3 show that the electron temperature does not exceed 10 eV at altitudes below
∼1.5RE .

In the near-Earth magnetotail (<20 RE ), a comprehensive statistical study of
the plasma sheet using the AMPTE satellite data showed that more than 80% of
the particle measurements fell within the range 5.5 < τ < 11 (Baumjohann et al.
1989). Slavin et al. (1985) and Schriver et al. (1998) performed statistical survey
using ISEE 3 satellite data and found that the parameter τ varied between 4.8 and
7.8 in the deep magnetotail from 30 to 220 RE downtail. Also, there appears to be
significant deviations of the ion temperature toward values consistently less than the
electron temperature, that is, τ < 1 (Banks 1967; Bilitza 1991).

For different local plasma environments some reduced expressions of the KAW
polarizations are very useful and can more clearly depict the physical scenario of the
wave-particle interaction associated with KAWs. For the electric to magnetic field
ratio (E⊥/B⊥) and the electric field ratio (E‖/E⊥) of KAWs, the following reduced
expressions can be well approximations (Wu 2003a)
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For the cold ion case of τ � 1, one has ρi � ρs and hence the above expressions
can further reduce to
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(1.34)
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In contrast, for the warm ion case of τ � 1, one has ρs � ρi and the above polar-
ization relations can reduce to
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These polarization relations have been identified by in situ observations of satellites
in the auroral plasmas (Chaston et al. 1999; Stasiewicz et al. 2000b).

1.4 Excitation of KAWs in Homogeneous Plasmas

KAWscanbe generated due to the excitation of various plasma instabilities, including
macroscopic instabilities such as electric currents, shear flows, density and tempera-
ture gradients, temperature anisotropy, and so on, as well as microscopic instabilities
due to plasma wave-particle resonances such as beam particles, or other reverse Lan-
dau damping. Here we focus our concerns on the growth rates of KAWs excited by
linear macroscopic instabilities. Usually, macroscopic instabilities in plasmas may
be treated well in the two-fluid model. However, it is necessary to employ the kinetic
theory in order to discuss more clearly the kinetic effects of KAWs caused by short
wavelengths comparable to the kinetic scales of plasma particles. Neglecting the
collision effect, the kinetic description of plasmas can be given by the Vlasov equa-
tion of the velocity distribution function of plasma particles, combining theMaxwell
equations of fluctuating electromagnetic fields.

In this section, we discuss the excitation of KAWs by plasma instabilities driven
by the temperature anisotropy and the field-aligned drift electric current in a homo-
geneous plasma and the excitation of KAWs driven by the density gradient in an
inhomogeneous plasma is discussed in the next section. In a homogeneous plasma,
the free energy of driving KAW instabilities is supplied mainly by the temperature
anisotropy and the electric current due to the relative drift between the electron and
ion components of the plasma. When a static ambient magnetic field presents, the
temperature anisotropy is an intrinsic characteristic for a magnetized plasma because
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the kinematic difference of the plasma particles in the plane perpendicular to and
along the magnetic field, especially for the cases of collisionless plasmas such as
astrophysical and space plasmas. On the other hand, field-aligned currents can often
present in a magnetic plasma, such as Birkeland currents in the polar magnetosphere
and current-carrying loops in the solar atmosphere. These field-aligned currents are
carried usually by electrons drift motion along magnetic field lines.

In a homogeneous plasma the velocity distributions of plasma particles with
anisotropic temperatures and field-aligned currents can be fitted by the so-called
bi-Maxwell distribution function below:

fs0(v) = fs0(v‖, v⊥) = ns0
(2π)3/2 vTs‖v

2
Ts⊥

e
−
[
(v‖−vs‖)

2
/2v2Ts‖ +v2⊥/2v2Ts⊥

]
, (1.38)

where vTs⊥(‖) ≡ √Ts⊥(‖)/ms and Ts⊥(‖) are the perpendicular (parallel) thermal speed
and the perpendicular (parallel) temperature for species s, respectively, and ns0 and
vs‖ are the number density and field-aligned drift velocity for species s, respectively.

Without loss of generality, let us denote B0 = B0ẑ and k = k⊥x̂ + k‖ẑ. In the
low-frequency approximation,

ω2, k2‖v
2
s‖, and k2‖v

2
Ts‖ � ω2

cs (s = i, e), (1.39)

Chen et al. (2011) and Wu (2012) obtained the kinetic dispersion equation of above
the current-carrying bi-Maxwell plasma as follows:
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where the parameters c1,2,3,4,5 are given by
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and the other parameters ci1,2,3,4 are following functions of χi :
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In these expressions above,
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is the so-called plasma dispersion function with the argument
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and the prime denotes the first derivative with respect to the argument,
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is the modified Bessel function of order l with the argument
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which is responsible for the effect of the ion gyroradius, that is, the short-wavelength
effect, and another two parameters are the electron field-aligned drift velocity,

vD ≡ ve‖, (1.48)

and the temperature anisotropy,

δTs ≡ Ts‖ − Ts⊥
Ts‖

= 1 − Ts⊥
Ts‖

= 1 − βs⊥
βs‖

, (1.49)

for the electrons (s = e) and ions (s = i). In addition, in the derivation of the above
expressions the approaching approximation χe → 0 and vi‖ = 0 have been used
because χe � χi and the field-aligned current is carried usually by the electron
field-aligned drift.

The above results can be used as the basis to discuss the kinetic effects of the
short-wavelength modification (e.g., a finite χi ) in the low-frequency approximation
of Eq. (1.39). Below let us discuss the two special cases for the excitation of KAWs,
which are driven by the temperature anisotropy (i.e., δTs �= 0) and the field-aligned
current (i.e., vD �= 0), respectively.

Excitation of KAWs by anisotropic temperatures

It is well known that the so-called fire-hose instability driven by the temperature
(or the kinetic pressure) anisotropy is one of the most important mechanisms for
the generation of excited AWs and has been extensively discussed in the literature
on the basis of the bi-adiabatic hydromagnetics in the long-wavelength limit (Chew
et al. 1956). The short-wavelength modified version of this fire-hose instability by
the temperature anisotropy, which takes account of the finite ion gyroradius effect,
can be responsible for the generation of KAWs. For the case without the field-aligned
current, that is, vD = 0, the dispersion equation of Eq. (1.40) can reduce to
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where the plasma dispersion function Z(ζe0) has the argument ζe0 = ω/
√
2k‖vTe‖ .

For the fluid limit with the zero ion gyroradius (i.e., χi → 0) the dispersion equa-
tion (1.50) further reduces to
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(
ω

ωci

)4

− (2c2 + c24
) ( ω

ωci

)2

+ c22 = 0. (1.52)

which has dispersion relations as follows:

ω

ωci
= ±c4

2

(
1 ±

√
1 + 4

c2
c24

)
. (1.53)

In particular, in the low-frequency and long-wavelengthMHD limit one has ω/ωci ∼
k‖λi → 0 and hence c24 � |c2|. In result, the dispersion equation (1.52) further
reduces to

ω2

ω2
ci


 c2 

(
1 − 1

2
δTβ‖

)
k2‖λ

2
i ⇒ ω2 
 k2‖v

2
A (1.54)

for the isotropic case of δT = 0, that is, the well-known dispersion relation for the
ideal AWs. For the anisotropic case of δT �= 0, on the other hand, this leads to the
well-known fire-horse instability of AWs (Rosenbluth 1956; Parker 1958) when

c2 < 0 ⇒ δTβ‖ = β‖ − β⊥ > 2 or i.e., δT > 2/β‖, (1.55)

where β⊥(‖) = βi⊥(‖) + βe⊥(‖) is the total plasma perpendicular (parallel) pressure
parameter and δT = 1 − β⊥/β‖ is the total temperature anisotropy.

Including the ion gyroradius effect of a small but finite χi the dispersion equation
(1.50) reduces to

(
ω

ωci

)4

− (2c2 + c24 + bχi
) ( ω

ωci

)2

+ (c22 + c2bχi
) = 0, (1.56)

where the coefficient of the finite-χi modification term

b = 2

βi⊥

(
1 + βi⊥δTi + βe⊥δTe

)+ βe‖
β‖

(
δTe − δTi

)2
1 − δTi

. (1.57)

Assuming an isotropic electron (i.e., δTe = 0) and ion temperature (i.e., δTi = 0),
Yoon et al. (1993) and Chen and Wu (2010) discussed the kinetic fire-hose insta-
bility driven by the ion and electron temperature anisotropy, respectively, which
is associated with KAWs in high-β plasmas. Figure1.6 displays the growth rate
of KAWs excited by the electron (solid lines) and ion (dashed lines) temperature
anisotropy versus the finite perpendicular wavenumber χi = ρ2i k

2
⊥, where the solid

and dashed lines present the cases of the electron temperature anisotropic param-
eter δTe = 0.6, 0.7, and 0.8 with the ion temperature isotropy δTi = 0 and the ion
temperature anisotropic parameter δTi = 0.6, 0.7, and 0.8 with the electron temper-
ature isotropy δTe = 0, respectively, and the fixed parameters βe⊥ = βi⊥ = 2 and
kzλi = 0.05 have been used for all cases.
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Fig. 1.6 The normalized growth rate ωi/ωci versus the normalized perpendicular wavenumber
χi = ρ2i k

2⊥ for the fixed parameters βe⊥ = βi⊥ = 2, and kzλi = 0.05, where the solid (dashed)
lines represent the electron (ion) temperature anisotropy with parameters δTe(i) = 0.6, 0.7, 0.8, and
δTi(e) = 0

The results presented in Fig. 1.6 show that in the long-wavelength limit (i.e.,
the fluid limit) of χi → 0, the ion and electron temperature anisotropy have the
same KAW growth rate. As the wave number χi increases, however, the growth
rate of KAWs excited by the ion temperature anisotropy evidently decreases, but
that by electron temperature anisotropy almost is invariant. This indicates that the
short-wavelength modification can evidently depress the growth rate of KAWs by
the ion temperature anisotropy, but has little effect on the growth rate of KAWs
by the electron anisotropy. In consequence, the electron temperature anisotropy can
excite more effectively KAWs with finite perpendicular wave number χi than the ion
temperature anisotropy.

The short-wavelength modification due to the finite perpendicular wavenumber
χi can evidently influence not only the growth rate but also the critical instability
condition for the ion temperature anisotropy. Figure1.7 shows the dependency of the
growth rate of KAWs by the ion (left) and electron (right) temperature anisotropic
parameter δTi and δTe , where the fixed parameters βe(i)⊥ and kzλi are the same with
Fig. 1.6, the parameters δTe = 0 (the electron temperature isotropy) and δTi = 0 (the
ion temperature isotropy) have been used in the left and right panels, respectively,
and the solid lines represent the cases of χi = 0.01, 0.1, and 0.5, respectively.
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Fig. 1.7 The normalized growth rates ωi/ωci versus the ion or electron temperature anisotropic
parameter δTi (left) or δTe (right), where the parameters δTe = 0 and δTi = 0 have been used in the
left and right panels, respectively, and other fixed parameters are the same with Fig. 1.6

From Fig. 1.7, as expected, for the two cases of the ion (left) and electron (right)
temperature anisotropy the growth rates of KAWs both increase remarkably with the
anisotropic parameter δTi (left) and δTe (right) once δTi(e) exceeds the corresponding
threshold δcTi(e) for the KAW instability. For the case driven by the ion temperature
anisotropy, however, the instability threshold δcTi has the increasing tendency with
the finite wave number χi , for instance, from δcTi 
 0.5 for χi = 0.01 increasing to
δcTi 
 0.52 and 0.56 for χi = 0.1 and 0.5, respectively, as shown in the left panel of
Fig. 1.7.While for the case driven by the electron temperature anisotropy presented in
the right panel of Fig. 1.7 the instability threshold δcTe for the three cases ofχi = 0.01,
0.1, and 0.5 are almost invariant and all are δcTe 
 0.5.

In fact, for the fixed parameters βe⊥ = βi⊥ = 2 and δTe(i) = 0 here it can be found
that the instability threshold δcTi(e) = 0.5 is the corresponding MHD threshold of the
fire-horse instability of AWs given by Eq. (1.55). In the derivation of the disper-
sion equation (1.40), on the other hand, the approximation of χe → 0 has been used
because χe � χi . It is because of this approximation that the short-wavelength mod-
ification by the finite ion perpendicular wave number χi has little effect on the KAW
instability driven by the electron temperature anisotropy but can evidently depress
that driven by the ion temperature anisotropy. In consequence, as the finite perpen-
dicular wave number χi increases the KAW instability driven by the ion temperature
anisotropy has an increasing (and hence higher) instability threshold and a decreasing
(and hence lower) growth rate than that driven by the electron temperature anisotropy.
In other words, the electron temperature anisotropy can more effectively excite the
instability growth of KAWs with finite perpendicular wave numbers χi than the ion
temperature anisotropy.

Excitation of KAWs by field-aligned currents

The fire-horse instability by the temperature anisotropy required the threshold con-
dition β‖ − β⊥ > 2. Therefore in a low-β plasma the fire-horse instability can not
work. In similar, the KAW instability of field-aligned currents considerably depends
on the plasma β parameter. Chen et al. (2013) investigated the excitation of KAWs
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by the field-aligned current instability in a low-β plasma with β < 2Q � 1. Tak-
ing δTe(i) = 0 for the plasma with the isotropic temperatures, the dispersion equation
(1.40) can reduce to
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− 2k2⊥λ2
e
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e
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e
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e

v2
D

v2
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− 1 + (3/4) τα2
ek

2
⊥λ2

e

1 + k2⊥λ2
e

= 0, (1.58)

where the large-argument expansion of the plasma dispersion function Z(ζe(i)0 ) has
been used because

|ζ i0| ∼ vA/vTi ∼ √2/βi � |ζe0 | ∼ vA/vTe ∼ √2Q/βe � 1. (1.59)

From the dispersion equation (1.58) KAWs can be excited with a growth rate ωi

ωi = k‖vA
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e

√
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D

v2
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e

4
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e

)
(1.60)

when the electron field-aligned drift velocity vD exceeds the threshold velocity vc
D ,

that is,

vD

vA
>

vc
D

vA
=
√(

1 + k2⊥λ2
e

) (
1 + 3τα2

ek
2
⊥λ2

e/4
)

k⊥λe
> 1. (1.61)

Usually, this is not easy to be satisfied because there is a highAlfvén velocity vA > vTe
in the low-β plasma of β < 2Q and the instability condition by Eq. (1.61) requires
that the electrons have a field-aligned drift velocity larger than their thermal velocity,
that is, vD > vTe .

In the intermediate-β regime of 2Q < β � 1, however, the instability condition
above can be reduced. In fact, for the case of 2Q < β � 1 one has |ζ i0| ∼ vA/vTi ∼√
2/βi � 1 and |ζe0 | ∼ vA/vTe ∼ √

2Q/βe � 1, implying that the plasma dispersion
functions Z(ζe0) and Z(ζ i0) are suitable for the small- and large-argument expansion,
respectively. In consequence, the dispersion equation (1.40) reduces to (Chen and
Wu 2012)

0 = ω2
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2
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− 2 (1 − ci2) τ + 2ci1χi(
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)
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(
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i − 2ci2

)− c2i2(
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e + 2ci2τ
)
ci1χi + (1 − ci2)

2 τ
χi , (1.62)

which can have a lower threshold drift velocity vc
D < vA for the instability of KAWs

than that given by Eq. (1.61).
In the high-β case of β ≥ 1, one has |ζe0 | � |ζ i0| ≤ 1, implying that the plasma

dispersion functions Z(ζe0) and Z(ζ i0) both are suitable for the small-argument expan-
sion. In particular, for the case of plasma temperature isotropy with δTi = δTe = 0,
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Fig. 1.8 The growth rate of KAWs ωi/ωci versus the perpendicular wave number χi , where solid
lines correspond to the electron drift velocity vD/vA = 0.05, 0.1, 0.2, 0.3, 0.4, and 0.5, respectively,
and the parameters βe(i)‖(⊥) = 2 and kzλi = 0.05 have been used

the parameters c1,2,3,4,5 given by Eq. (1.42), which presented in the coefficients A,
B, and C of the dispersion equation (1.40), can reduce to

c1 
 ci1 − βi + βe

βeχi
, c2 
 k2‖λ2i , c3 
 c2 + 2χi

βi
, c4 
 1 − ci2 − c2

2

βi
χi

ci3, c5 
 c4,

(1.63)
where k‖λi = k‖vA/ωci ∼ ω/ωci � 1 is a small quantity for low-frequency KAWs
and the approximation Z ′(ζe0) 
 Z ′(ζ i0) 
 −2 has been used for sufficiently small
arguments ζe0 � 1 and ζ i0 � 1.

Figure1.8 shows the growth rate of KAWs excited by the field-aligned drift veloc-
ity vD of the electrons in a high-β plasma versus the finite perpendicularwave number
χi , where the fixed parameters βe(i)‖(⊥) = 2 and kzλi = 0.05 have been used for the
high-β and temperature isotropy case, and the solid lines present the growth rates
for the cases vD/vA = 0.5, 0.4, 0.3, 0.2, 0.1, and 0.05, respectively. From Fig. 1.8,
it is clear that the growth rate of KAWs increases with the drift velocity vD/vA as
expected, but decreases with the finite perpendicular wave number χi . In particular,
for fixed drift velocity vD/vA there is a threshold wave number χc

i that the growth
rate decreases to zero when χi ≥ χc

i , and the threshold wave number χc
i increases as

the drift velocity vD/vA increases.
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Fig. 1.9 The growth rate of KAWsωi/ωci versus the anisotropy factor δTe(i) , where the left and right
panels present the cases of δTi = 0 and δTe = 0, respectively, the solid lines represent the results
when vD/vA = 0, 0.1, 0.2, and 0.3, respectively, and the parameters βe‖ = βi‖ = 2, χi = 0.01, and
kzλi = 0.05 have been used for all cases

In a high-β plasma, on the other hand, the temperature anisotropy also can work
effectively to excite KAWs by the kinetic fire-horse instability. However, the critical
condition for thefire-hose instabilitywill be changed considerably due to the presence
of field-aligned currents. Figure1.9 shows the normalized growth rate of KAWs
driven by the temperature anisotropy when the presence of a nonzero field-aligned
current (i.e., vD �= 0), where the left and right panels present the cases driven by the
electron (with δTi = 0) and ion (with δTe = 0) temperature anisotropy, respectively,
the solid lines represent the results when vD/vA = 0, 0.1, 0.2, and 0.3, respectively,
and other parameters βe‖ = βi‖ = 2, χi = 0.01, and kzλi = 0.05 have been used.

For the fixed parameter χi = 0.01 used in Fig. 1.9, the drift velocities of vD/vA =
0 and 0.1 both arewell below the threshold of the current instability (see Fig. 1.8), and
hence the growth rates of KAWs are mainly contributed by the electron (left) and ion
(right) temperature anisotropy. However, the threshold of the temperature anisotropy
instability still is influenced evidently by the nonzero drift velocity vD/vA = 0.1
and is decreased to δcTe(i) ∼ 0.3 from ∼0.5 at vD/vA = 0. In the two cases of the drift
velocity exceeding the threshold of the current instability (i.e., vD/vA = 0.2 and 0.3),
on the other hand, the growth rates of KAWs are almost invariant when δTe(i) < δcTe(i)
and slightly increase with δTe(i) when δTe(i) > δcTe(i) due to the contribution from the
temperature anisotropy instability. In addition, as shown in Figs. 1.6 and 1.7, KAWs
excited by the electron and ion temperature anisotropy have almost same growth
rates and the instability thresholds in the low wave number limit of χi � 1. Here,
the almost same result presented in the left and right panels of Fig. 1.9 is because a
small parameter χi = 0.01 � 1 has been used here.
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1.5 Excitation of KAWs in Inhomogeneous Plasmas

Field-aligned density striation is one of themost common inhomogeneity phenomena
in magnetic plasmas, such as in the solar coronal plasma and in the terrestrial auroral
plasma, where KAWs can play an important role in the inhomogeneous heating
of solar coronal plasmas as well as in the local acceleration of auroral energetic
electrons. In fact, in a magnetic plasma charged particles of the plasma respond
to the Lorentz force of the magnetic field by freely streaming along the ambient
magnetic B, whilst executing circular Larmor orbits, in the plane perpendicular to B,
and hence the plasma particles move along helical orbits. Moreover, as the magnetic
field strengthens, the resulting helical orbits become more tightly winded, and more
effectively tying the particles to the field lines. This inhibits the plasma particles
transversely to cross the field lines in scales larger than the particle gyroradius, while
along the field lines the particles can move freely. In consequence, a magnetized
plasma can maintain large density and/or temperature gradients across the magnetic
field, while the fast parallel motion can quickly smooth out the gradients along
the field lines. Therefore, one of the most important characteristics of magnetized
plasmas is the anisotropy in the density distribution, which leads to the formation of
field-aligned filamentous structures characterized by the parallel length scales much
larger than the perpendicular scales. In particular, the most common perpendicular
scales of these field-aligned filamentous structures, also called density striations, are
in the orders of the kinetic scales of particles, that is, the ion gyroradius or the electron
inertial length (Wu 2012).

By use of the two-fluid mode of plasmas, Wu and Chen (2013) investigated the
excitation of KAWs by density striation in an inhomogeneous plasma magnetized
by a homogeneous magnetic field B0 = B0 ẑ. Assuming that the unperturbed density
n0(x) is inhomogeneous along the x-direction and has characteristic spatial scale Lx

as follows:

Lx ≡
(

∂ ln n0(x)

∂x

)−1

, (1.64)

the low-frequency dispersion equation with the frequency ω < ωci and wave vector
k = kx x̂ + kz ẑ can be obtained as follows (Wu and Chen 2013):
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and lx ≡ kx Lx = 2πLx/λx is the dimensionless inhomogeneity scale.
The complex solution of the dispersion equation (1.65), that is, the dispersion

relation
ω(kx , kz) = ωr (kx , kz) + iωi (kx , kz) (1.67)

can be given by
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In the limit case of lx → ∞, that is, a homogeneous plasma, one has cr → 1 and
ci → 0 from Eq. (1.66). The dispersion relation (1.68) reduces to
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which is the standard dispersion relation of KAWs without growth (Streltsov and
Lotko 1995; Lysak and Lotko 1996; Wu 2003a; Chen and Wu 2011a). On the other
hand, for the strongly inhomogeneous limit of lx → 0 the dispersion relation (1.68)
leads to
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which represents electrostatic waves in the ion-acoustic mode.
For the case of a finite inhomogeneity, that is, a finite lx = 2πLx/λx , the growth

rate of KAWs can be given by ωi in Eq. (1.68). Figure1.10 shows the normalized
growth rate ωi/kzvA versus the perpendicular wave number λekx , where the solid
lines represent the cases of αe ≡ ρs/λe = 0.1, 1, and 10, respectively, and the fixed
parameter lx = 1 has been used.

From Fig. 1.10, the growth rate approaches to a constant independent of αe in the
long-wavelength limit of λekx � 1 but goes to zero in the short-wavelength limit of
λekx � 1. In the case of finite wave numbers (λekx ) the growth rate considerably
depends on the parameterαe ≡ ρs/λe = vTe/vA. Figure1.11 presents the normalized
growth rate ωi/kzvA versus the inhomogeneity parameter lx , where the solid lines
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Fig. 1.10 The normalized growth rate ωi/kzvA versus the normalized wave number λekx , where
the solid lines represent the cases of αe = 0.1, 1, and 10, respectively, and the fixed parameter
lx = 1 has been used

represent the cases of λekx = 0.1, 0.3, and 1, respectively, and the fixed parameter
α2
e = 10 has been used.
Figure1.11 shows that the growth rate approaches to zero both in the strong and

weak inhomogeneity limit of lx � 1 and lx � 1, as mentioned above. In the case
of the finite inhomogeneity of lx ∼ 1, the growth rate remarkably increases as the
perpendicular wave number λekx decreases.

Taking the inhomogeneity with periodically oscillating density striation

n(x) = n0 + n1 sin(κ0x) ⇒
lx ≡ kx

(
∂ ln n(x)

∂x

)−1

= kx
κ0

n0/n1 + sin(κ0x)

cos(κ0x)
, (1.71)

Chen et al. (2015) investigated the KAW instability by the density gradient and found
that both the real frequency and the growth rate of the excited KAWs are evidently
dependent on the spatial position x due to the presence of an inhomogeneous density
gradient. The results also show that the real frequency increases with the spatial
scale of inhomogeneity κ−1

0 for the fixed wave number kx , while the growth rate has
a maximum similar to that excited by the homogeneous density gradient above.
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Fig. 1.11 The normalized growth rate ωi/kzvA versus the inhomogeneity parameter lx , where
the solid lines represent the cases of λekx = 0.1, 0.3, and 1, respectively, and the fixed parameter
α2
e = 10 has been used

Recent particle-in-cell simulation by Tsiklauri (2011, 2012) showed that KAWs
can be effectively excited by the transverse density inhomogeneity and that the paral-
lel and perpendicular electric fields efficiently lead to the field-aligned acceleration
of electrons and the cross-field heating of ions, respectively. The results by these
simulation further confirmed the close relationship between the generation of KAWs
and the formation of the transverse density inhomogeneity, that is, the field-aligned
density striation.

In a weakly inhomogeneous plasma, however, the generation of KAWs by the
instability above is not an effective mechanism. Other one more effective mechanism
for generating KAWs is the resonant mode conversion of AWs, which was proposed
byHasegawa andChen (1976a).When externally appliedAWs at a fixed frequencyω
propagate into an inhomogeneous plasma, the mode conversion occurs in the Alfvén
resonant surface determined by vA(x0) = ω/k‖, where vA(x0) is the local Alfvén
velocity in the inhomogeneous plasma with a density gradient along x direction.
After the resonant conversion, KAW with the wave vector k = ky ŷ + k‖ ẑ can be
generated in the higher density side (i.e., lower local Alfvén velocity) of the vicinity
of the resonant surface when vTe > vA (i.e.,αe > 1) in the resonant surface at x0 = 0,
where
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where ρ2is = (3/4 + Te/Ti ) ρ2i . However, if vTe < vA (i.e., αe < 1) in the resonant
surface at x0 = 0, the generated KAW after the mode conversion propagates toward
the lower density side (i.e., higher local Alfvén velocity), where
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= vA(x0). (1.73)

The classic example of the resonant mode conversion is the Langmuir oscillation
in an inhomogeneous plasma (Barston 1964). For sake of simplicity, assuming a cold
plasma with a sharp density gradient:

n(x) = n01 + (n02 − n01) H(x), (1.74)

where H(x) is the Heaviside unit jump function, n01 and n02 (> n01) are the plasma
densities in the two sides of the plane x = 0. The wave equation of the electrostatic
potential φ0(x) exp[−i(ωt − ky y)] can be written as

∇ · (ε(x)∇φ) = 0, (1.75)

where
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ω2

p1 +
(
ω2

p2 − ω2
p1

)
H(x)

ω2
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is the permittivity. One has the constant permittivity ε = 1 − ω2
p1/ω

2 for x < 0 and
ε = 1 − ω2

p2/ω
2 for x > 0 and ∇ε = 0 for x �= 0. Therefore, the wave equation

(1.75) at x �= 0 can be rewritten as

ε(x)∇2φ = 0, (1.77)

in which the factor ε(x) = 0 gives the ordinary Langmuir oscillations ω = ωp1 and
ω = ωp2 for x < 0 and x > 0, respectively, which are the intrinsic electrostatic oscil-
lations of the bulk plasmas in the two sides of the discontinuous plane x = 0. The
other factor, ∇2φ = 0, leads to

(
∂2
x − k2y

)
φ0(x) = 0, (1.78)

which nontrivial solution represents the surface wave that is constrained to propagate
nearby the discontinuous surface x = 0 and has the form

φ = φ0(0) exp
[−ky|x | − i

(
ωt − ky y

)]
, (1.79)



36 1 Basic Physical Properties of KAWs

where ky > 0 has been assumed without loss of generality. The dispersion relation
of the surface wave can be obtained by the boundary condition that φ and ε∂xφ both
are continuous at x = 0, and the result is

− ε(x)|0+ = ε(x)|0− ⇒ ω2
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ω2
− 1 = 1 − ω2
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ω2
⇒ ω2 = ω2

p1 + ω2
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2
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that is, the eigenfrequency of the surface wave ωs =
√(

ω2
p1 + ω2

p2

)
/2.

However, if the plasma density n(x) is smoothly varying in x , the wave equation
(1.75) can be reduced to

∂x [ε(x)∂xφ0(x)] − k2yε(x)φ0(x) = 0, (1.81)

where

ε(x) = 1 − ω2
p(x)

ω2
= 1 − ω2

p0

ω2
g(x), (1.82)

g(x) ≡ n(x)/n0 is the normalized density profile and ω2
p0 is the plasma frequency

at the density n0. Although the plasma density and hence ε(x) change continuously,
Eq. (1.81) has a singularity at the point of x = xs when ε(xs) = 0, that is, g(xs) =
ω2/ω2

p0, implying that the local plasma frequency ωps = √
g(xs)ωp0 = ω ≡ ωs (the

frequency of the applied wave). In fact, near x = xs Eq. (1.81) is dominated by the
first term and its approximate solution can be given by (Barston 1964; Sedlácek
1971a, b)

φ0(x) = ln |x − xs | ± iπH(xs − x) (1.83)

for a linear profile of g(x) near x = xs , where the sign of the imaginary part is
determined by the causality relation. The plane x = xs is called the resonant surface
and the approximate solution also represents the “surfacewave”,which is constrained
to propagate near the resonant surface x = xs . In particular, this surfacewave solution
has a logarithmic singularity at the resonant surface x = xs and its imaginary part
implies the absorption of the wave, called the resonant absorption, resulted from
the phase mixing of the continuous eigenmode in the continuous plasma medium
(Baldwin and Ignat 1969; Golant and Piliya 1972).

In physics, however, this logarithmic singularity can be attributed to the “cold
plasma” assumption that ignores the fact that the microscopic “thermal” oscillation
of charged particles responding on the applied electrostatic surface wave occurs on
a finite spatial scale, that is, the Debye length λD to be proportional to the “thermal
velocity”. Therefore, in the thin layer of |x − xs | < λD the approximate solution
is meaningless, and this eliminates the logarithmic singularity in the approximate
solution of Eq. (1.83). In fact, taking account of the effect of the finite Debye length
(i.e., the “thermal” plasma with a finite temperature), the dispersive term, k2v2

Te
, in

the dispersion relation for the Langmuir oscillation, ω2 = ω2
p + 3k2v2

Te
, can lead to

two orders higher derivatives in Eq. (1.81) or i.e. Eq. (1.75). In result, the wave
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equation (1.81) becomes fourth order equation, in which the two orders represent the
surface wave with the dispersion relation of ωs = ωps and the other two orders do
the Langmuir wave with the dispersion relation of ω2 = ω2

p + 3k2v2
Te
. While at the

resonant surface x = xs the solution is no longer singular but represents the mode
conversion of the surface wave to the Langmuir wave, implying that the so-called
resonant absorption of the surface wave in the cold plasma approximation actually
is the surface wave energy to be converted into the Langmuir wave and carried away
from the resonant surface through the Langmuir wave propagating at the x direction
(Nickel et al. 1963).

As shown by Hasegawa and Chen (1975), an analogical mode conversion can
occur between a surface AW and KAW, in which the kinetic modified effect is
caused by the finite ion gyroradius (ρi ) instead of the Debye length (λD). The wave
equation of the electric potential φ can be written as

0 =
[
M2

z

3ρ2i
4

∂3
x + ∂2

x

(
ρ2s

g(x)
∂x

)]
(g(x)∂xφ) +

[
∂x
(
M2

z g(x) − 1
)
∂x − k2y

(
M2

z g(x) − 1
)]

φ = 0, (1.84)

where Mz = ω/kzvA, vA is the Alfvén velocity at x = x0 where g(x0) = 1, and g(x)
is the density profile. Ignoring the kinetic effects due to the finite ρi and ρs , the
wave equation (1.84) has the same form as Eq. (1.81) with ε(x) = 1 − M2

z g(x) and
hence describes the bulk AW and the surface AW at the resonant surface x = xs with
ε(xs) = 0, where the solution of the wave equation has a logarithmic singularity
and the applied AW with the resonant frequency ωs = kzvA/

√
g(xs) is resonantly

absorbed.
In the case of a homogeneous plasma with g(x) = 1, however, Eq. (1.84) reduces

to (
M2

z

3ρ2i
4

+ ρ2s

)
∂4
xφ + (M2

z − 1
)
∂2
xφ − (M2

z − 1
)
k2yφ = 0, (1.85)

which describes the coupling between AW with the perpendicular wave number ky
and dispersion relation M2

z = 1 (represented by the second and third terms) and
KAW with the perpendicular wave number kx ∼ ∂x and dispersion relation M2

z 

1 + (3ρ2i /4 + ρ2s

)
k2x (represented by the first and second terms). Similarly, in an

inhomogeneous plasma the resonant mode conversion of the surface AW with a
frequency ωs = kzvA/

√
g(xs) to KAW can occur at the resonant surface x = xs ,

where the singularity of the solution of the wave equation (1.84) of including the
kinetic effect of the finite ion and ion-acoustic gyroradius disappears and the surface
AW energy is converted resonantly into KAW and carried away from the resonant
surface through the KAW propagating at the x direction.

Without loss of generality, taking xs = x0 = 0, that is, the g(x) 
 1 + κx near x =
0 and ωs = kzvA. Integrating near x = 0, the wave equation (1.84) can be reduced to

ρ̄2is∂
2
x Ex + κxEx = E0, (1.86)
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Fig. 1.12 A sketch of the resonant mode conversion of the surfaceAW (left) to KAWat the resonant
surface in a density gradient plasma (right) (from Hasegawa 1976)

where Ex = −∂xφ is the x component of the wave electric field, E0 is an integration
constant representing the boundary condition, that is, the far-field value of Ex at the
sufficiently large negative x (x ∼ −κ−1), and the feature kinetic length ρ̄is is given
by

ρ̄2is ≡ 3

4
ρ2i + M−2

z ρ2s . (1.87)

In addition, the WKB approximation condition of κ � |∂x ln φ| ∼ |kx | has been
used in the derivation of Eq. (1.86). The solution of the wave equation (1.86) can
be expressed in the terms of the Airy functions (Abramowitz and Stegun 1968). In
particular, its asymptotic solution for |x/�| � 1 can be given by

Ex = − π1/2E0

(κρ̄is)
2/3

(
�

x

)1/4

H(x) exp

{
i

[
2

3

( x
�

)3/2 + π

4

]}
+ E0

κx
, (1.88)

where the jump function H(x) indicates the KAW propagating towards the higher
density region of x > 0 and the feature scale

� ≡ ρ̄is

(κρ̄is)
1/3 = (κρ̄is)

2/3 κ−1. (1.89)

The term E0/κx in the far-field asymptotic solution (1.88) represents the surfacewave
field and the oscillating term represents the generated KAWdue to the resonant mode
conversion. In particular, from Eq. (1.89) the mode conversion KAW has a feature
perpendicular wavelength λ⊥ ∼ � much larger than the kinetic scale ρ̄is but much
less than the inhomogeneity scale κ−1. Figure1.12 shows their qualitative features.

From Eq. (1.88) or Fig. 1.12, the first few peak amplitudes of the KAW are given
by E0/ (κρ̄)2/3 � E0, whereas away from the resonant surface, say at x ∼ 1/κ, the
amplitude becomes E0/

√
κρ. In particular, it is worth noting that the amplitude of
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KAW not only is much larger than that of the surface AW but also decreases much
more slowly than the surface AW as x increases, that is, away from the resonant
surface.

1.6 Generation of KAWs by Nonlinear Processes

Besides the temperature anisotropy, the field-aligned drift current, and the density
inhomogeneity presented in the previous sections, there are other many free-energy
sources, which can directly excite the growth of MHD large-scale AWs and kinetic
small-scale KAWs through linear plasma instabilities. One of them is the Kelvin-
Helmholtz instability when the presence of a velocity shear in plasma flows, which
can excite AWs in theMHD scales. In kinetic scales, the small-scalemodified version
of theKelvin-Helmholtz instability is often considered as an effective exciting source
of KAWs in the magnetopause (Pu and Zhou 1986), in the polar cusp (Duan et al.
2005), in the magnetotail (Duan et al. 2012), and in the plasma sheet boundary layer
(Tiwari et al. 2006, 2008). In this section, however, we focus our attention to another
kind of generationmechanisms for KAWs, in which the driving sources are nonlinear
wave-wave coupling processes.

Other kind of nonlinear generationmechanisms for KAWs is the parametric decay
due to wave-wave coupling processes. The first proposed pump wave is the whistler
wave, which can in parametric decay into a daughter whistler wave and a KAW
(Chen 1977). Soon, using the two-fluid model and Vlasov and Maxwell equations,
(Shukla and Mamedow 1978) studied the nonlinear decay of a lower hybrid pump
wave (LHW), which can be generated by cross-field drift currents in space plasmas,
into a KAW and a whistler wave which has a frequency below the LHW frequency in
an intermediate-β plasma of 2Q � β � 1. They proposed that, in the ionosphere,
the pump LHW could excite the KAW and the whistler wave, and influence the
dynamics of space plasmas.

Patel et al. (1985) studied the nonlinear process of the parametric decay of a large
amplitude electrostatic ion cyclotron wave (ESICW) into a KAW and a daughter
ESICW in an inhomogeneous plasma. The threshold value for the parametric decay
process is determined by the inhomogeneity scale of the plasma density or the mag-
netic field. In the magnetosphere, the energy density of the pump ESICW of a few
percent of the thermal energy is enough to drive this nonlinear instability, which
is often less than observed ion electrostatic turbulence field (Anderson and Gurnett
1973; Hudson et al. 1978). So in most parts of the magnetosphere, the observed
turbulent electric field can well satisfy the required threshold value of driving the
nonlinear decay process, which probablymay be applied to low-frequency pulsations
from Pc 2 to Pc 5 in the magnetosphere.

In a low-β magnetized plasma of β < 2Q, an upper hybrid wave (UHW) is pro-
posed as a pumpwave that decays into a daughter UHW and a KAWdue to nonlinear
wave-wave interaction process and causes the spreading of theUHWspectrum.When
the decay process takes place, synchronism conditions for the effective wave-wave
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interaction should hold

ω1 = ω2 + ω3, k1 = k2 + k3, (1.90)

where ω and k are the wave frequency and vector, respectively; the subscripts 1, 2,
and 3 represent the pump UHW, another UHW, and KAW. Based on the two-fluid
equations, the nonlinear growth rate of KAWs in this decay process can be obtained
as follows (Yukhimuk et al. 1998):

γ = 1

2λe

√
EE

2

Ti + Te
me

ωce

ωpe
γ̄(θ1, θ2), (1.91)

where EE = (ε0/2)E2
0/(n0Te) is the wave energy density of the pump UHW in the

unit of the thermal energy density of electrons n0Te, γ̄(θ1, θ2) is an angle-correlation
factor with order of the unit, and θ1 and θ2 are the propagating angles of the pump
and daughter UHWs with respect to the direction of the ambient magnetic field,
respectively. Taking typical parameters for the lower magnetosphere as: Te ∼ Ti ∼
1 eV, ωpe ∼ 10ωce ∼ 106–107 s−1, ωci ∼ 102–103 s−1, n0 ∼ 10 cm−3, and EE ∼
10−5, one has the growth rate by Eq. (1.78) γ ∼ 1–10 s−1.

In addition, many other wave modes, such as ion Bernstein waves
(Sharma and Tripathi 1988), high-frequency electromagnetic waves (Papadopou-
los et al. 1982; Tripathi and Sharma 1988), Langmuir waves (Voitenko et al. 2003),
and low-frequencyMHDwaves (Voitenko andGoossens 2002, 2005a, b; Fedun et al.
2004; Zhao et al. 2011), all had been proposed to act as the pump wave in parametric
to excite KAWs.

When waves travel, they interact with the ambient medium they are traveling and
the interaction ultimately leads to dissipation of waves. Large-scale AWs traveling in
a homogeneous plasma can not exchange efficiently energy directly with themedium
because of the mismatch between wave scales and microscopic kinetic scales of
particles in the local medium. Nonlinear wave-wave interaction, however, can cause
the energy in large-scale AWs cascades towards small-scale waves in a manner that
ultimately leads to the wave energy dissipation due to the wave-particle interaction
when the scales of small-scale waves match to the kinetic scales of particles in the
local environment.

In fact, KAWs are dissipative as well as dispersive AWs because their perpen-
dicular wavelengths have scales comparable to the microscopic kinetic scales of
particles, such as the ion gyroradius and the electron inertial length. The turbulent
cascade process of AWs leads to the energy transferring from large-scale AWs to
small-scale KAWs, and then the wave-particle interaction of KAWs leads to the wave
energy effectively transferring from the waves into plasma particles since their scales
match the kinetic scales of particles. Thus, on the one hand KAWs dissipate the AW
energy through the turbulent cascade process and on the other hand they energize
plasma particles due to the wave-particle interaction. In other words, KAWs can play
an important role of a bridge in transferring the energy of AWs to the kinetic energy
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of plasma particles. So, another important mechanism for the generation of KAWs
is the anisotropic cascade process toward small-scale waves in AW turbulence.

Turbulent AWs exist ubiquitously in space and astrophysical plasmas. Transfer-
ring energy from large scales to small scales is very important process
for the energization of plasma particles as well as the dissipation of the wave energy.
This leads to the dynamic spectrum of turbulent AWs in the solar wind and other
interplanetary and interstellar media. In a series study, Goldreich and Sridhar have
established theories ofMHD turbulence in a homogeneous magneto-plasma (Sridhar
and Goldreich 1994; Goldreich and Sridhar 1995, 1997), now called the Goldreich-
Sridhar theory. One of the most important conclusions of the Goldreich-Sridhar
theory is to predict an anisotropic cascade process of the AWs energy in the inertial
regime of the turbulent spectrum that develops primarily small scales perpendicu-
lar to the background magnetic field, that is, k⊥ � k‖ in small-scale regimes. This
anisotropy in small scales is one of the typical characteristics of KAWs. In other
words, the Goldreich-Sridhar theory predicts that the AW’s turbulence has an intense
tendency that cascades the wave energy towards KAWs.

Numerical simulations of magnetized turbulence (Maron and Goldreich 2001;
Cho et al. 2002) also support the idea that such a turbulence is strongly anisotropic.
Meanwhile, in situ measurements of turbulence in the solar wind (Belcher and Davis
1971; Matthaeus et al. 1990; Luo andWu 2010; Luo et al. 2011) and observations of
interstellar scintillation (Wilkinson et al. 1994; Trotter et al. 1998; Rickett et al. 2002;
Dennett-Thorpe and de Bruyn 2003) provide evidence for this significant anisotropy.

In themost recentwork,Voitenko andDeKeyser (2011) identified and investigated
aweakly dispersive range (WDR) ofKAW turbulence in theMHD-kinetic turbulence
transition. They found perpendicular wavenumber spectra ∝ k−3

⊥ and ∝ k−4
⊥ formed

in WDR by strong and weak turbulence of KAWs, respectively. These steep WDR
spectra connect shallower spectra in the MHD and strongly dispersive KAW ranges,
which results in a specific double-kink (2-k) pattern often seen in observed turbu-
lent spectra. The first kink occurs where MHD turbulence transforms into weakly
dispersive KAW turbulence; the second one is between weakly and strongly dis-
persive KAW ranges. Their analysis suggests that partial turbulence dissipation due
to amplitude-dependent non-adiabatic ion heating may occur in the vicinity of the
first spectral kink. The threshold-like nature of this process results in a conditional
selective dissipation that affects only the largest over-threshold amplitudes and that
decreases the intermittency in the range below the first spectral kink. Several recent
counter-intuitive observational findings can be explained by the coupling between
such a selective dissipation and the nonlinear interaction among weakly dispersive
KAWs. In consequence, as least when approaching to the dissipation regime of
wave spectrums, the ultimate waves on the small-scales are expected to be highly
anisotropic in the way of quasi-perpendicular propagation with k2⊥/k2‖ � 1.
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Chapter 2
Laboratory Experiments of KAWs

The existence of AWs, as electromagnetic hydrodynamic waves, was predicted first
by Alfvén (1942), however, the experimental study in laboratory had not been made
until 1949. One of important reasons for this delay is that the long wavelength
and low frequency characteristics of AWs make them very difficult to study exper-
imentally in laboratory. The similar case happened on KAWs. When KAWs were
discovered in 1970’s, their ability to heat plasma particles attracted attention of
researches. Unfortunately heating experiments were often disappointing due to the
poor energy confinement of the plasma sources in laboratory. The situation had not
been improved evidently until the large plasma device (LAPD) was built in 1989
and started to perform at UCLA (University of California, Los Angeles). Since that,
a series of experimental investigations of KAWs in laboratory plasmas have been
performed successfully on LAPD and great progresses in experimental studies of
KAWs have been achieved in laboratory plasmas. Moreover, the phenomena that
have been observed by the satellites in space plasmas since 1990’s show striking
similarities to the results observed in the laboratory experiments.

In this chapter, we first briefly introduce the early endeavor experimentally to
measure KAWs in laboratory plasmas. Then we review the laboratory investiga-
tions of KAWs, which were performed mainly on LAPD and well reproduced the
theoretically expected results presented in Chap. 1. The descriptions of laboratory
experimental device and plasma diagnostic tools are referred to, for example, the
book by Cross (1988).

2.1 Early Experiments of Plasma Heating by KAWs

In 1970’s, Hasegawa and Chen (1974; 1975; 1976a) first proposed that when prop-
agating in an inhomogeneous plasma, AWs may directly convert into KAWs by the
resonant mode conversion and, in particular, the dissipation of KAWs due to the
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collision damping, the Landau damping, or other nonlinear effects can be responsi-
ble for plasma heating. In an inhomogeneous plasma in general, AWs have a con-
tinuous spectrum within a frequency range of ωA(x)min ≤ ω ≤ ωA(x)max , where
ωA(x) ≡ vA(x)kz , called the local Alfvén frequency. When a monochromatic elec-
tromagnetic wave with frequency ω0 is applied externally to the inhomogeneous
plasma, the wave energy can be absorbed by the plasma at the so-called resonant
surface x = x0 that satisfies the resonant condition (Hasegawa and Uberoi 1982)

ω0 = ωA(x)|x=x0 = vA(x0)kz(x0). (2.1)

In the resonant surface, the energy flux of the absorbed AW (or i.e., the converted
rate) can be written as (Chen and Hasegawa 1974a)

fC � ω0

k⊥
B2

x (x0)

μ0
. (2.2)

The ion and electron heating rates depend on the dissipation mechanisms. In a colli-
sional plasma, the ion heating is dominated by the viscosity of the transverse wave
field and the heating rate is
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where By(κ
−1) is the value of the wave magnetic field at x = κ−1 and κ is the

inhomogeneity length scale. The electron heating in a collisional plasma is governed
by the Ohmic dissipation of the field-aligned current, that is,

n0
dTe

dt
= 1

2
Re

(
jz E∗

z

) � νe
Te

Ti

(
1 − I0e−χi

)2

χi

ε0|Ex |2
2

ω2
pi

ω2
ci

ω2
0

k2
z v

2
Te

. (2.4)

To compare the ion and electron heating rates in a collision plasma, we have
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In a collisionless plasma, on the other hand, the ion and electron heating rates
can be attributed to the linear Landau damping for small amplitude applied AWs.
Therefore, we have
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and
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The ratio of the electron to ion heating rates is
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When large amplitude AWs are applied externally a plasma, however, nonlinear
processes are expected to occur as a result of the resonant mode conversion, such as
the parametric decay of KAW into another KAW and an ion-acoustic wave for the
case of τ � 1 or into another KAW through the nonlinear ion Landau damping for
the case of τ ∼ 1 (Hasegawa and Uberoi 1982). The corresponding ion heating rate
can be given approximately by
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In 1970’s, the possibility to apply the plasma heating by KAWs on thermonuclear
fusion experiments was extensively investigated in laboratory plasmas. The fusion
reaction requires a plasma temperature ∼10 keV, while the saturation temperature
by the classic Ohmic heating is only ∼1 keV. Thus, a supplementary heating is
needed to heat the plasma in the reactor to the fusion temperature. AWs with radio
frequency range of orders of MHz are one of attractive candidates because strong
power sources of hundreds MW had become available in 1970’s (Hasegawa and
Uberoi 1982). Below, we introduce four of the KAW heating experiments in 1970’s
based on the description presented in Hasegawa and Uberoi (1982).

One of the four is the AWheating experiment on Proto-Cleo plasma atWisconsin,
America (Golovato et al. 1976). The Proto-Cleo device is a stellarator with a major
radius of 40cm and an average minor radius of 5 cm. The typical plasma parame-
ters are n0 ∼ 1012 cm−3, Te ∼ 10–20 eV, Bp ∼ 3 kG (the poloidal magnetic field),
and tc ∼ 1 ms (the energy confinement time). A generator operating up to 200 kW
at the pulse length of 1 ms was used to launch the radio frequency (rf) wave. The
experimental results show that the plasma temperature increases immediately after
the rf was cut off. Moreover, the peak temperature appears roughly in the resonant
surface of AWs, implying the plasma heating is caused by the resonant mode con-
version of AWs into KAWs in the resonant surface. Another important result of this
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experiment is to find enhanced anomalous transport due to the applied rf wave. The
anomalous transport varies approximately linearly with respect to the rf amplitude
and is believed to be caused by magnetic island formation.

The AW heating experiment on R-02 stellarator at Sukhumi, Russia is interesting
one because of the high-intensity rf wave (Demirkhanov et al. 1977). In this experi-
ment it was found that efficient heating occurs when the plasma density is larger than
5 × 1013 cm−3, at which density AW can be coupled into the plasma. In particular,
the results indicate that the heating has the clear nonlinear feature with respect to
the rf amplitude and a much higher efficiency. The temperature increases to almost
20 times of the initial temperature. The nonlinear threshold amplitude of the rf wave
is about 50 G. Moreover, a remarkable and interesting phenomenon was found in
this experiment, that is, the fluctuating field that leads to the anomalous transport has
disappeared when AW is coupled in the higher density discharge phase, implying
that the better confinement of the plasma is achieved in the presence of the large-
amplitude AW. This can be understood in terms of the negative ponderomotive effect
because the magnetic ponderomotive force, unlike the electrostatic ponderomotive
force, tends to attract plasma into the high-intensity region of the rf wave. Therefore,
the nonlinear AW heating has a very attractive feature in that the applied rf wave
works to heat as well as to confine the plasma.

Another AW heating experiment was done on the Heliotron-D in Kyoto, Japan
(Obiki et al. 1977). The machine has a major radius of 110 cm, a minor radius of 10
cm, a toroidal field of 2 to 3 kG, and an electron density ranging between 3 × 1012

and 3 × 1013 cm−3. In consideration of that the KAW excited at the resonant surface
propagates toward the plasma center only when vTe > vA, in order to heat the bulk
plasma in this experiment, the plasma is ohmically heated to satisfy the condition of
vTe > vA before the AW heating is applied. Otherwise, the KAW propagates toward
the plasma edge and heats only the plasma surface. One remarkable result of this
experiment is to demonstrate this threshold condition of efficient heating as the
function of initial electron temperature. Therefore, an enough high initially electron
temperature to satisfy vTe > vA is an essential condition for the bulk heating of the
plasma.

Besides these three toroidal plasma devices, the AW heating experiment also was
done on the linear theta-pinch plasma device in Lausanne, Switzerland (Keller and
Pochelon 1978). The theta coil is 142cm long and 9cm in inner diameter. The main
magnetic field reaches 16 kG in 3.8 µs. The quartz discharge tube has an inner
diameter of 5.2 cm. Two electrodes, 1.2 cm in diameter, are set at the two ends, 142
cm apart. The typical plasma parameters are 75% in ionization, 0.76 cm in mean
plasma radius, 2 × 1016 cm−3 in mean electron density, and 40 eV in maximum
plasma temperature. The temperature and heating power are measured by diamag-
netic probe. The results show that the heating efficiency reaches approximately 50%
in this experiment. The resonant absorption is also confirmed by this experiment.

These AW heating experiments in 1970’s demonstrated not only the effectivity
of the AW heating for fusion plasmas, but also the resonant conversion of AWs to
KAWs at the resonant surface, which was first proposed by Chen and Hasegawa
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(1974a, b, c). In particular, they illustrated indirectly the existence of KAWs. Direct
experimental measurements of KAWs in laboratory started in 1980’s.

The first experimental study on properties of KAWs was performed in a linear
cylindrical device by Cross (1983) in Australia. The device is 260cm long and
15cm in diameter, with an axial background magnetic field 7–8 kG. The plasma
(hydrogen and argon discharge) has typical density n0 ∼ 1015 cm−3 and temperature
Te � Ti � 2 eV, where the equality of the electron and ion temperatures is a result
of the very high electron-ion collision frequency (νei ∼ 5 GHz much larger than
the ion gyrofrequency ωci/2π ∼ 11 − 12 MHz and hence than the wave frequency
ω/2π). The experiment was carried out in the afterglow of the plasma, a short time
after the end of the discharge. KAW was launched using a coaxial cage antenna,
which produced only a Bθ field, a very localized KAW with a small perpendicular
scale length on the order of the size of the antenna. The experimental results showed
that KAW primarily propagates along the magnetic field as theoretically predicted.
In addition, the fact that the wave remains localized near to the antenna indicates
that the wave appears to be highly damped. This is attributed to the wave having a
finite k⊥ hence a radially spreading across field lines as well as the high collisional
damping in the collisional plasma.

A similar experiment was also done on a toroidal tokamak device (Borg et al.
1985). The plasma density n0 ∼ 1013 cm−3 and the initially electron temperature
Te � 10 eV (but probably lower when the wave was measured after the main toka-
mak discharge). The analysis of the experimental data indicates that the ratio of the
collision frequency to the wave frequency, or i.e., the damping coefficient is about
� ≡ νei/ω � 100 
 1. They concluded that in a collisional plasmaAWsmay consist
of an arbitrary spectrum of k⊥ up to a maximum at k⊥λe = 1.

In the tokamak experiment by Weisen et al. (1989), they set up the wave pattern
of resonant mode conversion into KAW at the resonant surfaces within the device.
The measured density fluctuations are well consistent with that caused by the radial
propagation and damping of KAWs based on the predictions of the KAW theory.

These KAW experiments, however, all almost were highly collisional and hence
KAWs were strongly damped. Further experimental investigations of KAWs, espe-
cially the researches of the kinetic effects of KAWs in weakly damping or colli-
sionless plasmas were performed at in LAPD of UCLA. In next sections, we turn
our attention to those experiments of KAWs carried out in the LAPD, which well
demonstrated many aspects of physical properties of KAWs predicted by previous
theories of KAWs.

2.2 Measurements of KAW Dispersion Relations

The LAPD is a large linear plasma research device at UCLA, which was designed to
study space plasma processes (Gekelman et al. 1991). Its construction began in 1985
and was completed in 1989. The original LAPD has a 0.5 × 0.5 m2 oxide-coated
cathode as a source which produces a ∼10 m long plasma column with density up to
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5 × 1012 cm−3 and temperature up to 15 eV in a linear vacuum chamber (1 m diam-
eter by 10m long). There are 128 radial ports on the chamber to ensure excellent
access for probes and antennas and an internal probe drive can move a set of probes
to any position within the plasma column. A set of 68 magnet coils surrounding the
chamber can generate an axial magnetic field up to 3000 G. Therefore, the charac-
teristic kinetic scales of plasma particles in the LAPD have typical orders as follows:
the Debye length λD ∼ 10−4 m, the electron and ion gyroradii ρe ∼ 5 × 10−5 m and
ρi ∼ × 10−3 m, respectively, the electron and ion inertial lengths λe ∼ 5 × 10−3 m
and λi ∼ 0.5 m, respectively, the Alfvén velocity vA ∼ 106 m/s, and the kinetic to
magnetic pressures ratio β ∼ 10−4 (or i.e., αe ∼ 1).

About ten years later, the original LAPD was further upgraded to a larger device
longer than 20 m (Leneman et al. 2006). Its plasma source has been upgraded too.
The new source incorporates a 1m square heater, which can heat the barium oxide
coated cathode to 750–1000 ◦C, and can produce plasma column up to 0.9m in
diameter (depending on the magnetic field configuration). The LAPD is the finest
basic plasma research device in the world because of not only its largest dimensions
but also its source to be able to produce a quiescent, highly ionized, vast plasma
column with millions Debye lengths in long and hundreds ion gyroradii in diameter,
in which the ions also can be strongly magnetized.

The LAPD is especially suitable for studying of KAWs because of its large cham-
ber dimensions much larger than the ion inertial length in long and the electron
inertial length or the ion gyroradius in diameter. When the wave exciters are set as
frequencies lower than the ion gyrofrequency and sizes in order of the electron inertial
length and the ion or ion-acoustic gyroradius (i.e., the characteristically perpendic-
ular scales of KAWs), KAWs can be launched directly by the exciter and propagate
in the plasma column within the chamber. In particular, it has become possible to
achieve an almost collisionless plasma with the damping coefficient � � 1 and to
study simultaneously both the inertial and kinetic regimes of KAWs in the LAPD.

The first experimental measurements of KAWs on the LAPD was reported by
Gekelman et al. (1994), in which the plasma was operated under the conditions
appropriate to the inertial regime. KAWs in the inertial regime were immediately
launched in the discharge afterglow using wire mesh disk exciters of 4mm and
8mm radius into a helium plasma of density ∼1012 cm−3 and ionization ∼90%,
an axial uniform magnetic field ∼1.1 kG, and hence the electron skin depth λe �
5 mm. The low collisionality due to the low density and the high ionization in
the LAPD, hence the low dissipation allows a larger axial propagation distance
of the wave from the exciter and a better measurement of the wave propagation
properties. In this experiment, the inertial KAWwas observed to spreadwith distance
away from the exciter and the spreading follows a cone-like pattern whose angle
θ = tan−1

(
k‖/k⊥

) ∼ tan−1
(
k‖λe

)
is of order one degree (i.e., a quasi-perpendicular

propagation angle of ∼89◦) in the experiment because the perpendicular dispersion
causes the wave energy to spread perpendicular to the magnetic field.

Thewave field radiated by the disk exciter, orientedwith its normal along themag-
netic field, was measured at various axial locations of 150 to 350m from the emitter,
much larger than the parallel wavelengths of order a few meters. The frequency of
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Fig. 2.1 The parallel dispersion relation of KAWs in the inertial regime, that is, the wave frequency
versus parallel wavelength: The theoretical curves are calculated by Eq. (2.11) for k⊥ = 0 and
ne = 0.9 (lower dashed curve), 1.0 (middle solid curve), and 1.1 × 1012 cm−3 (upper dashed
curve), respectively (reprinted from Gekelman et al., Phys. Plasmas, 1, 3775–3783, 1994, with the
permission of AIP Publishing)

the emitter f = ω/2π varies from f ∼ 150 kHz through 380 kHz, lower than the
ion gyrofrequency fci = ωci/2π � 420 kHz. Taking account of the finite frequency
modification the dispersion relation of KAWs in the inertial regime can read as

M2
z ≡ ω2

k2
‖v

2
A

= 1 − ω2/ω2
ci

1 + k2
⊥λ2

e

. (2.11)

Themeasureddispersion indicates that thewavefield is launched from thedisk exciter
and has a perpendicularwavelengthλ⊥ � λ‖ tan θ 
 λe for θ = 1◦. Figure2.1 shows
the parallel dispersion relation of the measured waves, that is, the wave frequency
versus the parallel wavelength, where the solid line is the theoretical curve given by
Eq. (2.11) with density ne = 1.0 × 1012 cm−3 and k2

⊥λ2
e � 1, and the two dashed

curves with densities ne = 0.9 and 1.1 × 1012 cm−3, respectively. The measured
result can very closely match to the solid curve predicted by the KAW theory.

In addition, the collision frequency is estimated as νc ∼ 350 kHz in this experi-
ment, which indicates a lower damping coefficient by the collision dissipation, for
example, � � 0.2 for the wave at frequency of 280 kHz. The measurement of the
wave damping, however, shows a higher damping coefficient required, implying that
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the Landau damping possibly has an important contribution to the dissipation of the
wave energy (Morales et al. 1994).

The experiment was extended to include the kinetic regime of KAWs by Lene-
man et al. (1999, 2000). In the LAPD experiments the accelerated electrons, from
an electron beam source sited on the chamber end, ionize He gas producing a highly
ionized plasma.TheLAPDdischarge plasmausually has a lower ion-electron temper-
ature ratio τ � 1. Therefore, the dispersion relation of KAWs in the kinetic regime,
including the finite frequency modification, can reduce to

M2
z ≡ ω2

k2
‖v

2
A

= 1 − ω2

ω2
ci

+ k2
⊥ρ2s . (2.12)

In the experiment by Leneman et al. (1999, 2000) KAWs were launched from
a disk antenna with radius a = 0.5 cm and normal oriented parallel to the axial
magnetic field. The launched wave frequency and parallel wavelength are typically
ω ∼ 0.64ωci andλ‖ ∼ 2.5m, respectively. The producedHe plasma column is 36cm
in diameter (∼ 150ρi ) and 9.4m long (∼ 4λ‖). In order to produce changes of the
parameter αe from αe < 1 (the inertial regime) to > 1 (the kinetic regime), the
plasma parameters, B0, ne, and Te, are changeable in the ranges 0.7 ≤ B0 ≤ 2.2
kG, 1.4 ≤ ne ≤ 2.4 × 1012 cm−3, and 1.3 ≤ Te ≤ 11 eV, respectively. In particular,
the electron inertial length ranges from λe � 0.34 to 0.45cm and the ion cyclotron
frequency does from ωci � 266 to 836 kHz.

The measured radial structure of wave fields are consistent with the theoretical
predictions of KAWs presented byMorales andMaggs (1997). Themeasurements of
the wave phase and axial phase velocity further confirm that the wave fields observed
in the experiments are KAWs, which satisfy the KAW dispersion relation with the
finite frequency modification. In particular, the perpendicular propagation of waves
are observed both in the kinetic and inertial regimes. The results show that the wave
propagates forward (i.e., vg⊥ > 0) in the kinetic regime and backward (i.e., vg⊥ < 0)
in the inertial regime, as expected by the theories of KAWs. In addition, the wave
currents also are calculated based on magnetic field measurements and are found to
flow in toroidal vortices, which are similar to the observations by the Freja satellite
in the auroral plasma (Volwerk et al. 1996).

These elementary experimental researches have demonstrated definitely the mea-
sured perturbations launched from the disk antenna have some essential character-
istics of KAWs, for instance, the transverse profiles of KAW fields, the opposite
directions of their perpendicular propagation in the kinetic and inertial regimes, and
the parallel dispersion relation with the finite frequency modification of their axial
propagation (i.e., the ω − k‖ relation). However, the most important kinetic char-
acteristic of KAWs is their perpendicular dispersion relation, that is, the ω − k⊥
relation, which first was measured by Kletzing et al. (2003a) in the LAPD.
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2.3 Propagation and Dissipation of KAWs

It is the perpendicular dispersion relation (i.e., the ω − k⊥ relation) of KAWs that
contains the kinetic effects of KAWs different fromAWs due to the short-wavelength
(i.e., the finite k⊥ρis or k⊥λe) modification. Kletzing et al. (2003a) first measured the
perpendicular dispersion relation of KAWs for the kinetic-inertial transition regime
of vTe ∼ vA in the upgraded LAPD. The experiment was conducted in a fully ionized
helium plasma column of 10m length and 40cm diameter with the electron density of
n0 � 1.6 × 1012 cm−3 and temperature Te � 3.05 eV. The ambient magnetic field
was set as B0 = 700 and 1000 G, which yields the velocity ratio vTe/vA � 1.25 and
vTe/vA � 0.88, respectively. The ion temperature was estimated as Ti � 1 eV. Other
plasma parameters λe � 0.42 cm and ρs � 0.53 cm for B0 = 700 G and 0.37cm for
B0 = 1000G. For both cases, thewaveswere launched at a frequencyω � 0.525ωci .

They measured two different time series of a signal with the same component
of k⊥ taken from the spatial Fourier transform at two different distances from the
antenna for the same input signal. Then the later signal at the larger distance (hence
weaker) was shifted with respect to the earlier signal at the smaller distance (hence
stronger) by a time given by the greatest cross correlation coefficient between the
two signals. The parallel phase velocity vp‖ = ω/k‖ of the wave can be obtained by
combining the time delay corresponding to the greatest correlation coefficient with
the distance between the two sets of measured signals. By repeating this procedure
for different k⊥, they obtained a set of measurements of vp‖ as a function of k⊥, that
is, the so-called perpendicular dispersion relation. For all measurements, the linear
correlation coefficients determined by this procedure exceed r = 0.98, implying that
these signals at the two measurement locations come from the same wave which has
propagated along the magnetic field.

For the kinetic-inertial transition regime of αe = vTe/vA ∼ 1, taking account of
the finite frequency modification, the kinetic dispersion equation of KAWs in the
low-frequency approximation (ω2 < ω2

ci ) can reduce to (Kletzing et al. 2003a; Wu
2012):

ω2

k2
‖v

2
A

=
(
1 − ω2

ω2
ci

)
χi

1 − �0(χi )
+ k2

⊥ρ2s
1 + ζe

0 Z(ζe
0)

, (2.13)

where�0(χi ) = e−χi I0(χi ) � 1 − χi + (3/4)χ2
i for smallχi and ζe

0 = ω/
√
2k‖vTe �

α−1
e

√(
1 − ω2/ω2

ci

)
/2.

Figure2.2 shows the measured results of two sets of the parallel phase velocity
vp‖ versus the perpendicular wave number k⊥, where the upper panel shows mea-
surements for vTe/vA = 1.25 and the lower panel for vTe/vA = 0.88. In both cases
all plasma parameters were maintained at essentially the same values except for the
backgroundmagnetic field which was changed to control vA. For the sake of compar-
ison, in Fig. 2.2 the solid line plots the theoretical prediction by the numerical result
of the kinetic dispersion equation (2.13), which includes the finite frequency modifi-
cation, and two additional dash-dot-dot lines represent the variation in the analytical
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Fig. 2.2 The perpendicular dispersion relation of KAWs: the solid line represents the numerical
solution of the theoretical dispersion relation by Eq. (2.13) and two dash-dot-dot lines are obtained
by varying the electron temperature Te by 1 standard deviation (i.e., 0.2 eV) (reprinted figure
with permission from Kletzing et al., Phys. Rev. Lett., 90, 035004, 2003a, copyright 2003 by the
American Physical Society)

result due to varying the electron temperature by 1 standard deviation (i.e., 0.2 eV).
From Fig. 2.2 their experimental results show that the measurements can very well
agree with the dispersion relations with the finite frequency modification of KAWs
both in the kinetic and inertial regimes.

By use of the radial profile of the plasma density, Vincena et al. (2004) further
compared the positions of the zero perpendicular group velocity (vg⊥ = 0) and the
kinetic-inertial transition point (αe = 1). In their experiment the radial distribution
of the parameter αe can be fitted well by



2.3 Propagation and Dissipation of KAWs 59

α2
e = 1 − tanh

(
r − r1

r2

)
, (2.14)

where r1 = 18.4 cm is the transition position at which αe = 1 and r2 = 4.3 cm is
a fitting parameter. The position of vg⊥ = 0, r0, may be determined experimentally
by the peak of the radial distribution of the normalized wave energy density (i.e.,
the ring energy density). The wave is launched in the kinetic regime at the center
of the plasma and propagates radially until it passes into the plasma edge region,
where the plasma density and temperature drop and transit into the inertial regime.
Theoretically, on the other hand, r0 can be calculated numerically by the derivative
of Eq. (2.13) with respect to k⊥, that is, vg⊥ = ∂ω/∂k⊥ = 0.

For the LAPD plasma, however, the approximation of Ti = 0 (and hence χi = 0)
is valid. From the dispersion equation (2.13), therefore, the perpendicular group
velocity can reduce to

vg⊥ = −2k⊥ρ2s ω

Z ′(ζe
0)

= −2k⊥ρ2s ωZ ′
R(ζe

0)

|Z ′(ζe
0)|2

, (2.15)

where Z ′(ζe
0) = −2

[
1 + ζe

0 Z(ζe
0)

]
is the derivative of the plasma dispersion func-

tion Z with respect to its argument, the subscript “R” denotes the real part, and
the latter equality is because we usually interpret the real part of the solution as
being the physically measurable quantity. In the kinetic and inertial limits one has
Z ′ = −2 and

(
ζe
0

)−2
and hence vg⊥ = k⊥ρ2s ω and −k⊥λ2

eω
(
1 − ω2/ω2

ci

)
, respec-

tively. In general, we have vg⊥ = 0 ⇒ Z ′
R(ζe

0R) = 0 at ζe
0R = ±ζ0 � 0.924, or i.e.,

ζ20 � (
1 − ω2/ω2

ci

)
/2α2

e ⇒ α2
e � (

1 − ω2/ω2
ci

)
/2ζ20 . By use of Eq. (2.14), we have

approximately

r0 = r1 + r2 tanh
−1

(
1 − 1 − ω2/ω2

ci

2ζ20

)
. (2.16)

Figure2.3 displays the dependence of the measured peak position of the normal-
ized ring energy density (r0) on the wave frequency (ω) in (a) and that of the zero
perpendicular group velocity predicted by Eqs. (2.16) and (2.13) in curves (b) and (c),
respectively, where curve (d) shows the low-frequency approximate solution given
byαe = 1. FromFig. 2.3 themeasured peak-energy position (a) and the zero crossing
positions (b) and (c) have good agreement for high-frequency waves of ω/ωci ≥ 0.6,
but not as good at low frequencies. In fact, the measured results of the low-frequency
waves are approaching to the low-frequency approximate solution given by αe = 1,
which is independent of the wave frequency. In addition, from Fig. 2.3 also it can
be found that the approximate solution (b) is nearly coincident with the numerical
solution (c), implying that the justification of the assumptions used to obtain Eq.
(2.15) is confirmed further.

For the plasma parametric regime of vTe ∼ vA (hence ∼vp‖), on the other hand, it
is important to take account of the Landau damping effects. In fact, the solutions of
the dispersion equation (2.13) are complex roots for the wave frequencyω. Figure2.4
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Fig. 2.3 Radial position of zero perpendicular group velocity r0 versus wave frequency ω: a
measured peak position of ring energy density; b prediction by the approximate expression of Eq.
(2.16); c numerical solution by Eq. (2.13), which nearly overlaps the approximate solution in (b); d
the position of the kinetic-inertial transition point, that is, the low-frequency approximate solution
given by αe = 1 (reprinted figure with permission from Vincena et al., Phys. Rev. Lett. 93, 105003,
2004, copyright 2004 by the American Physical Society)

shows measured and theoretical damping rate as a function of k⊥ in the experiment
by Kletzing et al. (2003a), where the experimental values are determined by using
the amplitude decrease between locations and the propagation time to compute a
damping rate and the theoretical damping includes a nonconserving Krook collision
term (Gross 1951) as well as Landau damping. The results presented in Fig. 2.4
show that the measured and theoretical damping rates are good agreement for small
k⊥ρs < 0.5. For k⊥ρs > 0.5, the agreement is not as good, but the basic trend is
correct.

The elementary experiment ofKAWsbyGekelman et al. (1994) has shown that the
collisionless Landau damping possibly plays an important role in the dissipation of
KAWs. In order to test further the effects of collisional and collisionless damping on
the dissipation of KAWs, Thuecks et al. (2009) compared experimental results with
various collisional models, including the nonconserving Krook collision operator
(Gross 1951) (

∂ fe

∂t

)

c

= −νe ( fe − fe0) = −νe fe1, (2.17)
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Fig. 2.4 The damping rate of KAWs: solid line is given by the image part of the numerical solution
of the theoretical dispersion relation by Eq. (2.13) (reprinted figure with permission from Kletzing
et al., Phys. Rev. Lett., 90, 035004, 2003a, copyright 2003 by the American Physical Society)

where fe0 and fe1 are the equilibrium and fluctuation electron distribution functions,
respectively, the particle number conserving Krook operator (Bhatnagar et al. 1954)

(
∂ fe

∂t

)

c

= −νe

(
fe − n

n0
fe0

)
= −νe

(
fe1 − n1

n0
fe0

)
, (2.18)

where n1 = ∫
fe1d3v is the perturbed electron density, and the particle number-

energy conserving Krook operator (Bhatnagar et al. 1954)
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where Fe0 has the same form as fe0, but with a variable temperature Te = Te0 + Te1,
as well as the Lorentz collision operator (Koch and Horton 1975)
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2
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with a velocity-dependent collision frequency, where μ ≡ vz/v = cos θ and θ is a
pitch angle.

Thuecks et al. (2009) experimentally measured the dispersion relation of KAWs
(including parallel phase velocities and damping rates) in the kinetic regime with
vTe/vA � 1.8 and in the inertial regime with vTe/vA � 0.18. The axial magnetic field
was set as 600G (the ion gyrofrequency229kHz for a heliumplasma) and2300G (the
ion gyrofrequency 876 kHz for a helium plasma) for the kinetic and inertial regimes,
respectively. The wave frequency was set near 0.25 and 0.50 of the ion cyclotron
frequency, namely, the wave frequencies of 70 and 130 kHz in the kinetic regime
and of 250 and 380 kHz in the inertial regime. The comparison with the theoretically
collisional models shows that, in the kinetic regime, the damping rates predicted by
the collisional models all are obviously higher than the measured damping rates.
Moreover, for the dispersion relation the best agreement between the theoretical
models and the experimental measurements is achieved by completely ignoring the
electron collisions. This indicates that the dissipation of KAWs is dominated by the
collisionless Landau damping in the kinetic regime.

In contrast to the case in the kinetic regime, in the inertial regime the comparison
between the experimental measurements and theoretical models indicates that it is
necessary and essential to include the electron collisional effects to describe KAW
behavior. The Landau damping alone predicts much less damping rate than the exper-
imentally measured that. In addition, also higher phase velocities are predicted when
the electron collisional effects are neglected.Moreover, the phase velocity and damp-
ing rates predicted by the various Krook type models nearly overlap each other (as
well as the experimentally measured results) over the range of k⊥ρs from 0.1 through
�1. However, they also noted that the prediction by the Lorentz collision operator
agrees with neither the experimental measurement nor the Krook type predictions in
the inertial regime. The difference of the electron collisional effects on the dissipation
of KAWs is possibly related to the difference of the electron physics in the kinetic
and inertial regimes, and maybe, true scenario is probably much more complex and
far from revealed (Thuecks et al. 2009).
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Although the kinetic theory with collisions gives the more precise dispersion
relation for comparison with the measurements, it provides little intuitive form for
understanding the wave physics. Employing a simplified dispersion relation for cold
electrons (vTe � vA) with the finite frequency and the electron collision effects:

ω2

k2
‖v

2
A

= 1 − ω2/ω2
ci

1 + (1 + iνeff/ω) k2
⊥λ2

e

, (2.21)

where the collisional effect is introduced by taking me → (1 + iνeff/ω) me only in
the electron momentum equation, Kletzing et al. (2010) further analyzed the com-
parison between experimental measurements and theoretical models of dispersion
relation of KAWs in the inertial regime. In the upgraded LAPD a longer plasma col-
umnof∼16.5m length and∼40diameterwas produced, inwhich the electron density
and temperature were estimated as ne � 7.7 × 1011 cm−3 and Te � 1.9 eV, respec-
tively, and a lower ion temperature Ti � 1.25 eV was assumed. The axial magnetic
field was set as 2300 G. For these plasma parameters, one has αe = vTe/vA � 0.2
implying the inertial regime condition, λe � 0.61 cm, and ρs � 0.13 cm. In addition,
the waves were launched at two frequencies of 250 and 380 kHz, and hence the rel-
ative ratio frequencies of ω/ωci � 0.29 and 0.43, respectively. Their result showed
that the better agreement between the experimental measurement and the theoretical
prediction by Eq. (2.21) can be obtained by the parameter νeff/ω � 2.7 for the 380
kHz wave and 4.1 for the 250 kHz wave, that is, by the effective collision frequency
νeff ∼ 1 MHz.

2.4 Excitation and Evolution of KAWs by Plasma Striations

Plasma striations are magnetic field-aligned structures in density, temperature, or
current, also called filamentous structures, which are very easy to form and hence
are very ubiquitous inhomogeneity phenomena in various magnetic plasma environ-
ments of space physics and astrophysics, such as in the terrestrial auroral plasma
and in the solar coronal plasmas. These field-aligned filamentous structures can be
characterized by the parallel length scales much larger than the perpendicular scales
due to the anisotropy of charged particle motions in magnetic fields. It is evident that
the most common as well as smallest perpendicular scales of inhomogeneity in these
plasma striations are the particle kinetic scales, that is, the typical scales of KAWs,
such as the ion gyroradius or the electron inertial length (Wu 2012). Therefore, these
plasma striations can play an important role in the dynamics of KAWs, especially in
their excitation and evolution, as shown in Sect. 1.5.

One ofmain scientific goals of the LAPD at UCLA is tomodel microphysical pro-
cesses in space and astrophysical plasmas, including plasma waves and their wave-
particle interactions. In particular, low-frequency wave activities associated with
field-aligned plasma striations are observed commonly in auroral magnetospheric
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and ionospheric plasmas (Chmyrev et al. 1988; Boehm et al. 1990; Louarn et al.
1994; Lundin et al. 1994a). It is believed extensively that these low-frequency wave
activities could result in local ion heating (Erlandson et al. 1994) as well as non-local
electron acceleration as the waves propagate over long distances (Hasegawa 1976;
Wu and Chao 2004b).

Motivated by the need to understand the interaction dynamics of low-frequency
KAWs with field-aligned plasma striations, Maggs and Morales (1996, 1997)
designed and performed an experimental study in the LAPD, in which a controlled
field-aligned density depletion as a plasma striationwas formed along the central axis
of a plasma column in the LAPD. Figure2.5 shows a schematic diagram illustrating
the elements for the formation of a controlled plasma striation in the center of the
plasma column in the chamber of the LAPD (upper part) and a typical radial profile
of the plasma density in the vicinity of the density striation (lower part). As shown
in Fig. 2.5, the striation extends along the magnetic field to the entire length of the
plasma column in the chamber of the LAPD (∼10 m) but has a thin radius (∼2 cm,
a few the electron inertial length and one-tenth of the plasma column radius), and
hence can be considered to be embedded in an essentially infinite plasma.

The background column plasma is generated by electrons emitted from a heated
barium oxide coated cathode and subsequently accelerated by a semitransparent grid
anode located 60cm from the cathode. The electrons are accelerated into the vacuum
chamber and impact neutral helium gas to generate a helium plasma with a 40cm
diameter and ∼10 m in long, a degree of ionization higher than 75%, densities in the
range ne � 1 − 4 × 1012 cm−3 (hence λe � 0.53–0.27 cm), electron temperature
Te � 5–15 eV, and ion temperature Ti � 0.1–1 eV, much lower than the electron
temperature Te. The axial ambient magnetic field is regulated in the range of 0.5 to
2 kG to attain different plasma β values.

In the center of the plasma striation, the electron density and temperature are
about ne ∼ 0.5 × 1012 cm−3 and Te ∼ 6 eV, respectively, both obviously lower than
those in the surrounding plasma column. Discharge currents, which are carried by
the primarily emitted electrons, are controlled in the range of 0.3 to 3 kA to obtain
different radial density gradients in the density striation edge. The plasma density
outside the density striation nearly linearly increases when the discharge current
increases, while the density in the center of the striation much more slowly rises. In
consequence, the density gradient at the edge of the striation considerably increases
as the discharge current increases. During the discharge the density and temperature
gradient scales across the magnetic field in the density striation are, typically, Ln ∼
ŁT ∼ 1–2 cm, and the ion and ion-acoustic gyroradii are ρi ∼ 0.05–0.2 cm and ρs ∼
0.2–0.5 cm, respectively.

When a weak current system flows around the striation both density and mag-
netic fluctuations are observed spontaneously to develop in the plasma density stri-
ation. The spontaneously generated magnetic fluctuations are measured by a small
induction-loop probe consisting of mutually orthogonal coils (58 turns of 2.5 mm
radius) in a triaxial arrangement. The signals corresponding on density fluctuations
are collected by small Langmuir probes. The detected signal intensity is growing dur-
ing the discharge current turns on and eventually achieves a steady state consisting
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Fig. 2.5 A schematic of plasma striation experiments in the LAPD: A thin density striation extends
to the entire length of the plasma column in the chamber of the LAPD (upper part) and a typical
radial profile of the plasma density in the vicinity of the density striation (lower part) (reprinted
from Maggs & Morales, Phys. Plasmas, 4, 290–299, 1997, with the permission of AIP Publishing)

of highly coherent low-frequency oscillations. After the discharge current shut off
(i.e., in the afterglow), the measured fluctuations start to decay while simultaneously
decreasing their oscillation frequency.

However, this does not imply that the field-aligned discharge currents are respon-
sible for the wave growth. In fact, the axial currents are carried by two distinct popu-
lations. One is primary electrons emitted from the cathode which carry an electrical
current directed towards the cathode. Other one is carried by a drift of the bulk elec-
tron population in the main body of the plasma column, which cancels the discharge
current carried by the primary fast electrons. While in this region the total current
nearly is zero when integrated over the entire cross-section of the plasma column.
The radial distributions of the axial currents also indicate that in both the discharge
and afterglow the current is minimum at the center of the density striation and largest
in the bulk plasma. Although there are clear differences in the axial currents of the
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plasma with and without the density striation, the implication obtained by examining
the radial profiles of the axial current is that the axial current is not the driving source
of the fluctuations. The driving source for the fluctuations is the cross-field density
and temperature gradients in the plasma striation.

The spectral analysis by the Fourier transform of the fluctuations shows that the
power spectra of the magnetic and density fluctuations, |δB(ω)| and |δn(ω)|, both
reach their peak amplitudes at a frequency of 37 kHz (∼0.085 (ωci/2π)), implying
the presence of an eigenmode. The measured radial distributions of the magnetic
and density fluctuations indicate that they are well trapped within the narrow density
striation and have a rough reflection symmetry about the center of the density stri-
ation. In particular, the magnetic and density fluctuation amplitudes peaks near the
maximum density gradient, implying that the density gradient indeed is responsible
for the primarily driving source for the fluctuations.

The polarization analysis of the magnetic fluctuations gives the amplitude ratio
of the perpendicular to parallel components of the fluctuation magnetic field,
|δB⊥(ω)| / ∣∣δB‖(ω)

∣∣ ∼ 100 
 1,which clearly reveals that themagnetic fluctuations
are shear AWs with magnetic incomprssibility. In fact, as inferred by the authors,
much of the small parallel component probably results from a slight misalignment of
the magnetic probe which results in a portion of the large perpendicular component
appearing in the coil when measuring the parallel component.

In the experiments, also it is noted that although the radially trapped eigen-
modes driven by the gradients can simultaneously exhibit large fluctuations in den-
sity (|δn/n0| ∼ 0.2) and magnetic field (|δB/B0| ∼ 2 × 10−3), the correspondence
between density and magnetic eigenmodes does not necessarily hold for all frequen-
cies as the plasma β varies. The nature of the fluctuations can be identified as the
drift-Alfvén wave and the broadband magnetic shear AW turbulence in the kinetic
regime of αe > 1 and the inertial regime of αe < 1, respectively.

Figure2.6 shows frequency spectra of density and magnetic field fluctuations for
αe > 1 (a) and αe < 1 (b). From Fig. 2.6, for α2

e ∼ 1.8 > 1 the measured results
show that there is an excellent correspondence between the peaks in the density and
magnetic spectra, particularly in the lower frequency range of ω/ωci < 0.1, where
the magnetic incompressibility of the fluctuations indicates that the eigenmode at
ω/ωci � 0.085 can be identified as the drift-KAWmode (Maggs andMorales 1997).
For a lower α2

e ∼ 0.5 < 1, the correspondence between peaks in the density and
magnetic spectra is limited to a lower frequency range ω/ωci < 0.04, where a clear
peak near ω/ωci � 0.03 can be identified as the eigenmode of pure electrostatic drift
waves. In the frequency region ω/ωci > 0.04, on the other hand, the evident peaks
present only in the magnetic fluctuations and can be identified as the eigenmodes
of KAWs, while in the density fluctuations there is not any eigenmode structure to
appear but an exponential frequency spectrum, which is a universal feature for the
fluctuations of the plasma column driven by edge plasma gradients near a conducting
wall in the laboratory.

In a similar experiment, Burke et al. (2000a, b) further investigated the sponta-
neously developing fluctuations in magnetic field and density associated with a thin
field-aligned temperature striation embedded in a large magnetized plasma column.
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Fig. 2.6 Frequency spectra of magnetic field and density fluctuations for αe > 1 (a) and αe < 1
(b) (reprinted from Maggs & Morales, Phys. Plasmas, 4, 290–299, 1997, with the permission of
AIP Publishing)

They found that the drift-KAWs, which were observed and identified in the exper-
iments by Maggs and Morales (1996, 1997), exhibited some interesting nonlinear
features. For instance, some strongly coherent nonlinear structures of drift-KAWs
with the form of two dimensional dipole vortex, which are observed commonly by
satellites in space plasmas as two dimensional solitary KAWs (Wu et al. 1996a,
1997), were observed in their experiment to progress in the azimuthal mode num-
ber m = 1 and to couple to the low frequency mode with subsequently generating
sideband structures in the frequency spectrum, developing harmonic structures, and
eventually transiting to broadband turbulence.

Their experiment was performed under similar plasma conditions with that by
Maggs andMorales (1996, 1997). Discharge currents of 1–5 kA are used to generate
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an axially and radially nearly uniform cylindrical plasma column with densities
ne � 1–4×1012 cm−3, electron and ion temperatures Te � 6–8 eV and Ti ∼ 1 eV,
respectively. The axially confining magnetic field varies in the range of 0.5–1.5 kG.
The spontaneously developing fluctuations are measured in the so-called plasma
afterglow phase after the discharge pulse is terminated. In the afterglow plasma Te

decays rapidly (on a time scale of 0.1 ms) due to classical axial transport to the ends
of the device and cooling due to energy transfer to the ions.

Instead of the density depletion in the experiment by Maggs and Morales (1996,
1997), a narrow electron beam with low energies (15–20 eV) and small transverse
extension (3 mm diameter) is field-aligned injected into the large magnetized plasma
column. The injected beam electrons are slowed down and thermalized in a fairly
short distance (∼70 cm for 20 eV electrons) due to elastic collisions with the slow
bulk plasma electrons and ions. The role of the beam is simply to produce a narrow
field-aligned temperature filament of a few millimeters in diameter and about a
meter in length. When this temperature filament, as a heating source, presents in the
afterglow plasma with a lowered ambient electron temperature of Te � 1 eV and
a density n � 2 × 1012 cm−3, it is possible to locally increase Te by 5–10 times
the ambient temperature. This leads to the presence of steep temperature gradients
between the central plasma temperature striation and the surrounding plasma column,
which can be responsible for primarily driving source for spontaneously developing
fluctuations in magnetic field, density, and temperature.

The electron beam is injected at t = 0.5 ms after the pulse discharge current that
produced the large cylindrical plasma column is turned off, i.e., during the afterglow
phase. The measurement of the ion saturation current Is ∝ ne

√
Te at the center axis

distance 285cm from the beam injector shows that the plasma temperature striation
formed by the injected beam effectively heats the afterglow plasma in an interval
∼2 ms as expected. High-frequency fluctuations are found to develop spontaneously
starting at t � 2.3 ms and are accompanied by an increase in the average tempera-
ture.At t � 3.5ms low-frequency oscillations start to appear and, simultaneously, the
average temperature undergoes a drop, which implies an enhanced rate of heat trans-
port (see Fig. 3 in Burke et al. 2000b). Detailed correlation analyses of Is versus ne

and Te indicate that the high- and low-frequency fluctuations in the saturation current
Is are primarily dominated by the density and temperature fluctuations, respectively.

The mapping dimensional structure of the high-frequency fluctuations near the
largest temperature gradient displays a clear dipole vortex structure in density and
magnetic field (i.e., corresponding to an azimuthal mode number m = 1) with mag-
netic shear polarization and a transverse scale on the order of the electron inertial
length (see Fig. 4 in Burke et al. 2000b). In fact, similar structures in space plas-
mas first were found by Wu et al. (1996a, 1997) by use of the Freja satellite data
during it passed the auroral plasma at the altitude of ∼1700 km and they identified
these structures as two dimensional solitary KAWs with a dipole density soliton
and vortex electromagnetic structure. While in the laboratory experiment by Burke
et al. (2000a, b) the magnetic vortex structures were clearly observed to be asso-
ciated with two microscopic axial currents embedded within the temperature stria-
tion. Their experimental measurements in the LAPD, however, further found that the
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vortex structure exhibits a very striking topological change corresponding to a steady
progression of the azimuthal mode number, m, from an initial dipole eigenmode of
m = 1 to the nearest mode of m = 2, eventually reaching mode numbers in excess
of m = 6 (see Fig. 11 in Burke et al. 2000b).

In addition, the frequency-spectrum analysis for the measured data from t = 3.5
to 4.5 ms shows that the high- and low-frequency modes have peak frequencies at
ωH � 50 and ωL � 10 kHz (the ion gyrofrequency fci = 380 kHz), respectively. In
particular, the high-frequency mode and its harmonic at about 100 kHz both show
evident sideband structures at about 40 and 60 kHz around the fundamental frequency
and 90 and 110 kHz around the harmonic frequency. These sideband modes should
result from nonlinear coupling between the high- and low-frequency modes.

Another commonnonlinearity arising fromacoherent eigenmode is the generation
of multiplying harmonic structures in the frequency spectrum. A typical example
of the development of multiplying harmonic structures in the frequency spectrum
is presented in Fig. 2.7, which shows the power spectrum in log scale of the ion
saturation current measured at a radial position r = 3 mm from the center of the
temperature striation and an axial distance 285cm from the beam injector. In Fig. 2.7,
the three panels describe the harmonic structures at three different times after the
temperature striation is formed at t = 0, that is, at t = 2, 3, and 4 ms. From Fig. 2.7,
it can be found that in the early stage t = 2 ms, there is only a single frequency
peak (i.e., the fundamental frequency of the eigenmode) when the fluctuations have
a lower amplitude. Then, in the intermediate stage t = 3 ms, a larger amplitude is
achieved and three harmonic peaks in addition to the fundamental clearly appear in
the frequency spectrum. While at the later time t = 4 ms, there are six additional
harmonic peaks to be discernable in the spectrum. Although the interesting nonlinear
coherent structures and their multiplying harmonic development may last quite long
time, it is expectable that this long-time lasting to develop eventually results in the
presence of a broad band turbulent spectrum as experimentally measured at t = 8
ms (see Fig. 12 in Burke et al. 2000b).

In the upgrated LAPD, Pace et al. (2008a, b) more in detail study the transition
from the coherent structures to the broadband turbulence in a plasma temperature
striation experiment. The upgraded LAPD has a longer vacuum chamber lengthened
to 20m and hence can produce a longer plasma column, in which fluctuations are
allowed to propagate into farther distance and to sustain a longer developing and
evolving time. The plasma source of the upgraded LAPD, which consists of a hot-
cathode (a pure nickel sheet coated with a thin layer of barium oxide heated to
an emission temperature of 800 ◦C) and a 55-cm apart anode (a semitransparent
molybdenum mesh), can create repeatedly at a 1Hz rate ms-duration pulsed beams
of electrons having primary energies in the 50 eV range and carrying discharge
currents of 1–3 kA. These primary energetic electrons that pass through the mesh
anode ionize an initial neutral He gas in the vacuum chamber to produce a 70-cm
diameter He plasma column with typical electron density ne ∼ 1–3×1012 cm−3,
electron temperature Te ∼ 6 eV, and ion temperature Ti ∼ 1 eV.

A plasma temperature striation, as a hot electron channel, can be established in
the plasma column by injecting a thin small electron beam with a diameter of 3-mm,



70 2 Laboratory Experiments of KAWs

Fig. 2.7 Development of harmonic structures in frequency spectrum of ion saturation current in
the evolution of the drift-KAW or two-dimensional solitary KAW (SKAW), where panels, from
the top down, correspond to the harmonic structures at t = 2, 3, and 4 ms after the temperature
filament is formed (t = 0) (reprinted from Burke et al., Phys. Plasmas, 7, 1397–1407, 2000b, with
the permission of AIP Publishing)
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energy ∼20 eV, and carrying current ∼250 mA into the afterglow-phase plasma that
has a cooled temperature Te ∼ 1 eV due to the electron heat conduction, about 0.5
ms after the main discharge pulse is turned off. The heat conduction parallel to the
magnetic field results in the formation of a plasma temperature striation with 8m
in length, 5 mm in radial extent, and 5 eV in electron temperature in the center of
the plasma column. This plasma temperature striation has an evident temperature
gradient but a nearly uniform density (because of the time scale of the ambipolar
flow for the density transport much slower than that of the heat conduction) across
the magnetic field and is embedded in an approximately infinite and colder plasma
column.

The experiment by Pace et al. (2008a) found that the temporal evolution of tem-
perature fluctuations caused by the plasma temperature striation exhibits three stages.
The first is the initial classical transport stage lasting an interval∼2ms after the beam
injection, in which a quiescent temperature evolution is observed. The second is the
nonlinear growing stage approximately starting at 2 ms after the beam injection, in
which high-frequency oscillations of corresponding the coherent drift KAWs excited
by the temperature gradient become apparent, as observed in the experiment byBurke
et al. (2000a, b). The third is the incoherent broadband turbulence stage appearing
after 5 ms of the beam injection, in which incoherent high-frequency oscillations
mixed with low-frequency oscillations start to develop into a broadband turbulence.

In particular, their experiment further found that the coherent structure and turbu-
lent spectrum are dominated by the classical and anomalous transports, respectively,
as expected theoretically. The experiment also demonstrates that the broadband turbu-
lence displays an ensemble-averaged exponential frequency spectrum, which could
be traced to the generation of coherent pulse structures with a Lorentz temporal
signature caused by nonlinear interactions of drift-KAWs driven by the electron
temperature gradient in a microscopic scale length (6 mm). A normalized, temporal
Lorentz pulse centered at time tc and lasting interval �t can be fitted by so-called
the Lorentz function as follows:

g(t) = �t2

(t − tc)
2 + �t2

. (2.22)

Its Fourier transform
g̃(ω) = π�te−ω�t eiωtc (2.23)

has the amplitude exponentially dependent on the frequency.
For the sake of comparison, they also performed a limiter-edge experiment, in

which a macroscopic density gradient (3.5 cm scale length) is established by insert-
ing a metallic plate at the edge of the plasma column. In this case there is only a
steady-state turbulent regime with a pure exponential frequency spectrum but with-
out mixture of coherent peaks, unlike the case for the plasma temperature striation
above. The broadband turbulence in this experiment has the same intrinsically tur-
bulent nature as that in the temperature striation experiment. Moreover, a numerical
model consisting of an ensemble of random Lorentz pulses is found to reproduce the
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exponential spectrum observed in both experiments (Shi et al. 2009). This strongly
suggests that the exponential frequency spectrum is not only a signature of Lorentz
pulses generated by drift-KAWs but also a possibly universal feature of pressure-
gradient driven turbulence in magnetized plasmas.

2.5 Generation of KAWs by Other Plasma Phenomena

KAWs and their MHD counterparts AWs in large scales are ubiquitous in space
plasmas and can be generated in various magnetic plasma phenomena and play
important roles in their both dynamics and kinetics. Here we briefly introduce a
few laboratory experiments of the generation and interaction of KAWs, which were
carried out in the LAPD to model a few other space plasma phenomena.

Generation in exploding laser-produced plasmas

In space and astrophysical plasmas there aremany situations in which a dense plasma
expands into a background magnetized plasma that can support AWs and KAWs, for
example, bursty bulk flows in the terrestrial magnetotail (Cao et al. 2006), coronal
mass ejections in the solar corona, supernovas in collapsing stars, and astrophysical
jets in active galaxies. To model such ubiquitously natural phenomena, a class of
experiments which involve the expansion of a dense laser-produced plasma (LPP)
into a background highly magnetized plasma has been carried out on the LAPD
(Van Zeeland et al. 2001, 2003; Gekelman et al. 2003; Van Zeeland and Gekelman
2004). The LPP is generated by the irradiation of a metallic (aluminium) target with
an axial incidence laser. Without a background plasma, the LPP expansion leads
to a radially inward directed ambipolar electric field because the ions are nearly
unmagnetized whereas the electrons are stronglymagnetized. This electric field pulls
outward the electrons across the magnetic field to neutralize the ions and produces an
electron E × B drift current. The drift current is diamagnetic and completely expels
the magnetic field to form a LPP diamagnetic cavity. This diamagnetic cavity then
recoils and pulls the LPP to expand along the magnetic field.

When a background plasma presents, however, the electron cross-field neutral-
ization process becomes more complex because background electrons can also flow
down themagnetic field lines, which leads to the drift current reducing.Moreover, the
parallel current due to the background electrons can excite KAWs, which have been
identified as standing waves formed along the background He plasma column (Van
Zeeland et al. 2001; Van Zeeland and Gekelman 2004). In fact, the Fourier spectrum
of these standing waves displays a pronounced cutoff at the He ion cyclotron fre-
quency as well as distinct peaks below. These peaks are similar to those observed in
previous LAPD experiments on KAWs with k⊥ρs � 0.1, which are launched using a
small-scale antenna (0.635 cm in diameter) driven by a current pulse (Mitchell et al.
2001, 2002). They also found that there are many standing eigenmodes in the shear
Alfvén frequency range.
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Later on, similar experiments were renewedly performed in the upgraded LAPD,
but by a laser beam aligned perpendicular to the background magnetic field (Van
Zeeland et al. 2003; Gekelman et al. 2003). Several different stages in the progression
of aLPP expanding across an ambientmagnetic fieldwere investigatedmore in detail.

In the initial perpendicular expansion, the initial laser impact results in immedi-
ate ionization of atoms on the target surface and a blast of fast electrons. These fast
electrons rip ions from the target surface due to a large ambipolar electric field. The
more massive ions hold back the electrons and eventually overshoot these strongly
magnetized electrons due to their relative unmagnetized state. This leads to the pres-
ence of a radially inward directed ambipolar electric field, which causes a current due
to the E × B drift of electrons. This electron drift current, in conjunction with the
diamagnetic drift current due to the ∇ p × B drift, causes the LPP diamagnetism.
When a background plasma is present, the background electrons can shuttle along
field lines and partially short out the initial ambipolar field allowing laser-plasma
electrons to escape. The current distribution is approximately coaxial in nature with
the central current channel corresponding to escaping electrons coming from the
target plasma and the outer return-current channel associated with electrons from
the background plasma (see Fig. 3 in Van Zeeland et al. 2003). The resulting return
and escaping electron current densities depend on the electron thermal and Alfvén
velocities, and the specifical relation can be fitted approximately by

j = c0 jTe

(
vTe

vA

)c1

(2.24)

for the range 0.2 < vTe/vA < 2, where jTe ≡ en0vTe is the background thermal cur-
rent density, and the fitting parameters c0e = 0.3 ± 0.01, c1e = −0.62 ± 0.04 for the
escaping current density and c0r = 0.16 ± 0.01, c1r = −0.68 ± 0.04 for the return
current density. Currently, this dependence is not understood.

In the following further perpendicular expansion, as the unmagnetized ions of the
LPP continue to expand across the confining magnetic field and drag electrons along
with them, the parallel electron current system induced in the background plasma
becomes highly asymmetric and evolves rapidly from a pseudo-coaxial system to two
antiparallel current sheets. However, the net current through any cross-section has
been measured to be zero within experimental error. This can be understood by the
formed charge distribution in the perpendicularly expanding LPP due to the Lorentz
force pushing ions to one side and electrons toward the other. While expanding in the
perpendicular direction, the LPP simultaneously expands along the magnetic field at
an average velocity v‖ � 18cs � 0.18vA.

The varying current system described above can be expected to radiate KAWs.
Themeasured radiationKAWmagnitude increaseswith vTe /vA. For this dependence,
a reasonable explanation is because the escaping and return currents having higher
magnitudes for larger values of vTe/vA. This indicates that it is possible to increase the
radiated KAW amplitude simply by increasing the background plasma β ∝ v2

Te
/v2

A.
Further analysis shows that the relative magnetic fluctuation δBw/B0 can be fitted
approximately by
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δBw

B0
= c0b

(
vTe

vA

)c1b

(2.25)

within the range 0.2 < vTe/vA < 2, where the fitting parameters c0b = (3.6 ± 0.2) ×
10−3 and c1b = 0.32 ± 0.06.

Generation by Alfvén maser

It is well known that laser or maser action requires a combination of a resonator
cavity containing a nonequilibrium medium which is able to amplify selectively
the wave over a narrow frequency interval and a partial reflector which allows the
amplified wave to be repetitively reflected by the resonator cavity back and forth
through the medium as well as the wave beam to be transmitted into the outside
region. Because of the spatial variation of the ionospheric plasma parameters, the
region between the lower E region of the ionosphere and the topside ionosphere can
form a natural Alfvén resonator. The topside ionosphere acts as a partial reflector to
allow amplified AWs to propagate into the magnetosphere. Possible nonequilibrium
sources to excite the ionosphericAlfvén resonator include the naturalmagnetospheric
convection, electron beams, lightning discharges, and powerful high-frequency radio
waves, and so on.

In the upgraded LAPD, an equivalent Alfvén resonator cavity has been realized by
applying a nonuniformmagnetic field to a plasma region bounded between a cathode
and a semitransparentmesh anode (Maggs andMorales 2003;Maggs et al. 2005). The
semitransparent mesh anode acts as a partial reflector and the nonequilibrium source
is the plasma discharge current. When the current exceeds a threshold, the selective
amplification results in a highly coherent with δω/ω � 5 × 10−3, large amplitude
wave to be excited spontaneously from ambient noise and to propagate out of the
resonator cavity, through the semitransparent mesh anode, into an adjacent plasma
column, where the magnetic field is uniform. The Alfvén maser is observed to evolve
in time from an initial m = 0 to m = 1 mode structure in the transition to the late
steady state. The frequency of the maser mode is continuously tunable by changing
the strength of the confinement field, which is determined by the cathode-anode
separation and the dispersion relation (Maggs et al. 2005).

Carter et al. (2006) experimentally investigated nonlinear interaction between two
KAWs, which were produced by the Alfvén resonator cavity of the upgraded LAPD.
They found that the nonlinear interaction led to the presence of a pseudomode at the
beat frequency, which represents a driven oscillation and does not correspond to a
linear normalmode but effectively scatters theKAWs and forms a series of sidebands.
A discharge current (∼5 kA) between the cathode and the semitransparent anode
(0.55 m separation) generates a beam of primary electrons (typical energy 50 eV) in
the Alfvén resonator cavity, which enters the main LAPD chamber and then ionizes
and heats the helium gas there to form the helium plasma column, in which the
current due to the injected primary electrons can be balanced by a return current due
to back-drifting population of thermal electrons (Maggs and Morales 2003). In the
main plasma column, typical parameters are ne ∼ 1 × 1012 cm−3, Te ∼ 6 eV, Ti ∼ 1
eV, B < 2 kG, and hence β � me/mi , implying that the KAWs in the experiment
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have short-wavelength dispersion due to finite k⊥ρs (here ρs ∼ 0.5 − 1.5 cm) and
finite-frequency dispersion due to finite ω/ωci .

In the steady state phase of the discharge, the power spectrum of the magnetic
fluctuation δB⊥ shows that there are two strong modes (identified as m = 0 and
m = 1), which are surrounded by a number of sidebands. Simultaneously, the satu-
ration current Is fluctuations are also observed at the sideband separation frequency
and harmonics (see Fig. 2 in Carter et al. 2006). They thought that when the two
large amplitude KAWs (e.g., m = 1 and m = 0) emitted from the cavity with dif-
fering frequency simultaneously propagate in the main plasma column at slightly
different phase velocities, they pass through one another and beat together, driving
a fluctuation at the beat frequency. The driven fluctuation then scatters the incident
KAWs, leading to the generation of a series of sidebands due to the nonlinear beat-
wave interaction between the two incident KAWs. The steady-state power spectrum
also showed that the beat-wave interaction is very strong, with the amplitude of the
driven pseudomodes at the beat frequency and harmonic frequencies comparable to
that of the interacting KAWs.

Auerbach et al. (2010) studied the nonlinear beat-wave interaction between two
independent KAWs with different frequencies propagating along a narrow, field-
aligned density depletion embedded in the center of the LAPD plasma column. As
demonstrated in the previous LAPD experiments by Maggs and Morales (1996,
1997), the density gradient associated with such a density striation will drive the
drift-KAW instability. To investigate the interaction between the beating KAWs and
the drift-KAW instability driven by the density depletion, the beat frequency was set
near the instability frequency (6 kHz) in the experiments. The experimental results
show that the strongest beat-driven response appears at the beat frequency close
to this instability frequency, with peaks centered at 5.5 and 8.25 kHz. Moreover,
the measured beat-wave response has a peak amplitude, δ Is/Is ∼ 15%, significantly
stronger than a beat-wave amplitude of δ Is/Is ∼ 5% measured in the absence of
the density depletion. The most striking feature of this interaction, however, is that
when the beat KAW has sufficient amplitude, the original unstable drift-KAW is
suppressed, leaving only the beat-KAW response, generally at lower amplitude. This
provides a novel approach to depressing instabilities driven by density (or tempera-
ture) gradients in magnetized laboratory plasmas (Auerbach et al. 2010).

Generation by strong microwave pulses

The physics of the interaction between plasmas and high power waves at the Lang-
muir frequency is of importance in many areas of space and plasma physics. A
number of laboratory research has been done on the interaction of microwaves in a
density gradient when ω = ωpe in unmagnetized plasmas (Stenzel et al. 1974; Kim
et al. 1974; Wong and Stenzel 1978). In the case of magnetized plasmas, which
are capable of supporting KAWs, the laboratory experimental investigation of the
interaction between a high power microwave pulse at the electron plasma frequency
and a magnetized plasma was carried out first by Van Compernolle et al. (2005,
2006) on the upgraded LAPD. In their experiment, the incident wave vector of the
microwaves is perpendicular to the background magnetic field, and parallel to the
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density gradient. The plasma-microwave interaction first leads to the production of
field-aligned suprathermal electrons and then KAWs in the electron inertial length
scale are excited by these field-aligned suprathermal electrons.

The ambient plasma is formed by a pulsed discharge (with current Id � 3.5 kA,
lasting for 8 − 10 ms and pulsed rate at 1 Hz) between cathode and mesh anode
apart in 52 cm. After the electron beam formed by the discharge enters the main
chamber of the LAPD they collisionally ionize the helium gas there and form the
main plasma column of 18m in long and 50cm in diameter, which is more than a
hundred ion gyroradii at 1.0 kG. The background magnetic field is regulated in a
range from 1.0 to 2.25 kG. The experiments were done in the afterglow (∼0.5 ms
after the discharge termination), so that the electron and ion populations are both cold
(Te = Ti � 0.5 eV). The microwave source generates 0.5 (or 2.5) μs pulses with a
power of 70 kW at a frequency of ωmw = 9 GHz, corresponding to a critical plasma
density nc = 1012 cm−3 determined by ωpe(n) = ωmw = 9 GHz. This critical layer
is typically 10 to 15cm from the center axis of the LAPD plasma column and the
peak plasma density is 1.52 × 1012 cm−3, so that the center of the plasma column is
optically thick for the incoming microwaves. The launched microwaves propagate
radially, across the background magnetic field, into the radial density gradient of
the plasma column. The polarization of the microwaves can be chosen as E = Ez ẑ
(‖ B0) for O mode or as E = Ey ŷ (⊥ B0) for X mode.

The measurements of the localized electric field strength, which is caused by the
incident microwaves, showed that the amplitude associated with the O mode peaks
at densities just below the O mode cutoff layer where ωpe(n) � ωmw = 9 GHz, as
expected from the theoretical dispersion relation. For the X mode, however, the
associated electric field intensity peaks on the overdense side of the upper hybrid

layer where
√

ω2
pe(n) + ω2

ce(n) � ωmw, implying that tunneling to the upper-hybrid

resonance is achieved. Themeasurement also indicates themicrowaves in theXmode
can propagate up to the L cutoff layer where

√
ω2

pe(n) + ω2
ce(n)/4 − ωce/2 � ωmw,

which is consistent with the theoretical dispersion relation of the X mode.
Signatures of suprathermal electrons can be found in the data of the ion satura-

tion current collected by the Mach probe, which was biased negatively, with a bias
typically larger than 50 V. Evidence of suprathermal electrons was also obtained
from the field-aligned current, which can be calculated based on the magnetic field
data. The main difference between the two measurements is that the magnetic field
measured the current due to all electrons, not just the current due to the suprathermal
electrons. The two measurements about the suprathermal electrons have reason-
able consistence. In particular, the measured results clearly display that both the
microwaves and the suprathermal electrons have their peaks at the same locations
with respect to the cutoff layer, implying that the suprathermal electrons are accel-
erated field-aligned in the vicinity of these strong electric fields and have an average
drift velocity vez � vA. Further to compare the measurements of the suprathermal
electrons accelerated by the O mode and by the X mode, it can be found that they
both are linearly proportional to the microwave input power, but there is a threshold
value for themicrowave power, belowwhich no suprathermal electrons are observed.
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Moreover, the threshold is higher for Xmode polarizedwaves by a factor of 2 than for
O mode polarized waves. This possibly is associated with the different propagation
characteristics for the O mode and X mode. However, the origin of this threshold is
still an open question.

The experimental measurements further showed that the suprathermal electrons
were followed by a series ofmagnetic field oscillations recorded by a 3-axismagnetic
loop probe. These magnetic perturbations can be identified as arising from KAWs
of the inertial regime. For different magnetic fields and different microwave powers,
the frequency of the KAWs always remains ω � ωci and their generation can be
explained by Cherenkov radiation of KAWs by the suprathermal electrons (Van
Compernolle et al. 2008).

2.6 Laboratory Experiments Versus Space Observations

Since discovered in 1970’s, KAWs, as dispersive and dissipative AWs in the kinetic
scales of plasma particles, have been believed extensively to play important roles
in the auroral electron acceleration, the anomalous transport of the magnetopause
particles, the dynamical dissipation and evolution of the solar wind AW turbulence
spectrum, the inhomogeneous heating of the solar corona plasma, and the formation
of fine magnetic-plasma structures in space and astrophysical plasmas. Professor
Hannes Alfvén had believed that theories of cosmic phenomena must also agree
with known results from laboratory experiments on Earth, because the same laws
of Nature must apply everywhere (Fälthammar 1995). Indeed, it appears that the
phenomena observed in laboratory experiments show striking similarities towhat has
been observed in space (Gekelman 1999). For example, comparing the in situ space
explorations and the laboratory experimentalmeasurements ofKAWs, it can be found
that there are extensive similarities between them, including the two dimensional
vortex structures of KAWs in the space exploration (Chmyrev et al. 1988; Volwerk
et al. 1996; Wu et al. 1996a, 1997) and in the laboratory experiment (Burke et al.
2000a, b), the plasma striations associated with KAWs in the laboratory experiment
(Maggs andMorales 1996, 1997) and in the space exploration (Stasiewicz et al. 1997,
2001; Bellan and Stasiewicz 1998; Sharma and Singh 2009; Kumar et al. 2011), and
the broadband KAW turbulence in the laboratory experiment (Burke et al. 2000a, b)
and in the space exploration (Stasiewicz 2000a; Stasiewicz et al. 2001, 2004; Chaston
et al. 2007b; Pace et al. 2008a, b; Salem et al. 2012).

The greatest advantage of laboratory experiments is that the experimental condi-
tions and parameters are repeatable and controllable. In addition, laboratory devices
can be reconfigured to perform different experiments and probes can be removed
and repaired. Therefore, when an interesting phenomenon has been discovered by a
satellite, but its basic physics is not well understood, the laboratory can provide us
an ideal place further to study it. In laboratory plasmas, however, probes are easily
larger than both electron gyroradii and the Debye length, so that they can perturb the
plasma. On the other hand, although satellite is usually larger than these fundamental
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lengths, but onboard detectors are generally smaller than the fundamental lengths.
Thus, the satellite imposes aminimumperturbation on its plasma environment.More-
over, there must be some phenomena that naturally occur in space plasmas, but can
not be produced in the laboratory plasma device, even in a device large as LAPD,
because laboratory devices can not provide an enough large size or enough long time
to produce those phenomena naturally to occur. Therefore, the joint complemen-
tarity between the space exploration and laboratory experiment is necessary for us
comprehensively to understand the physics of KAWs and their applications in space
plasmas.

As Gekelman (1999) pointed out: “In the past few years the quantum jump in
data collection on the Freja and FAST missions have led to the reevaluation of the
importance of these waves in the highly structured plasma that was probed.” Mea-
surements by satellites in space plasmas show that KAW, especially KAW turbulence
is ubiquitous in various space plasma environments from the lower-altitude magne-
tosphere with a plasma β < Q (Stasiewicz et al. 2000b; Chaston et al. 2007b) to
the magnetopause with a plasma β > Q (Stasiewicz et al. 2001), the magnetosheath
(Stasiewicz et al. 2004), and the solar wind (Salem et al. 2012) with a plasma β ∼ 1.
The observed KAW turbulent spectra are most often associated with broadband ELF
emissions and extend from much lower the local ion gyrofrequency fci , up to the
lower hybrid frequency fL H . Suprathermal electron bursts with energies reaching a
few hundred eV and transverse ion heating to similar energies often are observed to
be associated with the KAW turbulence and are situated in larger scale cavity regions
depleted in plasma Stasiewicz et al. (2000a).

The rest chapters of this book all devote to the observations and applications
of KAWs in space and astrophysical plasmas, including the terrestrial auroral and
magnetosheath plasmas and the solar wind and coronal plasmas, as well as remoter
extrasolar plasmas. The plasma β parameter, the kinetic to magnetic pressure ratio,
can vary remarkably from much less than the electron to ion mass ratio Q � 1 to
larger than one in these various astrophysical plasma environments above. In conse-
quence,KAWsplay significantly different roles in these various plasma environments
because of the sensitive dependence of their physics on the plasmaβ parameter,more-
over, the space explorations of KAWs from the various space plasma environments
provide natural laboratories for us to study comprehensively the physics of KAWs,
as you will find in the rest chapters of this book.
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Chapter 3
KAWs in Magnetosphere-Ionosphere
Coupling

3.1 Solar Wind-Magnetosphere-Ionosphere Interaction

Besides the sun shines on the earth there is an invisible direct interaction between the
sun and the earth, that is the impact of the solar wind on the earth. The conception
of intermittent plasma streams consisting of electrons and ions from the sun was
introduced by Chapman and Ferraro (1930) to explain the cause of geomagnetic
storms, and later the existence of the solar wind continuously blowing away from the
sun was proposed successively by Biermann (1948, 1954, 1957) and Alfvén (1957)
in their studies on comet tails to explain the deviation of the comet tail direction from
the solar-comet radial direction (i.e., the solar radiation pressure direction) found by
Hoffmeister in 1943. The theoretical model of the solar windwas presented by Parker
(1958) and subsequently was confirmed by in situ measurement of the Explorer 10
satellite (Heppner et al. 1962; Bridge et al. 1962; Bonetti et al. 1963). Now it is
generally known that the solar wind is a supersonic plasma stream with a very high
Mach number of M ∼ 10, which consists of electrons, protons, and ionized helium
and minor other heavy ions as well as interplanetary magnetic fields originating
from the sun and flows continuously at a high velocity ∼300–800km/s from the
solar outermost atmosphere, that is, the solar corona.

The earth’s magnetosphere, which is propped up by the earth’s intrinsic dipolar
magnetic field with a roughly north-south orientation, forms a huge umbrella to pro-
tect our living environment from the direct impinging of the solar wind plasma flow
and other cosmic energetic charged particles. In fact, because of the interaction of the
high velocity magnetized plasma flow of the solar wind with the geomagnetic field,
the magnetosphere is compressed to ∼10RE on the dayside and to ∼20RE on the
flank.While on the nightside themagnetosphere is stretched out into a longmagneto-
tail extending beyond ∼103RE . In result, the upper boundary of the magnetosphere,
called the magnetopause, is shaped by the solar wind into a windsock, inside which
a large magnetic cavity is carved out by the geomagnetic field in the solar wind,
called the magnetosphere first named by Gold (1959). Since entering the space age,
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Fig. 3.1 A sketch of the magnetospheric structure as viewed in the noon-midnight meridian plane
(from Wolf 1995)

a large number of in situ observations by satellites show that the magnetosphere is a
fascinating mixture repository of complex plasma components and electromagnetic
waves, including various complex plasma regions, such as the plasmasphere, the van
Allen radiation belt, low latitude boundary layer (LLBL), high latitude boundary
layer (HLBL, also called plasma mantle), central plasma sheet (CPS, also called
plasma sheet), plasma sheet boundary layer (PSBL), plasma tail lobes, and so on.
Figure3.1 shows a sketch of the magnetospheric structure, in which some major
plasma regions are briefly introduced below.

The plasmasphere, ranging from ∼1000 km above the ground to a geocentric
distance ∼6RE (or i.e., ∼5RE above the ground), is one of the major regions of
the magnetosphere, in which plasmas have typical density of n ∼ 103 cm−3 and
temperature of T ∼ 1 eV. These dense and cold plasmas are believed to come from
so-called the “polar wind” originating from the upper-ionosphere, where the plasma
has a temperature close to the gravitational binding energy (Banks and Holzer 1969).
The plasma density of the plasmashphere has a sharp decrease at a boundary layer at
altitudes of ∼3–5RE , called the “plasmapause”. Besides these dense cold plasmas
from the ionosphere, however, a large number of energetic particles, as tenuous
and hot components, also coexist in approximately this region, that is, so-called
the van Allen radiation belts of mainly consisting of energetic particles trapped in
the magnetic field of the magnetosphere. These energetic particles have energies
typically ranging from keV to MeV and there is a peak at around ∼100 keV in the
energy spectrum of the ions. Below 10 keV, O+ is the dominant ion, but H+ begins to
dominate above 50 keV. In particular, these energetic ions contribute the majority of
the ring current, in which about half of the ring current is contributed by ions below
85 keV and other half by ions above 85 keV. In addition, energetic electrons inside
the radiation belts contribute relatively little to the ring current as well as the total
energy of trapped particles. Moreover, unlike the case of energetic ions, the radial



3.1 Solar Wind-Magnetosphere-Ionosphere Interaction 85

distribution of the flux of energetic electrons above 1 MeV has one obvious “slot”
centered about∼2.2RE , that is, a minimum in fluxes, and the inner and outer parts of
this slot are called the “inner radiation belt” and “outer radiation belt”, respectively.

On the other hand, themagnetotail on the nightside consists of threemajor regions.
One is the north and south tail lobes between the plasma mantle (i.e., the HLBL)
and the PSBL, in which there are open magnetic fields and low-density cold plasma
originating from the ionosphere (density below 0.1 cm−3, energy below 1 keV).
The CPS is located on the outer side of the nightside plasmasphere and consists of
hot plasmas (of keV energies) with densities typically ∼0.1–1cm−3. In the CPS the
magnetic fields are closed mostly, although sometimes there are some closed loops
of magnetic flux, called “plasmoids”, that do not connect to the earth or solar wind.
Observations show that the CPS ion population is a mixture of ionospheric and solar
wind particles (being mostly of solar-wind origin in quiet times and mostly iono-
spheric in active times) and has the temperature about several times of the electron
temperature and flow velocities much less than the ion thermal velocity. The PSBL is
a transition region between the almost empty tail lobes and the hot CPS, inwhich ions
with densities of the order of 0.1 cm−3 typically exhibit flow parallel or antiparallel
to the local magnetic field at velocities of hundreds of km/s, higher than their thermal
velocity. Thus, counterstreaming ion beams of propagating earthward and tailward
along the local magnetic field can be observed frequently in the PSBL. In particular,
the counterstreams tend to be unstable to various plasma waves. Therefore, various
plasmawaves andwave-particle interactions are very essential and ubiquitous kinetic
processes in collisionless magnetospheric plasmas.

The lower boundary of the magnetosphere is the ionosphere at an altitude range
∼100 to ∼1000 km above the ground. The existence of the ionosphere, as an elec-
trically conducting layer of the upper atmosphere, was proposed early by Stewart in
1882 to be responsible for the solar-modulated variations of the geomagnetic field
that was postulated by Gauss. Later in 1902 Kennely and Heaviside suggested that
this conducting layer, initially known as theKennely-Heaviside layer, is able to reflect
radio waves and hence may explain the Marconi radio experiment on transatlantic
radio transmissions between England and Canada in 1901. The existence of the iono-
sphere, however, was verified first by Appleton and Barnett in the United Kingdom
in 1924 and by Breit and Tuve in America in 1925 via the reflecting experiment of
radio signals, later named the “ionosphere” by Watson-Watt and Appleton in 1926
(see Chian and Kamide 2007). Subsequently, Chapman (1931a, b) developed a the-
ory of upper atmospheric ionization to explain the formation of the ionosphere and
its structuring into layers that were found by Appleton, in which, the ionosphere, as
a by-product of the sun-earth interaction, is produced mainly via the photoionization
by the solar radiation in the ultraviolet and extreme ultraviolet bands. Therefore, the
ionosphere consists of dense, collisional, and partially ionized plasmas and acts as
a transition layer from the fully ionized magnetospheric plasma to the neutral atmo-
sphere on the ground. In particular, the ionosphere can absorb the major energy of
high-energy photons from the solar radiation as well as of energetic particles from
cosmic rays, solar energetic particles, and magnetospheric hot particles. Of course,
these energetic particles also may lead to the ionosphere ionization via the impact
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ionization. The ionization in the ionosphere increaseswith the altitude and the plasma
density reaches its peak ne ∼ 105 to 106 cm−3 at the altitude of ∼250 km.

The electrodynamics of the solar wind-magnetosphere-ionosphere interaction can
be described by the so-called global current system, which consists of main six types
of large scale currents. One is the magnetopause boundary current flowing on the
magnetopause, also called the “Chapman-Ferraro current”, which consists of dia-
magnetic currents via the density and temperature across the boundary layer and
was proposed first by Chapman and Ferraro (1930, 1931). The second is the ring
current encircling the earth inside the magnetosphere, which is produced mainly by
the magnetic gradient and curvature drift motions of energetic ions trapped in the
radiation belt of the magnetosphere. The third is the tail current, which flows on
the outer boundary of the magnetotail and around the tail lobes. The fourth is the
neutral sheet current flowing in the transition region between the north and south tail
lobes with nearly antiparallel magnetic fields. The fifth is the ionospheric currents
consisting of the Pedersen current along the ionospheric induced electric fields but
perpendicular to the magnetic fields and the Hall current perpendicular to both the
electric and magnetic fields. The final is the field-aligned current flowing along the
earth’s magnetic field lines and connecting the magnetosphere to ionosphere, also
called the “Birkeland current” or the “auroral current”, which was found first by
Birkeland (1908) when he analyzed his extensive data on the geomagnetic perturba-
tions associated with auroras and concluded that large electric currents flowed along
the local magnetic fields during aurora. A sketch of the global current system shown
in Fig. 3.2, in which the ionospheric currents have not been displayed because their
sizes are too small to appear. These currents interconnect to establish a global cur-
rent system and their magnetic fields superpose the earth’s intrinsic dipolar field to
configure the dynamical magnetosphere.

When impinging on the dayside magnetosphere, a fraction of the solar wind
energy flux enters the magnetosphere via magnetic reconnection or viscous-like
processes (Akasofu 1981). The solar wind power penetrating the magnetosphere is
∼1010 to 1011 W during a quiet solar wind and ∼1012 to 1013 W during a strongly
disturbed solarwind,whichmay be caused by an interplanetary coronalmass ejection
originating from solar eruptive activity. Although the solar wind power input into
the magnetosphere is much less than the radiation power received at earth from the
solar shining, known as the solar constant, �1.73 × 1017 W, it can play an important
and crucial role in the dynamics of the magnetosphere.

The solar wind energy entering the magnetosphere, via the global current system,
is firstly transferred and distributed, intermediately stored, and eventually released
and dissipated in somewhere in the system. For example, some of the energy entering
the dayside magnetosphere is directly transferred to the high-latitude ionosphere
via field-aligned currents and is dissipated by the ionospheric Joule heating. The
remainder is transferred to the magnetotail and stored into the magnetotail current
system. Then, one part of the energy stored in themagnetotail is transferred to the ring
current where it is dissipated mainly via the charge exchange with neutrals into the
atmosphere, another part is transferred to the auroral ionosphere via the field-aligned
currents where it is dissipated into auroral radiations and plasma heating, and the
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Fig. 3.2 A sketch of the global current system (from Russell 1995)

rest is not dissipated inside the magnetosphere but is released into the downstream
solar wind via the down-tail plasmoids in the magnetotail.

When the energy transferring rate from the solar wind into the magnetosphere is
low, the magnetosphere responds to these energy processes in a quasi-steadymanner,
that is, the geomagnetic quiet state. When the energy input rate is relatively high,
however, the magnetosphere reacts in a non stationary or explosive manner, such as
geomagnetic storms and substorms. Accompanying the electrodynamical processes
of the global current systemduring these storms and substorms, various plasmawaves
and their wave-particle interactions must appear ubiquitously in the magnetosphere
and ionosphere, in particular in the current channels of the global current system,
such as the magnetopause, magnetotail, boundary layers, and field-aligned current
channels. These current-channel areas have the characteristic mesoscales that typi-
cally are much smaller than the macroscales of the global large-scale structures but
much larger than the microscales of the particle kinetics. These mesoscale structures
can supply plentiful free energy that drives various microscale processes, such as the
excitation of various plasma waves and corresponding wave-particle interactions.
These microscale waves and wave-particle interaction play essentially and crucially
important roles in the energy transport and dissipation of the global current system as
well as the energization and diffusion of magnetospheric and ionospheric particles.
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In order to comprehensively understand the dynamics of the global current sys-
tem and its response to the solar wind fluctuations, in principle, it is necessary to
consider the solar wind-magnetosphere-ionosphere coupling system as a whole.
Because of the complexity and difficulty of the total system, however, current
researches basically focus on a few key links of the coupling system, such as the
solar wind-magnetosphere coupling in the magnetopause and the magnetotail and
themagnetosphere-ionosphere coupling in the polarmagnetosphere and auroral plas-
mas. Therefore, they have been the main objects of satellite exploration since the
space age. In particular, a large number of in situ observations by satellites in space
plasmas show that KAWs can play a crucially and essentially important role in these
key regions of the coupling system. In this chapter we focus on the observation and
application of KAWs in the auroral plasma dynamics, especially their application in
the auroral electron acceleration, and the next Chap.4 will discuss KAWs in the solar
wind-magnetosphere coupling, with particular emphasis on their application in the
transport and heating of plasma particles.

3.2 Aurora and Magnetosphere-Ionosphere Coupling

The aurora, a beautiful and mysterious phenomenon in the Earth’s atmosphere, con-
sists of lights in the sky that are emitted by atoms and molecules in the upper atmo-
sphere at the altitude of ∼100 km, where neutral gases are ionized and excited by
collisions with energetic electrons, called auroral energetic electrons, precipitating
from the magnetosphere into the atmosphere. It is most commonly seen in the lati-
tude of ∼20◦ from the geomagnetic poles and in the form of auroral arcs, luminous
curtains stretching over hundreds of km along the east-west direction, but very much
thinner in the north-south extent with a few of km. The microphysics of acceleration
of these auroral energetic electrons has long been an open problem. Although it is
possible that energetic electrons from the sun are guided directly into the polar region
by the geomagnetic field, these energetic electrons can not be responsible for produc-
ing auroras because they have neither sufficient energy to produce the magnificent
optical displays nor do they strike the atmosphere in the proper locations.

The generation mechanism of auroras, especially the acceleration mechanism
of the auroral energetic electrons has been studied over several decades by many
ground-based observations as well as by sounding rocket and satellite in situ mea-
surements. These observations have revealed that the auroral phenomena are asso-
ciated with energetic electrons of 1–10 keV that have relations with enhancements
of the upward field-aligned currents during substorms (Mcllwain 1960; Mozer et al.
1980). The tendency that there are higher fluxes of the energetic electrons at smaller
pitch angles implies that their acceleration is dominated by the field-aligned acceler-
ation processes (Hoffman and Evans 1968). The energy distribution of these auroral
energetic electrons is characterized by a precipitous decrease above 10 keV, without
a rapid increase towards energies below 4 keV (Bryant 1990). Figure3.3 presents
a typical example of energy distributions of observed auroral energetic electrons
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Fig. 3.3 Typical electron energy distributions which are responsible for discrete aurora. The mea-
surements were obtained at the centre (open circles) and edge (solid circles) of an auroral arc with
a Skylark rocket, SL 1422, launched from Andoya Norway on 21 Nov. 1976 (from Bryant 1981)

(Bryant 1981), where the open and solid circles give the electron energy distribu-
tions measured at the centre and edge of the observed auroral arc. From Fig. 3.3 the
auroral energetic electrons of the edge have a similar distribution feature to that of
the center but lower energies than that of the center.

In particular, the comparison between the energy distributions of field-aligned
electrons simultaneously measured by the DE-1 and 2 satellites in the higher mag-
netospheric altitude (∼2RE ) and the lower ionospheric altitude (∼0.1RE ) clearly
demonstrates that the acceleration of auroral energetic electrons occurs in the region
of altitudes of a few to ten thousands of km (or i.e., ∼0.5–2RE ), called the auro-
ral acceleration region (Reiff et al. 1988). This indicates that the auroral electron
acceleration strongly depends on the environmental condition of the ambient plasma
and occurs only in some specific locations in the polar magnetosphere with not only
specific latitudes corresponding to the auroral zone but also specific altitudes corre-
sponding to the auroral acceleration region, as well as at specific times corresponding
to the duration of substorms.
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In fact, besides beautiful and visible auroras these auroral energetic electrons have
a mysterious product, that is, so-called auroral kilometric radiation (AKR, Gurnett
1974). AKR is produced by the electron cyclotron maser emission of the auroral
energetic electrons at the local electron cyclotron frequency and/or its harmonic
frequency (Wu and Lee 1979; Lee andWu 1980). However, AKR had no been found
until space observations onboard satellites became available in 1960s because its
frequencies are below the cutoff frequency (i.e., ωpe) of the ionosphere and hence
can not enter into the atmosphere and arrive on the ground.

Based on the analysis results of a large number of in situ measurements of the
auroral plasma in various altitudes from the low ionosphere (∼102 km) to the high
magnetosphere (∼105 km), the auroral energetic electrons have the following main
observed properties:

Field-aligned acceleration: The auroral energetic electrons are field-aligned
accelerated by parallel electric fields and hence lead to intense field-aligned cur-
rents;

Characteristic energy: The auroral energetic electrons have typical energies of
several keV and range from 1 to 10 keV;

High-energy cutoff : The auroral energetic electrons have energy spectra char-
acterized by downward extending to the thermal distribution of the background
electrons and upward precipitously decreasing above 10 keV;

Acceleration region: The auroral acceleration region is located in the range of
altitudes a few to ten thousands of km (or i.e., ∼0.5–2RE ), which also is the
source region of AKR and has very dilute plasma density so that ωpe � ωce;

Discrete auroral arc: Discrete auroral arc produced by the auroral energetic elec-
trons of precipitating to the ionosphere has a typical width ∼ a few km, and the
electrons in the auroral arc edges have a similar energy spectrum with that in the
auroral arc center but lower energies.

The magnetosphere and ionosphere are strongly coupled by the geomagnetic field
and the field-aligned current along the field lines in the Earth’s polar region, where
the auroral plasma with variable parameters in the magnetosphere and ionosphere
directly is vertically penetrated by the geomagnetic field. In particular, the rapidly
precipitating auroral energetic electrons must lead to sharply increasing of the field-
aligned current and a series of corresponding electrodynamical responses of the
polar magnetospheric plasma, also called the auroral plasma, and the visible aurorae
is only their response in the ionosphere. Therefore, the auroral plasma dynamics is the
base to understand the substorm and auroral phenomena. From the low ionosphere
(∼102 km) to the high magnetosphere (∼105 km), however, the magnetosphere-
ionosphere coupling system contains a rich variety of plasma populations with the
density varying from 106 cm−3 to less than 10−2 cm−3, the temperature from lower
than 1 eV to higher than 100 keV, and the magnetic field from 0.5 G to 50 nT
with the altitude increasing. It is evident that the altitude distribution feature of
the plasma parameters can play an important role in the magnetosphere-ionosphere
coupling. Although vast measurements for these polar plasmas have been carried out
by ground-based observations and sounding rocket and satellite in situ explorations,
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it still is very difficult to describe perfectly variations of these plasma parameters
with altitudes.

Based on in situ measured data, the plasma density can be calculated by the
ion density or by the electron density. In principle, the ion and electron densities
should be same because of the charge neutrality condition. The ion components in
the auroral plasma consist mainly of oxygen (O+) and hydrogen (H+). The oxygen
ions originate from the ionosphere and behave at lower altitudes according to the
barometric exponent law (Thompson and Lysak 1996), that is,

nO = nI O exp (−h/hO) , (3.1)

where nI O is the oxygen density in the ionosphere, h is altitude in units of RE , and hO

is the oxygen scale height (usually a few% of RE ). The hydrogen ions (i.e., protons)
originate in the upper ionosphere and magnetosphere and their behavior follows an
exospheric power law (Thompson and Lysak 1996),

nH = nI H (1 + h)−m , (3.2)

where nI H is the hydrogen density in the ionosphere and the index m is typically
between 1 and 3.

According to the charge neutrality condition, the electron density profile can be
modeled by the combination of Eqs. (3.1) and (3.2). Combining the altitudinal density
profile measured by the S3-3 satellite in the auroral acceleration region (Mozer et al.
1979) with an exponentially decreasing ionospheric component, Lysak and Hudson
(1987) suggested a function to model the distribution of the ambient electron density
along the auroral field lines as follows:

n(r) = n0 exp

(
−r − r0

h0

)
+ 17 cm−3

(r − 1)1.5
, (3.3)

where r = 1 + h is the geocentric distance in units of RE . In this expression, the first
term represents the ionospheric density component which can be fitted by density
measurements made during a rocket flight and the second term comes from the
fitting density determined by the measurements recorded on the S3-3 satellite in
the evening auroral zone (Lysak and Hudson 1979). A further comparing with a
composite of electron density measurements made by Viking, DE 1, ISIS 1 and
Allouette II, Kletzing and Torbert (1994) showed that the modeled profile and the
in situ measurements can agree quite well when n0 = 6 × 104 cm−3, r0 = 1.05, and
h0 = 0.06 in the altitude through h = 0 to 4 (RE ) above the ionosphere.

Based on the above analyses of the ion and electron densities, following Kletzing
and Torbert (1994), Wu and Chao (2004) takes the ambient plasma density of the
auroral plasma, n, as

n(h) = 1.38 × 105 exp

(
− h

0.06

)
+ 17h−m (cm−3), (3.4)
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where m is a fitting parameter used to fit the magnetospheric plasma density and the
charge neutrality condition of ne = ni = n has been assumed for the ambient plasma
density.

For the distribution of the ambient auroral plasma temperature with the altitude, it
is generally believed that the magnetospheric temperature is remarkably higher than
the ionospheric temperature and that the plasma temperature can change from below
1 eV in the ionosphere up to a few hundreds of eV in the magnetosphere at altitudes
of h ∼ 3–4RE , where the plasma is dominated by the plasma sheet with temperature
of ∼300–600 eV. Based on measurements of temperature up to the highest altitudes
measured by S3-3, Kletzing et al. (1998, 2003) showed that the temperature com-
monly is below 10 eV at altitudes below 10,000km (h ∼ 1.5RE ) and the majority
of the measurements gives a temperature lower than 5 eV at altitudes below 1RE .
Therefore, they inferred that the temperature may begin to increase slightly with the
altitude at 7000km due to the effect of a decline in the cold ionospheric density rela-
tive to the hotter CPS component (Kletzing et al. 1998). Taking the magnetospheric
temperature as ∼300 eV, the temperature profile described by Kletzing et al. (1998)
can be modeled by the following formula (Wu and Chao 2004)

Te = 100 [1 + tanh (h − 2.5)]3/2 (eV). (3.5)

Unlike the cases of the ambient density and temperature, the ambient magnetic
field in the auroral plasma is relatively simple and clear and can be modeled well, at
least within a few Earth’s radii, by the variation of the Earth’s dipolar field as follows:

B0 = 0.6

(1 + h)3
(G). (3.6)

Figure3.4 plots the distributions of the ambient plasma parameters with the alti-
tude (h) above the ionosphere, where panels, from the top down, are the electron
density ne (a) in Eq. (3.4) with the fitting parameter m = 1.5, temperature Te (b)
in Eq. (3.5), the magnetic field B0 (c) in Eq. (3.6), the Alfvén velocity vA (d), and
the electron thermal to Alfvén velocity ratio αe = vTe/vA (e), respectively. In the
calculation of the Alfvén velocity, the ion mass density of the auroral plasma, ρm , is
obtained by the sum of oxygen (16nO+m p) and hydrogen (nH+m p) ions, that is,

ρm = 2.208 × 106e−h/0.06 + 17h−m (m p/cm
3), (3.7)

where m p is the proton mass.
Figure3.4d, e show clearly that the auroral plasma has a high Alfvén velocity

of vA > 104 km/s and hence a low electron thermal to Alfvén velocity ratio of
αe < 1, especially in the auroral acceleration region, which is located at the alti-
tude ∼0.5–2RE , one has αe � 1 and vA ∼ 0.1c. One of key and difficult problems
in understanding the physics of the auroral electron acceleration is how to produce
and maintain a large parallel electric field that can accelerate field-aligned elec-
trons to keV-order energies (Fälthammar 2004). In general, the very large parallel
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(a)

(b)

(c)

(d)

(e)

Fig. 3.4 The ambient plasma parameter distributionswith the altitude above the ionosphere h (RE ):
a The electron density ne in cm−3; b the electron temperature Te in eV; c the Earth’s magnetic field
B0 in G; d the Alfvén velocity vA in km/s; and e the electron thermal to Alfvén velocity ratio
αe ≡ vTe /vA

conductivity can immediately short-circuit any parallel electric fields in a collision-
less plasma such as in the magnetosphere. Many “non-ideal” mechanisms, e.g.,
the “anomalous resistivity” concept (Papadopoulos 1977), the “weak double layer”
model (Temerin et al. 1982; Boström et al. 1988; Mölkki et al. 1993), and the direct
acceleration by lower-hybrid waves (Bingham et al. 1984) had been invoked as pos-
sible explanations.

Wu and Chao (2004) proposed that solitary KAWs (SKAWs) can play an impor-
tant role in the auroral energetic electrons, in which effective parallel electric fields
can bemaintained by the inertial motion of electrons. Since 1990s, solitary structures
of strong electric field fluctuations have been commonly observed by in situ mea-
surements of the polar-orbit satellites, such as the Freja, FAST and Polar satellites, in
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the polar ionospheric and magnetospheric plasmas and are identified well as SKAWs
(Louarn et al. 1994; Wu et al. 1996a, b, 1997; Chaston et al. 1999). Moreover, the
satellite observations also show that the strong KAWs, SKAWs or turbulent KAWs,
in the auroral plasma are often associated with the field-aligned acceleration of elec-
trons as well as the cross-field heating of ions (Stasiewicz et al. 2000a). Following,
we first introduce the observation and identification of SKAWs in the auroral plasma
in Sect. 3.3 and then discuss their theoretical models in Sect. 3.4.

3.3 Observation and Identification of SKAWs

In 1980s, possible applications of KAWs in the formation of discrete auroral arcs had
been discussed by some authors (Hasegawa 1976; Goertz and Boswell 1979; Goertz
1981, 1984; Lysak and Dum 1983). However, there were little high resolution in situ
measurements that can directly and clearly identify out the fine structures associated
with small-scale KAWs. An important example is the identification of electromag-
netic fluctuations with a two-dimensional vortex structure (Chmyrev et al. 1988).
By the data from the Intercosmos-Bulgaria-1300 satellite (ICB-1300), which mea-
surements of electric and magnetic fields have higher temporal resolution than the
previous satellite measurements, Chmyrev et al. (1988) analyzed some strong mag-
netic and electric field fluctuations on short temporal scales, which occurred on both
the polar and equatorial edge of the auroral oval. Themeasuredmagnetic fluctuations
with δB‖ � δB⊥ and the electric to magnetic fluctuation ratio of δE⊥/δB⊥ ∼ vA

indicate these fluctuations to be incompressible Alfvénic modes. In particular, they
found, by use of hodograms of the electric field that the perturbed fields have two-
dimensional vortex structures and identified them as drift-KAWs. Moreover, the
electron flux within the “vortex” region exceeds the background by 2 orders of mag-
nitude, implying that the electrons are trapped within the Alfvénic vortex and travel
together with it, from the generation region in the magnetosphere to the observation
region in the ionosphere. The authors proposed that the measured drift-KAWs can
be directly associated with the structures of auroral arcs. Similar vortex structures
associated with KAWs were measured more clearly and refinedly in the laboratory
experiments of the LAPD (Burke et al. 2000a, b). The more refined and evident in
situ measurement and identification of fine structures associated with KAWs in space
plasmas were achieved in following space explorations by the polar-orbit satellites,
Freja and FAST, which had the higher temporal resolution to resolve smaller scale
structures.

The Freja satellite, a joint Swedish and German scientific satellite, was launched
on October 6, 1992 in Jiuquan, China, into a polar orbit traversed the auroral oval
almost tangentially in the East-West direction, with 63◦ inclination and an apogee
of 1750km and perigee of 600km (see Lundin et al. 1994 for more details). In the
auroral plasma environment explored by Freja, the electron density and temperature
have a typical value ne ∼ 103 cm−3 and Te ∼ 1 eV, respectively, and the geomag-
netic field B0 � 0.2 G at the Freja altitude. This indicates the explored low-β plasma
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(β ∼ 10−6 � Q) with the electron inertial length λe ∼ 100 m and the ion-acoustic
gyroradius ρs ∼ 10 m, which are the characteristic scales of KAWs. KAWs have fre-
quencies below the ion gyrofrequency ωci/2π ∼ a few 100Hz for hydrogen ions or
∼ a few 10Hz for oxygen ions in the Freja exploring environment. The Freja satellite
is designed for fine-structure plasma measurements with a high temporal/spatial res-
olution of the auroral plasma processes. Its experiments allowed three-dimensional
measurements of direct-current (at 128Hz sampling rate) and alternating-current
(at 32 kHz sampling rate) magnetic fields with a set of fluxgate and search coil
magnetometers. Similarly, two dimensional direct-current (at 768Hz sampling rate)
and alternating-current (at 32 kHz sampling rate) electric fields are measured by a
set of probe pairs 7.6–21m apart from each other. These measurements provided,
together with the sampling rate of 32–64ms resolution electron distribution func-
tions, excellent means of observing the microphysics of KAWs in the auroral plasma
environment explored by the Freja satellite.

By use of the data from Freja, Louarn et al. (1994) found that the low-frequency
electromagnetic fluctuations with frequencies ∼1–20Hz lower than the local ion
gyrofrequency, consist of two distinct kinds. One is the widespread distributed elec-
tromagnetic turbulence (typically tens mV/m in the electric fluctuation and tens nT
in the magnetic fluctuation) associated with a lower level of the density fluctuation
(|dn/n| � 10%). The other is the solitary strong electric spikes lasting tensms,which
typically have a stronger electric fluctuation (δE ∼ hundreds mV/m) by one order of
magnitude and a similarmagnetic fluctuation (δB ∼ tens nT), and are associatedwith
a strong density fluctuation (|dn/n| ∼ tens percent). Two typical examples of them
are shown in Fig. 3.5, where panels, from the top down, are electric field, magnetic
field, and density fluctuations, respectively. The durations of these two structures
both are well below 0.1 s but above 0.05 s, implying their fluctuation frequencies
∼10–20 Hz. The event on the left panel has the electric field amplitude ∼0.6V/m,
magnetic amplitude∼40 nT, and relative density amplitude∼80%. Other one on the
right panel is relative weaker and has the electric field amplitude∼0.2V/m,magnetic
field amplitude ∼15 nT, and relative density amplitude ∼30%.

Fig. 3.5 Two examples of SKAWs observed by the Freja satellite during passing the auroral zone
at the altitude ∼1700 km above the ionosphere on 09/03/1993 (from Louarn et al. 1994)
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Louarn et al. (1994) analyzed in detail the electromagnetic features and accompa-
nying density fluctuations of these strong electric spikes and found that their electric
tomagnetic fluctuation ratio δE/δB ∼ 5 × 106 m/s∼ vA (the local Alfvén velocity),
which is the typical characteristic of Alfvénic fluctuations, that is, nonlinear AWs.
Their accompanying deep density cavities (i.e., density dips), however, imply that
their structures must have been significantly modified by some kinetic effects. More-
over, their short duration of tens ms corresponds a cross-field size of hundreds m,
i.e., a few times the local electron inertial length, which is the typically perpendicular
wavelength of KAWs in the inertial regime of αe < 1. These clear characteristics of
inertial-regime KAWs lead to the conclusion that these solitary strong electric spikes
are the nonlinear structures of inertial-regime solitary KAWs (SKAWs, Louarn et al.
1994).

Wu et al. (1996b) further found that these strong electric spikes are accompanied
not only by density dips but also often by density humps. According to the theory
of one-dimensional SKAWs, inertial-regime SKAWs with αe < 1 are accompanied
by only density dip soliton (Shukla et al. 1982), while kinetic-regime SKAWs with
αe > 1 are accompanied by only density hump soliton (Hasegawa and Mima 1976).
In order to explain the Freja observation of SKAWs accompanied by hump as well
as dip solitons, the initial conjecture by Wu et al. (1996b) is that the Freja satellite
was traversing the plasma transition region between kinetic and inertial regimes. A
more serious conflict between the observation and theory, however, was found soon
after by Wu et al. (1996a, 1997). They analyzed some strong density fluctuations
(|dn/n| > 10%) accompanying SKAWs observed by the Freja satellite and found
that these SKAWs can be accompanied by not only single dip or hump structures,
but also composite structures of dip and hump, called the “dipole density soliton”.

Two typical examples of the dipole density soliton are shown in Fig. 3.6, their
dipole density amplitudes are the dip−50% and hump+55% for the left one and the
dip−40% and hump+55% for the right one. Table3.1 lists 21 dipole density solitons
accompanying SKAWs (including the two examples at 0935:25.80 and 0935:56.65
shown in Fig. 3.4) presented by Wu et al. (1996a, 1997), which were observed by
the Freja satellite when it crossed the auroral plasma at the altitude about 1700km
on days 3 March 1993, 9 March 1993, and 7 March 1994. In Table3.1, the “time”
column lists the universal time (UT) of events, the “dn/n” column presents their

Fig. 3.6 Two examples of dipole density soliton observed by the Freja satellite (from Wu 2010)



3.3 Observation and Identification of SKAWs 97

Table 3.1 Density solitons associated with the Freja SKAW events (reprinted the table with per-
mission fromWu et al., Phys. Rev. Lett. 77, 4346, 1996a, copyright 1996 by the American Physical
Society)

Time (UT) dn/n(%) �t(ms) Solitons Time (UT) dn/n(%) �t(ms) Solitons

0935:16.80 −30(+40) 80 Dipole 0935:53.70 −70 50 Dip

0935:25.80 −50(+70) 70 Dipole 1702:06.95 −30 40 Dip

0935:36.65 −40(+45) 90 Dipole 1703:30.90 −50 50 Dip

0935:54.80 −15(+20) 80 Dipole 1703:33.00 −50 80 Dip

0935:56.85 −40(+15) 80 Dipole 1703:34.85 −30 50 Dip

1703:18.85 −35(+20) 90 Dipole 2039:10.70 −20 60 Dip

1703:52.85 −55(+50) 90 Dipole 1659:03.10 +40 70 Hump

1704:50.85 −20(+15) 70 Dipole 1703:08.80 +60 60 Hump

1704:52.85 −40(+25) 90 Dipole 1704:51.10 +15 40 Hump

0344:59.15 −75(+40) 60 Dipole 2034:03.00 +20 50 Hump

0348:05.60 −25(+35) 60 Dipole

density amplitudes with the sign “−” or “+” denoting the density “dip” or “hump”,
respectively, the “�t” column gives the durations of the SKAWs, and the “solitons”
column is the types of density solitons.

FromTable3.1, it can be found that the dipole density solitons aremore frequently
present than single dip or hump solitons. The number of dipole solitons (11) is about
one-half of the total number of SKAWs, and the number of single dip solitons (6) or
single hump solitons (4) is about one-fourth of the total number of SKAWs.Moreover,
the dipole density solitons have, in average, a larger spatial scale than single dip or
hump solitons by a factor of 1.6. The dipole solitons have a typical duration∼80 ms,
corresponding the spatial size scale∼560 m and the typical duration of the single dip
or hump solitons ∼50 ms, corresponding the spatial size scale ∼350 m, estimated
by the Freja satellite velocity ∼7 km/s.

Since the three types of density solitons (dip, hump, and dipole) all are associated
with similar local electromagnetic fluctuations with the KAW characteristics, that is,
associated with SKAWs, and also all take place in the same plasma environment, that
is, the auroral plasma at the altitude∼1700 km, they should be uniformly described by
the same physical model. Wu et al. (1996a, 1997) generalized the theory of SKAWs
from the one-dimensional case to the two-dimensional case and found that the two-
dimensional SKAWmodel with a dipole vortex structure can uniformly explain well
not only the presence of the three kinds of density solitons (i.e., dip, hump, and dipole
solitons) but also the rotation character of electric fields associated with the observed
SKAWs (Chmyrev et al. 1988; Volwerk et al. 1996).

Volwerk et al. (1996) further analyzed the electromagnetic character of these
SKAWs in the Freja observations and their carrying Poynting flux. They found that
these strong electromagnetic spikes (δE ∼ hundreds mV/m and δB ∼ tens nT) have
mainly a rotational character in the plane perpendicular to the geomagnetic field
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and a tiny magnetic compressional component not exceeding 4% in general. There-
fore, they came to the conclusion that these SKAWs are two-dimensional structures
associated with small-scale (∼ hundreds m) tubular currents. In addition, they also
found that the Poynting flux carried by these SKAWs along the geomagnetic field
is typically in the order of ∼0.05–0.1mW/m2. In both intensity and direction the
Poynting flux of these SKAWs is comparable to the typical value required by the
auroral acceleration electrons. In particular, their analysis shows that these SKAWs
are situated at the edge of large-scale shear regions in the current, where the plasma
density appears obviously the inhomogeneity, as observed in the LAPD experiments
(Burke et al. 2000a, b).

Other polar-orbit satellite launched soon later, the FAST (Fast Auroral SnapshoT)
satellite, also presents similar observation results of SKAWs. The FAST satellite
was launched on August 21, 1996 into an 83◦ inclination polar orbit with 350km
perigee and 4180 km apogee (Carlson et al. 1998) and was designed for studying
the microphysics of fine-scale Alfvénic fluctuations observed in the auroral oval. It
provides not only three-dimensional electromagnetic field measurements but also
multiple baseline electric field measurements thereby removing the temporal/spatial
ambiguity inherent in single point measurements and providing direct evidence of
the observed spatial structures of KAWs with a perpendicular drift smaller than the
satellite velocity. KAWs in the electron inertial length size are observed by the FAST
satellite from perigee at 350km up to apogee at 4180km. Their observed properties
further confirm the observations made by Freja. However, the FAST’s high inclina-
tion orbit provides a different perspective with a generally north-south cut (rather
than east-west) through the flux tubes on which these waves exist. Furthermore, the
eccentricity of the orbit allows an altitude profile for these waves to be established
extending from just above the ionosphere to the base of the primary auroral electron
acceleration potential.

Figure3.7 shows the transverse electric to magnetic field ratios and the perpen-
dicular sizes of over 100 SKAWs observed by the FAST satellite in similar altitudes
(1500–2500 km), where the panel (a) plots the transverse electric to magnetic field
ratio versus the local Alfvén velocity and the panel (b) gives the distribution of
the perpendicular size of SKAWs in units of the electron inertial length (Chaston
et al. 1999). The results show that these SKAWs are characterized typically by: (1)
strong electric spikes (δE ∼ hundreds of mV/m) and magnetic pulses (δB ∼ tens of
nT), which yield the electric-magnetic amplitude ratio, δE/δB, of a few times the
local Alfvén velocity, as expected by the theory of the inertial-regime SKAWs (see
Sect. 3.4); (2) short durations of tens ms implying a frequency much lower than the
local ion gyrofrequency ∼ a few hundreds Hz and a transverse scale ∼ hundreds of
m, which averages to several times the local electron inertial length and is the typical
scale of the inertial-regime SKAWs (see Sect. 3.4); (3) accompanying strong density
perturbations ∼ tens percent. These results are completely similar with that from the
Freja observations of SKAWs and confirm again the conclusion that the observed
strong electromagnetic spikes are inertial-regime SKAWs.

In fact, the strong electromagnetic spikes (hundreds mV/m electric field fluctua-
tions and tens nT magnetic field fluctuations), accompanying strong density fluctu-
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Fig. 3.7 Properties of SKAWs observed by the FAST satellite: a the distribution of the transverse
electric tomagnetic field ratio versus the localAlfvén velocity;b the distribution of the perpendicular
size of SKAWs in units of the electron inertial length (from Chaston et al. 1999)

ations (tens percent) are very common features in the observations of the Freja and
FAST satellites when they cross the auroral plasma at the altitudes ∼1000–4000 km
(Louarn et al. 1994; Wahlund et al. 1994a; Volwerk et al. 1996; Wu et al. 1996a, b,
1997; Huang et al. 1997; Stasiewicz et al. 1997, 1998, 2000b, 2001; Bellan and
Stasiewicz 1998; Chaston et al. 1999). Using novel plasma instruments and a high
data rate, the two satellites provided a “first” high resolution plasma diagnostics that
permit studies of meso- and micro-size scale phenomena in the 100-meter range
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for plasma particles and in the 10-meter range for electric and magnetic fields. This
provides adequate and reliable experimental data for the detailed studies in their
physical property and the establishment of their theoretical models.

3.4 Theoretical Models of SKAWs in Auroral Plasmas

It is evident that the strong electromagnetic spikes, which accompany with strong
density fluctuations and present commonly in the observations of the polar-orbit
satellites, such as Freja and FAST, during passing through the auroral plasma, are
solitary structures of nonlinear KAWs. A variety of nonlinear effects can occur fre-
quently in a plasma because of strongly electromagnetic coupling interactions among
charged particles. One of the most typical nonlinear effects is the steepening effect
of dispersive waves, in which the wave front steepens and the amplitude enlarges
when a fast wave chases and then overtakes a slow wave in a dispersive wavelet.
Meanwhile, the dispersive effect in the wavelet also causes the waves to diffuse
because of their different phase velocities. When the dispersive effect just balances
the steepening effect, a localized and stationary coherent structure can be formed
from the wavelet, which can stably propagate without changing its profile, called
solitary wave, or soliton (Zabusky and Kruskal 1965).

In the case ofKAWs, the existenceof exact travellingwave solutions ofSKAWs for
the kinetic regime of 1 < α2

e < Q−1 (or i.e., Q < β/2 < 1)was first demonstrated by
Hasegawa andMima (1976) and the corresponding kinetic-regimeSKAWsare shown
to be accompanied by a hump density soliton.While for the case of the inertial regime
of α2

e < 1 (or i.e., β/2 < Q) Shukla et al. (1982) also argued the existence of exact
solution of SKAWs, but the corresponding inertial-regime SKAWs are accompanied
by a dip density soliton. The first exact analytical solution of inertial-regime SKAWs
with an arbitrary amplitude was obtained byWu et al. (1995). In the small amplitude
limit, preserving the lowest order nonlinearity, it leads to the standard KdV soliton,
as expected.

Wu et al. (1996b) further extended the existence of SKAWs to the more gen-
eral parametric regime, including the kinetic-inertial transition regime of α2

e ∼ 1. In
particular, they presented the universal criterion for the existence of SKAWs (Wu
et al. 1996b). In the low frequency approximation ofω � ωci , the density fluctuation
of SKAWs, which correspond to nonlinear wavelets propagating at the direction of
k = (kx , 0, kz), can be described by localized solutions (i.e., solitary wave solutions)
of the following Sagdeev equation (Wu et al. 1996b):

1

2

(
dn

dη

)2

+ K (n; Mz, kx ) = 0 (3.8)

with the localized boundary conditions
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n = 1; vez = 0; and d/dη = 0 for η → ±∞ (3.9)

in the traveling-wave (or i.e., co-moving) coordinates

η = kx x + kzz − ωt, (3.10)

where K (n; Mz, kx ) is the so-called Sagdeev potential as follows:

K (n; Mz, kx ) = − (1 + Q) M2
z n4

k2
x

(
M2

z − α2
en2

)2 ×
[
�1 + α2

e

M2
z

�2 + 1 + τ

1 + Q

Qα2
e

M2
z

(
�3 + α2

e

M2
z

�4

)]
(3.11)

with

�1 = (n − 1)2

2

(
M2

z − n + 2

3n

)
,

�2 = n (1 − n + n ln n) − M2
z n2 (n − 1 − ln n) ,

�3 = (n − 1)2

2
− M2

z n (1 − n + n ln n) ,

�4 = M2
z n2 (n − 1)2

2
− n2 (n − 1 − ln n) , (3.12)

and Mz ≡ M/kz is the parallel phase speed in units of vA. In these expressions,
space x , y, z, time t , and density n are normalized by λe, λe/vA = √

Q/ωci , and n0,
respectively, M is the phase speed in units of vA, n0 is the ambient plasma density.

In the expression (3.11) for the Sagdeev potential, the third term (associated with
�3 and �4 and to be proportional to Qα2

e = βe/2) represents the so-called finite-β
effect, which can be attributed to the coupling of the ion-acoustic wave with KAWs
and is neglectable in low-β plasmas (Yu and Shukla 1978; Kalita and Kalita 1986;
Wu and Wang 1996). While the first two terms, associated with �1 and �2, can be
attributed to the inertial force and the kinetic pressure of electrons, respectively, and
reduce to the inertial-regime case for αe < 1 (Shukla et al. 1982) and the kinetic-
regime case for αe > 1 (Hasegawa and Mima 1976).

It is obvious that the necessary condition for a real solution of the Sagdeev equa-
tion (3.8) is the Sagdeev potential of Eq. (3.11) less than or equal to zero (i.e.,
K (n; Mz, kx ) ≤ 0). Thus, a variable range of the density n of the SKAW is deter-
mined by two adjacent roots of the Sagdeev potential K (n; Mz, kx ) = 0. One is
n = 1, implying the ambient plasma density and other one should be the nearest
by n = 1, assumed to be nm = nm(Mz,αe), implying the amplitude of the density
variation. Therefore, the so-called nonlinear dispersion relation that describes the
relationship between the phase velocity Mz and the amplitude nm can be obtained
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from the condition K (n; Mz, kx ) = 0. For the case of low-β plasmas, neglecting the
finite-β effect, the nonlinear dispersion relation for SKAWs can be given as follows:

M2
z =

[
nm + 2

6nm
+ α2

en2
m

nm − 1 − ln nm

(nm − 1)2

]

±
√[

nm + 2

6nm
+ α2

en2
m

nm − 1 − ln nm

(nm − 1)2

]2

− 2α2
enm

1 − nm + nm ln nm

(nm − 1)2
.

(3.13)

In the approximations of α2
e � 1 and α2

e  1, this leads to the nonlinear dispersion
relations

M2
z = nm + 2

3nm
(3.14)

for inertial-regime SKAWs (Shukla et al. 1982) and

M2
z = 1 − nm + nm ln nm

nm − 1 − ln nm

1

nm
(3.15)

for kinetic-regime SKAWs (Hasegawa and Mima 1976), respectively.
It is especially worth noting the analogy between the Sagdeev equation (3.8) and

the motion equation of a classical “particle” with the unit mass in the Sagdeev poten-
tial well where K (n; Mz, kx ) ≤ 0 between n = 1 and n = nm , and η and n represent
the “motion time” and the “spatial position” of the classical “particle”, respectively.
A soliton solution of Eq. (3.8) indicates the reciprocating motion of the “particle”
constrained in the potential well between two points n = 1 and n = nm , but with a
period of infinity, that is, the “particle”moves only once back and forth betweenn = 1
and n = nm , where nm is the maximum (or minimum) of the density n in the soli-
ton and determined by the nonlinear dispersion relation K (n; Mz, kx )|n=nm �=1 = 0.
Based on this analogy, the necessary and sufficient conditions for the existence of
the exact solutions for SKAWs can be stated as follows (Wu et al. 1996b):

1. K (n) ≤ 0 for n ∈ [1, nm];
2. K (n) = 0 at n = 1 and n = nm ;
3. dn K (n) = 0 at n = 1 and (nm − 1) dn K (n) > 0 at n = nm .

The condition (1) ensures that the Sagdeev equation (3.8) has a real solution and
means that the “particle” moves in a constraining potential well between n = 1 and
n = nm . The condition (2) means that the “motion velocity” (dηn = ±√−2K (n)) of
the “particle” reaches zero at both the two boundaries of the potential well at n = 1
and n = nm , otherwise the “particle” does notmove back and forth, butmoves outside
the potential well, implying a shock-like solution instead of a soliton. The condition
(3) means that the “particle” is reflected back at the boundary of n = nm (i.e., the
“acceleration” of the “particle” d2

η n = −dn K (n) �= 0 and with a direction from the
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point n = nm to the point n = 1), but not reflected at the other boundary of n = 1
(i.e., the “acceleration” d2

η n = 0 at n = 1), otherwise the “particle” reciprocates
with a finite period, that is, a periodically oscillational solution instead of a soliton
solution. The combination of these three conditions gives the general criterion for
the existence of the exact solutions for SKAWs.

In the small amplitude limit of |Nm | ≡ |nm − 1| � 1, the nonlinear dispersion
relation (3.13) reduces to δMz ≡ Mz − 1 = −Nm/3, or i.e., Nm = −3δMz . In par-
ticular, the Sagdeev equation (3.8) reduces to the standard soliton equation, that is,
the KdV equation. The above condition (3) of the existent criterion for SKAWs leads
to the inequality:

δMz
(
1 − α2

e

)
> 0 ⇒ Nm

(
1 − α2

e

)
< 0, (3.16)

implying that kinetic-regime SKAWs with αe > 1 are sub-Alfvénic (δMz < 0) and
accompanied by a hump (Nm > 0) soliton and inertial-regime SKAWs with αe < 1
are super-Alfvénic (δMz > 0) and accompanied by a dip (Nm < 0) soliton.

From Fig. 3.4e, in the auroral plasma region between 0.2 and 1.8RE , which covers
well the auroral acceleration region,wehaveαe < 0.1, implying inwhich the inertial-
regime approximation can be satisfied well. In the inertial-regime approximation of
αe � 1, an exactly analytical solution of the Sagdeev equation (3.8) can be obtained
as follows:

N = Nm
1 − tanh2 Y

1 + Nm tanh2 Y
, (3.17)

where

Y ≡ |η|
kx D

+ Nm

1 + Nm

√
1 − N/Nm

1 + N
, (3.18)

and N ≡ n − 1 is the relative density fluctuation, D ≡ −√
(6 + 2Nm) /Nm , and the

boundary condition N = Nm at η = 0 has been used without loss of generality. This
solution describes a dip density soliton with an amplitude Nm , characteristic width
�η ∼ a few of kx D, and a symmetrical center at η = 0.

The perturbed electric and magnetic fields (Ex , Ez , and By) of the corresponding
inertial-regime SKAW can be given by Wu et al. (1995):

Ez = ± D

3

( −Nm

1 + Nm

)2 (
1 − tanh2 Y

)
tanh Y cot θ, (3.19)

Ex = ±D
−Nm

(1 + Nm)2

(
1 + Nm

3
tanh2 Y

)
tanh Y, (3.20)

By = ±D
−Nm

1 + Nm

√
1 + Nm/3

1 + Nm
tanh Y, (3.21)

where θ is the propagation angle of the SKAW, that is, cot θ = kz/kx , and the electric
and magnetic fields are normalized by

√
QvA B0 and

√
Q B0, respectively.
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Fig. 3.8 Amplitudes of perturbed electric and magnetic fields of SKAWs versus the density ampli-
tude Nm (from Wu 2012)

Figure3.8 plots the amplitudes of perturbed electric andmagnetic fields of SKAW
versus the relative density amplitude Nm , where solid lines are the amplitudes of the
parallel and transverse electric fields Ezm (amplified by tan θ) and Exm (in units of√

QvA B0) and the transverse magnetic field Bym (in units of
√

Q B0), and two dashed
lines are the ratios of the transverse electric tomagnetic fields Exm/Bym (in units of the
Alfvén velocity vA) and the parallel to transverse electric fields Ezm/Exm (amplified
by tan θ). From Fig. 3.8, in a wide range of the density amplitude (i.e., 0.1 < |Nm | <

0.9) the transverse electric and magnetic fields of SKAWs have amplitudes, Exm

and Bym , several times of
√

QvA B0 and
√

Q B0, respectively. However, the parallel
electric field Ezm has a wider varying range from lower than 0.1 when |Nm | ∼ 0.1 to
higher than 10 of

√
QvA B0 when |Nm | ∼ 0.9. Also Fig. 3.8 shows that the transverse

electric to magnetic field ratio, Exm/Bym , is slightly higher than the Alfvén velocity
vA (i.e.,∼1–2 vA for |Nm | between 0.1 and 0.9), as shown by the in situ observations
by the FAST satellite (see Fig. 3.7). In addition, the parallel to transverse electric
field ratio, Ezm/Exm by a factor of tan θ, is about ∼0.1.

In the auroral plasma environment explored by the Freja and FAST satellites at
the altitude ∼0.3RE , one has B0 � 0.2 G, vA � 1 × 107 m/s, and Q � 3.4 × 10−5

(the ion component is dominated by O+). This leads to
√

QvA B0 ∼ 1 V/m and√
Q B0 ∼ 100 nT. The comparison with the observations by the Freja and FAST
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satellites shows that the exactly analytical solution of the one-dimensional inertial-
regime SKAWs can qualitatively describe the main physical properties of the strong
electromagnetic spikes accompanied by strong density fluctuations presented in these
satellites in situ observations. However, as shown both by the satellite observations
in the space plasma (Chmyrev et al. 1988; Volwerk et al. 1996; Wu et al. 1996a,
1997) and the experimental measurements in the LAPD (Burke et al. 2000a, b),
these strong electromagnetic spikes, in fact, are two-dimensional vortex structures,
which are accompanied by dipole density solitons (Wu et al. 1996a, 1997).

The satellite observations in the space plasma (Chmyrev et al. 1988; Volwerk et al.
1996) and the experimental measurements in the LAPD (Burke et al. 2000a, b) both
show that these two-dimensional vortex structures often present in an inhomogeneous
ambient plasma. Taking account of the weak inhomogeneity of the ambient plasma
in density, Wu et al. (1996a, 1997) proposed a two-dimensional SKAW model that
has a dipole-vortex electromagnetic structure and is accompanied by a dipole density
soliton. Its electromagnetic structures can be described by two scalar potentials, φ
and ψ, as following:

φ(r, θ) = ur0B0 [1 + a(l0, l1)]
K1(l0R)

K1(l0)
cos θ, for R > 1

φ(r, θ) = ur0B0

[
R + a(l0, l1)

J1(l1R)

J1(l1)

]
cos θ, for R < 1, (3.22)

and

ψ(r, θ) = r0B0γ

[
1 + a(l0, l1)

u

γvA

]
K1(l0R)

K1(l0)
cos θ, for R > 1

ψ(r, θ) = r0B0γ

[
R + a(l0, l1)

u

γvA

J1(l1R)

J1(l1)

]
cos θ, for R < 1, (3.23)

where the polar ordinates (r, θ) is determined by

x = r cos θ and η = r sin θ, (3.24)

η ≡ ky y + kzz − ωt is the traveling-wave frame, the x-axis directs the inhomogene-
ity of the ambient plasma density, R ≡ r/r0, r0 is the characteristic radius for the
localized two-dimensional vortex structure, u = ω/ky is the characteristic perpen-
dicular propagation velocity, and γ = kz/ky represents the propagating direction. In
addition, in above the expressions (x, y), z, t have been normalized by ρs , λi , and
ω−1

ci , respectively, the parameter a(l0, l1) is determined by

a(l0, l1) = − l20(
2 + l20 + l21

)
J1(l1)

, (3.25)

l0 and l1 are related by:
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K0(l0)

l0K1(l0)
+ 2

l20
= l1

2 + l21

J0(l1)

J1(l1)
− 2

2 + l21
, (3.26)

and J1(0) and K1(0) are the first (zero) order Bessel function and the first (zero) order
modified second kind Bessel function, respectively. Finally, the electric andmagnetic
fields of the vortex structure can be given by the two scalar potentials as follows:

E⊥ = −∇⊥φ, E‖ = b̂ · E = −dφ

dz
− ∂ψ

∂t
,

B⊥ = ∇ × (
ψẑ

) = ∇⊥ψ × ẑ. (3.27)

In particular, the relative perturbed density N ≡ n − 1 can be obtained as follows
(Wu et al. 1996a, 1997):

N =
[

R − (1 + a(l0, l1))
K1(l0R)

K1(l0)

]
r0 cos θ

L
, for R > 1

N = −a(l0, l1)
J1(l1R)

J1(l1)

r0 cos θ

L
, for R < 1, (3.28)

where, assuming the weak inhomogeneity of the ambient plasma with the character-
istic scale L  r0 in the x direction, the boundary condition N = x/L for r → ∞
has been used, the density continuity condition at r = r0 leads to the perpendicular
propagation velocity u as follows:

u = 2

l21

r20
ρs L

vs = 2

l21

ωci r20
L

. (3.29)

Figure3.9 shows the local density distribution inside the dipole vortex structure
with the typical parameters l1 = 4, l0 = 1.6, a(l0, l1) = 1.9, and the density ampli-
tude Nm ∼ 50%, where (a) is the whole picture of its two dimensional structure,
(b) its contours, and (c) observed three kinds of density solitons when the satellite
crosses the dipole vortex at the three different positions and directions denoted by
S1, S2, and S3 in (b), which correspond to the dip (S1), hump (S2), and dipole (S3)
density solitons, respectively. For the ambient plasma of the Freja satellite environ-
ment, the typical parameters may be taken as Te ∼ 10 eV, B0 ∼ 0.3 G, L ∼ 10 km,
n0 ∼ 103 cm−3, and the average mass number of ions (mainly by the oxygen ions
and the hydrogen ions) μ̄ ∼ 7, hence vs ∼ 10 km/s, ρs ∼ 30 m. The typical scale
of SKAWs may be taken as r0 ∼ 10ρs ∼ 300 m. From Fig. 3.7, it can be found that
these density solitons have a spatial scale length of ∼1–2r0, which is comparable
with observations of the Freja satellite.

The perturbed electric and magnetic fields inside the dipole vortex structure can
be obtained by Eq. (3.27) as follows:
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Fig. 3.9 a The
two-dimensional density
distribution in a dipole vortex
structure; b The contours of
the density distribution and
three possible cases of the
satellite crossing the dipole
vortex structure at loci S1, S2
and S3; c The dip, hump, and
dipole density solitons
observed by the satellite,
respectively, at loci S1, S2,
and S3 (reprinted from Wu
et al., Phys. Plasmas, 4,
611–617, 1997, with the
permission of AIP
Publishing)
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Ey = −u B0
a(l0, l1)

2

(
l1 J0(l1R)

J1(l1)
− J1(l1R)

R J1(l1)

)
sin 2θ,

Ex = −u B0

[
1 + a(l0, l1)

(
l1 J0(l1R)

J1(l1)
cos2 θ − J1(l1R)

R J1(l1)
cos 2θ

)]
,

Ez =
(

γ − u

vA

)
Ey,

Bx = − Ey

vA
, By = E ′

x

vA
− γB0. (3.30)

In particular, the peak values of the perturbed electric fields can be obtained from
Eq. (3.30) as follows:

E ′
xm ≡ Exm + u B0 = 2Eym = 2u B0

a(l0, l1)l1
4J1(l1)

= 2u B0
l1Nm

4J1m

L

r0
. (3.31)

From Eq. (3.30), one has the field-aligned component of perturbed electric
fields, Ez ,much less than their cross-field components, Ex and Ey , that is, |E‖/E⊥| �
1, which is consistent with that in one-dimensional SKAWs. Unlike to those of
one-dimensional SKAWs, however, the perturbed electric fields of two-dimensional
SKAWs are no longer plane polarization. Figure3.10 shows the “rotation” curves of
the perturbed electric fields in the plane perpendicular to the magnetic field. It can be
found that the “rotation” direction of perturbed electric fields of dip density solitons
is opposite to that of hump density solitons, while perturbed electric fields of dipole
density solitons twice undergo opposite “rotation.”

Fig. 3.10 The “rotation”
curves of perturbed electric
fields associated with dip,
hump, and dipole density
solitons (reprinted from Wu
et al., Phys. Plasmas, 4,
611–617, 1997, with the
permission of AIP
Publishing)
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In comparison to one-dimensional SKAWs, the most important unique feature of
two-dimensional SKAWs is that they have vortex structures. In particular, the two-
dimensional SKAWs with dipole vortex structures can permit the presence of not
only single dip or hump density solitons but also dipole density solitons, while the
latter can not present in one-dimensional SKAWs. Second, the polarization of their
perturbed electromagnetic fields is no longer plane polarization, which is obviously
distinct from that of one-dimensional SKAWs, and has a “rotation” feature, as shown
by analyses of the Freja observations (Volwerk et al. 1996). These results indicate that
the model of two-dimensional SKAWs with dipole vortex structures can provide us
more self-consistent physical explanation for SKAW phenomena in space plasmas,
although the one-dimensional SKAW model can well explain their main properties
observed by satellites in space plasmas.

3.5 Auroral Electron Acceleration by SKAWs

In a collisionless plasma environment such as the auroral plasma, especially in the
auroral acceleration region, in general, the very large parallel conductivity can imme-
diately short-circuit any parallel electric fields. Therefore, one of key difficulties in
understanding the physics of the auroral electron acceleration is how to produce and
maintain a large parallel electric field that can accelerate field-aligned electrons to
keV-order energies (Fälthammar 2004). Now that a field-aligned electric field can
develop within KAWs observed commonly in the auroral plasma, they have been
proposed by many authors as one of possible acceleration mechanisms for produc-
ing auroral electrons (Chmyrev et al. 1988; Goertz 1981, 1984; Goertz and Boswell
1979; Hasegawa 1976; Hasegawa and Mima 1978; Hui and Seyler 1992; Kivelson
and Southwood 1986; Kletzing 1994; Lee et al. 1994; Lysak and Carlson 1981;
Lysak and Dum 1983; Thompson and Lysak 1996). However, the detailed physical
mechanism has been an open problem.Wu (2003a, b) andWu andChao (2003, 2004)
proposed that SKAWs can play an important role in the auroral electron acceleration,
in which effective parallel electric fields can be maintained by the inertial motion of
electrons along the magnetic field.

In fact, some further data analyses have clearly revealed that SKAWs observed in
the auroral plasma are often associated with enhanced broadband electrostatic fluc-
tuations, which can be identified well as ion-acoustic turbulence. The accompanied
ion-acoustic turbulence will possibly cause the dissipation of the SKAWs and lead
to their dynamical evolution and deformation. For example, based on the analysis
of a large number of events associated with SKAWs observed by Freja, Wahlund
et al. (1994a) found that these associated SKAWs could be classified into three dif-
ferent observational phases and proposed that they are possibly responsible for three
different stages in the dynamical evolution of SKAWs. The first stage is the “ordi-
nary” SKAW, the second stage is the SKAW accompanied with enhanced broadband
electrostatic fluctuations in the ion-acoustic wave mode, and in the third stage, the
SKAW has been transformed into an electrostatic-like structure.
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Fig. 3.11 An example of a SKAW filled by enhanced broadband electrostatic turbulence in the
ion-acoustic mode (from Wahlund et al. 1994a)

Figure3.11 shows a clear example of the second stage SKAW, in which a well
defined SKAW with δE ∼ 60 mV/m, δB ∼ 15 nT, and dn/n ∼ 30% is detected
between 0.3 and 0.5 s, but in contrast to the first stage ordinary SKAW, it also contains
enhanced broadband electrostatic and density fluctuations, which can be identified
well as enhanced ion-acoustic turbulence (Wahlund et al. 1994a, b). Based on these
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observations, Wu (2003a, b) proposed that the enhanced ion-acoustic turbulence of
accompanying the second stage SKAW can be excited by the electrostatic instability
of the electrons trapped inside the SKAW,which are accelerated by the parallel oscil-
lational electric field of the SKAW to an vA-order field-aligned velocity, especially
in the inertial-regime SKAW case, these trapped electrons can have a field-aligned
velocity larger than the thermal velocity of the ambient electrons. Then the enhanced
ion-acoustic turbulence causes effective dissipation of the SKAW through the wave-
particle interaction and leads to the SKAW further evolving into an electrostatic-like
structure, that is, the third stage SKAW.

In order to take account of the effect of the enhanced ion-acoustic turbulence
on the dynamical evolution of SKAWs, Wu (2003a, b) invoked an anomalous col-
lisional damping term of the electrons in their field-aligned momentum equation,
which is caused by the wave-particle interaction due to the enhanced ion-acoustic
turbulence and may be described by the following “effective collisional frequency”,
νe, Hasegawa (1975):

νe = Wia

n0Te
ωpe, (3.32)

where Wia is the energy density of the enhanced ion-acoustic turbulence. Including
this “anomalous dissipation” effect due to the enhanced ion-acoustic turbulence, the
Sagdeev equation of governing the SKAW dynamics can be written as follows (Wu
2003a, b):

d

d (−η)

[
1

2

(
d

dη

2

n2

)2

+ K (n)

n6

]
= −γ

(
d

dη

2

n2

)2

, (3.33)

where the Sagdeev potential for the inertial-regime SKAWs

K (n; Mz, kx ) = −n3 (n − 1)2

3M2
z k2

x

(
n

nm
− 1

)
(3.34)

with the density amplitude

nm = 2

3M2
z − 1

< 1 (3.35)

and the “damping coefficient” of describing the anomalous dissipation effect

γ ≡
√

Q

Mzkz

νe

ωci
. (3.36)

It is clear that when neglecting the anomalous dissipation effect (γ = 0) the Sagdeev
equation for the inertial-regime SKAWs can be recovered from the integral of Eq.
(3.33).

In analogy to the Sagdeev equation (3.8), Eq. (3.33) also describes the motion of
a “classical particle” in the “potential well” K (n)/n6, with “time” t = −η, “space”
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x = 2/n2, hence “velocity” dx/dt = −d
(
2/n2

)
/dη. The “classical particle” can

conserve its energy when γ = 0. Only if γ > 0 (independent of specific values of γ),
the “damping” −γ (dx/dt)2 = −γ

(
d

(
2/n2

)
/dη

)2
will make the “particle” lose

gradually its “energy” and ultimately stay at the bottom of the “potential well”
K (n)/n6 when t = −η → +∞. The “position”n = nd of the bottomcanbeobtained
by the condition that the potential energy K (n)/n6 reaches its minimum as follows:

nd = 3nm

2 + nm
= 1

M2
z

> nm . (3.37)

This result indicates that the density structure of the dissipated SKAW (DSKAW),
describedbyEq. (3.33) has the asymptotic valuesn → nd andn → 1whenη → −∞
and η → ∞, respectively. In other words, the density profile of DSKAWs has a
shock-like structure with a density jump

�n ≡ 1 − nd = 1 − 1

M2
z

= 2|Nm |
3 + Nm

< |Nm |, (3.38)

where Nm ≡ nm − 1.
Figure3.12 illustrates density behaviors ofDSKAWswith the damping coefficient

γ = 1.00, 0.50, 0.10, 0.05, 0.02, and 0.01 from the top down, where the parameters
kx/k = sin 89◦ for the quasi-perpendicular propagating angle θ = 89◦, and Mz =
1.29 for the density amplitude nm � 0.5 have been used. For the sake of comparison,
dashed lines in Fig. 3.12 show the density soliton solutions of SKAWs with the same
parameters except for γ = 0.

From Fig. 3.12, it can be found that the density of DSKAWs behaves itself like an
ordinary “shock”with a density jump�n � 0.4 for a strongdissipation case ofγ ∼ 1.
For a weakly dissipative regime of γ � 1, however, the density waveform appears to
be a train of oscillatory waves with amplitude decreasing in the downstream of η < 0
and converges upon anultimate downstreamdensitynd � 0.6whenη → −∞ and, as
a result, a local shock-like structurewith the samedensity jump (�n = 1 − nd � 0.4)
is formed. It is worth noticing that the ultimate density nd and hence the density jump
�n are independent of the damping coefficient γ. In fact, the magnitude of γ affects
only the oscillating strength and the converging speed in the manner that the lower
γ leads to the stronger oscillation and the slower convergence.

At the ultimate downstream state of DSKAWs, the field-aligned “escape” velocity
of the electrons trapped inside DSKAWs is given by Wu (2003a, b)

ved ≡ vez|n=nd = (
1 − M2

z

)
MzvA = − �n

(1 − �n)3/2
vA, (3.39)

which implies the electrons accelerated inside the DSKAW can escape from the
downstream at the velocity ved , in contrast to the case of SKAWs, where the accel-
erated electrons are, at all, trapped inside the SKAW. These escaping electrons are
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Fig. 3.12 Density distributions of DSKAWs (normalized to n0) with the parameters θ = 89◦,
Mz = 1.29, and γ = 1, 0.5, 0.1, 0.05, 0.02, and 0.01, from the top down. Dashed lines represent the
density of SKAWs with the same parameters as DSKAWs except for γ = 0 (reprinted from Wu,
Phys. Plasmas, 10, 1364–1370, 2003b, with the permission of AIP Publishing)
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Fig. 3.13 Sketch of the
shock-like structure of the
DSKAW for the parameters
θ = 89◦, Mz = 1.29, and
γ = 0.1: a the density n
(normalized to n0); b the
field-aligned electric field Ez
(normalized to

√
QvA B0);

and c the electron velocity
vez (normalized to vA).
Dashed lines represent the
corresponding solutions of
the SKAW with the same
parameters except for γ = 0
(reprinted the figure with
permission from Wu, Phys.
Rev. E 67, 027402, 2003a,
copyright 2003 by the
American Physical Society)

accelerated by the field-aligned electric field Ez of the DSKAW, which nonsymmet-
rically distributes about the center η = 0.

Figure3.13 shows the distributions of the density n (a), the field-aligned electric
field Ez (b), and the electron velocity vez (c) in DSKAW with parameters θ = 89◦,
Mz = 1.29, and γ = 0.1. For the sake of comparison, the solutions of the correspond-
ing SKAW with the same parameters are presented by the dashed lines in Fig. 3.13.
From Fig. 3.13b, it can be found that the electric field Ez varies no longer symmetri-
cally about the center η = 0, and has a nonsymmetrical structure. In particular, the
electric field Ez , although oscillating, has a preferential direction of Ez > 0 at the
downstream, and leads to the electrons to be accelerated towards the downstream,
then to get over the collisional resistance at the downstream, and ultimately to escape
from the downstream at the velocity ved , as shown in Fig. 3.13c.

From Eq. (3.39), the escaping velocity of the electrons accelerated by DSKAWs,
and hence their escaping energies increase with the increase of the density jump �n
of the DSKAWs and have typically the order of vA, as expected. In fact, the escaping
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velocity ved has magnitudes of ∼0.1–10 vA for a wider �n through 0.1–0.8. From
Eq. (3.39), the energy of the escaping electrons can be given by

εed ≡ 1

2
mev

2
ed = (

M2
z − 1

)2
M2

z εeA = �n2

(1 − �n)3
εeA, (3.40)

where εeA ≡ mev
2
A/2 is the energy of the electron moving at the Alfvén velocity,

called the “electron Alfvén energy”, which represents the characteristic energy of
the escaping electrons accelerated by a typical DSKAW and is determined by the
local Alfvén velocity of the ambient plasma. This indicates that the energy of the
electrons accelerated by DSKAWs evidently depends on the local Alfvén velocity
(i.e., directly proportional to the electron Alfvén energy εeA) and ranges∼0.1–10εeA

for the DSKAWs with density jumps �n ∼ 22–65%.
Figure3.14a presents the variation of the electron Alfvén energy εeA (in keV),

based on the altitude model of the ambient auroral plasma presented in Fig. 3.4.
From Fig. 3.14a it can be found that the electron Alfvén energy εeA has higher values
∼1–5 keV in the observed acceleration region of h ∼ 0.5–2RE , which is the typical
characteristic energies of the auroral energetic electrons as shown by observed (see
Fig. 3.3), and reaches the maximal value �5.3 keV at h � 0.82RE . It is evident that
the higher local Alfvén velocity, and hence the higher electron Alfvén energy, leads
to the higher escaping energy of the accelerated electrons in the DSKAW accel-
eration mechanism. However, in the observations of SKAWs the strong DSKAWs
with �n > 50% usually are rather rare, which leads to the escaping energy of the
accelerated εed � 2εeA, that is, εed ∼ 10.6 keV for the maximal εeA � 5.3 keV in
the auroral acceleration region. This implies that the highest energy of the auroral
energetic electrons accelerated by DSKAWs is∼10.6 keV, and above this energy the
auroral energetic electron flux will precipitously decrease because of the absence of
extremely strong DSKAWs with density jump �n > 50% (Bryant 1981). The result
presented in Fig. 3.14a indicates that, in the observed auroral acceleration region, the
observedDSKAWs accompanied bymoderately strong density jumps can effectively
accelerate the electrons to the typical keV-order energies of the auroral energetic
electrons.

On the other hand, the enhanced electrostatic ion-acoustic turbulence plays an
important role in the dynamical evolution of SKAWs towards DSKAWs (Wahlund
et al. 1994a). In the case of inertial-regime SKAWs, the enhanced electrostatic tur-
bulence can be effectively excited by the electrostatic instability of the electrons
that are trapped in the potential well of the SKAWs and have the typical vA-order
field-aligned velocity evidently higher than the local thermal speed of the ambient
plasma (Wu 2003a, b; Wu and Chao 2003, 2004). In particular, the lower parameter
αe (hence the higher velocity ratio vA/vTe ) leads to themore efficient excitation of the
enhanced electrostatic turbulence and the more effectively dynamical evolution of
SKAWs towards DSKAWs. Figure3.4e clearly shows that there is the lower param-
eter αe � 1 in the observed auroral acceleration region, implying that the plasma
environment in the observed acceleration region is more favorable of the formation
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(a)

(b)

(c)

Fig. 3.14 The altitude distribution of the characteristic parameters of the DSKAW acceleration
mechanism: the electron Alfvén energy εeA in keV (a), the electrostatic ion-acoustic turbulence
δET 1 (dashed line) and δET 0 (dashed line) in mV/m (b), and field-aligned projection of the char-
acteristic width of DSKAWs on the ionosphere DI (solid line) and the electron inertial length λe
(dashed line) (c)

of DSKAWs. In order to produce the sufficient “anomalous dissipation” to cause
SKAWs efficiently evolving into DSKAWs, the strength of the enhanced electro-
static ion-acoustic turbulence, δET , is required to be considerably higher than its
thermal noise level, δET0, on which the effective collision frequency in Eq. (3.32) is
equal to the classic collision frequency, that is, νe = νc (Hasegawa 1975):

δET0 � 0.94 × 10−2T −1/4
e n3/4

0 mV/m, (3.41)

where Te is in units eV and n0 is in cm−3. For example, in order to produce the
damping coefficient of γ = 0.1, from Eq. (3.36) the requisite strength of the ion-
acoustic turbulence δET 1 can be estimated by (Wu and Chao 2003, 2004)
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δET 1 � 5.53n1/4
0 T 1/2

e B1/2
0 mV/m. (3.42)

Fig. 3.14b shows the variations of δET0 (dashed line) and δET1 (solid line) with the
altitude h above the ionosphere. The former (i.e, the thermal noise level) corresponds
to the turbulent wave strength that is able to produce an effective collision frequency
νe = νc (the classic collision frequency), and the latter does the strength that is able
to produce an effective collisional frequency νe to result in a damping coefficient
γ = 0.1. From Fig. 3.14b, one can find that δET 1 < δET0 in the ionosphere below
h � 0.13RE , implying that the classic collision dominates the collisional damping
and can lead to the damping coefficient γ > 0.1 in the denser ionosphere below
h � 1.3RE . While in the tenuous magnetosphere above h � 0.13RE the dissipation
damping is dominated by the effective collision due to the ion-acoustic turbulence.
In particular, for the auroral acceleration region of h ∼ 0.5–2RE , Fig. 3.14b shows
that the damping coefficient of γ = 0.1 needs the enhanced ion-acoustic turbulence
strength δET1 ∼ 5–10 mV/m, which can be well satisfied by the observations of
turbulent electric fields in the auroral plasma (Vaivads et al. 1998; Wahlund et al.
1994a, b, 1998).

The width of discrete auroral arcs produced by DSKAWs acceleration mecha-
nism can be estimated from the field-aligned projection of the DSKAW width on
the ionosphere because the accelerated auroral electrons precipitate field-aligned
into the ionosphere. Both theory and observation (Chaston et al. 1999; Wu 2003b)
show DSKAWs at the altitude h have a typical width D ∼ 2πλe(h), where λe(h) =
c/ωpe(h) is the local electron inertial length at the altitude h. The field-aligned pro-
jection of the DSKAWwith the width D(h) on the ionosphere DI (h) can be obtained
by:

DI (h) = 2πλe(h)

(1 + h)3/2
, (3.43)

where the dipole field model of the Earth’s magnetic field and the magnetic flux
conservation along the polar field lines have been used. Figure3.14c displays the
altitude variations of the electron inertial length λe(h) (dashed line) and the width of
discrete auroral arcs produced by the DSKAW acceleration mechanism DI (h) (solid
line). From Fig. 3.14c, it can be found that the auroral arcs produced by the electrons
accelerated by DSKAWs from the auroral acceleration region of h ∼ 0.5–2RE can
be expected to have a typical width∼1–3 km in the ionosphere, which is comparable
to the characteristic width of observed auroral arcs.

Based on the DSKAW acceleration mechanism of the auroral energetic electrons
described above, it is possible that the main observed properties of the auroral ener-
getic electrons, which had been mentioned in the beginning of this chapter, may be
explained reasonably and uniformly as follows:

Field-aligned acceleration: In the DSKAWacceleration mechanism, it is the par-
allel electric field of the DSKAW that accelerates field-aligned the electrons to
escape from the downstream of the shock-like structure of the DSKAW and to
precipitate along the geomagnetic field on the ionosphere;
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Characteristic energy: The characteristic energy of the electrons accelerated by
the DSKAW acceleration mechanism is typically in the order of the electron
Alfvén energy εeA, which reaches highest values in the auroral acceleration region
of h ∼ 0.5–2RE and has the typical energies of the auroral energetic electrons,
that is, several keVs for themoderately strongDSKAWs observedmost frequently
in the auroral plasma;

High-energy cutoff : For the moderately strong DSKAWs with the density jump
�n ∼ 50%, the highest energy of the electrons accelerated by the DSKAW is
∼ 10.6 keV in the auroral acceleration region, it is probably because of the absence
of extremely strong DSKAWs with the density jump �n > 50% that the auroral
energetic electron flux precipitously decreases above 10 keV;

Acceleration region: The auroral acceleration region is located in the altitude of
h ∼ 0.5–2RE because both theAlfvén velocity and the ratio of theAlfvén velocity
to the electron thermal speed reach highest there. The former leads to the DSKAW
accelerationmechanism having a higher acceleration efficiency, that is, being able
to accelerate the electrons to higher energies directly proportional to the square
of the Alfvén velocity (i.e., the electron Alfvén energy), and the latter is more
favorable of the excitation of the enhanced electrostatic ion-acoustic turbulence
and hence of the formation of DSKAWs;

Discrete auroral arc: An individual DSKAW produces a discrete auroral arc,
which width is the projection of the width of the corresponding DSKAW on
the ionosphere along the geomagnetic field lines, that is, the observed width of
typical auroral arcs ∼ a few km, as shown in Fig. 3.12c. A large number of obser-
vations show that special acceleration source regions of auroral energetic electrons
usually come from some cavities with a lower density and hence with a higher
Alfvén velocity in the center than that in the edge, and in result the auroral elec-
trons accelerated by DSKAWs in the auroral arc center have higher energies than
that in the auroral arc edge.

The auroral energetic acceleration mechanism is an essentially and crucially
important problem, but not the whole problem in the auroral and substorm dynam-
ics. Above the discussions show that the DSKAW acceleration mechanism can well
explain reasonably and uniformly the main observed properties of the auroral ener-
getic electrons. Based on this explanation we try to propose the following scenario
for the auroral phenomena. Strong AWs or KAWs are produced by some genera-
tors, for instance, shear flows or pressure gradients in the CPS and PSBL (Borovsky
1993), which propagate into the auroral zone along the geomagnetic field lines and
evolve into nonlinear structures, such as SKAWs. When entering into the auroral
acceleration region of h ∼ 0.5–2RE where is a lower density cavity, a higher ratio
vA/vTe > 1 leads to a higher field-aligned velocity of the electrons trapped inside
the SKAWs, vez ∼ vA > vTe . These fast electrons can effectively excite electrostatic
instabilities and lead to the formation of the enhanced electrostatic turbulence, such
as the Langmuir wave or ion-acoustic wave turbulence. In consequence, the SKAWs
dynamically evolve into the DSKAWs with shock-like structures due to the anoma-
lous dissipation caused by the wave-particle interaction between the turbulent waves
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and electrons. These DSKAWs are trapped in the auroral acceleration region due to
the reflection by the ionosphere or by the Alfvén velocity gradient in the upper mag-
netosphere (Vogt and Haerendel 1998) and can effectively accelerate field-aligned
electrons to escape from the downstream of the shock-like structures. Therefore,
when propagating downwards or upwards these DSKAWs can accelerate electrons
upwards or downwards and produce upgoing or downgoing energetic electron flows
(i.e., field-aligned currents downwards or upwards, Boehm et al. 1995). The fast
electrons travelling in the low-density cavity (i.e., the acceleration source region)
produce AKR phenomena due to the electron-cyclotron maser instability, and when
downgoing and impacting the dense ionosphere or the upper atmosphere they lead
to visible auroras.
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Chapter 4
KAWs in Solar Wind-Magnetosphere
Coupling

4.1 Solar Wind-Magnetosphere Interacting Boundary
Layers

Unlike the magnetosphere-ionosphere coupling is concentrated mainly in the polar
magnetosphere, especially in the auroral plasma and is performed via field-aligned
currents, the solar wind-magnetosphere coupling can occur in all outer boundaries of
the magnetosphere from the magnetopause on the day side to the magnetotail on the
night side. On the day side, in fact, before the supersonic magnetized plasma flow of
the solar wind directly impacts on the magnetosphere, a shock can be first formed in
front of the magnetosphere due to the blunt obstacle of the magnetosphere, called the
bow shock, and themagnetopause is the interface between the shocked solarwind and
the magnetosphere. The transition layer from the bow shock to the magnetopause is
called the magnetosheath, which has a typical width∼2–3 RE . In the magnetosheath
the shocked solarwind has been reduced to subsonicmagnetized plasmaflows,which
is deflected and rounds the magnetosphere and flows on the upper boundary of the
magnetosphere, that is, the magnetopause. The upper magnetosphere adjoining the
magnetopause is the LLBL, which has a typical scale wider than the magnetopause
but narrower than the magnetosheath and can contain a mixture of magnetosheath
and magnetosphere plasmas, implying that there are the transport processes of the
magnetosheath plasma crossing the magnetopause and entering the magnetosphere.

In the simplest approximation, the location and shape of the magnetopause can
be estimated by the balance between the magnetic pressure of the magnetosphere
and the plasma pressure of the magnetosheath, determined in turn by the solar wind
dynamic pressure, that is,

ρswv2
sw = B2

ms/2μo, (4.1)

where the subscripts “sw” and “ms” denote the solar wind and magnetosphere,
respectively, ρsw and vsw are the mass density and flow velocity of the solar
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wind, respectively, and Bms is the magnetic field of the magnetosphere. Since the
magnetopause separates the two regions of distinctly different magnetic fields, the
geomagnetic field in the magnetosphere and the shocked solar wind magnetic field
(i.e., interplanetary magnetic field) in the magnetosheath, it is inevitable that the
magnetic field strength and direction change substantially across this interface.
This implies that the magnetopause carries a substantial electric current, that is,
the Chapman-Ferraro current. Therefore, the magnetopause also can be treated as
a thin current sheet, which separates two different but relatively uniform magne-
tized plasma regimes, the magnetosphere and the magnetosheath (i.e., the shocked
solar wind), and through which neither magnetic fluxes nor plasma flows crosses.
Therefore, under such ideal balance condition there is no coupling of energy and
momentum across the magnetopause, and the Lorentz forces of the currents flowing
on the magnetopause may prevent the magnetosheath plasma flows (i.e., the shocked
solar wind flows) from crossing the magnetopause, that is, the j × B force must
direct the outward normal of the magnetopause and deflect the shocked solar wind to
flow round the magnetosphere, implying that the magnetopause current has opposite
directions on the day side and on the flank of the magnetopause, that is, the duskward
current on the day side and the dawnward current on the flank.

In the above fluid viewpoint of the balance condition, the magnetopause is treated
as a infinite thin plane and the magnetic field and plasma flow both change discon-
tinuously across this plane. The same balance condition also can be derived from the
particle viewpoint, but not a self-consistent way (seeKivelson andRussell 1995). In a
self-consistent particle viewpoint, when the electrons and ions of the solar wind flow
penetrate into the magnetosphere from the magnetosheath across the magnetopause,
the local charge separation and the corresponding electric field can be caused by
the different gyroradius of the electrons and ions in the magnetospheric field, which
modifies the motions of the electrons and ions to preserve the charge neutrality. This
results in the characteristic width scale of the electron inertial length (i.e., λe ∼ sev-
eral km) for the balance boundary layer. However, in situ measurements by satellites
show that themagnetopause has a characteristic width of several hundreds km, which
is in the order of several ion gyroradii. It is possible that the magnetosheath mag-
netic field and the magnetospheric plasma, which have been ignored, also may have
important effects on the structure of the magnetopause.

In fact, from the bow shock, magnetosheath, magnetopause, to the LLBL, there
are a series of transition regions and boundary layers formed by the solar wind-
magnetosphere interaction, which are characterized by strong gradients in the char-
acteristic plasma quantities, such as the plasma density, temperature, flow velocity,
and the magnetic field. These strong gradient structures with the mesoscale fea-
tures contain much free energy that can be released through various ways such as
magnetic reconnection and plasma wave instabilities and drive various microscale
processes such as so-called “flux transfer event” (FTE, Russell and Elphic 1978)
and turbulent wave-particle interaction in the kinetic scales of particles, which in
turn can be responsible for the transport of mass, momentum, and energy across the
magnetopause.
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The magnetic reconnection on the magnetopause was proposed first by Dungey
(1961) to explain the transport of plasma flow and magnetic flux across the magne-
topause and the solar wind-magnetosphere coupling. When the interplanetary mag-
netic field is directed predominantly southward, themagnetic field driven by the solar
wind flow against the front of the magnetosphere will be approximately antiparallel
to the geomagnetic field on the other side of the magnetopause, that is, a X-line
magnetic configuration is formed on the local plane of the magnetopause and the
magnetic reconnection between the interplanetary magnetic field and geomagnetic
field occurs there. The reconnected geomagnetic field on the dayside, which was
closed field with both ends attached to the earth near the north and south poles on
the ionosphere, is broken into two open fields, of which one end is still attached
to the earth near the north or south pole and the other end is stretched tailward by
the solar wind flow into the interplanetary space and integrates into and becomes a
part of the magnetotail. The motion of these broken fields will cause an electric field
directed from dawn toward dusk, which drives flow from noon toward midnight on
the ionosphere, as observed.

It is obvious that the magnetic reconnection on the magnetopause leads to the
decrease of the closed magnetic flux of the geomagnetic field. Therefore, it is neces-
sary that some open flux can be returned into the closed flux of the magnetosphere
to compensate the loss of the closed flux. Such magnetic-flux compensation can be
achieved via the magnetic reconnection at another X-line magnetic configuration in
the magnetotail distant CPS, where two open magnetic fields from the north and
south tail lobes, respectively, reconnect to form a newly closed geomagnetic field in
the earthward of the X-line and a purely interplanetary magnetic field in the tailward
of the X-line. It is that the plasma accelerated by the magnetotail reconnection forms
the PSBL, which is characterized mainly by sustained field-aligned ion and elec-
tron flows, directed both earthward (accelerated by the magnetotail reconnection)
and tailward (reflected by the geomagnetic mirror). The observed ion beams have
energies ranging from a few of keV to tens of keV and consist of a mix of species of
H+, He+, He2+, and O+, and the electron beams have energies typically lower by a
factor of 2 or 3.

In principle, these two reconnection rates at the magnetopause and magnetotail
must be equal in the time-averages sense, although they probably rarely are on an
instantaneous basis. Comparing these two cases, however, one can find some major
differences between them. First, on the aspect of the inflow regions the plasma inflows
from the north and south lobes on the two sides of the CPS in the magnetotail
have approximately identical conditions, but in the case of the magnetopause the
magnetosheath plasma inflow in general is much denser and cooler than that from
the magnetosphere (or i.e., the LLBL) and they have entirely different physical
environments. Second, on the outflows also there is a major difference between these
two cases. Unlike the magnetopause magnetic reconnection has two approximately
symmetric outflows, in the magnetotail case the tailward outflow and flux tube of the
X-line are unattached to the earth and are pulled away to rejoin the solar wind by
magnetic tension but the earthward outflow and flux tube of the X-line are restrained
by the slower moving dense plasma and the stronger closed geomagnetic field of
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the CPS. This causes a bifurcation of the earthward outflow, in which although the
new closed flux tube itself moves slowly, the plasma outflow accelerated by the
magnetotail reconnection moves rapidly along the new closed flux tube toward the
earth in both directions, that is, the north and south polar regions, and forms the
earthward field-aligned ion and electron flows observed in the PSBL.

Although the magnetic reconnection has been widely investigated in both theory
and experiment, there are still many unsolved problems in physical mechanisms.
According to different driven mechanisms, the magnetic reconnection processes can
be classified into two types, that is, “driven reconnection” and “spontaneous recon-
nection”. The former refers to the magnetic reconnection that is driven by conditions
external to the reconnection current sheet such as inflows, and hence the reconnection
rate is determined by the external parameters such as the inflow velocity. In order
to match with the corresponding reconnection rate the current sheet is required to
have a proper finite resistivity during the reconnection occurs, but the plasmas in
these current sheets or boundary layers are nearly collisionless. This indicates it is
necessary that other processes provide so-called “anomalous resistivity” during the
reconnection. However, it has been an open problem that what is the source of the
anomalous resistivity and how it changes accordingly when the external condition
varies. Similarly, in the case of so-called the spontaneous reconnection that is driven
by the resistive tearing instability of the current sheet oneself, a finite anomalous
resistivity also is a necessary prerequisite for triggering the reconnection because the
resistive tearing mode instability is a MHD instability caused by a finite resistivity
(Furth et al. 1963). In some cases the scattering of particles by plasma waves or
turbulence can lead to an anomalous resistivity. Moreover, such wave-particle inter-
action oneself also can directly contribute to the plasma transport process, called
“anomalous transport”.

In fact, besides themagnetic reconnection, another important transportmechanism
at the magnetopause and magnetotail is the anomalous viscous by the wave-particle
interaction. In particular, the complex transition regions and boundary layers formed
by the interaction between the solar wind and magnetosphere inherently are not only
nonsteady but also strongly nonuniform because of the nature of strongly turbulent
plasma flow of the solar wind. The strongly inhomogeneous structures in the bound-
ary layers contain a large number of free energy that can drive various plasma waves
and wave-particle interaction processes. These waves and wave-particle interactions
in turn may be responsible for the anomalous plasma transport and diffusion across
the boundary layers and achieve the effective coupling between the solar wind and
magnetosphere.

KAWs are the most extensively studied waves applicable for the anomalous
plasma transport in the magnetosphere because not only the wave-particle inter-
action of KAWs can provide effectively a matching transport efficiency but also
KAW turbulence is observed ubiquitously in the magnetosphere as well as the solar
wind. Observations of KAW turbulence in the magnetosphere are introduced in the
next section (see the next chapter for KAW turbulence in the solar wind). The Sect.
4.3 presents the diffusion equation of particles due to KAW turbulence, and then
based on the diffusion equation Sects. 4.4 and 4.5 discuss the anomalous transport
of particles by KAWs in the magnetopause and the particle energization by KAWs
in the magnetotail, respectively.
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4.2 Observations of KAW Turbulence in Magnetosphere

The last chapter presented in detail observations of nonlinear solitary structures
associated with KAWs as strong electric spikes in the observation data of the Freja
and FAST satellites in the auroral plasma, which are identified well as SKAWs
(see Sect. 3.3). In practice, KAWs exist in the nature mostly in a turbulent form
because they can quickly spread their spectrum at a rate ωciδB⊥/B0 by a decay to
an ion acoustic wave or by nonlinear ion Landau damping (Hasegawa and Chen
1976b; Hasegawa and Mima 1978). Observations of KAW turbulence in various
magnetospheric environments with different plasma parameters confirm further not
only their ubiquity as pointed out byHasegawa andMima (1978) but also the sensitive
dependence of their physical property on the local plasma parameters as seen in the
Chap. 1.

It has been believed commonly that widespread electromagnetic fluctuations
below the ion gyrofrequency in auroral plasmas are associated with AW turbulence
because the observed electric to magnetic fluctuation ratio is about the local Alfvén
velocity, that is, δE⊥/δB⊥ ∼ vA. Although a characteristic linear dispersion relation
is the best “identification card” of wave modes, which describes the propagation
property of the wave (see Sect. 1.2), it is not easy to identify the dispersion relation
of these low-frequency electromagnetic fluctuations associated with KAWs because
KAWs can develop quickly into a nonlinear broadband continuous spectrum, in
which the linear dispersion relation has been distorted badly (Hasegawa and Chen
1976b). On the other hand, the Doppler frequency due to the satellite moving at a
typical velocity ∼10km/s has usually an order same with or even higher than the
local ion gyrofrequency and hence is much larger than the characteristic frequency
of the Alfvénic mode. Therefore, broadband KAW turbulence is identified mainly
through its electromagnetic polarization property, which remarkably depends on the
local plasma parametric conditions (see Sect. 1.3).

The auroral plasma environment explored by the Freja and FASTwhen their pass-
ing through the auroral oval at the altitudes of h ∼ 1500–2500km (i.e., h ∼ 0.25–
0.4 RE ) is typical inertial parametric regime of KAWs with the parameter αe � 0.1
(see the panel (e) of Fig. 3.2). In general, the ion component of the polar plasma
is dominated by O+ ions in altitudes lower than ∼3000km (i.e., h < 0.5 RE ) and
by H+ ions in altitudes higher than ∼3000km (i.e., h > 0.5 RE ). In the data of
low-frequency electromagnetic fluctuations measured by the Freja and FAST satel-
lites, besides strong electric spikes which have been identified well as SKAWs (see
Sect. 3.3), strong broadband electromagnetic fluctuations more often present. These
broadband electromagnetic fluctuations have feature electric fields lower than that of
the strong electric spikes by one order of magnitude, that is, tens of mV/m.Moreover,
transversely heating ions are most often associated with these broadband fluctuations
(Norqvist et al. 1996; Knudsen andWahlund 1998; Wahlund et al. 1998). Stasiewicz
et al. (2000b) and Chaston et al. (2007b) analyzed two typical events observed by
the Freja and FAST satellites, respectively.
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Stasiewicz et al. (2000b) analyzed a typical example of broadband electromagnetic
fluctuations observed by the Freja satellite onMarch 07, 1994when it passed through
the dawnside auroral oval at the altitude of 1700km. A strong broadband electromag-
netic fluctuation event presented in the duration 09 : 46 : 00–09 : 46 : 55, which has
a wide frequency range ∼1–500Hz in the satellite frame. Stasiewicz et al. (2000b)
argued that the observed apparent frequency can be attributed to the Doppler shifted
spatial structures, that is, ω = ω′ + k · vs � k · vs , where the true frequency of the
wave ω′ � ω (the apparent frequency), k is the wave number of the observed spatial
structures, and vs is the satellite velocity. For the typical Freja plasma environment at
the altitude ∼1700km, one has the geomagnetic field B0 ∼ 0.25 G, the ion gyrofre-
quency is fO+ = ωO+/2π ∼ 24 Hz for the O+ dominant plasma or fH+ ∼ 380 Hz
for the H+ dominant plasma, the electron density ne ∼ 2000 cm−3, and the Alfvén
velocity vA ∼ 3000km/s. The bulk electron temperature Te ∼ 1 eV, but the bulk ion
temperature Ti > Te because of the bulk ion heating by the strong broadband elec-
tromagnetic turbulence. Thus, one has the electron inertial length λe ∼ 100 m, the
ion gyroradius ρO+ ∼ 20 m (< λe) for the O+ dominant case or ρH+ ∼ 5 m (� λe)
for the H+ dominant case. This indicates that the electric to magnetic fluctuation
ratio δE/δB can be given by Eq. (1.36) for the KAW turbulence, that is,

δE

δB
= vA
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√
√

[
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2πλe
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f 2

] [
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2πρO+

vs

)2

f 2

]

, (4.2)

where k⊥ = 2π/λ⊥ � 2π f/vs has been used. For KAWs with the frequency f ′ �
f , the measured Doppler shifted frequency range f ∼ 1–500Hz implies that the
perpendicular wavelength of the observed broadband KAW turbulence ranges λ⊥ �
vs/ f ∼ 14–7000m for the Freja velocity vs � 7km/s.

Using snapshotwavemeasurements from two perpendicular electric andmagnetic
antennas, Stasiewicz et al. (2000b) extend the frequency coverage and construct the
time-averaged ratio δE/δB for the frequency range 0–16kHz. Figure4.1 shows this
ratio plotted as a function of the perpendicular wavelength λ⊥ � vs/ f , where the
fitted line marked by “∗” represents the theoretical prediction given by Eq. (4.2),
which is valid for an inertial-regime KAWmode. From Fig. 4.1, it can be found that
in the range of spatial scales λ⊥ ∼ 30–7000m, that is, the frequency domain f ∼
1–200Hz, the measurement is very well consistent with the theoretical prediction of
the inertial-regimeKAWpolarization relation of Eq. (4.2). Some small departures are
possibly caused due to a finite true frequency f ′ < f , which can modify the polar-
ization relation of Eq. (4.2). On the other hand, in the small-scale range below 30m
the measured spatial-scale spectrum has a plateau lasting to ∼7m and remarkably
decreases in lower scales. This could probably be related to the stochastic dissipation
in the electric-drift scale ρd = δE⊥/ωci B0 (Stasiewicz et al. 2000b). In addition, the
electric field measured by a 21m double probe antenna onboard the Freja satellite
also may be strongly attenuated in the smaller spatial scales.

In the measurements by the FAST satellite, similar KAW turbulence also is often
observed when crossing the auroral plasma. For example, using the FAST data mea-
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Fig. 4.1 The electric to
magnetic fluctuation ratio
δE/δB for a 15 s time
interval (09:46:35–09:46:50
on 7 March, 1994 by Freja).
The line marked by “∗”
represents the theoretical
prediction given by Eq. (4.2)
for the inertial-regime KAW
mode at λ⊥ ∼ 30–10,000m.
Other parameters
vA = 3000km/s, λe = 100
m, and ρO+ = 20 m have
been used (from Stasiewicz
et al. 2000b)

sured on 22 June, 1997,Chaston et al. (2007b) analyzed the spectral distribution of the
electric to magnetic fluctuation ratio Ex/By for a low-frequency broadband electro-
magnetic fluctuation event, which was recorded by the FAST satellite when passing
through the dayside auroral oval at the almost same altitude with the Freja satellite
(h ∼ 1600km) and lasted an interval of 0.1 s from 13:55:20.51 to 13:55:20.61 UT.
Figure4.2a and b show the power spectrum E2

x and the spectral distribution of
the ratio Ex/By in kx = 2π f/vs , respectively, where f is the apparent frequency
measured in the FAST satellite frame and vs the moving velocity of the FAST
satellite.

As pointed out by the analysis of Chaston et al. (2007b), the variation in phase
with satellite rotation indicates that themeasured spatial spectrum k is approximately
perpendicular to B0, that is, k � kx . In consequence, they concluded a very similar
result with that of Stasiewicz et al. (2000b), that is, that the observed electric to
magnetic fluctuation ratio, δE/δB, for the measured frequency f < 100Hz, could
be fitted very well by the theory of the inertial-regime KAW if it is assumed that the
measured frequency f is mainly due to the satellite Doppler shifted spatial spectrum
(i.e., kx � 2π f/vs), as shown by Fig. 4.2. This very good agreement between the
observed result and the theoretical expectation provides further evidence for that the
nature of the low-frequency broadband electromagnetic fluctuations is the inertial-
regime KAW turbulence.

The kinetic parametric regime of KAWs with αe > 1, in general, presents in the
upper magnetosphere at altitudes h > 4 RE (see the bottom panel of Fig. 3.2). There-
fore, it can be expected that the kinetic-regime KAW turbulence may be observed by
high-orbit satellites. The Polar satellite also is another polar-orbit satellite but mov-
ing at higher orbits than both of the Freja and FAST satellites, which was launched
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Fig. 4.2 Spectral properties
averaged over the interval
from 13:55:20.51 to
13:55:20.61 UT on 22 June,
1997, when low-frequency
Alfvénic fluctuations were
observed. a Observed power
spectrum of E2

x . b Observed
spectral distribution of
Ex/By and that predicted by
the inertial-regime KAW
model (bold line) based on
Eq. (4.2), where the
measured local plasma
parameters ne � 2000 cm−3,
λe � 120 m,
vA � 3500km/s, and
kx = 2π f/vs have been used
(from Chaston et al. 2007b)

on February 24, 1996, into a highly elliptical orbit, with apogee at 9 RE and perigee
at 1.8 RE . Its orbit inclination is 86◦ and the orbit period about 18h. Besides general
instruments to measure in-situ the fluxes of charged particles, electric and magnetic
fields, and electromagnetic waves, there are three instruments onboard the Polar
satellite to image the aurora in various wavelengths when the satellite is near apogee,
high over the northern polar region (see Harten and Clark (1995) for more details).

In high-β (i.e., αe 	 1) plasma environments such as the solar wind, magne-
tosheath, and magnetopause, strong depressions of the magnetic field with δB/B0 ∼
90% often are observed to appear as irregular trains of magnetic dips or an isolated
magnetic dip, called “magnetic holes” or “magnetic bubbles” (Kaufmann et al. 1970;
Turner et al. 1977; Lühr and Klöcker 1987; Treumann et al. 1990). These magnetic
structures usually are believed to result from themirror instability,whichmaydevelop
in high-β plasmas with a temperature anisotropy of T⊥/T‖ > 1 + β−1

⊥ (Fazakerley
and Southwood 1994; Winterhalter et al. 1994; Lucek et al. 1999). In the magne-
tosheath such ion anisotropy can be produced either by the bow shock compression
(Crooker and Siscoe 1977) or by field-aligned draping close to the magnetopause
(Denton et al. 1994). Magnetic holes, however, also present often in mirror mode
stable environments (Winterhalter et al. 1994). Stasiewicz et al. (2001) presented
an example of magnetic bubbles observed by the Polar satellite when crossing the
magnetopause current layer and entering the magnetosheath during periods of high
solar wind pressure.

Figure4.3 shows the magnetometer data during 14 : 00–15 : 00 UT on April 11,
1997, from which it can be found that the Polar satellite was in the high-latitude
compressed lobe untill 14:28 UT, when it encountered three magnetic bubble layers
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Fig. 4.3 Magnetopause
crossings by Polar on April
11, 1997: three components
of magnetic field (Bx , By ,
Bz) in the GSM (geocentric
solar magnetospheric)
coordinates, the strength B,
and the convection velocity
vE (from Stasiewicz et al.
2001)

charactered by strongmagnetic dips. Themagnetic bubble layers are located adjacent
to magnetopause current sheets characterized by reversals of the z-component of the
magnetic field. The measured minimum magnetic field during the bubble layers
is 1.4 nT, implying that the bubble layers are very strong depressions up to 98%
of the ambient magnetic field with B0 ∼ 100 nT. However, the further analysis of
the plasma measurements showed that in all regions explored during 13 : 30–15 :
30 UT, including the magnetosheath, magnetopause, boundary bubble layers, and
magnetosphere, the temperature anisotropic parameter

(

T⊥/T‖
)

/
(

1 + β−1
⊥

)

is well
below one (Stasiewicz et al. 2001). This implies that the observed plasmas all are
mirror mode stable in all explored regions (Southwood and Kivelson 1991).

Based on the fact that the bubbles are closely related to the strong current sheets
nearby the magnetopause and there is a high correlation between the electric and
magnetic fluctuations in the bubble layers, Stasiewicz et al. (2001) proposed that the
bubble layers can be produced by tearingmode reconnection processes associated the
strong current sheets and the low-frequency broadband electromagnetic fluctuations
in the bubble layers probably are spatial turbulence of KAWs by Doppler shifted to
higher frequency range (∼0–30Hz) due to convective plasma flows vE . These KAWs
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can be excited by the Hall instability created by mesoscale gradients in the magnetic
field and plasma pressure and their spatial spectrum may extend from several ion
gyroradii (∼500km) down to the electron inertial length (∼5km). For example,
the electric and magnetic fluctuation components, Ey and Bz , in the first bobble
layer display well correlation, and the ratio δE/δB � 200km/s (for the amplitudes
δE � 30 mV/m and δB � 150 nT) is well close to the local Alfvén velocity (vA).
These typical characteristics both indicate the Alfvénic nature of the electromagnetic
fluctuations observed inside the bubble layer.

However, in comparison with the plasma environments observed by the Freja and
FAST satellites at altitudes h < 1 RE , there are two considerably different aspects in
the environment explored by the Polar satellite nearby the magnetopause. One is that
the magnetopause plasma has the parameter αe 	 1, that is, ρi > ρs 	 λe, in which
the dispersion of KAWs is caused mainly by the ion gyroradius effect of finite k2⊥ρ2i ,
instead of the electron inertial length effect of finite k2⊥λ2

e . The other difference is that
the convective velocity of plasma flows vE at Freja altitudes is much smaller than the
satellite moving velocity vs and hence the Doppler shift of the spatial turbulence of
KAWs is dominated by the satellite velocity vs . While at the Polar apogee nearby the
magnetopause, the plasma convective flows vE ∼ 100–200km/s is much larger than
the satellite velocity vs ∼ 3km/s. Thus, the Doppler shift of KAWs is contributed
mainly by the convective velocity vE , instead of the satellite velocity vs . Therefore,
the polarization spectrum of KAWs in the Polar plasma environments can be fitted
approximately by Stasiewicz et al. (2001):

δE

δB
= vA

√

1 +
(

2πρi

vE cos θ

)2

f 2, (4.3)

where f = k · vE/2 is the Doppler frequency in the satellite frame, θ is the angle
between the wave vector k and the convective velocity vE . In addition, the in situ
measurements show the local ion temperature Ti � 200 eV 	 Te � 40 eV (the local
electron temperature), and hence the ion acoustic gyroradius ρs (< ρi ) has been
neglected in the above fitted expression.

Figure4.4 presents the average power spectrum of the electric field fluctuations
(upper panel) and the spectral distribution of the ratio δE/δB (lower panel), which
were measured in the frequency of 0–104 Hz when the Polar passed through the
magnetic bobble layers during 14:30–14:53 on April 11, 1997. The frequency spec-
trum is covered by three instruments, that is, the dc magnetic field, low-, and high-
frequency waveform receiver are sampled at the rate 8.3, 100, and 50000 per second,
respectively. The mismatch of the plots of the low- and high-frequency waveform
receivers at the transition frequency of ∼50Hz possibly is caused by the different
filter characteristics of the wave instruments and the different locations of their snap-
shots. Anyway, the power spectrum and the waveforms show that the low-frequency
broadband turbulence has a significant power drop above ∼30Hz, which is close to
the lower hybrid frequency fLH � √

fci fce ∼ 32Hz.
The asterisk curve in the lower panel of Fig. 4.4 represents the theoretical pre-

diction by the polarization relation of the kinetic-regime KAWs, which is calcu-
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Fig. 4.4 Power spectrum of
the electric field fluctuations
and the ratio δE/δB
observed by Polar during
14:30–14:53 on 1997-04-11
when crossing the magnetic
bubble layers, where the
asterisk plot shows the
theoretical prediction by Eq.
(4.3) with fitted parameters
vA = 150km/s and
ρi/vE = 0.4 s (from
Stasiewicz et al. 2001)

lated by Eq. (4.3) with the average fitted parameters vA = 150km/s, ρi/vE = 0.4
s (ρi = 60km and vE = 150km/s), and cos θ = 1. From Fig. 4.4, a good agree-
ment between the theoretical prediction and the measurements by Polar provides
indirect evidence that the physical nature of the low-frequency broadband electro-
magnetic fluctuations is the spatial turbulence of kinetic-regime KAWs by Doppler
shifted to the frequency range (∼0–30Hz) due to the local convective plasma flows
vE = 150km/s. For the corresponding spatial scale λ ∼ vE/ f , one has ∼100km
(i.e., the order of the local ion gyroradius) at the lower frequency f ∼ 1 Hz and ∼
1km (i.e., the order of the local electron inertial length) at the higher frequency f ∼
100Hz. This indicates that the scale spectrum of the KAW spatial turbulence extends
from ρi down to λe. For the bubble structures, in particular, the typical observed fre-
quency ∼0.2Hz implies their spatial scales ∼500km, that is, the typical scale of
SKAWs. While above 30Hz the spatial scales approach the electron inertial length
and dissipative processes related to the electron energization possibly lead to the
dropout of the electric field power seen in the upper panel of Fig. 4.4. This is differ-
ent from the case observed by Freja, in which the inertial-regime KAW is dissipated
mainly due to the stochastic ion acceleration because the spatial scale spectrum of the
inertial-regime KAW turbulence extends from the electron inertial length λe ∼ 300
m down to the ion gyroradius ρi ∼ 20 m (Stasiewicz et al. 2000c)

Low-frequency KAW turbulence extending from below the ion gyrofrequency
fci to above fci , even up to the lower hybrid frequency fLH is rather common in
satellite observations of space plasmas (Stasiewicz et al. 2000a). For instance, in
the magnetosheath and the solar wind, observations by the Cluster satellites also
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show clear evidence for broadband KAW turbulence. The Cluster consists of four
spacecraft (referred to as C1, C2, C3, and C4) and was launched by ESA (European
SpaceAgency) in 2000 (Escoubet et al. 2001). Themain goal of theCluster is to study
small-scale plasma structures in three dimensions in the key plasma regions, such
as the magnetotail, polar cusps, auroral zones, magnetopause, bow shock, and solar
wind. The separation distances between the satellites have varied between 100kmand
20,000km, to address the relevant spatial scales. The most important advantage of
Cluster is to allow a three-dimensional mapping of space and to distinguish between
temporal and spatial structures. The Cluster has an elliptical polar orbit with a perigee
altitude∼3 RE and an apogee altitude∼19 RE . The satellites are spin-stabilized with
a spin period of about 4 s, and have an orbital period of 57 h.

TheCluster experienced a 7-hours journey of passing through in themagnetopause
boundary during 09:00–16:00 UT on December 31, 2000, and the separations of the
four satellites were between 400–1000km. The satellite C3, which located at the
GSE (geocentric solar ecliptic) coordinate position of (3, 11, 9) RE at 09:00 UT and
traveled to (6, 15, 7) RE at 16:00 UT, observed over 120 boundary crossings between
the magnetosphere (plasma density ∼0.1 cm−3) and the magnetosheath (plasma
density ∼10 cm−3) during this journey. The satellites move at a velocity of 3km/s,
which is much less than the convective velocity of plasma flows nearby the boundary
∼50–300km/s. Therefore, the observed multiple magnetopause crossings should be
attributed to the rapidly oscillational motions of the magnetopause boundary, which
can be caused by not only the strong perturbations of the interplanetary magnetic
field or solar wind plasma flows but also the surface waves on the boundary driven
by Kelvin-Helmholtz instability with a period of a few minutes.

Figure4.5 shows a typical example of the magnetopause crossings by C3 on
December 31, 2000, in which the satellite electric potential (top panel shown with

Fig. 4.5 Anexample ofmagnetopause crossings byC3 in the durationbetween10:53:00 to 11:01:00
UT on December 31, 2000 and the crossing occurs at ∼10:55:30 UT, where top panel presents the
satellite potential (to represent the plasma density), and middle and bottom panels plot the electric
(Ey) and magnetic (Bx ) field components, respectively (from Stasiewicz et al. 2004)



4.2 Observations of KAW Turbulence in Magnetosphere 135

a reversed sign) represents an approximately logarithmic measure of the plasma
density and the typical potential 5 (25) V on the magnetosheath (magnetosphere)
side corresponds to a plasma density of 10 (0.1) cm−3. By use of measurements
of the four satellites, the velocity of the boundary motion can be estimated to be
∼150km/s, and the thickness of the boundary layer characterized by a strong density
gradient can be estimated to be∼1000kmby the crossing time of∼10s. In particular,
some evidently enhanced broadband electromagnetic fluctuations can be observed
during the boundary crossings, although the fluctuations are quite regular on both
the magnetosheath and magnetospheric sides. Moreover, these enhanced broadband
fluctuations are clearly co-located within the strong density gradients. In general,
at the magnetopause boundary layer, the typical kinetic scales of plasma particles
are the ion gyroradius ρi ∼ 100km ∼ 2–3 times the ion acoustic gyroradius ρs
(because Ti 	 Te), the ion inertial length λi ∼ ρi ∼ 100km (because βi ∼ 1), and
the electron inertial length λe ∼ 2km. The typical convective velocity of plasma
flows vE ∼ 100km/s in the magnetopause boundary layer, much larger than the
satellite velocity of vs ∼ 3km/s. Thus, low-frequency plasmawaveswith frequencies
f ′ < fci ∼ 0.3 Hz and perpendicular scales λ⊥ ∼ ρi ∼ λi or ∼ λe in the boundary
layerwould be observed asDoppler shifted spatial structures at an apparent frequency
1 or 50Hz, respectively, both above the local ion gyrofrequency fci .

Stasiewicz et al. (2004) analyzed low-frequency broadband turbulence in the
frequency range between f ∼ 0.03 and 10Hz, extending from below the proton
gyrofrequency ( fci � 0.3Hz) to the low hybrid frequency fLH � 13Hz), which was
observed by the Cluster in the boundary layer when crossing the magnetopause into
the magnetosheath in the time interval from 10:55:00 to 10:56:00 UT. Figure4.6
displays the spectral distribution of the ratio δE/δB in the boundary layer, where the
measured density and ambientmagnetic field are n � 1 cm−3 and B0 � 18G, respec-
tively. FromFig. 4.6, the observedpolarization spectrumcanbewell fitted byEq. (4.3)

Fig. 4.6 The spectral
distribution of the ratio
δE/δB in the magnetopause
boundary layer. The asterisk
plot shows equation (4.3)
computed for
vA = 350km/s,
ρi = 80km,
vE = 150km/s, and
cos θ = 1 (from Stasiewicz
et al. 2004)
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with thefitted parametersvA = 350km/s,ρi = 80km,vE = 150 km/s, and cos θ = 1
in the rather wide frequency range from f ∼ 0.1 fci up to f ∼ fLH ∼ 40 fci . The
measurements by the Cluster demonstrated again that the physical nature of the
enhanced low-frequency broadband electromagnetic fluctuations is the KAW turbu-
lence.

4.3 Diffusion Equation of Particles Due to KAWTurbulence

The magnetopause separates the two regions of distinctly different plasma envi-
ronments, the shocked solar wind and the magnetosphere. In the steady state the
magnetopause is a pressure balance interface between the two regions and prevents
the shocked solar wind plasma flows from crossing the magnetopause and enter-
ing the magnetosphere. However, the dynamical coupling relationship between solar
activities and geomagnetic storms or substorms and a large number of in situ satellite
measurements both show that there are the transport processes crossing the magne-
topause, which lead to the shocked solar wind plasma flows in the magnetosheath
directly entering the magnetosphere (Hones et al. 1972; Eastman and Hones 1979).
At the dayside magnetopause the main mechanisms for the transport processes can
be classed into the two kinds, one is magnetic reconnection due to current sheet
instability on the magnetopause (Dungey 1961) and the other one is viscous or
viscous-like processes due to wave-particle interaction (Axford and Hines 1961).
The most important evidence for the reconnection process is observations of FTEs
(Russell and Elphic 1978), inwhich the plasma flows along the reconnectedmagnetic
fields and transports directly into the magnetosphere.

However, the conditions favorable for reconnection are not always present. For
instance, when the interplanetary magnetic field is northward the reconnection pro-
cess possibly is diminished significantly. Therefore, the fact that the plasma trans-
port crossing the magnetopause has always existed indicates that there must be other
mechanisms for the plasma transport process. The viscous-like processes actually
are the anomalous diffusion of plasma particles in the presence of the enhanced
electromagnetic wave turbulence, in which the wave-particle interaction causes the
particles to randomwalk across the boundary layer. In fact, the LLBL extending from
the dayside magnetopause to the magnetotail is formed through the anomalous dif-
fusion processes, where the plasma density, temperature, and velocity are observed
to be intermediate between magnetosheath and magnetosphere values (Eastman and
Hones 1979). The diffusion coefficient (or kinematic viscosity) required for main-
taining the boundary layer can be estimated as D ∼ 109 m2/s (Sonnerup 1980).

In an inhomogeneous plasma environment such as the magnetopause layer the
stochastic Coulomb collisions between particles indeed may lead to diffusion and
transport of plasma particles across the magnetic field. In the case of crossing the
magnetopause, the diffusion coefficient caused by the Coulomb collision is really too
low to explain the formation of the diffusion boundary layer. While, the fluctuation
fields of turbulent waves have stochastically varying phases and hence may produce
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the stochastic forces acting on particles. In an inhomogeneous plasma, similar to
the Coulomb collision, the stochastic forces by turbulence waves also can lead to
the diffusion of particles both in velocity and coordinate spaces, called “anomalous
diffusion”. Variousmodewaves have been suggested to be responsible for the anoma-
lous diffusion in the boundary layer, such as ion acoustic wave (Galeev and Sagdeev
1984), lower hybrid wave driven by density gradients (Huba et al. 1977), modified
two-stream instability driven by currents (Papadopoulos 1979), electron cyclotron
drift wave (Haerendel 1978), and whistler waves driven by current gradients (Drake
et al. 1994). Based on the amplitudes of the observed electromagnetic fluctuations,
however, the saturation diffusion coefficients associated with these high-frequency
waves with frequencies above the ion gyrofrequency all almost are significantly
below the required diffusion coefficient (Labelle and Treumann 1988).

On the other hand, low-frequency KAWs with frequencies below the ion gyrofre-
quency have been found throughout the magnetosphere. In particular, the enhanced
low-frequency broadband electromagnetic fluctuations, which are observed fre-
quently nearby the magnetopause boundary layer, have been identified well as KAW
turbulence. Unlike MHD AWs, KAWs can have wave-particle resonant interaction
with thermal or nonthermal particles through the Landau resonance of ω = k‖v‖
because of having nonzero parallel electric fields, δE‖ �= 0, caused by the short per-
pendicular wavelength comparable to the ion gyroradius (i.e., λ⊥ ∼ ρi ). This implies
thatKAWsalso can contribute significantly to anomalous transport processes through
the Landau resonance of ω = k‖v‖. Moreover, because of their large parallel wave-
length much longer than the kinetic scales of particles, the plasma volume affected
by KAWs is much larger than that affected by those high-frequency waves, such
as electrostatic waves or cyclotron waves. In consequence, KAW turbulence can
produce a higher diffusion coefficient than the high-frequency waves. In addition,
KAWs may be excited effectively by the resonant mode conversion of MHD surface
waves (Hasegawa 1976) or by the drift instability (Mikhailovskii 1967) in inhomoge-
neous plasmas, and hence they can present ubiquitously in various boundary layers
with strong gradients in plasma density or magnetic field, as shown by observations.
Meanwhile, an enhanced broadband turbulence of KAWs can be very easy formed
once excited because KAW can spread its spectrum very quickly at a rate ωciδB⊥/B0

by decay to an ion acoustic wave or by nonlinear ion Landau damping (Hasegawa
and Chen 1976b).

Since KAWs have these advantages above, it is very reasonable that KAW tur-
bulence is considered to be responsible for most of the anomalous transport pro-
cesses. The quasi-linear theory has been commonly used in deriving anomalous
diffusion coefficients caused by turbulent wave-particle interactions (Sagdeev and
Galeev 1969). In consideration of the ignorable smallness of the electron gyroradius,
the diffusion coefficient of electrons caused by KAW turbulence can be derived from
the drift kinetic equation of the reduced distribution function of electrons, fe(r, vz, t),
as follows (Hasegawa and Mima 1978):

(∂t + vz∂z) fe + ∇⊥ · (vd fe) − e

me

[

Ez + (vd × B⊥) · ẑ] ∂vz fe = 0, (4.4)
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where ∂ denotes the partial derivative with respect to the subscripts, E and B are the
wave electric and magnetic fields with subscripts z and ⊥ indicating components
parallel and perpendicular to the ambient magnetic field B0 = B0 ẑ, respectively, ẑ is
the unit vector along the z-axis, and vd is the drift velocity perpendicular to B0 and
given by

vd = E⊥ × ẑ

B0
+ B⊥

B0
vz (4.5)

for electrons.
Assuming that the ambient plasma density has a gradient in the x direction, for

the turbulent fields Ek and Bk the quasi-linear equation of the ensemble average
distribution 〈 fe〉 is

∂t 〈 fe〉 +
〈
Ey + vz Bx

B0
∂x f

(1)
e

〉

− e

me

〈

Ez∂vz f
(1)
e

〉 = 0, (4.6)

where the angle brackets denote the ensemble average,

f (1)
e = Re

∑

k

f (1)
ek (x) exp [−i (ωt − k · r)] (4.7)

is the linear fluctuation distribution function, and “Re” represents the real part. The
Fourier amplitude can be given by

f (1)
ek (x) = iP

[
Ezk/B0

kzvz − ω

(
kyvz
ω

∂x − ωce∂vz

)

− Eyk

ωB0
∂x

]

〈 fe〉 +

+πδ (kzvz − ω)

(
eEzk

me
∂vz − kzvz Ezk

ωB0
∂x

)

〈 fe〉, (4.8)

where “P” represents the principal value and “δ” denotes the Dirac delta function
from the imaginary part of the Plemelj formula, Im(ω − kzvz)

−1 = −πδ(ω − kzvz),
which represents the contribution of the wave-particle resonance interaction (i.e., the
Landau damping).

The quasi-linear diffusion coefficients in velocity and coordinate spaces are con-
tributed by the first and second terms following the Dirac delta function in Eq. (4.8),
respectively. Taking the second term and substituting into Eq. (4.6), one has

∂t 〈 fe〉 = ∂x

(

∑

k

πδ (kzvz − ω)
k2yv

2
z ‖Ezk‖2
2ω2B2

0

∂x 〈 fe〉
)

, (4.9)

where the cross terms of ∂x and ∂vz have vanished because the coefficients are equal
zero in the k summation. Assuming the Gaussian distribution for 〈 fe〉, that is,
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〈 fe〉 = ne(x, t)√
2πvTe

exp

(

− v2
z

2v2
Te

)

, (4.10)

the diffusion equation for the electron density ne(x, t) can be obtained by integrating
Eq. (4.9) over vz as follows:

∂t ne = ∂x (Dex∂xne) (4.11)

with the diffusion coefficient

Dex =
√

π

8

∑

k

k2y‖Ezk‖2
k2z B

2
0

1

|kz| vTe
(4.12)

for vTe 	 vA, that is, αe 	 1.
The dispersion relation of KAWs can be written as (Hasegawa, 1976)

ω2

k2z v
2
A

= χi

1 − I0(χi ) exp(−χi )
+ (1 − iδe) χs

� 1 + 3

4
χi + (1 − iδe)χs, (4.13)

where χs = χi/τ = k2⊥ρ2s , the dissipation factor δe due to the Landau damping is

δe =
√

π

2

ω

|kz| vTe
∼ α−1

e , (4.14)

and the approximation in Eq. (4.13) is taken for χi � 1. On the other hand, from the
kinetic polarization relation of KAWs (Hasegawa 1976), one has

ky Ezk

ωBxk
= 1 − I0(χi ) exp(−χi )

1 − I0(χi ) exp(−χi ) + τ
. (4.15)

By use of Eqs. (4.13) and (4.15), the electron diffusion coefficient of Eq. (4.12)
can be expressed in the term of the wave magnetic field Bxk as follows:

Dex =
√

π

8

∑

k

χsv
2
A

|kz| vTe
B2
xk

B2
0

1 − I0(χi ) exp(−χi )

1 − I0(χi ) exp(−χi ) + τ
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√
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βe

B2
xk

B2
0

= D0
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χ2
s

1 + χs

ωci

ω

δe

βe

B2
xk

B2
0

, (4.16)
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where βe = 2v2
s /v

2
A and D0 ≡ ρ2sωci is the diffusion coefficient measured in terms

of the ion acoustic gyroradius steps per ion cyclotron period. In general, the value
under the summation has the unit order and hence Dex ∼ D0. It is especially worth
noting that D0 = 16DB , where DB = ρ2sωci/16 is the well known Bohm diffusion
coefficient,which is possibly causedbyvarious plasma turbulence (Bohm1949). This
indicates that the KAW diffusion coefficient Dex is relative to the Bohm diffusion
coefficient DB .

In the low-frequency approximation of ω � ωci , the Fourier amplitude of the ion
linear fluctuation distribution function, f (1)

ik (x, v), can be obtained by the Maxwell-
Vlasov equation (Hasegawa 1975):

f (1)
ik = −i

∑

n

e−inθ

ωk − kzvz
J0

(
kyv⊥
ωci

)

Jn

(
kyv⊥
ωci

)

×
[(

1 − kzvz
ωk

)
Eyk

B0
∂x + kyvz

ωk

Ezk

B0
∂x + ωci Ezk

B0
∂vz

]

fi , (4.17)

where fi = fi
(

x + vy/ωci , v
2
⊥ + v2

z

)

is the unperturbed ion distribution function and
θ = tan−1(vy/vx ). In the local approximation, assuming that the perpendicular wave
vector has only the ky component, one can have

∂vy fi = sin θ∂v⊥ fi + cos θ

v⊥
∂θ fi + 1

ωci
∂x fi . (4.18)

The quasi-linear response of fi can be given by the ensemble average of the
quasi-linear wave-particle interaction as follows (Hasegawa 1987):

∂t fi = −ωci

〈
Ek + v × Bk

B0
· ∂v f
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〉

= −ωci
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= πω2
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∑
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∂i D

(

δ(ωk − kzvz)I0(χi )e
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∂i D

)

fi , (4.19)

where ∂i D is the ion diffusion operator defined as follows:

∂i D ≡ ∂vz + kyvz
ωciωk

∂x . (4.20)

Byuse of the followingdiffusion coefficients, Divz and Dix , in velocity and coordinate
spaces,
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Divz ≡ πω2
ci
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The quasi-linear diffusion equation (4.19) of ions can read as

∂t fi = [

∂vz

(

Divz∂vz

) + ∂x (Dix∂x )
]

fi . (4.22)

By the way, in the limit of χi → 0 the ion diffusion coefficients have the same
expression of Eq. (4.12) for electrons. However, if a local dynamic balance between
electrons and ions can be maintained, the ambipolarity results in the diffusion coef-
ficient of the ions identical to that of the electrons, that is, Dix = Dex .

It is necessary to point out that the “diffusion” discussed here includes only the
contribution from the resonant wave-particle interaction, but does not include the
contribution from the nonresonant wave-particle interaction. Therefore, the diffusion
coefficient is attributed mainly to the Ez component of fluctuation fields because
for low-frequency wave with frequencies below ωci , in general, the resonant wave-
particle interaction can occur only through the field-aligned motion of the particles,
that is, the Landau resonance. However, it is also possible that the nonresonant wave-
particle interaction contributes significantly to the diffusion processes of particles in
coordinate space as well as in velocity space (Wu et al. 1997; Lu et al. 2006).

4.4 Particle Transport by KAWs at Magnetopause

Lee et al. (1994) first proposedKAWs to be responsible for the anomalous transport at
themagnetopause, inwhich the large density andmagnetic field gradients in themag-
netopause boundary can effectively couple large-scale AWs with small-scale KAWs
and enhance the turbulence strength of KAWs via the resonant mode conversion of
the MHD AWs. In particular, the parallel electric field of the enhanced KAW turbu-
lence can break down the “frozen-in” condition and decouple the plasma from the
magnetic field. In consequence, the anomalous plasma transport across the magnetic
field can be caused by the enhanced KAW turbulence at the magnetopause boundary
and the corresponding diffusion coefficient can be estimated as order ∼109m2/s,
which is the typical value required by the model of Sonnerup (1980). Meanwhile,
they also showed that the parallel electric field of the enhanced KAW turbulence may
accelerate electrons along the magnetic field to energies of order ∼100 eV, and can
provide a reasonable acceleration mechanism for counterstreaming electron beams
observed in the magnetopause boundary.

Following closely the work of Lee et al. (1994), Prakash (1995) calculated the
anomalous diffusion coefficient due to the enhanced KAW turbulence at the day-
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side magnetopause based on the quasilinear theory of Hasegawa and Mima (1978).
The enhanced KAW turbulence was generated at the magnetopause by the resonant
mode conversion of the surface AW originating from the shocked solar wind and
has an enhanced amplitude greater than the surface AW, as expected by the theory
(Hasegawa 1976; Hasegawa and Chen 1976a). By use of the wave parameters mea-
sured by the GEOS-2 satellite, Prakash (1995) estimated the diffusion coefficient to
be comparable to the required typical value ∼109m2/s and inferred the boundary
layer thickness ∼103 km, as shown by observations.

Subsequently, Johnson and Cheng (1997) further proposed a scenario as shown
in Fig. 4.7, in which compressional MHD waves in the magnetosheath propagate
to the magnetopause and couple with transverse KAWs at the magnetopause. The
large ambient gradients lead to the Alfvén velocity, vA, monotonically increasing
across the magnetopause by about a factor of 10, for instance, from∼400km/s at the
magnetosheath side to ∼4000km/s at the magnetosphere side for a typical parallel
wavelength λ‖ ∼ RE = 0.1L‖ (see Fig. 4.7). This indicates that the magnetopause
layer can have an AW continuous spectrum between ∼60–600mHz, which may
overlap with the frequency band of magnetosheath compressional MHD waves of
maximum wave power. In consequence, when the frequency of the magnetosheath
MHD compressional wave matches the magnetopause AW frequency, the compres-
sional wave couples strongly with the surface AW at the resonant surface and then
the kinetic effect of the finite ion gyroradius leads to the resonant mode conversion of
the surface AW into KAW near the resonant surface. Moreover, the amplitude of the

Fig. 4.7 A sketch of the resonant mode conversion of compressional MHD waves into KAWs
in the magnetopause. The dayside magnetopause layer has an extension width L‖ ∼ 10 RE and
steep thickness L⊥ ∼ 10ρi (ρi ∼ 50km). The Alfvén velocity vA and hence the Alfvén frequency
ωA = k‖vA increase by a factor of 10 across the magnetopause. A compressional MHD wave with
frequency ω propagates from the magnetosheath to the resonant surface of ωA = ω, for example,
at x = 5ρi , and mode converts to KAWs (from Johnson and Cheng 1997)
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mode converted KAW in the magnetopause layer can be strongly enhanced over that
of the magnetosheath compressional wave by a factor ∼10 and the enhanced KAW
may quickly spread its spectrum to form the enhanced KAW turbulence according
to the theoretical prediction (Hasegawa 1976; Hasegawa and Mima 1978).

By use of the hybrid codemodel, in which ions are treated as fully kinetic particles
but electrons as a massless fluid, Lin et al. (2010; 2012) numerically simulated
the resonant mode conversion of a fast mode compressional wave to KAW at the
magnetopause based on a tangential discontinuity model of the magnetopause. The
ambient density over the magnetopause n(x) is modeled by

n(x) = nm + ns
2

+ nm − ns
2

tanh
x

D
, (4.23)

where nm and ns (=10nm) are the densities in the magnetosphere (x > 0) and mag-
netosheath (x < 0), respectively, D = 7.5λis (the ion inertial length in the magne-
tosheath) is the half thickness of the magnetopause layer, and the x axis is normal to
the magnetopause. The ambient magnetic field B(x) is parallel to the magnetopause
plane (i.e., the magnetopause is a tangential discontinuity) and the magnetic field
strength variation across the magnetopause layer is determined by the total pressure
balance. Therefore, the Alfvén velocity can be obtained as follows:

v2
A(x) = B2(x)

μ0min(x)
= v2

As

1 + (

1 + τ−1
)

(1 − n(x)/ns)β(s)
i

n(x)/ns
, (4.24)

where vAs and β(s)
i are the Alfvén velocity and the ion kinetic to magnetic pressure

ratio in the magnetosheath, respectively.
For initial sinusoidal waves with frequencies ω0 ∼ 0.1–0.4ω(s)

ci (the magne-
tosheath ion gyrofrequency) and wave numbers k0 ∼ 0.1–0.3λ−1

is (or wavelengths
λ ∼ 20–60λis), which satisfy the dispersion relation of the MHD fast mode, the
simulation results show that coherent waves with large wave numbers kxρi ∼ 1 are
excited apparently and enhanced quickly by a factor ∼10 in a duration ∼30/ω(s)

ci
at the resonant surface. The further analysis shows that these enhanced waves can
satisfy well the dispersion and polarization relations of KAWs (Lin et al. 2010), as
expected by the theory of the resonant mode conversion. Meanwhile, the simulated
nonlinear evolution of the first stage KAWs clearly demonstrates that a driven KAW
nonlinearly decays into a daughter KAW and an ion acoustic wave (Lin et al. 2012),
confirming the parametric decay and spectral spreading processes (Hasegawa and
Chen 1976b; Hasegawa and Mima 1978). In particular, the three-dimensional sim-
ulation by Lin et al. (2012) further shows that the enhanced KAWs can have large
azimuthal (ky) as well as normal wave numbers (kx ), which are generated nonlin-
early by parametric decay of the linearly excited primary KAWs. This nonlinearly
parametric decay process is accompanied by the simultaneous excitation of zonal
flow modes with similarly large ky (Lin et al. 2012). Thus, the combination of the
linear mode conversion and nonlinear parametric decay can lead to more efficient
plasma transport processes across the magnetopause.



144 4 KAWs in Solar Wind-Magnetosphere Coupling

Another possible generation mechanism for KAWs in the magnetosheath is the
nonlinear evolution of the mirror instability proposed by Wu et al. (2001). Mirror
waves and their instabilities are one of the most common fluctuations in the magne-
tosheath due to the interaction of the solar wind and the magnetosphere (Lin et al.
1998). The perturbed velocity δv and magnetic field δB of mirror waves are usually
coplanar with the wave vector k and unperturbed magnetic field B0. By using hybrid
simulations, however,Wu et al. (2001) showed that in the nonlinear evolution stage of
themirror instability driven by the temperature anisotropy (i.e., T⊥/T‖ > 1 + 1/β⊥),
the extra non-coplanar components in δv and δB associated with the mirror waves
can be excited in high wavenumber modes, which may possibly be attributed to the
Hall or kinetic effects due to the kinetic-scale coupling with the mirror waves. In
particular, their results showed that along with the nonlinear evolution, these high
wavenumber perturbations can be decoupled from the mirror waves and form a pair
of KAWs propagating in opposite directions (Wu et al. 2001). This indicates these
KAWs generated in the dayside magnetosheath can propagate tailward along the
magnetic field lines draped around the magnetopause and contribute to the plasma
transport into the magnetosphere.

In observation, Chaston et al. (2007c) gave an example of the resonant mode con-
version of AWs to KAWs in the magnetopause layer, which was observed by Cluster
on January 20, 2001 when traveling sunward on the duskside flank of the magne-
tosphere. The C4 satellite observed the step-like variations in the magnetic field,
implying that the satellite is traversing through a series of anti-sunward propagat-
ing surface wave vortices driven by a Kelvin-Helmholtz instability (Hasegawa et al.
2004). While the crossings are caused mainly by the boundary moving at a velocity
vb � 95km/s and the surface wave propagating at a velocity vs �240–255km/s. The
Alfvén velocity vA was observed to decrease across the boundary from∼500km/s at
the magnetosphere side to lower than 200km/s at the magnetosheath side. It is partic-
ularly worth noting that when the surface wave velocity vs matches the local Alfvén
velocity vA at the Alfvén resonant surface within the boundary, great enhancements
of electric field fluctuations of containing sharp spikes are observed.

Their analysis shows that these enhanced electric field fluctuations can be iden-
tified well to belong to KAWs, which are driven by the resonant mode conver-
sion of the surface AWs or Kelvin-Helmholtz vortices at the resonant surface
(Chaston et al. 2007c). Meanwhile, the particle observations by the C3 satellite pro-
vide clearly evidence for plasma transport across the magnetopause boundary layer,
which identify the mixture of the magnetosheath ions with energies centered on
∼0.4keV and T⊥ > T‖ and the magnetospheric ions with energies above 2 keV and
containing significant O+ population. Moreover, the bursty field-aligned electrons
also are observed throughout the crossings and the largest energies and fluxes present
at the magnetosphere. These results suggest that these enhanced KAWs excited by
the resonant mode conversion of the surface AWs within the magnetopause bound-
ary layer also may produce efficient anomalous plasma transport across the magne-
topause and field-aligned electron acceleration, which are similar to that observed
in magnetic reconnection events near the subsolar (Mozer et al. 2005) and high lati-
tude magnetopause (Chaston et al. 2005), although here there is no the operation of
magnetic reconnection.
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Besides the resonant mode conversion, magnetic reconnection also can be effec-
tively exciting sources of KAWs. Chaston et al. (2005) showed an example of the
generation of KAWs associated with the magnetic reconnection X line, which was
observed by the Cluster satellite on March 18, 2002 when passing through the high
latitudemagnetopause. In this observation, enhanced low-frequency electromagnetic
fluctuations were observed in the vicinity of the magnetic reconnection X line and
the corresponding reconnection event was identified from the plasma jet reversal and
associated diffusion region observed by the four Cluster satellites separated by ∼
100km (Phan et al. 2003). Chaston et al. (2005) identified these enhanced electro-
magnetic fluctuations as the drift-KAWmode because the diamagnetic drifts of ions
and electrons across the magnetopause density gradient

vdi(e) = ρ2i(e)ωci(e)|∂x ln n(x)|ŷ (4.25)

can influence significantly the dispersion relation of KAWs propagating at the y
direction (Mikhailovskii 1967), as shown in the three-dimensional simulation by
Lin et al. (2012). In fact, in a low-frequency wave with frequency ω � ωci and
perpendicular wave number ky the perpendicular drift of ions is given by

vi⊥ = vdi ŷ − i
ω − ω∗

i

ωci

ci (χi )Ey

B0
ŷ − I0(χi )e−χi Ey

B0
x̂, (4.26)

where the second and third terms are the polarization and electric drifts, respectively,
and ω∗

i = kyvdi is the ion drift frequency. While the field-aligned drift of ions can be
given by

vi z = i
ωci

ω

(
Bx

B0
vdi + I0(χi )e

−χi
Ez

B0

)

. (4.27)

The drift-KAW dispersion and polarization relations can be obtained, respectively,
as follows (Chaston et al. 2005):
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where� ≡ (

ω − ω∗
i

)

/
(

ω − ω∗
e

)

. The wave vector k can be determined by themulti-
ple measurements of the Cluster satellites and the diamagnetic drift velocities may be
estimated from the density measurements, that is, vdi � 42.5km/s and vde � 3km/s.
The analysis of Chaston et al. (2005) shown that the dispersion and polarization rela-
tions of the drift-KAW mode in Eqs. (4.28) and (4.29) can be demonstrated well by
the enhanced low-frequency electromagnetic fluctuations observed in the vicinity of
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the reconnection X line, implying that the magnetic reconnection can be important
exciting source of KAWs. In particular, by use of the k-filtering technique (Pincon
1995) they first time demonstrated directly the KAW dispersion relation by the in
situ measurement of satellite in space plasmas.

In another observation of the multi-point measurements by the THEMIS satel-
lites the generation of enhanced KAWs also is shown to have relations with magnetic
reconnection, in which enhanced low-frequency broadband electromagnetic fluctu-
ations were observed by THEMIS during its traversing near the magnetopause on
June 3, 2007 and identified by Chaston et al. (2008) as enhanced turbulent spec-
tra of frequency shifted KAWs. In particular, the most intensity of these enhanced
KAWs presents along the reconnected flux tubes in the magnetosheath just out-
side the magnetopause. Combining the measurements of particles, they showed
that these enhanced KAWs are coincident with increases in Te‖ and Ti⊥, imply-
ing the electrons and ions are heated field-aligned and cross-field, respectively, by
the enhanced KAWs. Correspondingly, the energy spectrum of the enhanced KAW
turbulence displays distinct power-law scalings, in which the spectral energy den-
sity B2

x ∝ k−1.5
p and k−3.0

p for kpρs < 1 and > 1, respectively, where kp = ωs f /vp is
the wave number along the plasma flow at the velocity vp, and the shifted frequency
ωs f = ω + k · vp � k · vp. These distinct power-law scalings possibly are attributed
to the Landau and transit time damping on ions and electrons, respectively.Moreover,
they also showed that the strength of the enhanced KAW turbulence can exceed the
threshold for stochastic ion scattering or acceleration, and therefore these KAWs can
produce an anomalous diffusion coefficient Dw ∼ DB if their wave-normal angles
are sufficiently large.

4.5 Formation of Ion Beams by KAWs in Magnetotail

The magnetotail is another important region for the solar wind-magnetosphere cou-
pling, in particular, the PSBL between the CPS and the magnetotail lobe, which is
believed originating from magnetic reconnection in the magnetotail neutral current
sheet and is characterized mainly by sustained energetic field-aligned ion and elec-
tron beams at flow velocities remarkably higher their thermal velocities. Moreover,
these beams are observed to propagate both earthward and tailward. In general, the
beams propagating earthward are believed to originate in the magnetotail by direct
field-aligned acceleration (Decoster and Frank 1979), by current sheet acceleration
(Lyons and Speiser 1982), magnetic reconnection (Cowley et al. 1984), or by injec-
tion of magnetosheath plasma onto closed tail field lines and convection toward the
earth (Whelan and Goertz 1987). The tailward beams are believed to be either the
geomagnetic polar mirror reflected earthward beams (Williams 1981) or the upgoing
energetic beams originating within the aurora acceleration region (Sharp et al. 1981).
In fact, accompanying earth’s magnetospheric activities, energetic ion and electron
beams can be observed commonly in various magnetospheric boundary layers, such
as the LLBL near the magnetopause (Ipavich et al. 1984; Eastman et al. 1985a, b) and
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the PSBL in the magnetotail (Lui et al. 1978; Eastman et al. 1985a; Baker et al. 1986;
Takahashi andHones 1988; Baumjohann et al. 1990). For example, counterstreaming
electron beams are often observed simultaneously with strong low-frequency wave
activity in the LLBL (Ogilvie et al. 1984; Takahashi et al. 1991; Song et al. 1993).
Lee et al. (1994) proposed that KAWs, which can be generated by the resonant mode
conversion of the surface AWs, may be responsible for the acceleration of these
electron beams.

As pointed out by Hasegawa (1987), the anomalous diffusion process of plasma
particles caused by the enhanced KAW turbulence can have comparable diffusion
time scales in the field-aligned velocity space diffusion (i.e., with the diffusion coef-
ficient Div‖ ) and in the cross-field coordinate space diffusion (i.e., with the diffusion
coefficient Di⊥) because of the anisotropic dispersion relation of KAWs. In general,
the particle diffusion time scales can be estimated by tD⊥ ∼ L2

⊥/Di⊥ in the coordi-
nate space and tDv‖ ∼ v2

Ti
/Div‖ in the velocity space, where L⊥ is the characteristic

length scale of the ambient cross-field inhomogeneity. By use of the δ-function res-
onant condition vz = ωk/kz , from Eq. (4.21) one has Divz/Dix ∼ ω2

ci

〈
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/
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〉
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x
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x
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〈

k2y
〉 . (4.30)

Although Lx 	 ρi in general it is possible that tDx/tDvz ∼ 1 because the short-
wavelength kinetic effect ofKAWs in the plane direction perpendicular to the ambient
magnetic field leads to the strong anisotropy ofKAWswith

〈

k2z
〉 � 〈

k2y
〉

. This possibly
leads to the so-called double diffusion process of plasma particles, in which the
particle diffuses simultaneously in the velocity and coordinate spaces.

For the double diffusion process of tDx � tDvz , the quasi-linear diffusion equation
(4.22) has a unique feature that the simultaneous velocity and coordinate diffusions
may lead to the distribution function forming a plateau at the resonant velocity. In
the x-vz phase plane, this plateau appears along the diffusion path determined by the
operator ∂i D = 0, that is,

∂xvz = ωciωk

kyvz
= 0 ⇒ v2

z

2
= w0 +

∫
ωciωk

ky
dx . (4.31)

In an inhomogeneous plasma with a density gradient along the x-direction, the local
Alfvén velocity vA(x), the dispersion relation of KAWs M2

z (x) = KA(χi ), and the
initial distribution function fi (x + vy/ωci , v

2
⊥ + v2

z ) all depend on the x coordinate.
Accompanying the ion diffusion process in the coordinate space from the high density
region at the plasma center with a low vA(x) (assuming x = 0) to the low density
region at the plasma edge with a high vA(x), the ions simultaneously diffuse in the
velocity space along the plateau path in the x − vz plane, which asymptotic line is
along the direction vz = vA(x) at the edge where vA(x) 	 vz(0) > vA(0), implying
that the double diffusion process caused by enhanced KAW turbulence can lead to
the formation of fast ion beams at the plasma edge (Hasegawa 1987).
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By use of a two-dimensional quasi-nonlinear code based on the Ritz-Galerkin
method and finite elements (Strang and Fix 1973; Segerlind 1976), Moghaddam-
Taaheri et al. (1989) numerically simulated and performed the double diffusion pro-
cess of ions by an enhanced KAW turbulence, which was suggested by Hasegawa
(1987). For the case of the ion diffusion across the PSBL from the dense CPS to the
tenuous tail lobe, they consider the PSBL as a slab between x = 0 (the CPS side) and
x = Lb (the lobe side), in which the ambient density n(x) and magnetic field B0(x)
(along the z axis) satisfy the total pressure balance (note: for the sake of consistency,
here the coordinate axes x and z are interchanged with those in Moghaddam-Taaheri
et al. 1989):

(

1 + τ−1
)

ni (x)Ti + B2
0 (x)

2μ0
= (

1 + τ−1
)

ni (0)Ti + B2
0 (0)

2μ0
, (4.32)

and assume the plasma β varying from βi (0) = 1 at the CPS side to βi (Lb) � 1
at the lobe side, but with constant ion and electron temperatures. As the plasma
density decreases and the magnetic field increases the Alfvén velocity vA(x) =
B0(x)/

√
μ0mini (x) increases linearly from vA(0) = √

2/βi (0)vTi = √
2vTi at the

CPS to vA(Lb) = √
2/βi (Lb)vTi = vA(0)/

√
βi (Lb) at the lobe, that is,

vA(x) = vA(0) + vA(Lb) − vA(0)

Lb
x . (4.33)

Taking the spectral energy density of the enhanced KAW turbulence as

wk = ε0Ez0δ(φ − φ0)
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2
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2
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where k2⊥ = k2x + k2y ,φ = tan−1(ky/kx ), kz0 = 2πL−1
B , k⊥0 = ρ−1

i (0),�kz = 0.2kz0,
LB is the field-aligned characteristic size scale, and the spectral width �k⊥ and the
propagation direction in the cross-field plane (i.e., the x-y plane), φ0, are left as the
stimulating parameters, the diffusion coefficients of Eq. (4.21) can be rewritten as:

Divz = πω2
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Based on observations (Eastman et al. 1985a), other parameters can be taken as Lb =
2RE , LB = 10Lb = 20RE , B0 = 20 nT, ni (0) = 1 cm−3, ni (Lb) = 0.05 cm−3, Ti =
1 keV, and hence βi (0) = 1 and ρi � 160 km � RE/40. The initial distribution
function is fitted by a Maxwellian distribution with a high-energy tail,
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fi (vz, x, t = 0) = ni (x)√
2π

[(

1 − nt
ni

)

e−v2z /2 + nt√
6ni

e−v2z /12

]

, (4.36)

where nt ∼ 0.01ni is the contribution of the high-energy tail. They modeled the two
cases with or without the particle loss at x = Lb, that is, the magnetic field is open
or closed in the lobe.

Their simulation results show that, as expected by Hasegawa (1987), KAWs
can diffuse ions simultaneously in velocity space along the magnetic field and in
coordinate space across the magnetic field with comparable transport rates when
ky ∼ ρ−1

i 	 kx 	 kz (i.e., φ0 � π/2) and lead to the formation of beam-like ion
distributions with a feature velocity centered at vz(x) ∼ KA(χi )vA(x) (where KA

comes from the KAW dispersion relation M2
z = KA). Moreover, the wider spectrum

of the KAW turbulence,�k⊥, leads to the wider beam. However, the diffusion across
themagnetic field is slower when kx ∼ ρ−1

i 	 ky 	 kz (i.e.,φ0 � 0). The beam den-
sity nb(x) in the PSBL is approximately constant in time after forming the plateau for
the closed field lobe side or after reaching a steady state for the open field lobe side.
However, the relative density nb(x)/ni (x) ranges from ∼0.01 near the boundaries
to ∼0.1 near the center of the PSBL for the closed field lobe and from ∼0.01 near
the boundaries to ∼0.4 near the center of the PSBL for the open field lobe, similar
to the observed ion beam density nb ∼ 0.1–0.8ni in the PSBL (Eastman et al. 1984).
Since the plasma β decreases from β ∼ 1 at the CPS side (i.e., x = 0) to β � 1 at
the lobe side (i.e., x = Lb) in the PSBL, the beam velocity vb ∼ KAvA(x) ∼ vA(x)
will increase with away from the CPS (i.e., x increases), as shown by observations
(Takahashi and Hones 1988). Taking the ion temperature Ti ∼ 1–2keV at the CPS
side, the simulation result gives the beam energy ranging from ∼2 to ∼240keV,
well comparable with the observed values of 1 to > 100 keV (Eastman et al. 1984;
Williams 1981). In addition, the scenario of the ions diffusing from the PSBL into
the lobe also indicates that the beam plasma has the same composition in the lobe as
that in the PSBL, in agreement with the result by Huang et al. (1987).

On the other hand, in the case of the open field lobe the diffusion ions arriving at
the lobe will leave the PSBL and lost into the distant tail along the open magnetic
fields and the distribution functionwill reach a steady state when the balance between
the ion diffusion rate into the PSBL from the CPS and the ion loss rate into the distant
tail from the PSBL is satisfied. This indicates that the PSBL can act as an intermediate
agent in transferring ions from the CPS to the distant magnetotail if the PSBL has
an open field boundary at the lobe side. In particular, this transferring process of the
PSBL may avoid the pressure dilemma which results from the loss-free adiabatic
convection of particles earthward on closed geomagnetic fields because these loss-
free convection particles earthward would result in the excess pressure buildup in
the CPS.

Low-frequency electromagnetic fluctuations in the magnetotail, especially in the
PSBL have been identified extensively asAWs andKAWs. Based on the observations
by the Polar satellite, Wygant et al. (2002) found that enhanced low-frequency (ω <

1Hz) electromagnetic fluctuations in the PSBL at altitudes of 4–6 RE , where the local
ion gyroradius ρi ∼ 20km and the electron inertial length λe ∼ 10km, i.e., implying
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the kinetic parametric regime of KAWs with αe > 1, have large electric to magnetic
amplitude ratio (larger than the local Alfvén velocity) and small cross-field scale
sizes∼20–120km (i.e.,∼1–6ρi ). It is very evident that these observed characteristics
can be strong evidence that these enhanced fluctuations are KAWs (Wygant et al.
2002). Based on 5-year observation data by the Geotail satellite in the magnetotail,
Takada et al. (2005) investigated the statistical properties of low-frequency (0.01–
0.1Hz) electromagnetic waves and their relations to ion beams in the PSBL. Their
results indicate that these low-frequency AWs can be the effective sources of KAWs
and have clear correlation with the field-aligned ion beams in the PSBL.

In fact, the PSBL in high latitudes can magnetically project on the ionospheric
auroral regions. By use of the simultaneous observations by the Polar satellite in
the PSBL at altitude ∼7 RE and the FAST satellite in the auroral region at altitude
∼3500km, Dombeck et al. (2005) analyzed the dynamical evolution of the observed
enhanced electromagnetic fluctuations when propagating earthward along the geo-
magnetic fields from the PSBL to the auroral region during the main phase of a major
geomagnetic storm on 22 October 1999. They found that these fluctuations have evi-
dent characteristics of the KAW mode mixed with AWs, their Poynting flux has a
mean net loss of ∼2.1mW/m2 in the propagation process, and simultaneously the
electron energy flux earthward has a mean net increase of ∼1.2mW/m2 (Dombeck
et al. 2005). This implies that the lager amplitude AWs driven by the magnetotail
CPS activity (for instance, magnetic reconnection) propagate earthward and convert
into enhanced KAWs in the PSBL, while these enhanced KAWs accelerate elec-
trons to travel earthward. Keiling et al. (2002) compared the Alfvénic Poynting flux
originating from the CPS at geocenter distances of 4–7 RE and the energy flux of
magnetically conjugate precipitating electrons at 100km altitude and found very evi-
dent correlation between the magnetotail Alfvénic Poynting flux and the ionospheric
electron energy flux, implying that enhanced KAWs propagate throughout the PSBL
from the magnetotail to the auroral region.

In consideration of the strong inhomogeneity in the PSBL similar to that in the
magnetopause, the resonant mode conversion of enhanced AWs into KAWs is one of
possible mechanisms for the generation of KAWs in the PSBL. The enhanced AWs
excited by the Kelvin-Helmholtz instability of sheared flows between outside and
inside the magnetopause have the characteristic phase velocity vp‖ � vsw/2 	 vmp,
where vsw and vmp are the plasma flow velocities outside and inside the magne-
topause, respectively. These enhanced AWs can propagate along the magnetic field
into the tenuous magnetotail lobe and subsequently propagate as the slow compress-
ible mode in the tail lobe because their parallel phase velocity is much less than
the local Alfvén velocity in the lobe, that is, vp‖ � vAb ∼ vA(Lb). After arriving at
the PSBL, where the plasma is inhomogeneous and the local Alfvén velocity vA(x)
varies from vAb 	 vp‖ in the lobe to vAp ∼ vA(0) � vp‖ in the CPS, they possibly
encounter the Alfvén resonant surface in the PSBL, where the parallel phase velocity
of the incident slow wave matches to the local Alfvén velocity, that is, vA(x) = vph .
In the neighborhood of this resonant surface the incident slow wave becomes the
resonant surface AW and further converts into KAWs via the kinetic effect of the
finite ion gyroradius.
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Another possible mechanism for the conversion of AWs to KAWs in the PSBL
may occur between the CPS and the PSBL, in which the dawn-dusk convection
electric field causes the E × B drift near the equatorial plane and the corresponding
earthward plasma flow is braked by the strong dipole-like magnetic field in the CPS.
A two-dimensional global hybrid simulation by Guo et al. (2015) showed that this
flow braking in the low latitude CPS can lead to the excitation of AWs in the CPS and
then the excited AWs propagate along the geomagnetic fields toward the polar region
and convert into KAWs in the high latitude magnetotail due to the inhomogeneity of
the magnetic field and plasma density along the propagation path.

It is worth paying attention to that both observation and theory show that the
resonant mode conversion of AWs to KAWs can be one of important and efficient
mechanisms for the generation KAWs in the magnetosphere, especially in the outer
boundary layers when enhanced AWs propagate throughout the magnetospheric
inhomogeneous plasmas.

Like the magnetopause, the magnetotail CPS is another prime location for mag-
netic reconnection, which also can be effectively exciting sources of KAWs in the
magnetotail. The THEMIS (Time History of Events and Macroscale Interactions
during Substorms) mission, launched on February 17, 2007, consists of five micro-
satellites (termed “probes”: p1, p2, p3, p4, and p5), which line up along the magne-
totail (Angelopoulos 2008). Its five probes can track the motion of particles, plasma
and waves from one point to another in key regions of the magnetosphere to eluci-
date plasma processes responsible for substorms, such as the local disruption of the
plasma sheet current or its interaction with the rapid plasma influx originating from
magnetic reconnection in the magnetotail. Duan et al. (2016) analyzed two simi-
lar events of enhanced low-frequency electromagnetic fluctuations during substorm
expansion phases observed by the THEMIS satellites when they traversed from the
PSBL to the CPS in the magnetotail at the geocenter distance ∼10 RE on Febru-
ary 3 and 7, 2008. In these two events, the local Alfvén velocities were observed
both to decrease sharply from ∼2000km/s in the PSBL to ∼1000km/s in the CPS.
While their transverse electric to magnetic ratios of the enhanced electromagnetic
fluctuations range between 2000 and 6000km/s and both are evidently larger than
the local Alfvén velocity. Meanwhile their Poynting fluxes both are almost along the
magnetic field. The observed characteristics of these enhanced fluctuations can be
well consistent with their KAW mode nature (Duan et al. 2016).

Based on the physics of KAWs, Dai et al. (2017) further proposed a more in detail
theoretical explanation for these enhanced low-frequency electromagnetic fluctua-
tions, in which the excitation of KAWs may be attributed to the strongly inhomo-
geneity in the local plasma, such as the local ion pressure gradient. By use of the
observation by the Cluster satellites when crossing the magnetotail neutral sheet at
the geocenter distance ∼18 RE and encountering a magnetic reconnection diffusion
region on September 19, 2003, Chaston et al. (2009) compared the explanation by
the KAW physics to that by the whistler wave physics and found that the observed
enhanced electromagnetic fluctuations can be fitted better by the prediction of the
KAW mode, implying that their results also confirmed further the KAW nature of
these enhanced low-frequency electromagnetic fluctuations.
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Chapter 5
KAW Turbulence in Solar Wind

5.1 Solar Wind: Natural Laboratory for Plasma
Turbulence

Plasma turbulence is a stochastic state of the plasma and its electromagnetic fluctu-
ations in spatial and temporal structures. Unlike the randomness of thermal fluctua-
tions (or i.e., thermal noise) that is caused by the discrete randomness of microscopic
particles (or i.e., the hypothesis of molecular chaos), however, the turbulent stochas-
ticity of the plasma turbulence should be attributed to the chaotic nondeterminacy
of plasma collective modes when dynamically evolving into the chaos state via their
nonlinear coupling (Ruelle and Takens 1971; Gollub and Swinney 1975). Plasmas,
consisting of charged particles, are intrinsically different from neutral fluids, con-
sisting of neutral atoms or molecules, and can have a number of various collective
eigenmodes due to the interparticle electromagnetic interaction. The nonlinear cou-
pling between these collective modes not only is the most distinctive and essential
characteristic of the plasma dynamics but also can make the plasma more easily
develop into a turbulent state. Therefore, plasma turbulence is ubiquitous phenom-
ena and may play important and crucial roles in various plasma processes such as
plasma diffusion and transport, plasma acceleration and heating, plasma intermittent
structures and energy dissipation.

The solar wind continuously expands from the solar outmost atmosphere (i.e.,
the solar corona) into the interplanetary space in the form of supersonic and super-
Alfvénic plasma flows and directly impacts on the earth’s magnetosphere. Observa-
tions and theoryboth show that as its high-Mach expands the solarwindhas developed
into a strongly turbulent state filled by large-amplitude electromagnetic fluctuations
from low frequencies much less than the ion gyrofrequency to high frequencies near
the electron Langmuir frequency in the interplanetary space. Therefore, the solar
wind not only plays an important linking and transport role in the solar-terrestrial
coupling system, but also is a natural laboratory for studying plasma turbulence
(Tu and Marsch 1995; Bruno and Carbone 2013).
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The study of ordinary fluid turbulence can be traced back to the experimental
investigation by Osborne (1883) more than one century ago, who observed and
investigated experimentally the transition from laminar to turbulent flow inside a
pipe and found that this transition depends on a single parameter,

Re = U L

ν
, (5.1)

now called the Reynolds number, where U is the characteristic flow velocity, L
is the characteristic length scale of the velocity field u(r, t), and ν is the viscosity
coefficient. TheReynolds number Re, in fact, represents the relative strength between
the non-linear convection term, (u · ∇)u, and the viscosity term, ν∇2u, in theNavier-
Stokes equation:

∂tu + (u · ∇) u = −ρ−1∇ p + ν∇2u, (5.2)

where the incompressible condition of ∇ · u = 0 has been used for the sake of sim-
plicity and ρ and p are the mass density and the kinetic pressure of the fluid, respec-
tively. A larger Reynolds number represents stronger nonlinearity and the turbulent
flow usually occurs in the case of high Reynolds numbers, in which the non-linear
term dominates the dynamical behavior of the flow.

For the incompressible MHD case of a conducting fluid in a magnetic field, the
Navier-Stokes equations may be reduced to

∂tu + (u · ∇) u = (
b′ · ∇)

b′ − ρ−1∇ pt + ν∇2u

∂tb′ + (u · ∇) b′ = (
b′ · ∇)

u + νm∇2b′, (5.3)

where pt ≡ p + B2/2μ0 is the total pressure,b′ ≡ B/
√

μ0ρ = vA + b the totalmag-
netic field in the velocity form, vA = B0/

√
μ0ρ the Alfvén velocity, B0 = B0 ẑ the

uniform ambient magnetic field, b ≡ (B − B0) /
√

μ0ρ is the fluctuation magnetic
field in the velocity form, νm ≡ 1/σμ0 the magnetic viscosity coefficient, and σ the
conductivity. Similar to the Reynolds number Re, a magnetic Reynolds number that
represents the relative strength of the nonlinear convection of the conducting fluid,
Rm , can be defined as follows:

Rm = U L

νm
∼ vA L

νm
, (5.4)

In the solar wind, the magnetic Reynolds number can be very large as Rm > 1010,
implying that the turbulence can be ubiquitous states of solar wind plasma flows.

From the MHD equation (5.3), the plasma flow u and the magnetic field b are
coupled together each other through the Lorentz force. Introducing the so-called
Elsässer variables:

z± ≡ u ± b, (5.5)
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the MHD equation (5.3) can be rewritten as symmetrized form as follows:

(
∂t ∓ vA · ∇ + z∓ · ∇)

z± = −ρ−1∇ pt + ν±∇2z± + ν∓∇2z∓, (5.6)

where 2ν± = ν ± νm . The total pressure pt can be determined by the condition
∇ · z± = 0, or given by the solution of the following equation

∇2 pt = −∇∇ · ·z+z−. (5.7)

Neglecting the viscous term, the linearization of Eq. (5.6) leads to

(∂t ∓ vA · ∇) z± = 0, (5.8)

which general solutions with the “traveling wave” form, z∓(r ∓ vAt), describe
Alfvénic fluctuations propagating parallel (“−”) and antiparallel (“+”) to the uniform
ambient magnetic field B0, respectively.

Although the experimental investigation of turbulence had started more than one
century ago, so far the most important achievement is still the legacy of A. N. Kol-
mogorov based on some phenomenological considerations and simple dimensional
analysis, that is, so-called the Kolmogorov inertial spectrum of turbulence driven by
the nonlinear energy cascade. According to the scenario proposed by Kolmogorov
(1941), the structurized energy at the injection scale L is transferred by nonlinear
interactions, throughout a string of intermediate scales λ, to the small dissipation
scale lD � λ � L , and eventually is dissipated at this dissipation scale lD . Accord-
ing to the first similarity hypothesis by Kolmogorov (1941), the whole dynamical
process from the energy injection at the large scale L to the energy dissipation
at the small dissipation scale lD is controlled mainly by the two parameters: (1)
the energy transferring rate εT λ ∼ u2

λ/τT λ ∼ u3
λ/λ and (2) the energy dissipation

rate εDλ ∼ u2
λ/τDλ ∼ u2

λν/λ2 (or by their ratio, that is, the local Reynolds number
Reλ = εT λ/εDλ = uλλ/ν), where τT λ ∼ λ/uλ and τDλ ∼ λ2/ν are the characteristic
transferring and dissipation times at the scaleλ, respectively. The two parameters εT λ

and εDλ represent the relative strengths of the nonlinear convection and the viscosity,
respectively, and in general, both are dependent on the scale λ. In particular, in the
large injection scale L one has εT L/εDL = U L/ν = Re 	 1, implying that in the
case of large Reynolds numbers, the fluid is unable to dissipate the whole injection
energy at the scale L and the excess energy must be transferred to smaller scales
λ < L until it is dissipated entirely at the dissipation scale λ ∼ lD � L . This is the
physical reason for the energy turbulent cascade toward small scales.

For a steady case, the energy injection rate εT L ∼ U 3/L at the large injection
scale L must be balanced by the energy dissipation rate εDlD ∼ u2

lD
ν/ l2D at the small

dissipation scale lD , that is,

εT L ∼ εDlD ⇒ l2D
L2

∼ 1

Re

u2
lD

U 2
. (5.9)
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In particular, in order to avoid the energy piled up at some scales λ, it is a plausible
hypothesis, that is, that second similarity hypothesis by Kolmogorov (1941), that the
energy transferring rate εT λ is independent from the scale λ in the so-called inertial
scale region of L 	 λ 	 lD where the viscosity has a negligible smallness (i.e., the
infinite Reynolds number approximation), that is, one has

εT λ = u3
λ/λ = constant ⇒ uλ ∼ ε

1/3
T λ1/3, (5.10)

where εT is the constant energy transferring rate. Thus, from Eq. (5.9) the effective
dissipation scale lD can be estimated as

lD

L
∼ R−1/2

e

ulD

U
∼ R−1/2

e

(
lD

L

)1/3

⇒ lD ∼ R−3/4
e L , (5.11)

which depends on the Reynolds number Re as well as the energy injection scale L
and is much less than the injection scale L in the case of high Reynolds numbers.

In the case of high Reynolds numbers Re 	 1 there can be a very wide iner-
tial region of structurized scales λ (i.e., L 	 λ 	 lD ∼ R−3/4

e L) in which the flow
motions uλ at almost all scales λ from L to lD are excited by the nonlinear convection
interaction through driving the large-scale structurized energy (U 2) to be fragmented
into small-scale structurized energy (u2

λ) at smaller and smaller scales λ � L until
approaching the effective dissipation scale lD . In this inertial region, based on the
requirement of the constant energy transferring rate εT , the energy of fragmented
structures at the scale λ, u2

λ, may be estimated by

u2
λ ∼ ε

2/3
T λ2/3 ⇒ u2

k ∼ ε
2/3
T k−2/3, (5.12)

where k ∼ 1/λ represents the wave number at the fragmented scale λ. Introducing
the spectral energy density Ek in the wave number k space, one has

δu2
k = Ekδk ⇒ Ek ∼ ∂ku2

k ∼ ε
2/3
T k−5/3. (5.13)

This inertial-scale spectrum Ek is the famous Kolmogorov spectrum and the frag-
mented process of the large-scale structurized energy toward the small-scale struc-
turized energy also is called the nonlinear energy cascade process or the turbulent
cascade process, which is driven possibly by nonlinear interactions. However, the
physical mechanism of the nonlinear interactions that leads to the energy cascade
toward small-scale structures is still unclear.

Based on the theory of classical nonlinear dynamical systems originated by
Poincaré at the end of the 19th century, the early studies on the laminar-turbulent
transition mechanism were modeled by a sequence of Hopf bifurcations. The first
transition scenariowas proposed byLandau (1944), inwhich as theReynolds number
increases the transition is attributed to a infinite series of Hopf bifurcations and each
subsequent bifurcation adds a new incommensurate frequency to the flow motions,
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in consequence, the quasi-periodic motions involving the infinite number of degree
of freedom resemble the state of a turbulent flow (Hopf 1948). However, this Lan-
dau scenario is very difficult to be realized because the incommensurate frequencies
cannot exist without coupling between them (Smale 1967).

Ruelle and Takens (1971) described another scenario of the birth to turbulence, in
which after a few, usually three, Hopf bifurcations the flowbecomes suddenly chaotic
state characterized by a very intricate attracting subset, called a strange attractor. The
flow in the chaotic state appears a highly irregular and very complicated topological
structure, and its trajectories in phase space look to be unpredictable because the
extremely strong dependence of their behavior on initial conditions leads to the
exponential divergence of neighboring trajectories. This chaotic feature also is called
the “butterfly effect” and represents the deterministic chaos. A few years later, the
experimentalmeasurements byGollub andSwinney (1975) further confirmed that the
transition to turbulence in a flow between co-rotating cylinders does not agree with
the scenario proposed by Landau (1944), but is more consistent with that described
by Ruelle and Takens (1971).

In the Ruelle-Takens scenario, however, the formation of wide continuous spectra
of turbulence is still an open problem. The complexity and difficulty of the turbulence
study both are beyond imagination, as implied by its name “turbulence”. Up to now
there are fewbasic principles that have been definitely established, exactly confirmed,
and convincingly accepted in this community. As pointed out by Lumley andYaglom
(2001), “even after 100 years, turbulence studies are still their infancy”.

In the case of plasma turbulence, the situation becomes more intricate because
a lot of eigenmodes of plasma and electromagnetic field fluctuations can present
simultaneously in the plasma, which have various and different dispersion relations
and polarization states. For instance, multiple fields and species, different kinetic
processes perpendicular and parallel to the localmagnetic field, the coupling between
various eigenmodes, and so on, all inevitably increase greatly the complexity of
plasma turbulent cascade processes. In particular, the collisionless characteristic of
major space and astrophysical plasmas leads to the classical scenario of the turbulence
transition from the inertial to dissipative regimes, where the injected turbulent energy
is converted eventually into the thermal energy of particles by collisional dissipation,
no longer being valid. In collisionless plasma environments plasma turbulence with
variously continuous spectra has been extensively observed (e.g., in the solar wind,
Bale et al. 2005;Bruno andCarbone 2005; Sahraoui et al. 2009, 2010;He et al. 2012a;
Salem et al. 2012; Podesta 2013; Goldstein et al. 2015). While the kinetic theory
obviously is necessary to understand the physics of collisionless plasma turbulence.

In this chapter, our concerns focus on the kinetic scales of solar wind turbulent
spectra, in particular, on the spectral transition from large MHD scales to small
kinetic scales of particles, where KAWs can play an important and crucial role. After
briefly introducing the anisotropic cascade ofMHD turbulence from theMHD scales
to the particle kinetic scales in Sects. 5.2 and 5.3 describes some basic concepts of
the gyrokinetics, which is proper model for KAWs. Recent progresses of studies of
KAW turbulence in the solar wind in theory and observation will be discussed in
Sects. 5.4 and 5.5, respectively.
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5.2 Anisotropic Cascade of AW Turbulence Towards Small
Scales

5.2.1 Iroshnikov-Kraichnan Theory of AW Turbulence

Iroshnikov (1963) and Kraichnan (1965) earliest realized that the presence of a mag-
netic field could significantly influence the turbulence of a conducting fluid, in which
the fluctuations of flow andmagnetic field,uλ andbλ at the scaleλ can be related each
other via the Lorentz force j × b and the related fluctuations propagate in the form
of the eigenmode (i.e., AWs) at the Alfvén velocity vA along the ambient magnetic
field B0. From the reduced MHD equation (5.6), the nonlinear interaction between
the fluctuations z± is included in the term z∓ · ∇z±, which describes the interac-
tion of the head-on “collision” between opposite propagating fluctuations z+ and z−.
Similar to the case of ordinary fluids, the energy transferring rate can be estimated by
εT λ ∼ u2

λ/τT λ. Unlike the case of ordinary fluids, however, the characteristic time of
the head-on interaction τT λ is no longer simple flow turnover time ∼λ/uλ, rather is
lengthened by a factor

√
N because of the stochastic nature of the collision process in

which N ∼ v2
A/u2

λ is the random collision number for a λ-scale wave to lose memory
of its initial state (Dobrowolny et al. 1980). In fact, from Eq. (5.6) the amplitude δuλ

during one collision can be estimated by δuλ ∼ (λ/vA)
(
u2

λ/λ
) ∼ u2

λ/vA, and hence
the number of random collisions N ∼ 〈u2

λ〉/〈(δuλ)
2〉 ∼ v2

A/u2
λ, where 〈∗〉 represents

the random average. In result, the characteristic time τT λ ∼ λvA/u2
λ and hence the

energy transferring rate εT λ ∼ u4
λ/vAλ. For the inertial scale region of λ, adopting

the Kolmogorov hypothesis of the constant energy transferring rate, that is, εT λ = εT

independent of the scale λ, one has

u2
λ ∼ (εT vAλ)1/2 ⇒ Ek ∼ (εT vA)1/2 k−3/2. (5.14)

This is so-called the Iroshnikov-Kraichnan spectrum, an isotropic MHD turbulent
spectrum, which was viewed as self-evidently correct for 30 years until the mid-
1990s, Sridhar and Goldreich (1994) directly challenged the correctness of the
Iroshnikov-Kraichnan theory and proposed the resonant 4-wave coupling scenario
for weak turbulence of AWs.

5.2.2 Goldreich-Sridhar Theory of AW Turbulence

The ideal MHD or reduced MHD equations (5.3) or (5.6) with ν = νm = 0 have an
important feature that they can have steady and stable nonlinear traveling wave solu-
tions with arbitrary amplitude and form of u(x, y, z ± vAt) = ±b(x, y, z ± vAt),
which propagate along (for the sign −) or opposite to (for the sign +) the mag-
netic field B0 = B0 ẑ at the Alfvén velocity vA = B0/

√
μ0ρ0 (see e.g., Parker 1979).
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The only possible nonlinear coupling is the “collision” between oppositely propa-
gating waves. The Iroshnikov-Kraichnan scenario of AW turbulence describes the
“isotropically” random walking process of an AW in the “sea” of other AWs with
random phases. Each collision of a λ-scale AW with other oppositely propagating
AW (the characteristic collision time τA ∼ λ/vA) causes only a small variation of
its amplitude (i.e., δuλ ∼ u2

λ/vA � uλ), until these variations build up to be com-
parable with its amplitude so that it has entirely lost memory of its initial state after
undergoing successive-N random collisions, implying the effective energy transfer or
cascade from the λ-scale AW to smaller scale AWs is finished. Sridhar and Goldreich
(1994) argued that this process is equivalent to the resonant 3-wave interaction but
does not work because the 3-wave coupling coefficients vanish in isotropic case.

In a magnetized plasma, the parallel and perpendicular variations are caused
mainly by the second and third terms of Eq. (5.6), respectively, the former represents
the propagation of AW with the characteristic Alfvén time

τA ∼ λz

vA
∼ 1

kzvA
∼ 1

ωk
, (5.15)

and the latter does the nonlinear interaction between opposite propagation AWs with
the characteristic nonlinear time

τN ∼ λ⊥
uλ⊥

∼ 1

k⊥uλ⊥
, (5.16)

where λz (kz) and λ⊥ (k⊥) are the parallel and perpendicular scales (wave numbers)
of AWs, respectively. Based on the weak turbulence approximation of τA � τN (or
i.e., uλz ∼ uλ⊥ � vA) and the resonant 4-wave interaction description, Sridhar and
Goldreich (1994) derived the three dimensional inertial-region energy spectrumwith
form as follows:

∑

λ

u2
λ =

∫
E(kz, k⊥)

d3k

(2π)3
⇒ E(kz, k⊥) ∼ ε

1/3
T vAk−10/3

⊥ , (5.17)

where the energy transferring rate εT ∼ u2
λ/τT can depend only on the parallel wave

number kz and the characteristic transferring time τT ∼ √
NτN ∼ NτA.

The three dimensional energy spectrum E(kz, k⊥) ∝ k−10/3
⊥ leads to u2

λ ∝ k−4/3
⊥

and hence N ∼ τT /τA ∝ k−4/3
⊥ because of the k⊥-scale independence of εT . This

implies that as the cascade proceeds to high k⊥ (i.e., short perpendicular scale λ⊥),
N decreases for fixed kz . In particular, when N decreases to approaching to the order
of unity the weak turbulence approximation will be invalid. In fact, when N ∼ 1 the
inertial region range of the turbulence cascade by the resonant 4-wave interaction
will shrink to zero and the turbulence is called the strong turbulence.
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Goldreich and Sridhar (1995) introduced the “critical balance” condition to char-
acter the strong turbulence of AWs as follows:

N ∼ 1 ⇒ τT ∼ τN ∼ τA ⇒ k⊥uk⊥ ∼ kzvA, (5.18)

where k⊥ = 2π/λ⊥. For the inertial region of the strong turbulence, the second
Kolmogorov hypothesis of the scale independence of the energy transferring rate,
that is, εT ∼ u2

k⊥/τT ∼ u2
k⊥/τN ∼ constant leads to

u3
k⊥ ∼ εT k−1

⊥ ⇒ Ek⊥ ∼ ε
2/3
T k−5/3

⊥ , (5.19)

to return back to the Kolmogorov spectrum again, but an anisotropic version.
Simultaneously, from the critical balance condition of Eq. (5.18) one has

kzvA ∼ k⊥uk⊥ ⇒ kz ∼ v−1
A ε

1/3
T k2/3

⊥ , (5.20)

implying the anisotropic cascade of the strong AW turbulence towards small scales,
now known as the Goldreich-Sridhar theory of AW turbulence, an anisotropic model
of AW turbulent cascade. This scale dependent anisotropy also is the most important
result of the Goldreich-Sridhar theory, which predicts that as the turbulent cascade
proceeds towards smaller and smaller scales the anisotropy of the wave becomes
stronger and stronger, that is, the anisotropic ratio k⊥/kz = λz/λ⊥ ∼ vAε

−1/3
T k1/3

⊥
increases with k⊥ ∼ 1/λ⊥.

The result of the strong turbulence theory byGoldreich and Sridhar (1995)may be
universal although it is established on the base of the strong turbulence condition, that
is, the critical balance condition. In fact, for an even initially isotropic excitation of
small fluctuation of uL � vA with kz ∼ k⊥ ∼ L−1 and hence N 	 1 at the injection
scale L , the initially weak turbulence develops towards and eventually into the strong
turbulence with N ∼ 1, in which the colliding waves are strongly anisotropic AWs
with k⊥ 	 kz (i.e., λ⊥ � λz) and faster split into small scale waves at the direction
perpendicular than at the parallel to the magnetic field (Goldreich and Sridhar 1995).
For the intermediate case between the weak and strong turbulence, Goldreich and
Sridhar (1997) further investigated the spectral transition from the weak to strong
turbulence and found that the interactions of all orders, i.e., the 3-wave and 4-wave
interactions, can have the same contribution to the energy cascade transferring rate,
although the 3-wave interaction dominates over all higher order interactions during
individual collisions (Ng and Bhattacharjee 1996).

Subsequently, a series of numerical simulations further confirmed the scale depen-
dence of the anisotropy predicted byGoldreich and Sridhar (1995). For instance, Cho
and Vishniac (2000) performed directly three-dimensional numerical simulations for
MHD turbulence by use of a pseudospectral code to solve the incompressible MHD
equation and found that the anisotropy almost is scale independencewhen the compo-
nents of the wave vector k, kz and k⊥, are calculated straightforwardly at the parallel
and perpendicular to the direction of the large-scale magnetic field, respectively.
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However, for the wave numbers k̃z and k̃⊥ measured relative to the local magnetic
field direction, the results can be consistent with the scaling law of the anisotropy,
that is, k̃z ∝ k̃2/3

⊥ , predicted by Goldreich and Sridhar (1995). This indicates that the
energy transfer of the AW turbulence towards small scales exactly is a local spectral
cascade process whose anisotropy depends on the local magnetic field.

Maron and Goldreich (2001) simulated incompressible MHD turbulence for the
strong magnetic field case with γ ≡ v2

A/u2
L 	 1. Similar to the result by Cho and

Vishniac (2000), the simulation result by Maron and Goldreich (2001) showed also
that the anisotropy increases with increasing k⊥ such that excited modes are confined
inside a cone bounded by kz ∝ k2/3

⊥ as predicted by Goldreich and Sridhar (1995).
However, their results also have a notable discrepancy that the one-dimensional
energy spectra determined from their simulations display Ek ∝ k−3/2

⊥ predicted by
the Iroshnikov-Kraichnan theory, rather than Ek ∝ k−5/3

⊥ expected by the Goldreich-
Sridhar model. In particular, the results of numerical simulations of decaying and
forced MHD turbulence without and with mean magnetic field presented by Müller
et al. (2003) showed a gradual transition of the perpendicular energy spectrum
from the Goldreich-Sridhar form at the weak field case of γ � 1 to the Iroshnikov-
Kraichnan spectrum at the strong field case of γ 	 1.

5.2.3 Boldyrev Theory of AW Turbulence

Motivated by these intriguing numerical findings, Boldyrev (2005, 2006) proposed
a new phenomenological model for MHD turbulence, which can lead to an external
field dependent energy spectrum such that in the limiting cases of a weak and strong
external field the new model can reproduce the Goldreich-Sridhar and Iroshnikov-
Kraichnan spectra, respectively. Boldyrev (2005, 2006) further analyzed the non-
linear interaction term in the reduced MHD equation (5.6), z∓ · ∇z±, and proposed
that the nonlinear interaction possibly is reduced by a factor

(
uλ⊥/vA

)α
due to the

dynamically aligned effect betweenu andb, whereα is some undetermined exponent
with the range 0 ≤ α ≤ 1. Moreover, this dynamic alignment effect can be the scale
dependent, that is, increases with the scale decreases, so that turbulent structures in
small scales become locally anisotropic in the plane perpendicular to the large-scale
ambient magnetic field B0.

Following Boldyrev (2005, 2006), the nonlinear interaction reduced by the
dynamic alignment effect in Eq. (5.6) can be estimated by

z∓ · ∇z± ∼ uλ⊥
λ⊥

(
uλ⊥
vA

)α

. (5.21)

Thus, the characteristic time of the nonlinear interaction τN may be given by

τNλ⊥ ∼ λ⊥
uλ⊥

(
vA

uλ⊥

)α

. (5.22)
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Assuming the strong turbulence condition in small scales, that is, the energy transfer-
ring time τT ∼ τN , the constant energy transferring rate condition, εT ∼ u2

λ⊥/τT ∼
constant, leads to the inertial-region turbulent energy spectrum as follows

u2
λ⊥ ∼ εT vα

Aλ⊥u−(1+α)

λ⊥ ⇒ u2
k⊥ ∝ k−2/(3+α)

⊥ ⇒
Ek⊥ ∝ du2

k⊥/dk⊥ ∝ k−(5+α)/(3+α)

⊥ . (5.23)

The anisotropy of the scaling law can be obtained by the critical balance condition
or equivalently by the causality principle (Boldyrev 2005), that is,

λz

vA
∼ τNλ⊥ ⇒ kz ∝ k2/(3+α)

⊥ . (5.24)

The condition Ek⊥dk⊥ = Ekz dkz gives the parallel energy spectrum

Ekz = Ek⊥
dk⊥
dkz

∝ k−2
z , (5.25)

independent of α and hence independent of the external field strength.
In comparison with the numerical simulation results (Cho and Vishniac 2000;

Maron andGoldreich 2001;Müller et al. 2003), the undetermined exponentαmay be
associated with the external field strength parameter γ = v2

A/u2
L . In consequence, the

Goldreich-Sridhar spectrum is obtained by α → 0 for the weak field limit of γ � 1
and the Iroshnikov-Kraichanan spectrum is given by α → 1 for the strong field limit
of γ 	 1. It is difficult, however, that the alignment exponent α is determined by the
simple dimensional analysis.

In fact, the dynamic alignment effect ofα �= 0 leads to the local anisotropy of AW
structures in the plane perpendicular the large-scale mean magnetic field B0 (i.e., the
l direction in Fig. 5.1), as shown in Fig. 5.1 (Boldyrev 2006). The perpendicular wave
vector k⊥ ∼ 1/λ⊥ (i.e., the λ direction in Fig. 5.1) is along the maximum gradient
direction of AWs in the plane perpendicular to B0, also which is approximately
perpendicular to the AW field b (i.e., the ξ direction in Fig. 5.1). Meanwhile, the
wave field b causes the distortion of the field line and the corresponding field line
displacement along b, λ×, can be estimated by

λ× ∼ bλ⊥
vA

λz ∝ λ
3/(3+α)

⊥ , (5.26)

where bλ⊥ ∼ uλ⊥ and the scaling relations (5.23) and (5.24) have been used. Usually
one has λ× 	 λ⊥, implying that individual small-scale AWs appear anisotropic
turbulent “eddy” structures.

In the case of decaying MHD turbulence, magnetic and velocity fluctuations
can approach their configuration so that u = b or u = −b and hence the nonlinear
interaction vanish in the reduce MHD equation (5.6), called the dynamic alignment
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Fig. 5.1 Left: Structures of anisotropic turbulent eddies, in which the large-scale mean magnetic
field is in the vertical direction; Right: Sketch of three-dimensional angular alignment relation
between velocity and magnetic field fluctuations (reprinted figure with permission from Boldyrev,
Phys. Rev. Lett. 96, 115002, 2006, copyright 2006 by the American Physical Society)

effect (Dobrowolny et al. 1980; Grappin et al. 1982; Pouquet et al. 1986). As pointed
out by Boldyrev (2006), in the case of driven turbulence the tendency of the dynamic
alignment should be preserved although the exact alignment can not be reached
because the energy cascade towards mall scales needs to be maintained by non-zero
nonlinear interaction. In the steady case, the alignment between the velocity and
magnetic field fluctuations should be consistent with maintaining a constant energy
transferring rate. This leads to the scaling relation

θλ⊥ ∼ λ⊥
λ×

∝ λ
α/(3+α)

⊥ , (5.27)

where the scaling relation (5.26) and the alignment approximation θλ⊥ � 1 have
been used (see the right panel of Fig. 5.1). From the right panel of Fig. 5.1, on the
other hand, we have

θ̃λ⊥ ∼ λ×
λz

∝ λ
1/(3+α)

⊥ , (5.28)

where the scaling relations (5.24) and (5.26) have been used. Therefore, the mis-
aligned angle between velocity and field fluctuations

φλ⊥ =
√

θ2λ⊥ + θ̃2λ⊥ ∝ λ
α/(3+α)

⊥
√
1 + λα

⊥. (5.29)

If we require further the best alignment to be reached, that is, the minimal mis-
aligned angle φλ⊥ , the condition θλ⊥ = θ̃λ⊥ should be satisfied, which minimizes the
“uncertainty” of the misaligned angle (Boldyrev 2006). This leads to the alignment
exponent α = 1, which is corresponding to the Iroshnikov-Kraichnan spectrum in
the strong field case of γ 	 1. Perhaps this is a universal phenomenon in the small-
scale AW turbulence spectra. In fact, for the small-scale fluctuations the so-called
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“local external field” actually is the mean fluctuation in larger scales and the larger-
scale fluctuation always is stronger relative to the smaller-scale fluctuation. In conse-
quence, for the small-scale AW turbulence, the local external field always can satisfy
the strong field condition of γ > 1.

In addition, the results of some numerical simulations show that the dissipative
structures inMHD turbulence aremicrocurrent sheets rather than filaments (Biskamp
andMüller 2000;Maron and Goldreich 2001; Biskamp 2003). This also is consistent
with anisotropic structures of turbulent eddies at small scales due to the dynamic
alignment effect in the driven turbulence. These small-scale eddies can be viewed as
strongly anisotropic sheets or ribbons stretched along the local mean and fluctuation
magnetic field lines described by Boldyrev (2006), rather than filaments along the
local mean magnetic field but approximate isotropy in the plane perpendicular to the
local mean field expected in the Goldreich-Sridhar theory (Goldreich and Sridhar
1995).

5.2.4 Observations of Spectral Anisotropy of AW Turbulence

The solar wind, as supersonic and super-Alfvénic plasma flows outwards from the
active solar corona, is ubiquitously in the strong turbulence, in which the majority is
dominated by AW turbulence (Tu andMarsch 1995). Also observations of solar wind
turbulence further confirmed the theoretical expectation of the anisotropic nature of
AW turbulence. For instance, by use of Ulysses satellite observations of the polar
fast wind, Horbury et al. (2008) estimated quantitatively the anisotropic power and
scaling of magnetic field fluctuation in inertial range MHD turbulence and found for
the first time the magnetic power spectra index ∼ −2 in the quasi-parallel direction
and ∼ −1.67 in the quasi-perpendicular direction.

Based on data of high-speed streams measured by the Stereo satellites (A and
B) in the ecliptic plane, Podesta (2009) found that overall, the power-law indices
resulted from high-speed streams in the ecliptic plane are qualitatively and quantita-
tively similar to these resulted from the polar fast solar wind byUlysses observations.
However, for high-speed streams in the ecliptic plane the scaling exponent of the per-
pendicular to parallel power ratio, whose precise value is important for comparisons
with turbulence theories, is difficult to determine because there is not sufficient data
to obtain reliable measurements at low frequencies where the record length is limited
by the relatively short lifetime of high-speed streams in the ecliptic plane. By using
the same Ulysses data used by Horbury et al. (2008), Podesta (2009) reproduced the
similar results in the inertial range, that is, the spectral index of solar wind turbulence
in the inertial range varies continuously from ∼ −2 in the quasi-parallel direction to
∼ −1.6 in the quasi-perpendicular direction. Meanwhile, he also found the power
spectrum has an evident spectral break near k⊥ρi ∼ 1 when extended the spectrum
into the kinetic scales of plasma particles, implying the transition from the inertial to
dissipative range, that is, the turbulent cascade transition from AW cascade to KAW
cascade process.
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Figure5.2 shows a typical example, in which the upper panel shows clearly the
typical characteristic of the variation of the power-law exponent continuously from
∼ −2 in the quasi-parallel direction to ∼ −1.6 in the quasi-perpendicular direction.
While the lower panel presents the perpendicular to parallel power ratio versus the
satellite frame frequency ν, which is reversely proportional to the spatial scale, or
i.e., directly proportional to the wave number. The scaling law exponent of 0.35 is
well consistent with the value 1/3 expected by the Goldreich-Sridhar theory (or i.e.,
the weak-field approximation of α � 1 in the Boldyrev theory). In particular, an
evident spectral break occurs between 0.1 and 0.2Hz near the transition regime from
the inertial to dissipative range, implying that the kinetic effects begin to play an

Fig. 5.2 Upper panel:
Power-law exponent versus
the angle θ between the local
mean magnetic field and the
mean flow direction (radial
direction) for the Ulysses
data on 1995 DOY
100 − 130. The red and
black curves are obtained by
the power averaged with and
without directing selection,
respectively; Lower panel:
The ratio of the
perpendicular to parallel
power versus the frequency ν
in the satellite frame, in
which the red line represents
the linear least-squares fit
with the slope 0.35 ± 0.04
(from Podesta 2009)
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important role in the AW turbulent cascade and the AW turbulent cascade starts to
turn into the KAW turbulent cascade.

Wicks et al. (2010) further extended the measurements of the power and spectral
index anisotropy of solar wind magnetic field fluctuations from scales larger than the
outer scale down to the ion gyroscale, covering the entire inertial range. Their results
show that the power spectrum above the outer scale of turbulence is approximately
isotropic, while at smaller scales the turbulent cascade causes the power spectral
anisotropy: close to ∼ −2 along and ∼ −5/3 across the local magnetic field consis-
tent with a critically balanced Alfvénic turbulence. In particular, they found that an
enhancement of the parallel power coincident with a decrease in the perpendicular
power presents at the smallest scales of the inertial range, that is, close to the ion
gyroscale. They conjectured that this is most likely related to energy injection by ion
kinetic modes such as the kinetic firehose instability driven by the ion temperature
anisotropy and marks the beginning of the kinetic range, that is, the dissipation range
of solar wind turbulence.

Introducing the scale-dependent local mean magnetic field, Luo and Wu (2010)
directly calculated for the first time the scaling index of the anisotropy of solar wind
turbulence based on the scale-dependent local mean field and resulted in k‖ ∝ k0.61

⊥
with the index ∼0.61 between 2/3 and 1/2, that is, the weak-field limit of α → 0 and
the strong-field limit of α → 1, where α is the “depletion” index of the nonlinear
interaction due to the dynamic alignment effect (Boldyrev 2005, 2006). In fact, the
above observations and others (see Podesta 2013) all show that the “depletion” of
the nonlinear interaction due to the dynamic alignment effect can possibly play an
important role in the formation of the observed anisotropic power spectra of solar
wind AW turbulence, in which the parallel power spectra have the same index∼ −2,
independent from the depletion index α, and the perpendicular power spectral index
ranges well between −5/3 and −3/2, that is, the weak-field limit of α → 0 and the
strong-field limit of α → 1 (Boldyrev 2005, 2006).

Moreover, detailed analyses of numerical simulations show that the
scale-dependent dynamic alignment also can possibly be responsible for the presence
of the intermittency in solar wind AW turbulence, especially in small scales (Beres-
nyak and Lazarian 2006; Mason et al. 2006; Chandran et al. 2015). In more general
unbalanced cases between the energy transferring rate and the nonlinear interaction
driven rate, the unbalanced turbulent cascade can possibly lead to the formation of
intermittent structures in the unbalanced scales, in which the depletion index of the
nonlinear interactionα < 1. Besides the dynamic alignment, the unbalance turbulent
cascade can be caused by other scale-dependent processes, such as the dissipation
and dispersion of plasma waves, which both sensitively depend on the wave scales in
small scales approaching to the kinetic scales of plasma particles. These will greatly
increase the complexity and difficulty of theoretical studies of AW turbulence in
small scales. Therefore, the KAW turbulence, the kinetic-scale AW turbulence, must
become the new frontier in the plasma physics and turbulence physics communities.
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5.3 Gyrokinetic Description of KAWs

5.3.1 Gyrokinetic Approximations

The theories of incompressible MHD turbulence, from the early isotropic
Iroshnikov-Kraichnan scenario (Iroshnikov 1963; Kraichnan 1965), to the later
Goldreich-Sridhar theory with two-dimensional anisotropy (Sridhar and Goldre-
ich 1994; Goldreich and Sridhar 1995, 1997), and recently the Boldyrev model
with three-dimensional anisotropy (Boldyrev 2005, 2006), all propose an anisotrop-
ically turbulent cascade process towards small scales. The anisotropic scaling law,
k‖ ∝ k2/(3+α)

⊥ with the parameter 0 < α < 1, indicates that the energy cascades pri-
marily by developing preferentially small scales perpendicular to the local magnetic
field, i.e., with k⊥ 	 kz , as schematically shown in Fig. 5.3. As the AW turbulent
cascade towards smaller scales proceeds to approaching to the kinetic scales of par-
ticles, such as the ion gyroradius ρi or the electron inertial length λe, AWs inevitably

Fig. 5.3 Schematic diagram of the low-frequency, anisotropic AW cascade in wave number space.
The horizontal axis is perpendicular wave number; the vertical axis is the parallel wave number,
proportional to the frequency. MHD is valid only in the limit ω � ωci and k⊥ρi � 1; gyrokinetic
theory remains valid when the perpendicular wave number is of the order of the ion gyroradius,
k⊥ρi ∼ 1. Note that ω → ωci only when k⊥ρi → 1, so gyrokinetics is applicable for kz � k⊥
(from Howes et al. 2006)
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enter the scale range of KAWs where the AW turbulent cascade becomes the KAW
turbulent cascade and the MHD theory will be no longer valid.

In the solar wind the mean collision free path of particles λc ∼ 1 AU, much larger
than the parallel wavelength of AWs, this implies that the solar wind plasma typically
is collisionless and the kinetic processes of particles can play an important role in the
turbulent cascade of small scale AWs. In particular, due to the intrinsic anisotropy
of AW turbulence, low-frequency AWs with frequencies well below the ion gyrofre-
quency, that is, ω � ωci can have short perpendicular wavelengths comparable to
the ion gyroradius (i.e., k⊥ρi ∼ 1), much less than the parallel wavelength of AWs
(i.e., k‖ � k⊥). The motion of individual particles in the small sacle wave fields can
be separated well into the fast cyclotron motion around the local magnetic field (with
the characteristic time scale t f ∼ 1/ωci ) and the slow drift motion of the gyrocenter
(with the characteristic time scale ts ∼ 1/ω 	 t f ). Gyrokinetics is a reduced kinetic
theory by averaging over the fast cyclotron motion of charged particles and describes
the particle as the charged ring centering at the gyrocenter and moving in the ring-
averaged electromagnetic field (Rutherford and Frieman 1968; Frieman and Chen
1982; Howes et al. 2006; Schekochihin et al. 2009). The gyrokinetic approximation
retains incompressible AW and the slow magnetosonic wave with the finite Larmor
radius effects as KAWs and KSWs (Chen and Wu 2011a, b), the collisionless dissi-
pation due to parallel Landau damping, as well as the Coulomb collisions (if so), but
excludes the fast magnetosonic wave and the cyclotron resonance.

Gyrokinetics, a very valuable tool in the study of laboratory plasmas (Chen and
Zonca 2016), is particularly suitable for describing the low-frequency, small-scale,
and anisotropic AW turbulence, that is, the KAW turbulence, in the solar wind and
other astrophysical plasma environments (Howes et al. 2006; Schekochihin et al.
2009). The simplifications of equations for gyrokinetics are mainly based on the
low-frequency (ω � ωci ) and small-scale (ρi � l0) approximations, where l0 is the
scale length of the parallel wavelength λ‖ much larger than the scale size of the
perpendicular wavelength λ⊥ (i.e., ρi ). The former approximation allows to average
all quantities over the cyclotron period of particles, and the latter approximation
allows to expand all averaged quantities into the series of powers with the small
parameter

ε = ρi

l0
� 1. (5.30)

Thus, there are three relative scales in the gyrokinetics: the fast gyromotion scale
at ωci and ρi = vTi /ωci for the microscopic motions of particles; the intermediate
fluctuation scale at ω and l0 associated with the fluctuations of distribution function
and electromagnetic fields in waves; and the slow equilibrium scale at T and L
connected to the system macroscopic processes such as heating and inhomogeneity,
that is, the outer or injection scale for the turbulence system. For their relative orders
one has:
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k‖
k⊥

∼ ρi

l0
∼ O(ε),

ω

ωci
∼ k‖vA

ωci
∼ k⊥ρi√

βi
ε ∼ O(ε), (5.31)

where βi ∼ 1 (or i.e., vTi ∼ vA) has been assumed for the solar wind plasma envi-
ronment. Figure5.4 depicts schematically the relative scaling relation in the gyroki-
netics. The perpendicular flow velocity u⊥ is roughly in order of the E × B/B2

0 drift
velocity, that is,

u⊥ ∼ E × B

B2
0

∼ E

b

b

B0
∼ O(ε)vA ∼ O(ε)vTi . (5.32)

If using the critical balance and constant energy transferring rate conditions, for the
microscopic kinetic scale ρi and the macroscopic injected scale L we can have the
scaling relation as follows:

ε ∼ u⊥
vA

∼
(ρi

L

)1/3 ⇔ l0
L

∼ ε2, (5.33)

where the constant energy transferring rate condition of Eq. (5.19) have been used
for the injection and kinetic scales, λ ∼ L and λ ∼ ρi . For the case of the solar wind,
we have typically L ∼ 108 km and ρi ∼ 102 km, and hence ε ∼ (ρi/L)1/3 ∼ 10−2

and l0 ∼ 104 km.
Gyrokinetics is most naturally described in gyrocenter coordinates as shown in

Fig. 5.4, where the position of a particle r and velocity v are given by

r = Rs − ω−1
cs v × ẑ

v = vz ẑ + v⊥
(
cos θx̂ + sin θŷ

)
, (5.34)

whereRs is the position of the gyrocenter of a s-species particle, vz and v⊥ are parallel
and perpendicular velocities of the particle, and θ is the gyrophase angle. Gyrokinetic
averages all quantities over the gyrophase angle θ associated with particles at a fixed
gyrocenter Rs and all quantities associated with electromagnetic fields at a fixed
position r, that is,

〈A(r, v, t)〉Rs = 1

2π

∮
A(Rs − ω−1

cs v × ẑ, v, t)dθ,

〈A(Rs, v, t)〉r = 1

2π

∮
A(r + ω−1

cs v × ẑ, v, t)dθ, (5.35)

where the θ integration is done keeping vz and v⊥ constant.
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Fig. 5.4 Gyrocenter coordinates and scales in gyrokinetics. The open and filled circles are the
particle and its gyrocenter positions, respectively; l⊥ ∼ λ⊥ ∼ ρi and _ ‖∼ λ‖ ∼ l0 are the charac-
teristic perpendicular and parallel length scales in gyrokinetics, respectively, and B0 (dashed line)
and B (solid line) are the ambient and perturbed magnetic field, respectively (from Howes et al.
2006)

5.3.2 Gyrokinetic Equations

In the gyrokinetic approximations, the distribution function of the s-species particles
can be expanded into power series of ε as follows (Howes et al. 2006):

fs = Fs0(v, t) exp

(
−qs�(r, t)

Ts0

)
+ hs(Rs, v, v⊥, t) + δ fs2 + . . . , (5.36)

where v =
√

v2
z + v2

⊥ and the equilibrium distribution function, i.e., the zero-order
term, is assumed to be an isotropic Maxwellian distribution:

Fs0(v, t) = ns0

(2π)3/2 v3
Ts

exp

(

− v2

2v2
Ts

)

. (5.37)
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The first-order distribution function consists of the Boltzmann term caused by the
fluctuation electric potential �,

[
exp

(
−qs�(r, t)

Ts0

)
− 1

]
Fs0(v, t) � −qs�(r, t)

Ts0
Fs0(v, t), (5.38)

and the “charged ring” distribution hs(Rs, v, v⊥, t).
By gyroaveraging the following kinetic equation,

〈
∂ fs

∂t
+ v · ∇ fs + qs

ms
(E + v × B) · ∂ fs

∂v
=

(
∂ fs

∂t

)

c

〉

Rs

, (5.39)

the so-calledgyrokinetic equation that governs the ringdistribution functionhs(Rs, v,

v⊥, t) can be derived as follows (Frieman and Chen 1982; Howes et al. 2006; Chen
and Zonca 2016):

∂hs

∂t
+

〈
dRs

dt

〉

Rs

· ∂hs

∂Rs
=

〈
dE s

dt

〉

Rs

Fs0

Ts0
+

(
∂hs

∂t

)

c

, (5.40)

where the second term on the right-hand side (i.e., (∂hs/∂t)c) denotes the effect of
collisions on the perturbed ring distribution function, called the gyrokinetic collision
operator, and the first term,

〈
dEs

dt

〉

Rs

Fs0

Ts0
= −

〈
∂ fs

∂Es

dEs

dt

〉

Rs

, (5.41)

represents the effect of collisionless work done the charged rings by the fluctuation
fields, in which Es ≡ msv

2/2 + qs� is the total energy of the particle and the first
adiabatic invariant condition 〈dμs/dt〉Rs

= 0 with μs = msv
2
⊥/2B0 has been used.

The drift velocity of the gyrocenter in Eq. (5.40) is given by

〈
dRs

dt

〉

Rs

= vz ẑ − ∂ 〈�〉Rs

∂Rs
× ẑ

B0
+ ∂ 〈v · A〉Rs

∂Rs
× ẑ

B0
, (5.42)

where the second and third terms on the right-hand side are the electric and magnetic
drifts, respectively, � and A are the scalar and vector electromagnetic potentials
with the Coulomb gauge condition of ∇ · A = 0 and are related to the perturbed
electromagnetic fields by

E = −∇� − ∂A
∂t

,

δB = ∇ × A. (5.43)
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Correspondingly, the fluctuation fields satisfy the Maxwell equations under the
gyrokinetic approximations as follows:

∑

s

qsδns =
∑

s

(
−q2

s ns0

Ts0
� + qs

∫
〈hs〉r d3v

)
= 0,

∇2
⊥ Az = −μ0

∑

s

qs

∫
vz 〈hs〉r d3v,

∇⊥δBz = −μ0

∑

s

qs

∫ 〈(
v⊥ × ẑ

)
hs

〉
r d3v, (5.44)

which are, in turn, the quasi-neutrality condition, the parallel and perpendicular
components of the Ampere law, respectively.

5.3.3 Gyrokinetic Dispersion Relation of KAWs

The coupled Eqs. (5.40), (5.42), and (5.44) establish the base of gyrokinetics. Fol-
lowing Howes et al. (2006), the collisionless linear gyrokinetic dispersion equation
can be obtained by the straightforward linearization procedure as follows:

(
χi

M2
z

A − AB + B2

)(
2A

βi
− AD + C2

)
= (AE + BC)2 , (5.45)

where

A = 1 + I0(χi )e
−χi ζi Z(ζi ) + τ0

(
1 + I0(χe)e

−χeζe Z(ζe)
)
,

B = 1 − I0(χi )e
−χi + τ0

(
1 − I0(χe)e

−χe
)
,

C = ci2(χi )ζi Z(ζi ) − ce2(χe)ζe Z(ζe),

D = 2ci2(χi )ζi Z(ζi ) + 2τ0ce2(χe)ζe Z(ζe),

E = ci2(χi ) − ce2(χe), (5.46)

where ζs ≡ ω/
√
2kzvTs and τ0 = Ti0/Te0. From the gyrokinetic dispersion equation,

the gyrokinetic dispersion relation, MG K
z depends on the three parameters, the per-

pendicular wave number k⊥ρi , the plasma kinetic to magnetic pressure ratio β, and
the ion to electron temperature ratio τ0.

The first and second factors on the left-hand side of the gyrokinetic dispersion
equation (5.45) correspond to the KAWandKSWmodes, respectively, and the factor
on the right-hand side represents the coupling between KAWs and KSWs that is only
important at finite ion gyroradius and high β cases. Here we discuss some limiting
cases below. In the high-β limit of βi 	 1, by use of the approximation of the plasma
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dispersion function under the small-argument expansion, Z(ζs) � i
√

π, Eq. (5.46)
is reduced to

A � 1 + τ0 + i
√

πζi

(
I0(χi )e

−χi + √
Qτ

3/2
0

)
,

B � 1 − I0(χi )e
−χi ,

C � i
√

πζi

(
ci2(χi ) − √

Qτ0

)
,

D � i2
√

πζi

(
ci2(χi ) + √

Q/τ0

)
,

E � ci2(χi ) − 1. (5.47)

In the limit of χi ∼ 1/
√

βi � 1, the dispersion equation (5.45) is reduced to

(
B − χi

M2
z

)
D = E2 (5.48)

with B � χi , D � i2Mz
√

π/βi , and E � −3χi/2. Its solution is

Mz = ±
√√
√√1 −

(
9

16

√
βi

π
χi

)2

− i
9

16

√
βi

π
χi . (5.49)

In the long wavelength limitχi � 1/
√

βi , this leads to the ordinary AWof Mz = ±1
with weak damping of ωi � ωr . When χi > (16/9)

√
π/βi , the dispersion relation

of Eq. (5.49) leads to a purely damped mode.
On the other hand, for the low-β case of βi � 1, the gyrokinetic dispersion equa-

tion (5.45) is reduced to

(
χi

M2
z

A − AB + B2

)
2A

βi
= 0. (5.50)

The second factor A = 0 leads to the ion acoustic wave in the long wavelength limit
of χi � 1, that is,

Mz = ±
√

βe

2
− i

√
πβi

16
τ−2
0 e−1/2τ0 . (5.51)

The first factor of Eq. (5.50),

χi

M2
z

A − AB + B2 = 0, (5.52)

corresponds to KAWs in low-β plasmas. In the kinetic regime of Q < βi � 1,
expanding the ion and electron dispersion functions in large and small arguments,
respectively, one has
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A � 1 + τ0 − I0(χi )e
−χi

+i Mz

√
π

βi

(
I0(χi )e

−χi −M2
z /βi + √

Qτ
3/2
0 I0(χe)e

−χe

)
. (5.53)

The resulting dispersion relation may be obtained by the weakly damping approxi-
mation of |ImMz| � |ReMz| as follows:

ReMz = ±
√

(1 + τ0 − I0(χi )e−χi ) χi

τ0 I0(χe)e−χe B
,

ImMz = − χi eχe

2I0(χe)

√
π

βi

(
I0(χi )

τ 2
0 I0(χe)

eχe−χi −M2
z /βi +

√
Q

τ0

)

. (5.54)

In the inertial regimeofβi < Q � 1, the expansionof all plasmadispersion functions
in large arguments gives approximation

A � B − I0(χe)e−χe

M2
z

βi

2Q
+ i Mz

√
π

βi
×

(
I0(χi )e

−χi −M2
z /βi + √

Qτ
3/2
0 I0(χe)e

−χe−Qτ0M2
z /βi

)
. (5.55)

This leads to the dispersion relation,

ReMz = ±
√

I0(χe)e−χeβiχi

(2Qχi + I0(χe)e−χeβi ) B
,

ImMz = − 2Q2 I0(χe)e−χeβiχ
3
i

(2Qχi + I0(χe)e−χeβi )
3 B2

√
π

βi
×

(
I0(χi )e

−χi −M2
z /βi + √

Qτ
3/2
0 I0(χe)e

−χe−Qτ0M2
z /βi

)
. (5.56)

For the short-wavelength case of the perpendicular wavelength between the ion
and electron gyroradii,χi 	 1 	 χe, we have A � 1 + τ0

(
1 + i

√
πζe

)
, B � −E �

1, C � −i
√

πζe, and D � i2
√

πζe/τ0. Thus, the solution of the gyrokinetic disper-
sion equation (5.45) becomes

ReMz = ±
√
2k⊥ρi√

βi + 2τ0/ (1 + τ0)
,

ImMz = −χi

2

√
Qπ

τ0βi

{

1 +
[

(1 + τ0)βi

2τ0 + (1 + τ0)βi

]2
}

. (5.57)

This agrees with the KAWdispersion relation in the short-wavelength limit (Kingsep
et al. 1990). In fact, for the short-wavelength case of k⊥ρi 	 1, the low-frequency
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Fig. 5.5 Numerical solutions of the linear gyrokinetic dispersion relation showing the transition
from AWs in the inertial range (k⊥ρi � 1) to KAWs in the ion (k⊥ρi ∼ 1) and electron (k⊥ρe ∼ 1)
gyrokinetic ranges: Panels, from left to right, show three cases forβi = 0.01, 1, and100, respectively,
where bold solid and dashed lines represent the real frequencyω and the damping rateγ, respectively,
and dotted lines give the asymptotic KAW solution in the short-wavelength limit case of k⊥ρi 	 1
by Eq. (5.56). All solutions are normalized by the Alfvén frequency ωA ≡ kzvA (denoted by the
horizontal line) and they are functions of k⊥ only in gyrokinetics. Two vertical lines show the
ion (k⊥ρi = 1) and electron (k⊥ρe = 1) gyroradius, respectively. Finally for the sake of simplicity
the parameter τ0 = 1 has been used (from Schekochihin et al. 2009, ©AAS reproduced with
permission)

dynamics is dominated by KAWs. When the AW cascade approaches to the wave-
length k⊥ρi ∼ 1, some fraction of the AW energy seeps through to wavelengths
smaller than the ion gyroradius and is channeled into a cascade of KAWs. This cas-
cade can extend to smaller wavelengths until approaching the electron gyroradius,
k⊥ρe ∼ 1, at which the KAWs are dissipated by the electron Landau damping.

Figure5.5 shows the numerical solutions of the linear dispersion relations of the
gyrokinetics, which illustrates how the AW becomes a dispersive KAW and the
kinetic Landau damping becomes important as the wave scale approaches the ion
gyroscale.

5.4 Theory and Simulation of KAWs Turbulence

5.4.1 Basic Properties of KAW Turbulence

When the AW turbulence cascades to small scales comparable to the kinetic scales of
plasma particles, such as k⊥ρi ∼ 1, the AWs become dispersive, that is, KAWs. For
the kinetic physics of low-frequency KAW with frequencies ω � ωci , the gyroki-
netics presented in the last section provides a powerful tool and can well describe
the low-frequency KAWs in a wide wave-number range from the ion gyroscale
(k⊥ρi � 1) to the electron gyroscale (k⊥ρe ∼ 1). Based on the gyrokinetics, the last
section discusses analytically the basic characteristics of KAWs, including their lin-
ear dispersion relations and Landau damping. Besides these small-scale KAWs have
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strongly anisotropic characteristics, the dispersion of KAWs breaks the original criti-
cal balance of theAW turbulence, the polarization of KAWs contains perturbations of
plasma density and magnetic field strength, and the collisionless damping of KAWs
due to the wave-particle interaction leads to the dissipation of the turbulent wave
energy. These factors all can significantly influence the turbulent cascade process
and the scaling law of the turbulence spectrum. Moreover, these new characteristics
of KAWs all are sensitively dependent on the local plasma parameters. Meanwhile,
other modes presented nearly the ion gyroscales, such as whistler, magnetosonic, and
ion-Bernstein waves, also could possibly play some role in the dynamical cascading
and coupling of turbulent waves. These all inevitably result in the great increase of
the complexity and difficulty of KAW turbulence.

In order to simplify further the complexity, another approximation often used in
the ion gyroscale range of

√
Q � k⊥ρi � 1/

√
Q is the small-parameter expansion

of the electron gyrokinetic equation in powers of
√

Q. This approximation alsomeans

k⊥ρe ∼ √
Qk⊥ρi � 1. (5.58)

Thus, the gyrokinetics of electrons may be reduced further to the dynamics of a
magnetized fluid with the perturbed density δne and field-aligned flow velocity uez ,
which are given by Schekochihin et al. (2009)

δne

ne0
= − Ze�

Ti0
+

∑

k

eik·r

ni0

∫
J0(k⊥ρ′

i )hikd3v,

uez = 1

μ0ene0
∇2

⊥ Az +
∑

k

eik·r

ni0

∫
vz J0(k⊥ρ′

i )hikd3v, (5.59)

where Z = qi/e is the ion charge number, ρ′
i = v⊥/ωci and Re � r has been used

because of the smallness of the electron gyroradius ρe. The perturbed field equations
can be written as:

∂ Az

∂t
+ b̂ · ∇� = b̂ · ∇

(
Te0

e

δne

ne0

)
, (5.60)

d

dt

(
δne

ne0
− δBz

B0

)
+ b̂ · ∇uez = − Te0

eB0

{
δne

ne0
,
δBz

B0

}
, (5.61)

and

δBz

B0
= βi

2

(
1 + Z

τ0

)
Ze�

Ti0
− βi

2
×

∑

k

eik·r

ni0

∫ (
Z

τ0
J0(k⊥ρ′

i ) + 2v2
⊥

v2
Ti

J1(k⊥ρ′
i )

k⊥ρ′
i

)

hikd3v, (5.62)
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where

d

dt
≡ ∂

∂t
+ uE · ∇ = ∂

∂t
+ 1

B0
{�, · · · },

b̂ · ∇ ≡ ∂

∂z
+ δB⊥

B0
· ∇ = ∂

∂z
− 1

B0
{Az, · · · }, (5.63)

uE = ẑ × ∇⊥�/B0, and the Poisson brackets “{A, B}” are defined by

{A, B} ≡ ẑ · (∇ A × ∇B) . (5.64)

The above Eqs. (5.59)–(5.62), combining the ion gyrokinetic equation (5.40) for
s = i , give the kinetic description of plasma fluctuations near the ion gyroscale.

For the long-wavelength (or weak dispersion) case of k⊥ρi � 1, the expansion
of the gyrokinetics in k⊥ρi can obtain precisely the similar results with that by the
reduced MHD description, in which there is no change in the physical nature until
the ion gyrokinetic range of k⊥ρi ∼ 1. The understanding of the physics of turbulent
cascade processes in this transition regime is still very poor. However, on the other
side of this transition regime, that is, in the short-wavelength limit of k⊥ρi 	 1, some
further simplification is possible because this short-wavelength limit indicates that
k⊥ρ′

i 	 1 and hence the all Bessel functions in Eqs. (5.59) and (5.62) are small. This
results in Eqs. (5.59) and (5.62) to be reduced to

δni

ni0
= − Ze�

Ti0
= −

√
2

βi

φ

ρivA
,

uez = 1

μ0ene0
∇2

⊥ Az = −ρi∇2
⊥ψ√

βi/2
,

δBz

B0
= βi

2

(
1 + Z

τ0

)
Ze�

Ti0
=

√
βi

2

(
1 + Z

τ0

)
φ

ρivA
, (5.65)

where φ ≡ �/B0 and ψ ≡ −vA Az/B0 are the so-called scalar stream and flux func-
tions. The first equation here indicates that the ion response is approximated by the
Boltzmann distribution in the electrostatic potential field �, the second equation
implies that the contribution of the ions on the field-aligned current is ignorable, and
the third equation expresses that the magnetic pressure is balanced by the electron
and ion kinetic pressures.

Substituting Eq. (5.65) into the field equations (5.60) and (5.61), a closed equation
system of the scalar stream and flux functions φ and ψ can be obtained as follows:

∂ψ

∂t
= vA

(
1 + Z

τ0

)
b̂ · ∇φ,

∂φ

∂t
= − vA

1 + (1 + Z/τ0) βi/2
b̂ · ∇ (

ρ2i ∇2
⊥ψ

)
. (5.66)
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This equation system is also referred as the equations of the electron reduced MHD,
in which the magnetic field is frozen into the electron flow velocity ve, while the ions
are immobile, that is, ui ∼ 0 (Kingsep et al. 1990). The linear dispersion relation of
this electron reducedMHDequation system is given by the dispersion equation (5.57)
(instead of τ0 by τ0/Z for Z �= 1) and describes KAWs in the short-wavelength limit
of χi 	 1. The polarization relations of its two linear eigenmodes can be expressed
by

ϕ±
k =

√
Z + τ0

τ0

(
1 + Z + τ0

τ0

βi

2

)
1

ρi
φk ∓ k⊥ψk, (5.67)

which represent the parallel (i.e., Mz > 0 for a single “+”) and antiparallel (i.e.,
Mz < 0 for a single “−”) propagating KAWs, respectively. In particular, for the
electric and magnetic field fluctuations of the KAWs we have
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This indicates that the waves have an elliptically right-hand polarization with an
elongated ellipse because |ωk/ωci | � 1.

Similarly to the reduced MHD equations, the electron reduced MHD equation
system (5.66) with the Elsässer-like variables ϕ± in the velocity dimension also
allows steady and stable nonlinear traveling wave solutions with arbitrary amplitude,
which can be constructed by setting the Poisson brackets to be equal to zero that leads
to

{ψ, φ} = 0 ⇒ ψ = c1φ

{ψ, ρ2i ∇2
⊥ψ} = 0 ⇒ ρ2i ∇2

⊥ψ = c2ψ, (5.69)

where c1 and c2 are two undetermined constants. Substituting them into the equation
system (5.66), one has

c21 = − 1

c2

(
1 + Z

τ0

) (
1 + Z + τ0

τ0

βi

2

)
, (5.70)

implying c2 < 0 for real solutions. In gyrokinetics, in fact, the Poisson bracket non-
linearity vanishes for anymonochromaticKAWs in thewave numberk space because
the Poisson bracket of two KAWs with wave numbers k and k′ is directly propor-
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tional to ẑ · (
k × k′). Therefore, any monochromatic linear KAWs can be also an

exact nonlinear solution with an arbitrary amplitude and the constant c2 = −2k2
⊥ρ2i .

However, different from the AW case, the nonlinear interaction of two KAWs can
occur not only between counterpropagating KAWs but also between copropagating
KAWs because their dispersive nature allows the fast one of the copropagating waves
with different wave numbers k⊥ to catch up the slow one and to interact with it.

5.4.2 Power Spectra of KAW Turbulence

Based on the electron reducedMHD equation system (5.66), the scaling law of KAW
turbulence can be obtained by combining the constant-flux KAW cascade and the
critical balance hypotheses. As the AW turbulence in the inertial range, the critical
balance of turbulent cascade is set up by the hypothesis that the parallel correlation
length λz ∼ k−1

z is determined by the wave propagating distance in the nonlinear
decorrelation time τK T k⊥ ∼ k−1

⊥ u−1
E ∼ k−2

⊥ φ−1
k⊥ , that is, the linear propagating time

scale τL ∼ ω−1 ∼ τK T k⊥ (the nonlinear interaction time scale). This leads to

τL ∼ τK T k⊥ ⇒
√
1 + βi√

2k⊥ρi kzvA

∼ 1

k2
⊥φk⊥

, (5.71)

where the scaling relation between the scalar flow and magnetic functions, ψk⊥ =
c1φk⊥ ∼ √

1 + βiφk⊥/ρi k⊥, and Z = τ0 = 1havebeenused.The constant-fluxKAW
cascade indicates the kinetic energy transferring rate εK T k⊥ independent of k⊥, that
is,

εK T k⊥ ∼ k2
⊥ψ2

k⊥
τK T k⊥

∼ 1 + βi

ρ2i

φ2
k⊥

τK T k⊥
∼ εK T = constant. (5.72)

The combination of Eqs. (5.71) and (5.72) leads to the the scaling relations of the
scalar potential φk and the anisotropy as follows:

φk ∼ ε
1/3
K T ρ

2/3
i

(1 + βi )
1/3 k−2/3

⊥ ;

kz ∼ ε
1/3
K T (1 + βi )

1/6

ρ
1/3
i vA

k1/3
⊥ . (5.73)

In particular, from the polarization relations in Eq. (5.68) the energy spectral densities
of magnetic and electric fields for KAWs can be obtained as follows:
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EBk⊥ ∼ d

dk⊥
|φk|2 ∼ k−7/3

⊥ ;

EEk⊥ ∼ d

dk⊥
|k⊥φk|2 ∼ k−1/3

⊥ . (5.74)

The results of numerical simulations based on the electron MHD turbulence also
showed similar scaling relations (Biskamp et al. 1996, 1999; Cho and Lazarian
2004).

Figure5.6 illustrates the critical balance for the transition of the KAW turbu-
lent cascade from the low wave number regime of k⊥ρi � 1 to high wave number
regime of k⊥ρi 	 1. The critical balance condition of ω = ωnl constrains the tur-
bulent energy flow cascading along the path in the kz − k⊥ plane, which is given
by the solid line in Fig. 5.6. From Fig. 5.6, the KAW turbulent cascading process
towards smaller scales has the same anisotropic scaling (i.e., kz ∝ k2/3

⊥ ) with that
of the AW turbulence described by the Goldreish-Sridhar theory until the transition
point at k⊥ρi = 1 is approached. Above this transition point the anisotropy becomes

Fig. 5.6 Schematic diagram of the critical balance and anisotropy for the KAW turbulent cascade
from lowwavenumbers of k⊥ρi � 1 to highwave numbers of k⊥ρi 	 1.The horizontal and vertical
axes are the perpendicular (k⊥ρi ) and parallel (k‖ρi ) wave numbers, respectively. ω = MzkzvA and
ωnl = k⊥v⊥ are the linear wave and nonlinear interaction frequencies, respectively. The critical
balance is given by ω = ωnl, and ω > or < ωnl correspond to the weak or over-strong turbulence,
respectively (from Howes et al. 2008b)
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stranger, that is, kz ∝ k1/3
⊥ , implying that the KAW turbulence faster develops into

field-aligned filamentous structures in the kinetic scales of k⊥ρi > 1.

5.4.3 AstroGK Simulations of Ion-Scale KAW Turbulence

Based on some fluid codes, the critical balance and its leading to results have been
examined and verified extensively in MHD simulations for AW turbulence (Cho and
Vishniac 2000; Maron and Goldreich 2001; Müller et al. 2003) and in electronMHD
simulations for kinetic turbulence (Biskamp et al. 1996, 1999; Cho and Lazarian
2004). However, these fluid codes can not properly model the effect of wave-particle
interactions and the kinetic dissipation in kinetic turbulence. In order tomore properly
take account of the kinetic effects due to wave-particle interactions in astrophysical
plasmas, a kinetic simulation, called the AstroGK code, has been developed based
on the gyrokinetic theory (Howes et al. 2006; Schekochihin et al. 2009; Numata et al.
2010). One of benchmarks to check the applicability of numerical simulations is to
reproduce analytical results of the linear theory. The applicability of the AstroGK
code has been checked extensively to agree well with the linear gyrokinetic theory
in the kinetic scales of plasma particles. For example, Fig. 5.7 displays the normal-
ized real frequency (ω/k‖vA) and damping rate (γ/k‖vA)of KAWs produced by the
AstroGK (squares) as the function of the normalized perpendicular wave number
k⊥ρi and the corresponding analytic results from the linear collisionless gyroki-
netic theory (lines) in the typical kinetic scale range from k⊥ρi = 0.1 to k⊥ρi = 10
(Howes et al. 2008a).

Fig. 5.7 Normalized frequencies ω/k‖vA and damping rates γ/k‖vA versus normalized perpen-
dicular wave number k⊥ρi for a plasma with βi = 1 and Ti = Te. The AstroGK code (squares)
correctly reproduces the analytic results from the linear collisionless gyrokinetic dispersion rela-
tion (reprinted the figure with permission from Howes et al., Phys. Rev. Lett. 100, 065004, 2008a,
copyright 2008 by the American Physical Society)
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From Fig. 5.7, one can find almost exact agreement between the numerical sim-
ulation by the AstroGK code and the analytical results from the linear gyroki-
netic theory, in which the ordinary AW dispersion relation (ω = ±k‖vA) with lit-
tle damping (γ � k‖vA) is obtained again for the MHD limit of k⊥ρi � 1 and
for the high wave-number case of k⊥ρi 	 1 the KAW dispersion relation ω =
±k‖vAk⊥ρi/

√
βi/2 + τ/ (1 + τ ) (see Eq. 5.57) with stronger damping can be redis-

covered. TenBarge and Howes (2012) further investigated the applicability of the
critical balance to kinetic turbulence and found that the results of kinetic simulations
can well agree with the theoretical predictions. This implies that the critical balance
also is satisfied well in kinetic turbulence and a more strongly anisotropic turbulent
cascade may extend into the kinetic scales.

Howes et al. (2008a, 2011) used the AstroGK code more in detail to solve numer-
ically the gyrokinetic and Maxwell coupled equations (5.40), (5.42), and (5.44),
in which the equilibrium distributions for electrons (Fe0) and protons (Fi0) both
are assumed are uniform Maxwellian distributions, the real ion-electron mass ratio
mi/me = Q−1 = 1836 is used. The spatial coordinates (x , y) perpendicular to the
mean magnetic field (B0) are dealt with pseudospectrally and the development along
the parallel coordinate z is calculated by an upwind finite-difference scheme. Colli-
sional effects are includedbya conservative linearized collisionoperator of consisting
of energy diffusion and pitch-angle scattering (Abel et al. 2008; Barnes et al. 2009).
For the kinetic simulation of collisionless kinetic turbulence in astrophysical plasmas
one of main difficulties is how to model the energy injection at the largest driving
scales and how to remove the energy at the smallest dissipating scales because the
kinetic scales are much less than the physical driving scale and physical processes of
astrophysical plasmas in the kinetic scales have naturally collisionless characteristic.

For a kinetic system to reach a steady state in kinetic simulations, the driving
injection power in large scales into the system must be dissipated into heat in small
scales. In a collisionless or weak-collision kinetic system, the distributions possibly
develop some non-physical small-scale structures near the grid resolution scale of
the numerical simulation, which leads to falsely and strongly numerical gradients
and disturbs significantly the system evolution, even no reachable steady state. Thus,
numerical simulations of kinetic turbulence must include proper collisions as well as
sufficient grid resolutions to guarantee the correct relationship between small-scale
structures in velocity and position space. In general, it is very difficult that a physical
collision operator simultaneously satisfies the grid resolution requirements for ions
and electrons. Therefore, a artificially enhanced hypercollisionality (analogous to
the hyperviscosity in fluid simulations) often is involved to terminate the cascade of
kinetic turbulence at small scales close to the grid scale.

Using the AstroGK code and employing a hypercollisionality with the form of a
pitch-angle scattering operator dependent on the collision rate νh (k⊥/k⊥d)

8, where
k⊥d is the grid wave number (i.e., the maximum wave number in the kinetic system),
Howes et al. (2008a) presented the first fully electromagnetic gyrokinetic simula-
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Fig. 5.8 Magnetic (solid line) and electric (dashed line) energy spectra in theMHD regime (k⊥ρi <

1) given by the AstroGK simulation. The box size is L⊥ = 2π10ρi . Electron hypercollisionality is
dominant for k⊥ρi > 1 denoted by dotted line (reprinted the figure with permission from Howes
et al., Phys. Rev. Lett. 100, 065004, 2008a, copyright 2008 by the American Physical Society)

tions of magnetized turbulence in a homogeneous weak-collision plasma near the
ion gyroscale (ρi ). Figure5.8 shows the normalized perpendicular magnetic (solid
line) and electric (dashed line) energy spectra in the inertial range of k⊥ρi < 1,
where the plasma parameters βi = Ti/Te = 1 have been used. As expected by the
Goldreich-Sridhar theory for critically balanced reducedAWturbulence in the inertial
regime, these two spectra are nearly coincident and both show a scaling consistent
with ∝ k−5/3

⊥ . Moreover, this also, for the first time, demonstrated a MHD turbu-
lence spectrum by a kinetic simulation and further confirmed the applicability of the
AstroGK simulation.

From Fig. 5.8, a spectral break at the transition from AW to KAW turbulence can
be clearly found at k⊥ρi ∼ 1. Figure5.9 shows the perpendicularmagnetic (bold solid
line) and electric (bold dashed line) and parallel magnetic (bold dash-dotted line)
energy spectra obtained by the AstroGK simulation around this transition (Howes
et al. 2008a), where the corresponding energy spectra given by a turbulent cascade
model based on the assumptions of the local nonlinear energy transfer, the critical
balance between linear propagation and nonlinear interaction times, and applicabil-
ity of linear dissipation rates are displayed in thin lines for comparison (Howes et al.
2008a). From Fig. 5.9, the energy spectra of kinetic turbulence given by the AstroGK
simulation exhibited clearly that the evidently spectral break occurs at k⊥ρi � 2 and
above this breaking point the magnetic and electric energy spectra become steepen-
ing (∼k−7/3

⊥ ) and flattening (∼k−1/3
⊥ ), respectively. Moreover, the turbulent energy

spectra at scales below and above this transition are consistent with the predictions
for critically balanced AW (Goldreich and Sridhar 1995) and KAW (Schekochihin
et al. 2009) turbulent cascades (see Eq. 5.74), respectively.
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Fig. 5.9 Bold lines: normalized energy spectra for δB⊥ (solid line), δE⊥ (dashed line), and
δB‖ (dash-dotted line); Thin lines: solution of the turbulent cascade model (Howes et al. 2008b).
Dimensions are (Nx ; Ny; Nz; Nε; Nξ; Ns) = (64; 64; 128; 8; 64; 2), requiring 5 × 109 computa-
tional mesh points, with box size L⊥ = 5πρi . Electron hypercollisionality is dominant for k⊥ρi > 8
denoted by dotted line (reprinted the figure with permission from Howes et al., Phys. Rev. Lett.
100, 065004, 2008a, copyright 2008 by the American Physical Society)

5.4.4 AstroGK Simulations of Electron-Scale KAW
Turbulence

For the importance of the hypercollisionality involved in Howes et al. (2008a), the
collision frequency νh has a marginal value for the ions, but a larger νh value is
required for the electrons, implying that the hypercollisionality can not well model
the electron heating in the electron gyroscale ρe. In order to extend the AstroGK
simulation to the electron gyroscale range, Howes et al. (2011) focused the sim-
ulation concerning domain on the kinetic scales between the ion (k⊥ρi = 1) and
electron gyroradius (k⊥ρe = 1), in which the nonlinear transferring of the turbulent
energy at scales larger than the largest scales is modeled by six driving modes of
parallel currents, jzk, with frequencies ω0 = 1.14ωA0 and wave vectors (kxρi , kyρi ,
kz Lz/2π) = (1, 0,±1), (0, 1,±1), and (−1, 0,±1), where ωA0 ≡ kz0vA. The driv-
ing amplitudes are determined by the critical balance condition at the largest scales
and the energy is injected only at k⊥ρi = 1 so that the amplitudes at all higher wave
number k⊥ρi > 1 can be attributed to the nonlinear turbulent cascade process. The
simulation domain is anisotropic and has the sizes L⊥ = 2πρi � 42.8 (2πρe) � Lz

and the plasma parameters βi = 1 and τ0 = Ti0/Te0 = 1 are used. In addition, a
recursive expansion procedure is used to reach a statistically steady state at accept-
able numerical calculation cost.
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In particular, in order to prevent the non-physical small-scale velocity structures in
the velocity space created numerically by wave-particle interactions due to exceed-
ing the velocity space resolution from disturbing the physics of the kinetic damping
(such as the Landau damping), they used the collision frequencies of νi = 0.04ωA0

for ions and νe = 0.5ωA0 for electrons, instead of the artificially enhanced hyper-
collisionality, to erase these small-scale velocity structures. Thus, all dissipations
come from resolved collisionless damping mechanisms and hence the steady state
energy spectra at all scales, including the dissipative scales, are obtained by resolved
physical processes. Therefore, the results may be more reliably compared directly to
observational data.

Figure5.10 presents the steady state energy spectra of the kinetic simulations
(thick lines) for the perpendicularmagnetic (EB⊥(k⊥), black solid), electric (EE⊥(k⊥),
green dashed), and parallel magnetic (EB‖(k⊥), purple dot-dashed) field fluctuations
in the kinetic scale range from the ion gyroscale extending to the electron gyroscale.
From Fig. 5.10 the most salient feature of the magnetic and electric energy spectra is
that they appear excellent power-law spectra over the entire scale range from the ion

Fig. 5.10 The black thick solid, green thick dashed, and purple thick dot-dashed lines are the energy
spectra of the kinetic turbulence for the perpendicular magnetic (EB⊥ (k⊥)), electric (EE⊥ (k⊥)),
and parallel magnetic field fluctuations (EB‖ (k⊥)), which are given by the kinetic simulations. The
green thin dashed and purple thin dot-dashed lines represent the perpendicular electric and parallel
magnetic energy spectra predicted theoretically from the simulated perpendicular magnetic energy
spectrum based on the polarization relations of the linear colissionless KAWs, which are excellent
agreement with the simulation results. The two vertical thin dotted lines denote the positions of the
ion and electron gyroradius (i.e., k⊥ρi and k⊥ρe), respectively (reprinted the figure with permission
from Howes et al., Phys. Rev. Lett. 107, 035004, 2011, copyright 2011 by the American Physical
Society)



190 5 KAW Turbulence in Solar Wind

gyroscale at k⊥ρi = 1 to the electron gyroscale at k⊥ρe = 1. In general, the role of
dissipations (due to collisions or collisionless kinetic damping) is removing the tur-
bulent energy into the heating of plasma particles and a sufficiently strong dissipation
at the ion gyroscale may lead to the turbulent cascade process terminating nearly the
ion gyroscale. This results in that the turbulent energy spectra exhibit an exponential
falloff at the ion gyroscale and can not reach the electron gyroscale (Podesta et al.
2010). However, observations of turbulent energy spectra at the kinetic scales in the
solar wind (Bale et al. 2005; Alexandrova et al. 2009; Kiyani 2009; Sahraoui et al.
2009, 2010; Chen et al. 2010; Goldstein et al. 2015) show a continuation of the
kinetic turbulent cascade until to the electron gyroscale that is well consistent with
the AstroGK simulation results of the KAW turbulence presented in Fig. 5.10.

On the other hand, Fig. 5.10 also shows that the perpendicular electric (green
thin dashed line) and parallel magnetic (purple thin dot-dashed line) energy spectra
calculated directly by the perpendicular magnetic energy spectrum of the kinetic
simulations based on the polarization relations of the linear colissionless KAWs both
are excellent agreement with the corresponding simulation results. This indicates
that the nature of the KAW turbulence is well consistent with the properties of linear
KAWs although these turbulent KAWs are strongly nonlinear waves.

The effect of the Landau damping seems merely to steepen the energy spectra
slightly, for instance, the magnetic energy spectrum is closer to ∝ k−2.8

⊥ rather than
∝ k−7/3

⊥ predicted by the theory of KAW turbulence without dissipation and the elec-
tric energy spectrum also is slightly steeper than the theoretically predicted spectrum
∝ k−1/3

⊥ . One possible explanation for the turbulence energy spectra to extend to the
electron gyroscale is that the nonlinear cascade process of the KAW turbulence can
sufficiently fast transfer the energy into smaller scale waves before it is exhausted
by the linear and nonlinear Landau damping if only these damping rates are lower
than the linear wave frequency and hence slower than the nonlinear energy trans-
ferring rate. Observations of turbulent energy spectra at kinetic scales in the solar
wind (Kiyani 2009; Alexandrova et al. 2009; Chen et al. 2010; Sahraoui et al. 2010)
also show very well agreement with the slightly steepened energy spectra and further
confirmed the effect of the Landau damping on the kinetic turbulent energy spectra.

Figure5.11 shows the relative importance of various damping (or heating) pro-
cesses, where panel (a) compares the nonlinear damping rate γnl ∼ Qe/EB⊥ (dashed
line) to the nonlinear energy transferring frequency ωnl ∼ k⊥v⊥ (δB⊥/B0)√
1 + k2

⊥ρ2i /2 (dotted line), panel (b) is the ion (solid line) and electron (dashed line)
collisional heating rates normalized to the generalized energy (including both KAW
and ion entropy cascades) transferring rate E , panel (c) presents the relative damping
rates of the linear collisionless Landau damping for ions (solid line) and electrons
(dashed line) in the gyrokinetic model, and two vertical dotted lines denote the posi-
tions of k⊥ρi = 1 and k⊥ρe = 1 (i.e., k⊥ρi = 42.8), respectively. From Fig. 5.11a,
the nonlinear energy transferring rate ωnl does dominate the nonlinear damping rate
γnl above the spectral breaking point at k⊥ρi ∼ 1 until k⊥ρi ∼ 25, as expected above.
Comparing Fig. 5.11b and c, it can be found that there is an evident shift between the
peak of the ion collisional heating rate (at the higherwave number k⊥ρi ∼ 20) and the
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(a)

(b)

(c)

Fig. 5.11 a Nonlinear damping rate Qe/EB⊥ and nonlinear energy transferring frequency ωnl ;
b Ion (solid) and electron (dashed) collisional heating rate; c The linear ion (solid) and electron
(dashed) Landau damping rates (reprinted the figure with permission from Howes et al., Phys. Rev.
Lett. 107, 035004, 2011, copyright 2011 by the American Physical Society)

peak of the linear ionLandaudamping rate (at the lowerwave number k⊥ρi ∼ 1). This
shift of the peak of ion collisional heating to higher wave number can be attributed
to the effect of the ion entropy cascade because the ion entropy cascade can transfer
energy to sub-ion gyroscales. Thus, this simulation results also provide the direct
evidence of the ion entropy cascade in kinetic turbulence simulation.

In a gyrokinetic simulation covering wider scales from the tail of the MHD range
to the electron gyroradius scale, Told et al. (2015) analyzed more in detail nonlinear
energy transfer and dissipation in the transition from AW to KAW turbulence and
further confirmed the multiscale nature of the dissipation range of the KAW turbu-
lence. Their simulation results show that for typical solar wind parameters at 1 AU,
about 30% of the nonlinear energy may be transferred by the nonlinear turbulent
cascade process from the tail of the MHD inertial range to the electron gyroradius
scale. Their results also indicate that the collisional dissipation could occur across
the entire kinetic region and about 70% of the total dissipation is contributed from
electron collisions, which exhibit a broad peak around k⊥ρi ∼1–5. On the other
hand, the ion free energy can be cascaded to smaller scales and then is dissipated
close to the electron gyroradius scale (around k⊥ρi ∼ 25). This phenomenon is pos-
sibly associated with the ion entropy cascade and the fact that νi � νe (Tatsuno et al.
2009; Schekochihin et al. 2009; Howes et al. 2011).



192 5 KAW Turbulence in Solar Wind

5.4.5 Kinetic PIC Simulations of KAW Turbulence

In a three-dimensional particle-in-cell (PIC) simulation of plasma turbulence, resem-
bling the plasma conditions found at kinetic scales of the solar wind, but using a
reduced ion to electron mass ratio mi/me = 64, Grošelj et al. (2018) also investi-
gated the power spectra of electric and magnetic fluctuations and their ratios with
focus on the kinetic region between k⊥ρi = 1 and k⊥ρe = 1. The simulation domain
is a triply periodic box of size L2

⊥ × Lz elongated along the mean magnetic field
B0 = B0ẑ, where L⊥ = 16.97λi , Lz = 42.43λi , and λi is the ion inertial length
as usual. The initial fluctuations consist of counterpropagating AWs with different
phases and wave numbers (k⊥0, 0,±kz0), (0, k⊥0,±kz0), and (2k⊥0, 0,±kz0), where
k⊥0 = 2π/L⊥ and kz0 = 2π/Lz . The initial turbulence amplitude is chosen such as
to satisfy critical balance. Ions and electrons have an initial Maxwellian velocity dis-
tribution with equal isotropic temperature T0 and uniform density n0, and hence one
has vTe = 8vTi = 0.25c, βi = 0.5, vA = 2vTi , and ωpe/ωce = 2.0. Thus, the dimen-
sionless plasma parameters and the physical setup resemble the plasma conditions
inferred from solar wind measurements.

They performed the simulation using the PIC code OSIRIS (Fonseca et al. 2002,
2008) with the spatial resolution (Nx , Ny, Nz) = (768, 768, 1536) and employing,
on average, 74 particles per cell per species. Figure5.12 shows the quasi-steady state
power spectra of normalized magnetic (red solid line), electric (green dashed line),
and density (blue dotted line) fluctuations in the kinetic region between k⊥ρi = 1 and
k⊥ρe = 1, where the ion (electron) inertial length is denoted by di(e), instead of λi

as usual, and λD is the Debye length. Although well-defined power-law spectra can

Fig. 5.12 One-dimensional k⊥ spectra of magnetic, perpendicular electric, and density fluctuations
at time t1 = 0.71tA, where tA = Lz/vA. The slope of −2.8 is shown for reference. Gray shading is
used to indicate the range of scales dominated by particle noise (reprinted the figurewith permission
from Grošelj et al., Phys. Rev. Lett. 120, 105101, 2018, copyright 2018 by the American Physical
Society)
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not be established in the reduced kinetic region because of the limitations due to the
reduced ion to electron mass ratio, the tendency of the energy spectral distribution
still is relatively good agreement with a number of observations (Bale et al. 2005;
Alexandrova et al. 2009; Sahraoui et al. 2010; Chen et al. 2013) as well as with the
gyrokinetic simulations with the realistic ion to electron mass ratio (Howes et al.
2008a, 2011; TenBarge et al. 2013; Told et al. 2015). From Fig. 5.12, one can find
that the electric field spectrum flattens in the kinetic range and separates from the
magnetic energy, whereas the density spectrum converges toward a near equipartition
with the magnetic spectrum in appropriately normalized units, which has features
consistent with solar wind observations and the gyrokinetic simulations.

In particular, the near equipartition among density andmagnetic fluctuations in the
subion range is a keyproperty ofKAWs, differentiating from theweakly compressible
whistler waves (i.e., (|δne|/n0)

2 � (|δB|/B0)
2; Gary and Smith 2009; Boldyrev

et al. 2013; Chen et al. 2013). In the asymptotic limit of ρ−1
i � k⊥ � ρ−1

e and k‖ �
k⊥, the analytical approximation ofKAWs leads toHowes et al. (2006), Schekochihin
et al. (2009), Gary and Smith (2009), Boldyrev et al. (2013):

(|δne|/n0)
2

(|δB|/B0)
2 ∼ βi + 2β2

i ,

(|δne|/n0)
2

(|δB‖|/B0
)2 ∼ 1

β2
i

,

|δB‖|2
|δB|2 ∼ βi

1 + 2βi
,

|E2
⊥|

|δB⊥|2v2
A

∼ k2
⊥ρ2i

4 + 4βi
, (5.75)

where the assumption Zi = Ti/Te = 1 has been used. Thus, for βi = 0.5 the first
expression leads to (|δne|/n0)

2 ∼ (|δB|/B0)
2, as shown in Fig. 5.12. To further

demonstrate the KAW nature of the measured fluctuations, Fig. 5.13 presents the
turbulent spectral ratios in comparison with the above analytical predictions and all
spectral ratios exhibit very good agreement between the PIC simulations and the
theoretical predictions for KAWs.

Theoretical analyses (Howes et al. 2006; Schekochihin et al. 2009) and numerical
simulations (Howes et al. 2008a, 2011; Grošelj et al. 2018) based on gyrokinetics and
full kinetics showed that the KAW turbulence has two distinctive features. The one
is that the linear physical characteristics in dispersion and polarization of KAWs still
continue to exist in nonlinear turbulent KAWs, including their anisotropy of quasi-
perpendicular propagation with k⊥ 	 k‖ and their electric and magnetic polarized
senses, such as δE⊥/δB⊥ and δB‖/δB⊥. The other one is that there are two evident
transitions in the energy spectra of the KAW turbulence, which are located near at the
wave numbers k⊥ρi = 1 and k⊥ρe = 1 and caused by the wave-number dependence
of the linear Landau damping and the KAWdispersion. In physics, the Landau damp-
ing due to the wave-particle interactions for ions (near k⊥ρi = 1) and electrons (near
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(a)

(b)

(c)

Fig. 5.13 The spectral ratios obtained from the PIC simulation: Solid lines correspond to three
different times t1 = 0.71tA, t2 = 0.88tA, and t3 = 1.06tA and their good coincidence indicates a
quasi-steady state. Dashed lines show the analytical predictions by Eq. (5.75) for KAWs (reprinted
the figure with permission from Grošelj et al., Phys. Rev. Lett. 120, 105101, 2018, copyright 2018
by the American Physical Society)

k⊥ρe = 1) leads to the KAW turbulent energy transferring directly into the resonant
ions and electrons, respectively. On the other hand, the wave-number dependence
of the KAW dispersion influences the transferring processes of the KAW turbulent
energy from large to small kinetic scales. In particular, the KAW turbulence has a
steeper energy spectrum∝ k−7/3

⊥ (or∝ k−8/3
⊥ ) in the kinetic region between k⊥ρi = 1

and k⊥ρe = 1, called the “kinetic inertial region”, evidently different from the Kol-
mogorov spectrum ∝ k−5/3

⊥ in the MHD inertial range of k⊥ρi � 1.

5.4.6 Fluid-Like Simulations of KAW Turbulence

Different from the gyrokinetic model of kinetic turbulence, which is valid only for
the low-frequency regime of ω � ωci , Boldyrev et al. (2013) analyzed in detail lin-
ear modes of electromagnetic fluctuations nearly the ion gyrofrequency with special
emphasis on the role and physical properties of KAWs and whistler waves. They
found that KAWs exist in the low-frequency regime of ω � k⊥vTi and whistler
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waves occupy a different frequency regime of k⊥vTi � ω � kzvTe . The correspond-
ing kinetic damping rates can be given by

γ

ω0
= −

√
π

2

1 + (1 + β)2

(2 + β)3/2 β1/2
k⊥ρe (5.76)

for KAWs and
γ

ω0
= −

√
π

2

k⊥
k

k⊥ρe − 2
√

π|kz|λi

β
3/2
i

e−k2z λ
2
i /βi (5.77)

for whistler waves, where β = βi + βe.
By use of fluid-like numerical simulations of strong KAW turbulence at subion

gyroscales, based on the electron MHD equation including a driving force and small
dissipation term, they also obtained similar steepened energy spectra ∝ k−8/3

⊥ for
the magnetic and plasma density fluctuations of the KAW turbulence (Boldyrev
and Perez 2012; Boldyrev et al. 2013). They proposed, however, that the nonlinear
dynamics of KAWs has an important tendency to concentrate magnetic and density
fluctuations in two-dimensional current sheet-like structures and this tendency leads
to strong spatio-temporal intermittency in the field distributions. In particular, they
thought that the energy spectrum steepening of the kinetic turbulence should be
attributed mainly to the generation of the strong intermittency in the kinetic scales
rather than the kinetic damping and the latter contributes only a small part to the
spectrum steepening.

5.4.7 Effects of Dispersion on KAW Turbulent Spectra

Based on a phenomenalogical model of the KAW intermittency at kinetic scales,
Zhao et al. (2016) further investigated the effect of the intermittency on the turbulent
energy spectra of the KAW turbulence below and above the ion gyrofrequency. The
generation of intermittent structures in turbulence indicates that the turbulent fluc-
tuations occupy only a fraction of the phase-space volume (Matthaeus et al. 2015)
and the occupying probability Pl is of scaling dependent in the form of P(l) ∝ l3−D ,
where D is the fractal dimension of the intermittent structures and is a fraction
in general cases (Frisch 1995). For instance, one has D = 0, 1, and 2 and hence
P(k⊥) ∝ k−3

⊥ , k−2
⊥ , and k−1

⊥ for the ball-like, tube-like, and sheet-like structures,
where k⊥ ∼ 2π/ l. As KAWs are elongated fluctuations along the local mean mag-
netic fields (i.e., k⊥ 	 k‖), the isotropic ball-like structures can hardly develop. Thus
a phenomenological scaling law can be given by P(k⊥) ∝ k−κ

⊥ with a scaling index
between 1 and 2 (i.e., 1 ≤ κ = 3 − D ≤ 2) for the filling probability (or the occu-
pying probability) of the intermittent structures of KAWs in the kinetic scales. In
consequence, the steady-state energy spectra can be obtained by the combination of
the scaling law of the filling probability dependent of the intermittent structures and
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the critical balance condition dependent of the dispersion relation, and the resulting
energy spectral index ranges between 7/3 and 3 (Zhao et al. 2016).

As noticed by Zhao et al. (2013), it is very evident that the linear dispersion
relation can significantly influence the turbulent energy spectra in the kinetic scales
because the critical balance condition and hence the scaling anisotropy both sen-
sitively depend on the dispersion relation. In fact, from the dispersion relation of
Eq. (1.20) for KAWs, a general scaling law for the anisotropy of the KAW turbu-
lence can be obtained as follows (Zhao et al. 2013)

kz = kz0

k2/3
⊥0

(
1 + λ2

ek2
⊥
)5/6

(
1 + ρ2isk2

⊥
)1/6 k2/3

⊥ , (5.78)

where kz0 and k⊥0 are the driving parallel and perpendicular wave numbers. In the
low-k⊥ limit of both λek⊥ and ρisk⊥ � 1, the Goldreich-Sridhar anisotropic scaling
law of kz ∝ k2/3

⊥ is recovered. For the kinetic regimeKAWswith ρ2isk2
⊥ 	 1 	 λ2

ek2
⊥,

the anisotropic scaling law of the KAW turbulence reduces to kz ∝ k1/3
⊥ as shown

in Eq. (5.73). While for the inertial regime KAWs with ρ2isk2
⊥ � 1 � λ2

ek2
⊥ and

the transition regime KAWs with ρ2isk2
⊥ ∼ λ2

ek2
⊥ 	 1, the anisotropic scaling law of

the KAW turbulence can read as kz ∝ k7/3
⊥ and kz ∝ k2

⊥, respectively, implying that
field-aligned small-scale structures can develop faster than cross-field small-scale
structures.

Correspondingly, the general steady-state energy spectra of the KAW turbulence
with the general dispersion relation of Eq. (1.20) can be derived as follows (Zhao
et al. 2013):

EB⊥(k⊥) ∝ (
1 + λ2

ek2
⊥
)−1/3 (

1 + ρ2isk2
⊥
)−1/3

k−5/3
⊥ (5.79)

for the perpendicular magnetic fluctuations,

EE⊥(k⊥) ∝ (
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⊥
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for the perpendicular electric fluctuations, and

EEz (k⊥) ∝ [
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)]2 (
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k5/3
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for the parallel electric fluctuations.
In consideration of the dispersive effect, Voitenko et al. (2011) studied further

the turbulent spectra and spectral pattern in the transition regime from the weakly
to strongly dispersive KAWs based on the three-wave coupling dynamics (Voitenko
1998a, b). In the weakly dispersive regime of k⊥ρi < 1, the nonlinear coupling rates
are given by Voitenko (Voitenko 1998a, b)

γN L
k � 0.4ωci

vA

vTi

δBk

B0
k3
⊥ρ3i (5.82)
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for the interaction of co-propagating KAWs and

γN L
k � 0.3ωci

vA

vTi

δBk

B0
k2
⊥ρ2i (5.83)

for the interaction of counter-propagating KAWs, which is larger than the coupling
rate of co-propagating KAWs for weakly dispersive KAWs with k⊥ρi < 1. On the
other hand, in the strongly dispersive regime of k⊥ρi > 1, the nonlinear coupling
rates are (Voitenko 1998a, b)

γN L
k � 0.3ωci

vA

vTi

δBk

B0
k2
⊥ρ2i (5.84)

for the interaction of co-propagating KAWs and

γN L
k � 0.2ωci

vA

vTi

δBk

B0
k2
⊥ρ2i (5.85)

for the interaction of counter-propagating KAWs, which is close to the coupling rate
of co-propagating KAWs. It is obvious that the nonlinear coupling rates of strongly
dispersive KAWs are larger than that of weakly dispersive KAWs.

For sufficiently small perturbed amplitude and sufficiently high linear frequency,
the turbulent cascade process can not reach the critical balance and the so-called
weakly turbulent cascade process of γN L

k < ωk can occur, in which the fluctuations
have enough time to set up linear dispersion and polarization relations and conserve
their dispersive energy, and hence the energy transferring rate among the fluctuations
is relatively slow. Since the nonlinear coupling rate γN L

k is directly proportional to the
relative amplitude of the fluctuations δBk/B0, the strongly turbulent cascade process
with the critical balance can realize for sufficiently large amplitude or sufficiently low
linear frequency. For the weakly turbulent cascade, the turbulent energy spectrum
can be estimated from the conservation law of the dispersive energy and the nonlinear
coupling rate.

Motivated by the observed multi-kink pattern of kinetic turbulent spectra in the
solar wind (Chen et al. 2010; Sahraoui et al. 2010), Voitenko et al. (2011) proposed
that the entire energy spectrum from the nondispersive AW turbulence to the dis-
persive KAW turbulence can have two breaking points due to the variation of the
dispersive property of KAWs. The first breaking point occurs at the transition region
from the nondispersive AW turbulence to the weakly dispersive KAW turbulence
and the second one presents at the transition region between the weakly dispersive
KAW turbulence and the strongly dispersive KAW turbulence. Figure5.14 depicts
schematically the pattern of the double-kink energy spectrum. Taking account for
possible effects of other dynamical phenomena on the turbulent cascade process,
such as the dynamic alignment, the intermittent structure, the kinetic damping, and
the turbulent intensity (i.e., the ratio of the nonlinear coupling rate to the linear fre-
quency, γN L

k /ωk), the spectral indices of the weakly and strongly dispersive KAW
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Fig. 5.14 A schematic depiction of the double-kink pattern turbulent spectrum from the nondis-
persive AW turbulence to weakly and strongly dispersive KAW turbulence. The spectral indices−4
and −2.5 of the weakly and strongly dispersive KAW turbulent spectra should be replaced by −3
and −7/3 for the strong turbulence (from Voitenko et al. 2011)

turbulence can range from−4 to−3 and from−2.5 to−7/3, respectively, dependent
on the turbulent intensity.

5.5 Observational Identifications of KAW Turbulence

5.5.1 Initial Identifications of KAW Dispersion
and Polarization

The solar wind, a supersonic and super-Alfvénic plasma flow originating from the
solar high-temperature corona, develops a strong turbulence during its expanding
through the whole heliosphere. The solar wind turbulence spreads a very wide range
of scales from MHD scales larger than the size of the Sun to the kinetic scales
of plasma particles, such as the ion gyroradius and the electron gyroradius. The
dynamics of the solar wind turbulence in the MHD scale range is dominated by
incompressible AWs (Coleman 1968; Tu and Marsch 1995) and well described by
the Goldreich-Sridhar theory (Goldreich and Sridhar 1995, 1997), which predicts
that the AW turbulence drives an energy cascade from large to small scales pref-
erentially in the direction perpendicular to the ambient magnetic field, as shown
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by simulations (Cho and Vishniac 2000; Maron and Goldreich 2001; Müller et al.
2003), so that the turbulence becomes progressively more anisotropic and the tur-
bulent energy spectrum is concentrated in the wave-vector region of k⊥ 	 k‖ as the
energy cascade proceeds to higher wave numbers.Moreover, the observed anisotropy
of solar wind turbulence in the MHD scales also exhibits an evident wave-number
dependence consistent with the theoretical predictions (Horbury et al. 2008; Podesta
2009; Podesta et al. 2010; Wicks et al. 2010; Luo and Wu 2010; Luo et al. 2011;
Forman et al. 2011). In consequence, when the energy cascade reaches the kinetic
scales it is inevitable that the small-scale kinetic turbulence with k⊥ 	 k‖ transfers
naturally from the AW turbulence into the KAW turbulence. This implies that the
KAW turbulence predominates the solar wind turbulence in the kinetic scales (Howes
et al. 2008b; Boldyrev and Perez 2012; Podesta 2013).

In the kinetic scales, however, the dynamics of the KAW turbulence can become
much more complicated than that of the MHDAW turbulence because intricate vari-
ous factors, such as the linear dispersion and polarization relations (Zhao et al. 2013),
the kinetic dissipation due to the Landau damping (Howes et al. 2008b, 2010), the
dynamical alignment or the intermittency (Boldyrev 2005, 2006; Boldyrev and Perez
2012), and the coupling with other mode waves (Gary and Smith 2009; Mithaiwala
et al. 2012; Boldyrev et al. 2013; López 2017; Cerri et al. 2017), interweave each
other and influence the dynamics of the KAW turbulence in the kinetic scales. For
instance, recent results based on the gyrokinetic simulations (Howes et al. 2011; Told
et al. 2015) and the nonlinear wave-wave coupling (Voitenko et al. 2011) show that
the turbulent energy spectrum from the MHD to kinetic scales and from the ion to
electron gyroradius exhibits the multi-breaking feature. In this section, we present
recent observations of the solar wind turbulence in the kinetic scales and discuss
their physical nature of KAWs.

Theoretical analyses and numerical simulations in Sect. 5.4 showed that the KAW
turbulence has two distinctive features. The one is that the linear physical charac-
teristics in dispersion and polarization of KAWs still continue to have in nonlinear
turbulent KAWs, including their anisotropy of quasi-perpendicular propagation with
k⊥ 	 k‖ and their electric and magnetic polarized senses, such as δE⊥/δB⊥ and
δB‖/δB⊥. The other one is that there are two evident transitions in the energy spec-
tra of the KAW turbulence, which are located near at the wave numbers k⊥ρi = 1 and
k⊥ρe = 1 and caused by the wave-number dependence of the linear Landau damping
and the KAW dispersion. In physics, the Landau damping due to the wave-particle
interactions for ions and electrons leads to the KAW turbulent energy transferring
directly into the resonant ions and electrons, respectively, and the dispersion influ-
ences the transferring of the KAW turbulent energy from large to small kinetic scales.
In particular, theKAWturbulence has a steeper energy spectrum∝ k−7/3

⊥ (or∝ k−8/3
⊥ )

in the kinetic inertial region between k⊥ρi = 1 and k⊥ρe = 1, evidently different from
the Kolmogorov spectrum ∝ k−5/3

⊥ in the MHD inertial range of k⊥ρi � 1.
The first attempt of measuring the dispersion and polarization of solar tur-

bulent fluctuations in the kinetic scales was made by Bale et al. (2005). Based
on the data measured in situ by the four Cluster satellites during the interval
00:07:00−03:21:51 UT (∼195 min) on 19 February 2002, when the Cluster was
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near the apogee (∼19RE ) of its inclined orbit and spent several hours in the ambi-
ent solar wind, Bale et al. (2005) calculated the power, the phase velocity and the
polarization of the electric and magnetic field fluctuations as well as their spectral
density over the MHD inertial and kinetic dissipative wave number ranges. In order
to strengthen the reliability of the calculation results they computed the power spec-
tral density using both the Morlet wavelet and fast Fourier transform (FFT) schemes
(Torrence and Compo 1998) and restricted their interpretation to the region where
the two results agree.

Figure5.15 shows their calculation results, where the panel (a) presents the power
spectral densities of electric (green) andmagnetic (black) field fluctuations computed
using thewavelet (upper) and fast Fourier transform (lower) schemes. From the panel
(a) of Fig. 5.15, the turbulent energy spectra of electric and magnetic fluctuations

Fig. 5.15 Panel a shows the wavelet (upper) and FFT (lower) power spectra of Ey (green) and
Bz (black) versus the normalized wave number kρi ; Panel b shows the ratio of the electric to
magnetic spectra in the plasma frame, where the average Alfvén speed (vA � 40 km/s) is shown
by a horizontal line and the red line is a fitted curve by the KAW linear polarization relation; Panel
c shows both the cross coherence of Ey with Bz by blue dots with error bars and the correlation
between the electric and magnetic power by black dots (reprinted the figure with permission from
Bale et al., Phys. Rev. Lett. 94, 215002, 2005, copyright 2005 by the American Physical Society)
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agree strikingly each other in the inertial subrange between kρi � 0.015 and 0.45
and both show power law behavior with indices of −1.7, which is consistent with
the Kolmogorov spectrum of ∝ k−5/3, as expected by the Goldreich-Sridhar AW
turbulence theory, where the wave number is determined by the so-called Taylor
hypothesis (Taylor 1938), that is, the Doppler drift, k = ω/vsw, and vsw is the local
solar wind velocity much larger than the average Alfvén velocity vA. At kρi � 0.45
the electric and magnetic energy spectra both show evident break and then they start
to separate obviously due to the kinetic dispersion effects of KAWs, in which the
electric spectrum becomes a flattened power law spectrum with an index of −1.26
and the magnetic spectrum becomes steeper with an index of −2.12.

The panel (b) in Fig. 5.15 shows the ratio of the electric to magnetic fluctuations in
the plasma frame, δE ′

y/δBz (the subscripts y and z denote the y and z components in
the GSE (geocentric solar ecliptic) coordinate system, where the black dots and blue
line are computed from the wavelet and FFT spectrum, respectively, and well agree.
The horizontal line denotes the average Alfvén velocity vA � 40 km/s and the red
line is a fitted curve by the KAWpolarization relation in the panel (b). It can be found
that the wavelet (the black dots) and FFT (the blue line) ratios of electric to magnetic
fluctuations nearly coincide and are well consistent with the average Alfvén velocity
vA � 40 km/s in the inertial subrange 0.015 < kρi < 0.45 and in the higher wave
number range of 0.5 < kρi < 5 the FFT ratio also can be well with the fitted curve
by the KAW polarization relation. The panel (c) shows both the cross coherence of
the electric with magnetic fluctuations (blue dots with error bars) and the correlation
between their power spectra (black dots). It is clear that the fluctuations are strongly
correlated through the inertial range (with coefficient � 1), remain well correlated
in the kinetic range between the two breaking points 0.45 < kρi < 2.5, and begin to
lose correlation quickly above the second breaking point at kρi � 2.5.

In this analysis, they also compared the observed dispersion to that the prediction
of the whistler mode and found that the prediction of the whistler mode is much
shallower than the observed dispersion at the kinetic region of kρi ∼ 1. This strongly
suggested the physical nature of KAWs for the observed turbulent fluctuations and
indicated that as the turbulent cascade proceeds towards smaller and smaller scales,
the AW turbulence in the inertial subrange of kρi � 1 progressively transfers into the
KAW turbulence at kρi ∼ 1, becoming more electrostatic and eventually damping
on the thermal plasma at higher wave numbers of kρi 	 1. In spite of the similar
evidence for theKAWnature of solarwind turbulence at the kinetic scales furtherwas
confirmed later in other observations (Sahraoui et al. 2009;Kiyani 2009;Alexandrova
et al. 2009), there has been a strong debate about the actual nature of the kinetic
turbulence in the solar wind, that is, whether or not it is KAW (Bale et al. 2005;
Sahraoui et al. 2009) or whistler wave (Gary and Smith 2009; Podesta et al. 2010)
turbulence.
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5.5.2 Refined Identifications of KAW Dispersion and Spectra

Sahraoui et al. (2010) considered that the difficulty in addressing this problem unam-
biguously stems from the lack of direct measurements of three-dimensional disper-
sion relations at the kinetic scales. Indeed, nearly all previous research has used
additional assumptions, such as the Taylor frozen-in-flow approximation (i.e., the
Taylor hypothesis, Taylor 1938), to infer the spatial properties of the turbulence
from the measured temporal ones. The Taylor approximation is valid only if all fluc-
tuation phase velocities are smaller than the solar wind flow velocity vsw, and more
importantly, it provides only the wave number spectrum in the direction parallel to
the flow vsw. The absence of information on the two other directions prevents a full
estimation of the dispersion relations, which compromises the chance of identifying
unambiguously the nature of kinetic turbulence.

Using the k-filtering technique (Pincon 1995) on the Cluster multi-satellite data
on 10 January 2004 from 06:05 to 06:55 UT, Sahraoui et al. (2010) measured the
wave number k of solar wind fluctuations in the kinetic scales and analyzed the
three-dimensional dispersion relation as well as the magnetic energy spectra. This
time interval was selected because it has simultaneously several advantages suitable
for the measurements of the three-dimensional wave number k of turbulent fluctu-
ations at the kinetic scales by using the k-filtering technique: (i) The four satellites
were located in the solar wind without connection to electron foreshock to avoid as
much as possible sharp gradients in the magnetic field components; (ii) Burst mode
data (with a sampling 450 Hz) were available, which allows examination of high
frequency turbulence; (iii) The magnetic fluctuations had high amplitudes relative
to the sensitivity floor of the Cluster search-coil magnetometer; (iv) The Cluster
satellites formed a regular tetrahedron configuration, which is a necessary condition
for appropriate k-spectra determination; (v) The small separation among the Cluster
satellites (by ∼ 200 km) is appropriate for exploring subproton scales.

They selected four time periods (06 : 06 − 06 : 10; 06 : 15 − 06 : 25; 06 : 27 −
06 : 41; 06 : 50 − 06 : 55, see Table 1 of Sahraoui et al. (2010) for the average
plasma parameters during them) and measured the full wave vectors k for each
satellite-frame frequency fsc between 0.04 and 2Hz by applying the k-filtering
technique. Figure5.16 presents the angles between the measured wave vectors k
and the mean magnetic field B0 (θk B) and the solar wind flow vsw (θkv). For the
selected four time intervals, 06 : 06 − 06 : 10, 06 : 15 − 06 : 25, 06 : 27 − 06 : 41,
and 06 : 50 − 06 : 55, they obtained the propagation angles, on average, 〈θk B〉 =
86◦ ± 6◦, 91◦ ± 6◦, 87◦ ± 4◦, and 90◦ ± 7◦, respectively. This clearly demonstrated
the strongly anisotropic (k⊥ 	 k‖) and the quasi-perpendicular propagating (θk B �
90◦) characteristics of the observed turbulent fluctuations at the kinetic scales, which
are well consistent with the physical nature of KAWs.

On the other hand, the results in Fig. 5.16 also show that the wave vectors have
moderate and relative spread alignment angles, on average, 〈θkv〉 = 37◦ ± 09◦, 31◦ ±
08◦, 14◦ ± 10◦, and 37◦ ± 11◦ for the four intervals, respectively. Besides the third
interval (denoted in red) shows a quasi-alignment (i.e., 〈θkv〉 = 14◦ ± 11◦ with the
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Fig. 5.16 Angles θk B (diamonds) and θkv (dots) with related error bars as estimated by using the
k-filtering technique (reprinted the figure with permission from Sahraoui et al., Phys. Rev. Lett.
105, 131101, 2010, copyright 2010 by the American Physical Society)

solar wind flow, the finite alignment angles 〈θkv〉 ∼ 40◦ of the wave vectors k with
respect to the solar wind flow vsw during the other three intervals indicate that the
observed turbulent fluctuations are not frozen in the solar wind flows and propagate
at the wave vectors of departure from the flows by a finite angle. This breaks down
the Taylor frozen-in-flow condition and hence could lead to significant distortions in
the k-spectra if they were calculated by using the Taylor approximation.

On the other hand, using the measured wave vector k, the wave frequency in
the plasma frame can be given by the satellite-frame frequency and the Doppler
frequency shift as follows:

ω = 2π fsc − k · vsw = 2π fsc − kvswcosθkv. (5.86)

Figure5.17 displays themeasured dispersion relations compared to the theoretical
predictions based on theVlasov-Maxwellian equations forKAWs (the blue lines) and
fast magnetosonic (i.e., whistler) waves (the red lines) at three quasi-perpendicular
propagation angles θk B = 85◦, 87◦, and 89◦. It is very clear and evident from the
displayed results in Fig. 5.17 that the measured turbulent fluctuations cascade and
propagate following the dispersion relations of the KAWmode but far from those of
the fast magnetosonic (or i.e., whistler) mode in the typical kinetic scale range from
0.04 to 2 k⊥ρi , covering both the transition and the Kolmogorov inertial regions. This
directly demonstrates based on the measured dispersion relation that the observed
turbulent fluctuations in the kinetic scales have the physical nature of KAWs, rather
than that of whistler waves.

In addition, also Fig. 5.17 shows clearly that the measured wave frequencies
remarkably depart from both the proton cyclotron and electron Landau resonant
frequencies, but are close to the proton Landau resonant frequency. This indicates
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Fig. 5.17 Measured dispersion relations (dots), with estimated error bars, compared to linear solu-
tions of the Maxwell-Vlasov equations for KAWs (the blue lines) and fast magnetosonic (i.e.,
whistler) waves (the red lines) at three propagation angles θk B = 85◦, 87◦, and 89◦, where the
corresponding dashed lines are their damping rates. The black curves (L p(e)) are the proton (elec-
tron) Landau resonant frequency ω = k‖vTi(e) , and the curves C p are the proton cyclotron resonant
frequency ω = ωci − k‖vTi (reprinted the figure with permission from Sahraoui et al., Phys. Rev.
Lett. 105, 131101, 2010, copyright 2010 by the American Physical Society)

that the proton Landau damping dominates over the electron Landau and proton
cyclotron dampings. An immediate consequence of these results is that the damping
of turbulence and heating of the protons will arisemost likely by the Landau damping
and not cyclotron resonances.

In general, for KAWs one has the solar wind flow velocity vsw much larger than
the phase velocity ω/k and hence has fsc � kvswcosθkv/2π from the frequency
transform relation between the plasma-frame frequency (ω) and the satellite-frame
frequency ωsc = 2π fsc given by Eq. (5.86). This indicates that the Taylor hypothesis
is usually valid for KAWs, that is, KAWfluctuations are approximately “frozen into”
the solar wind flow (vsw). Thus, the measured power spectra in the satellite-frame
frequency fsc may be interpreted directly as reduced wave number k spectra.

Sahraoui et al. (2010) also calculated the perpendicular and parallel magnetic
power spectra of the observed turbulent fluctuations in the satellite-frame frequency
fsc. Figure5.18 shows the results for the interval of 06 : 14 : 40 − 06 : 25 : 00,which
are similar to those computed from the other three time intervals, where the parallel
(the black line) and perpendicular (the red line) magnetic fluctuations were measured
by the flux gate magnetometer for the low-frequency part ( f < 2 Hz) and by the
search-coil magnetometer for the high-frequency part ( f > 2 Hz) in order to avoid
hitting the noise floors of the flux gate magnetometer in the high-frequency part and
the search-coil magnetometer in the low-frequency part, and the black dotted line is
the in-flight sensitivity floor of the search-coil magnetometer.
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Fig. 5.18 Perpendicular (red curve) and parallel (black curve) magnetic power spectra, where
the vertical arrows are the proton gyrofrequency fci and the “Doppler-shifted” proton (electron)
gyroradius ( fρi(e) = vsw/2πρi(e)) and the vertical dotted lines delimit the interval between fmin and
fmax accessible to analysis by using the k-filtering technique (reprinted the figure with permission
from Sahraoui et al., Phys. Rev. Lett. 105, 131101, 2010, copyright 2010 by the American Physical
Society)

These spectra presented in Fig. 5.18 show very similar features to those observed
by Sahraoui et al. (2009) andAlexandrova et al. (2009), that is, a Kolmogorov scaling
law∝ f −1.7 in theMHD inertial range of large scales, a breakpoint around the proton
gyroscale (∼ fρi ) (rather than the proton gyrofrequency fci ), a steeper power law
spectrum ∝ f −2.8 in the kinetic inertial range of subproton scales, and then a second
breakpoint followed by a steepening around the electron gyroscale (∼ fρe , close to
the electron inertial length λe for βe = 1). By comparing these observed spectra with
those predicted by the AstroGK simulations for the KAWs turbulence, as shown in
Figs. 5.8, 5.9, and 5.10, one can find the striking agreement between the observed and
predicted spectra. This strongly proposed that the physical nature of the observed
turbulent fluctuations in the kinetic scales is the KAW mode.

Meanwhile, by a careful investigation of these spectra it can be found that the
spectra actually steepen more strongly to ∝ f −4 around the first breakpoint at the
proton gyroscale between fsc ∼1–3Hz, where a transition to subion dispersive cas-
cade occurs. As shown in Fig. 5.14, this stronger steepening can be attributed to
the enhanced dissipation at the ion gyroscale (Voitenko et al. 2011), in which the
turbulent energy is linearly or nonlinearly damped into protons, while the remain-
ing energy undergoes a dispersive cascade towards smaller scales where it may be
dissipated into electron heating.
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5.5.3 Identifications of KAW Magnetic Compressibility

From Fig. 5.18, in addition, by comparing the parallel and perpendicular magnetic
power spectra one can find that the parallel to perpendicular magnetic power spec-
tral ratio increases as the frequency f (i.e., the wave number k) increases. This is
consistent with the another important characteristic of KAWs, that is, the magnetic
compressibility of KAWs increases with the wave number. Gary and Smith (2009)
and Chen andWu (2011b) analyzed the dependency of the magnetic compressibility
parameter,

C‖(k) ≡ |δB‖(k)|2
|δB(k)|2 , (5.87)

on the wave number k and on the plasma β for different mode waves. The results
show that the wave-number dependency of the magnetic compressibility for KAWs
is distinctly different from that for whistler waves. In the inertial region of k⊥λi � 1
the magnetic compressibility of AWs C‖A(k) → 0 because of the incompressibil-
ity of AWs, and in the kinetic region of k⊥λi ∼ 1, KAWs have a magnetic com-
pressibility, C‖K (k), much smaller than that of whistler waves, C‖W (k), that is,
C‖K (k) � C‖W (k). As the perpendicular wave number k⊥λi increases, however,
C‖K (k) increases evidently as shownby themiddle panel of Fig. 1.3which is obtained
from Eq. (1.30), while C‖W (k) is approximately invariable, where the ion inertial
length λi ∼ ρi for a high-β plasma with β ∼ 1 such as in the solar wind. On the other
hand, for a fixed wave number k⊥ 	 k‖, the magnetic compressibility, C‖(β), is an
increasing function of β (or i.e., αe) for KAWs as shown in the middle panel of Fig.
(1.4) given by Eq. (1.30). On the other hand, for whistler waves the magnetic com-
pressibilityC‖(β) nearly is a constant function of β in the kinetic region of k⊥ρi ∼ 1,
where β = βi + βe. Thus, the measurement of the magnetic compressibility of the
fluctuations can be used as the distinction between the twomodels, KAWs or whistler
waves (Gary and Smith 2009).

In the observational aspect, based on a database of ACE observations at 1 AU,
which was constructed by Hamilton et al. (2008) and consists of 960 intervals span-
ning the broadest possible range of solar wind conditions including magnetic clouds,
Hamilton et al. (2008) analyzed the correlation between the anisotropy of magnetic
fluctuations and βp. Their result indicates that, on average, the magnetic compress-
ibilityC‖ increaseswithβp in the range of kinetic scales and that the average tendency
of the solar wind fluctuations in the kinetic scales is consistent with the behavior of
KAWs and inconsistent with that of quasi-perpendicular magnetosonic or whistler
waves. However, a mixture of KAWs and whistler waves can not be ruled out and
hence the conclusion is not conclusive one or the other. Therefore, in general, it is
of more interest to compare theoretical predictions directly with solar wind observa-
tions by plotting the two modes both on the same graph so that quantitative contrasts
between them may be made.

Salem et al. (2012) further investigated the physical nature of small-scale turbulent
fluctuations in the solar wind using the comparison between the measured magnetic
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compressibility of fluctuations to the theoretical predictions arising from the models
consisting of either KAWs or whistler waves. The data of solar wind fluctuations is
from the observation by the Cluster satellite during the interval 03:00:00−04:42:00
UTon 30 January 2003when theClusterwas travelling in the solarwind. Through the
Lorentz transformation, Salem et al. (2012) transform the magnetic compressibility
predicted theoretically by the linear modes from the plasma frame into the satellite
frame,

(|δB‖|/|δB⊥|)sc, so that it may be compared directly to the observational data
in situ measured in the satellite frame.

Figure5.19 presents the predicted magnetic field fluctuation transformed to the
satellite frame to predict signature of |δB‖/δB|sc for the two wave modes, whistler
waves (black/blue) and KAWs (red) with different angles as shown in the figure,
where the satellite-frame frequency of the fluctuations f is calculated by 2π f =
ω + k · vsw, accounting for the Doppler shift arising from the relative velocity vsw

between the solar wind plasma frame and the satellite frame for a single plane wave
with wave vector k and frequency ω. The frequency fb � 0.4 Hz corresponds the
breaking frequency of the power spectrum at the transition between the inertial
and dissipative region (Salem et al. 2012). The measured ratio of the parallel to
total magnetic fluctuations in the Cluster data, δB‖/δB, is given by the green curve.

Fig. 5.19 Prediction of |δB‖/δB|sc for KAWs (red) or whistler waves (black/blue) with specified
angle θ. Cluster flux gate magnetometer measurements up to 2 Hz, or 12 fci , are shown in green.
(from Salem et al. 2012, ©AAS reproduced with permission)
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From Fig. 5.19, it is very clear that the measured parallel to total magnetic fluctuation
ratio is inconsistent with the predictions by the whistler wave for any angle of the
wave vector, but is remarkably good agreement with the prediction for the KAW
with a nearly perpendicular wave vector.

Another parameter related to the magnetic compressibility, the magnetic
anisotropic ratio of fluctuations (i.e., the ratio of the parallel to perpendicular mag-
netic fluctuations), (

δB‖
)2

(δB⊥)2
= C‖

1 − C‖
, (5.88)

also has been used often as a method to identify the physical nature of solar wind
turbulent fluctuations near the particle kinetic scales (such as the proton gyroscale
k⊥ρp ∼ 1). In particular, the wave-number dependence of the magnetic anisotropic

ratio of KAWs,
(
δB‖

)2
/ (δB⊥)2, has a distinctive feature in the solar wind plasmas

with β ∼ 1, that is, the ratio approaches zero in the small wave number limit of
k⊥ρp � 1 and increases monotonically to values of order unity when k⊥ρp ∼ 1
(Hollweg 1999; Gary and Smith 2009; TenBarge et al. 2012; Podesta and TenBarge
2012).

Podesta andTenBarge (2012) analyzed 20high-speed solarwind streamsobserved
by the dual STEREO satellites (denoted by “A” and “B”, Acuña et al. 2008) in
the ecliptic plane near 1 AU from 2007 through 2011 (see Table1 of Podesta and
TenBarge 2012). In order to facilitate themeasurements of the ratio,

(
δB‖

)2
/ (δB⊥)2,

and their comparisons to theory, these streams have been selected during times when
the local mean magnetic field B0 is nearly perpendicular to the local flow velocity of
the solar wind vsw. Thus, the quantities

(
δB‖

)2
and (δB⊥)2 can be measured simply

by the average magnetic powers in the B0 and vsw × B0 directions, respectively.
Figure5.20 shows a sample of them, which data are from the STEREO-A satellite

for the time interval 27 July 2011, 12:00 to 30 July 18:00, 3.25 days, when vsw � 621
km/s and βi � 0.7. From Fig. 5.20, it can be found that the solar wind measurements
(open circles) and the predictions based the Vlasov-Maxwell theory of KAWs (red
curve) are good agreement for the high wave number of k⊥ρp > 1 and both exhibit a
monotonic and smooth increase at k⊥ρp ∼ 1 as expected theoretically. Based on the
analysis by Podesta and TenBarge (2012), these 20 high-speed solar wind streams
observed by the STEREO consistently yield quantitatively similar results that all
show a steady increase in the magnetic anisotropic ratio,

(
δB‖

)2
/ (δB⊥)2, in the

neighborhood of k⊥ρp ∼ 1 and are in reasonable agreement with the prediction of
KAWs derived from theVlasov-Maxwell dispersion relation. Therefore, these results
can be well interpreted as evidence for the existence of quasi-perpendicular KAWs
with k⊥ 	 k‖ in the fast solar wind at the kinetic scale range near k⊥ρp ∼ 1, where
the kinetic physics becomes more important.
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Fig. 5.20 A sample showing comparisons between the theoretical predictions for KAWs (red
curve) and solar wind measurements (open circles), including only the quasi-perpendicular data
with 84◦ < θBV < 96◦, where θBV is the angle between the local mean magnetic field B0 and flow
velocity vsw , and the vertical dashed line indicates the wave number k⊥ρp = k⊥ρi = 1 (reprinted
from Podesta, Sol. Phys., 286, 529–548, 2013, copyright 2013, with permission from Springer)

5.5.4 Identifications of KAW Magnetic Helicity

Besides the magnetic compressibility, the magnetic helicity also is used often to
distinctly identify the physical nature of the kinetic-scale fluctuations in solar wind
turbulence. In the inertial range the normalizedmagnetic helicity spectrumσm is zero,
on average, in the solar wind at 1 AU, while in the kinetic scale range has a distinctive
peak near kλi = 1. Figure5.21 shows a typical sample measured by the STEREO-
A during an interval of 4 days from February 13 2008, 08:00 UT to February 17
08:00 UT for an unusually long-lived high-speed stream with the mean flow velocity
vsw � 655 km/s, proton density n p � 2.2 cm−3, temperature Tp � 1.6 × 105 K, and
the plasma βp � 0.7. By use of the Taylor hypothesis, ω � kvsw, the wave number
kλi = 1 occurs at 0.7Hz denoted by the vertical arrow in Fig. 5.21, implying the
typical scale of the kinetic turbulence.

From Fig. 5.21, the trace spectrum (upper panel) of the magnetic fluctuations can
be fitted well by a power-low spectrumwith an index of 1.57 in the inertial range over
the satellite-frame frequency from1 to 100mHz.When approaching the kinetic scales
the trace spectrum breaks evidently and becomes steeper in the kinetic scale range,
as expected by the kinetic turbulence theory. On the other hand, from Fig. 5.21, it can
be found that the normalized magnetic helicity spectrum σm (lower panel) exhibits
strong fluctuations with an average value near zero in the inertial range. While in
the kinetic scale range immediately after the spectral break the magnetic helicity
spectrum remarkably departs from zero and has a clear peak near 1 Hz, a typical
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Fig. 5.21 A sample of the trace spectrum (upper panel) and the normalized magnetic helicity
spectrum (lower panel) of solar wind magnetic fluctuations near 1 AU, which were measured by the
STEREO-AonFebruary 13 2008, 08:00UT to February 17 08:00UT (4 days) for an unusually long-
lived high-speed streamwith themean parameters vsw � 655 km/s, n p � 2.2 cm−3, Tp � 1.6 × 105

K, and βp � 0.7. The spectral slope in the inertial range over the satellite-frame frequency from 1
to 100 mHz is 1.57. By use of the Taylor hypothesis, the wave number kλi = 1 occurs at 0.7Hz
as denoted by the vertical arrow. The normalized magnetic helicity spectrum σm exhibits clearly a
peak in the kinetic scale range immediately after the spectral break (reprinted from Podesta, Sol.
Phys., 286, 529–548, 2013, copyright 2013, with permission from Springer)

kinetic scale. In addition, the fluctuation of the magnetic helicity spectrum also is
strongly depressed in the kinetic scale range. Usually this may be explained bywaves
with a predominantly right-hand sense of polarization propagating away from the Sun
(Goldstein et al. 1994; Leamon et al. 1998a). This peak is formed possibly by the ion-
cyclotron dampingof a cascade of predominantly outward-propagating quasi-parallel
Alfvénic ion-cyclotron waves near the spectral breaking point. In consequence, only
right-hand polarized quasi-parallelmagnetosonicwhistlerwaves cascade through the
spectral breaking point into higher wave numbers (Goldstein et al. 1994; Leamon
et al. 1998a; Leamon 1998b).

However, the theory and simulation of the plasma turbulence both show that the
turbulent energy cascade towards small scales proceeds preferentially in the direc-
tion perpendicular to the local mean magnetic field (Goldreich and Sridhar 1995,
1997;Biskampet al. 1996, 1999;ChoandVishniac 2000;Maron andGoldreich2001;
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Müller et al. 2003; Cho and Lazarian 2004; Boldyrev 2005, 2006; Howes et al. 2006,
2008a, b; 2011; Schekochihin et al. 2009; Boldyrev and Perez 2012; Boldyrev et al.
2013). This results in that in the kinetic scale range the turbulent energy in quasi-
parallel fluctuations would be much less than that in quasi-perpendicular fluctua-
tions, implying that the plasma turbulence in the kinetic scales most likely consists
of a cascade of quasi-perpendicular KAWs rather than quasi-parallel whistler waves.
Therefore, the ion-cyclotron damping scenario of the formation of the kinetic mag-
netic helicity spectrum in the kinetic scale range seems unlikely. Howes and Quataert
(2010) proposed an alternative interpretation, inwhich theobservedpeak in thekinetic
magnetic helicity spectrumσm(k) is causedbyquasi-perpendicularKAWswith k⊥ 	
k‖. They showed that an anisotropic spectrum of predominantly outward-propagating
quasi-perpendicularKAWs,which are also right-handpolarized like thequasi-parallel
whistler waves, can produce a magnetic helicity spectrum σm(k) with a peak in the
kinetic scales, which is in reasonable agreement with the observations (Howes and
Quataert 2010).

In order to determine further the wave vector direction of the observed magnetic
helicity spectrum σm(k), He et al. (2011, 2012a) and Podesta and Gary (2011)
analyzed the look-angle distribution of the observed magnetic helicity spectrum,
σm(k), with respect to the local mean magnetic field. Using the same STEREO-A
data as used in Fig. 5.21, two distinct populations of the electromagnetic fluctuations
are found at the typical kinetic scales near k⊥ρi = 1 as shown in the right panel of
Fig. 5.22. One has a left-hand polarization sense with σm < 0 in the satellite frame,
denoted by the blue spot near θBV ∼ 0 (i.e., quasi-parallel propagating fluctuations)
and the other one has a right-hand polarization sense with σm > 0 in the satellite
frame, denoted by the orange and yellow spots located near θBV = 90◦ (i.e., quasi-
perpendicular propagating fluctuations). Tentatively, the quasi-parallel fluctuations
may be identified as electromagnetic ion-cyclotron waves propagating away from
the Sun or magnetosonic whistler waves propagating toward the Sun along the local
mean magnetic field, while the quasi-perpendicular waves could be identified as
KAWs or oblique whistler waves.

Heet al. (2012a) analyzed indetail the hodographs in the localRTNcoordinate sys-
tem (where R points toward the satellite from the Sun center, T is the cross product of
the solar rotation axis and R, N completes the right-handed triad) for the fluctuations
presented in Fig. 5.22. Figure5.23 shows two examples of them, which represent the
left-hand polarization with σm < 0 (b) and the right-hand polarization with σm > 0
(c). In particular, they found that the major axis of the right-hand polarization ellipses
is perpendicular to the local mean magnetic field B0, implying δB⊥ > δB‖ (He et al.
2012a). This is the typical property of quasi-perpendicular KAWs rather than quasi-
perpendicular whistler waves. In fact, for a quasi-perpendicular whistler wave, the
major axis of its magnetic polarization ellipse is expected to be aligned with the
local B0, implying significant magnetic compressibility, and the polarization sense
turns from right to left handedness as the wave propagation angle (θBV ) increases
toward 90◦. Therefore, they concluded that, in the kinetic scale range near the break
of solar wind turbulence spectra occurring around the proton inertial length (or i.e.,
the proton gyroradius), the observed right-hand polarization ellipse with orientation
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Fig. 5.22 Analysis of a five-day interval of high-speed wind observed in the ecliptic plane near 1
AU by the STEREO-A satellite: Left panel is the magnetic helicity spectrum (upper) and the trace
power spectrum (lower) same as that presented in Fig. 5.21 but focus on the kinetic scale range.
Right panel shows the look-angle distribution of the magnetic helicity spectrum, where the look
angle θ = θBV is the angle between the flow velocity vsw and the local mean magnetic field B0
of the solar wind. The vertical (left-lower panel) and horizontal (right-upper panel) dashed lines
denote the typical kinetic scale of k⊥ρi = 1 (from Podesta and Gary 2011)

perpendicular to the local B0 represents quasi-perpendicular KAWs (i.e., oblique
Alfvénic ion-cyclotronwaves) rather thanquasi-perpendicularmagnetosonicwhistler
waves, as expected by the theory and simulation of the kinetic turbulence.

In order to further understand the physical nature of the population of the quasi-
parallel fluctuations in above the observations (He et al. 2011, 2012a; Podesta and
Gary 2011), He et al. (2012b) modeled the measured angular distribution of σm by
assuming a possible distribution formedbyAlfvénic fluctuations inwavevector space
and then looked for the best fitting for the observations by adjusting the spectral distri-
butions of the assumed fluctuations. In consequence, a very good agreement between
the theoretical model and the observations can be found as shown in Fig. 5.24. Their
model shows that the observed two-component angular distribution of the magnetic
helicity spectrum (σm(k, θBV )) can be reproduced well by the superposition of two-
component Alfvénic fluctuations, which consists of quasi-perpendicular KAWs as
a major component close to k⊥ (i.e., θBV ∼ 90◦) and quasi-parallel electromagnetic
ion-cyclotron waves as a minor component close to k‖ (i.e., θBV ∼ 0).
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(a)

(b) (c)

Fig. 5.23 a Look-angle (θBV ) distribution of magnetic helicity spectrum (σm ) derived from the
STEREO-Ameasurements on 13 February 2008 (the same as that in Fig. 5.21, but a shorter interval);
bAn example of the d BT − d BN hodograph for negative σm in (a), which is extracted from a small
interval from 11:29:11 to 11:29:32 UT during which the localB0 is quasi-parallel to the R-direction
with θBV < 10◦. Red arrows denote a circle-like left-hand polarization of d BT − d BN around the
R-direction; c One case of the d BT − d BN hodograph, which is extracted from an interval from
05:13:10 to 05:13:21 UT when 80◦ < θBV < 90◦. Red arrows denote an ellipse-like right-hand
polarization of d BT − d BN around the R-direction. Blue line represents the local B0, which is
perpendicular to the major axis of the ellipse, implying d B⊥ > d B‖ (from He et al. 2012a, ©AAS
reproduced with permission)



214 5 KAW Turbulence in Solar Wind

(a) (b)

Fig. 5.24 a Modeling result of the angular distribution of σm based on gradually balanced two-
component AWs; b Observation of the angular distribution of the two-component σm (from He et
al. 2012b, ©AAS reproduced with permission)

In an independent but similar modelling study, Klein et al. (2014) obtained similar
results. They showed that the observed two-component angular distribution of the
magnetic helicity spectrum σm can be reproduced by a perpendicular cascade of
KAWs and a local parallel non-turbulent ion-cyclotron or whistler waves generated
by temperature anisotropy instabilities. By constraining the model free parameters
through comparison to in situ data, it is found that, on average, ∼95% of the power
near the kinetic scales is contained in a perpendicular KAW cascade and that the
parallel non-turbulent waves are propagating nearly unidirectionally.

In addition, they also noticed that in order to reproduce the observed diminish-
ing of the magnetic helicity spectrum σm at shorter scales of k⊥ρi > 1 the balance
between outward and inwardwave-energy fluxes needs to be reached gradually as the
spatial scale decreases. In the observations, however, the diminishing of σm occurs
at frequencies close to the Nyquist frequency (i.e., the data sampling frequency,
He et al. 2011, 2012a; Podesta and Gary 2011; Klein et al. 2014). Also this possibly
could influence the diminishing of σm in the short scales.

From these observations and modelling investigations of the magnetic helicity
spectra, we can include two definite results, one is that in the kinetic scale range
of solar wind turbulence the quasi-perpendicular cascade component dominates the
magnetic helicity spectrum and contains ∼95% of the spectral power, and the other
is that the physical nature of the quasi-perpendicular cascade component is KAWs.
These results both can be well consistent with the predictions of the theories and
simulations of the kinetic turbulence (Boldyrev 2005, 2006; Howes et al. 2006,
2008a, b; 2011; Schekochihin et al. 2009; Boldyrev and Perez 2012; Boldyrev et al.
2013; Grošelj et al. 2018).
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Chapter 6
KAWs in Solar Atmosphere Heating

6.1 Modern View of Solar Coronal Heating Problem

The Sun is our nearest star and the energy released by nuclear reactions near its center
is transported by photons inside the inner∼71% of the solar radius (R� � 6.9 × 105

km), called the radiative zone. Outside this radiative zone, called the convective zone,
photons are no longer able to transfer energy efficiently, so convective instabilities set
in and vertical flows carry nearly all the excess heat to the solar surface. This visible
surface, called the photosphere, is the lowest layer of the solar outer atmosphere,
emits almost all the solar light, and lowers its temperature by the radiation. At first
sight one may expect the temperature to decrease as we go away from the solar
surface, and at first it does do so from ∼5,700 K at the surface to a minimum value
∼4,200 K at the height ∼500 km above the surface. Beyond that, however, it rises
slowly through a wider layer ∼2,000 km, called the chromosphere, and then rapidly
in a narrow transition layer only a few hundreds of km thick, called the transition
region, to higher than 106 K in the corona, which extends from the transition region
into the interplanetary space, where it becomes the solar wind. The variations of the
atmospheric temperature, electron and neutral hydrogen densities, and ionization,
with height for an average model of the solar outer atmosphere are shown in Fig. 6.1.

Investigating the corona has remained central to astronomy as well as physics,
since we can observe it in greater detail than other stars, and can examine numerous
plasma processes that are impossible to reproduce in a laboratory. Although so much
effort over the last seventy years, the existence of a counter-intuitive high temperature
corona above the much cooler photosphere still puzzled solar physicists—it is now
well-known as the “solar coronal heating problem”. The high temperature of the
corona was established, more than seventy years ago, by the Swedish physicist Edlén
(1941) who showed that spectral lines observed from the corona were from highly
ionized iron between nine and thirteen times. Because of the high degree of ionization
of iron in the solar atmosphere, the conclusion was that the temperature had to be
around 1 million K. This is surprising, since if the gas in the corona is simply gas
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Fig. 6.1 Sketch of the variations of temperature, densities, and ionization with the height, which is
calculated based on the VAL average quiet solar atmospheric model given by Vernazza et al. (1981)

from the chromosphere that is advected up into the corona or heated by radiation, the
temperature should actually be lower than in the chromosphere, not higher.Moreover,
because of radiative losses by EUV and X-ray emission, the corona would just cool
off in a matter of hours to days, if the plasma temperature could not be maintained
continuously by some heating sources. The existence and maintenance of a hot solar
corona have puzzled astronomers ever since it was discovered, but it became clear
early on that there must be a heating mechanism at work in the corona, which is not
connected to radiation.

The heating of the solar corona has been a fundamental astrophysical issue for
more than seventy years. In particular, since the Skylab satellite, the first space station
by NASA (the National Aeronautics and Space Administration) of USA (the United
States of America), was launched into orbit on May 14, 1973, solar observations
from space have revealed the complex and often subtle magnetic-field and plasma
interactions throughout the solar atmosphere in unprecedented detail. Skylab carried
a white-light coronagraph for the outer corona, an X-ray spectrographic telescope
for the corona, an X-ray telescope for the low corona, an EUV spectroheliometer
and spectroheliograph, and an UV spectrograph for the chromosphere and transition
region. The launch of Skylab initiated a new era of multi-wavelength solar obser-
vation from space and signalled a major maturation in space-based solar physics.
Some ideas of the enormous productivity of Skylab can be gauged from the fact that
the X-ray telescope alone recorded more than 30,000 photographs of the Sun during
the nine-month duration of the observations (Bray et al. 1991). In light of the over-
whelming observational evidence from the Skylab data analysis, the initial attempts
to explain the solar corona as relatively homogeneous and symmetric plasma cannot
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be sustained, and it first was clearly confirmed that the solar corona is fundamentally
structured on a wide range of scales, and extremely active and dynamic and includes
intense bright points, active region loops, coronal holes, and coronal mass ejections
(CMEs).

The NASA’s SMM (Solar Maximum Mission) satellite, which aimed to under-
stand the physics of solar flares and other aspects of solar activity and was launched
on the Valentine’s Day, 1980 (February 14), not only enriched the picture of coronal
structures with observations of spatial structure and flows in the transition region
with the temperature range 104 < T < 106 K but also further emphasized the great
importance of CMEs in the dynamics of the corona and the heliosphere with a mas-
sive database of coronagraphic observations (Strong et al. 1999). The structured and
dynamic nature of the solar corona was rediscovered more clearly by the Yohkoh
(“Sunbeam” in Japanese) satellite launched on August 30, 1991, which was a pro-
jection of the ISAS (Institute of Space and Astronautical Science) of Japan and
was designed to study solar flares and other transient coronal disturbances. Yokhok
provided a full decade of soft X-ray images from the solar disk and from flares.
In particular, its soft X-ray telescope came with the great breakthrough in observa-
tions of the solar inner corona, revealing for the first time ubiquitous coronal loop
structures closely associated with locally close magnetic fields, the geometry and
topology of large-scale magnetic field reconfigurations, and magnetic reconnection
processes in flares.

The largest complement of instruments for study of the Sun flown since the Skylab
is the SOHO (Solar and Heliospheric Observatory) satellite, which was a cooper-
ative effort between NASA of USA and ESA (European Space Agency) and was
launched on December 2, 1995. SOHO observes the Sun from inside out to 30 solar
radii in the heliosphere and provides a wealth of data on whole dynamic processes
in the solar corona. The another NASA’s TRACE (Transition Region and Coronal
Explorer) satellite, launched on April 2, 1998, was designed to explore quantitatively
the connections between fine-scale magnetic fields at the solar surface and the asso-
ciated plasma structures in the solar outer atmosphere (Aschwanden et al. 2001).
TRACE provides coronal observations with high spatial resolution of ∼1′′ and has
revealed intriguing details about coronal plasma dynamics, coronal plasma heating,
and magnetic reconnection processes.

These space-based observations of the solar corona have revolutionized our under-
standing and appreciation of its surprising beauty and incessant variability, as shown
by the cartoon in Fig. 6.2 (Schrijver and Zwaan 2001; Aschwanden et al. 2001). The
early physical model of the solar high-temperature corona began simply with the
concept of gravitationally stratified layers in the 1950s (the left panel of Fig. 6.2),
that is, the photosphere, the chromosphere, and the corona, although the coronal
structure, varying through the solar cycle, has been appreciated since the eclipse
observations. By the 1980s, it was clear that the basic dynamics of the corona had
to take into account the effects of large-scale magnetic structures, especially the
physical nature of superradially expanding of solar magnetic flux concentrated in
the photosphere into the corona through the chromosphere and the transition region
(the middle panel of Fig. 6.2). Since the 1990s, however, our view of the corona
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Fig. 6.2 Evolution of the corona cartoon: gravitationally stratified layers in the 1950s (left), vertical
flux tubes with chromospheric canopies in the 1980s (middle), and a fully inhomogeneous mixing
of photospheric, chromospheric, transition region, and coronal zones by such dynamic processes
as heated upflows, cooling downflows, intermittent heating (ε), nonthermal electron beams (e),
field line motions and reconnections, emission from hot plasma, absorption and scattering in cool
plasma, acoustic waves, and shocks (right) (from Aschwanden et al. 2001)

has been transformed further, in which the conventionally stratified and hydrostatic
equilibrium atmosphere is replaced by an intrinsically dynamical, multiscale, and
structurized corona (the right panel of Fig. 6.2).

This new view of the corona is further confirmed by latter space-based obser-
vations. For instance, the Hinode (“Sunrise” in Japanese) satellite launched in
September 2006 has a higher observational resolution of ∼0.2′′ and has shown more
details about coronalAWs (Erdélyi and Fedun 2007;De Pontieu et al. 2007;Okamoto
et al. 2007; Cirtain et al. 2007), small-scale jets (Shibata et al. 2007; Katsukawa et al.
2007), and small-scale magnetic structure and evolution processes (Reale et al. 2007;
Sakao et al. 2007; Aulanier et al. 2007; Ichimoto et al. 2007). The SDO (the Solar
Dynamics Observatory), the first satellite of the LWS (the lovingwith a star) program
of NASA, was launched on 11 February 2010 and its main goal is to understand the
interaction dynamics of solar magnetic fields and plasmas in the solar atmosphere,
such as how the magnetic fields are generated and the plasmas are structured by these
magnetic fields and how the magneto-plasma interaction energy is stored into local
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plasma current systems and is released in the corona as solar activities and into the
heliosphere as the solar wind (Pesnell 2012).

In fact, the solar corona consists of hot and tenuous low-β plasmas, which are
forced to follow solar magnetic field lines and hardly cross the magnetic field lines
because of the strong Lorentz force and the insufficiency of the collision (i.e., the
high electric conductivity). In consequence, the coronal plasmas are strongly con-
structed into constantly evolving bright loops or dark filaments by the solar magnetic
fields. In active regions of the inner corona, in particular, the magneto-plasma loops,
which trace closed magnetic field lines, are the primary structural elements of the
solar atmosphere. The non-stationary character of solar plasma magnetic structures
manifests itself in various forms of the coronal magnetic loops dynamics (rising
motions, oscillations, meandering, twisting; Schrijver et al. 1999; Aschwanden et al.
1999), as well as in the formation, sudden activation and eruption of filaments and
prominences. Energetic phenomena, related to these types ofmagnetic activity, range
from tiny transient brightenings (micro-flares) and plasma jets to large-scale flares
and CMEs.

Moreover, with observational resolution rising more and more fine-structures in
the temporal and spatial have been observed. In fact, up to the diffraction limit of the
in being best telescope on board Hinode, the rich dynamical structures on the small-
est observable scales imply that the spatial scale of elementary heating processes
is still unresolved (Thomas and Weiss 2004; de Wijn et al. 2009). We believe that
the elementary structures are well beyond what can be observed even in the foresee-
able future as well as today. In conclusion, the solar outer atmosphere is revealed
to be an inhomogeneous, intricate, dynamic system, subtle plasma and magnetic-
field interactions occur over a wide range of spatial and temporal scales and create
rich coronal plasma structures. These plasma structures are shaped strongly by solar
magnetic fields and perform various dynamic processes such as heated upflows, cool-
ing down-flows, small-scale jets, ubiquitously propagating MHD and plasma waves,
intermittent and transient heating, nonthermal electron beams, eruptive electromag-
netic emissions, magnetic flux transports and reconnections.

These space-based high-resolution observations not only revealed a new inho-
mogeneous and dynamic corona, but also brought us to a modern view of the solar
coronal heating problem. In the hot and expanding solar corona the total energy loss
consists of three main forms, which are the electromagnetic wave radiation, the heat
conduction, and the solar wind outflow. In order to maintain the coronal plasmas at
the high-temperature state it is necessary to supply continuously the energy into these
coronal plasmas to compensate their energy losses. Based on the modern view of
the solar coronal heating problem, we can disintegrate the coronal heating problem
into three gradated basic questions about the heating energy, which are necessary to
answer for any theoretical model of coronal heating mechanisms, as follows:

The first is the generation mechanism of the heating energy. It is very evident
that the heating energy impossibly comes from the cosmic environment surround-
ing the Sun because those possible cosmic energy sources are either too faraway
or too weak to supply energy to heat the solar corona. Thus, the heating energy
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must come from the Sun itself, that is, from the photosphere as the solar surface
or directly from the convective zone under the solar surface;

The second is the transport mechanism of the heating energy. There are three
mainways to transport energy fluxes from the solar surface, through the cooler and
denser photosphere and chromosphere, into the hotter and tenuous corona. One
is the radiation photons from the photosphere, which, however, hardly contribute
to heat coronal plasmas because these radiation photons nearly travel entirely
transparently through the tenuous corona directly into the sky. Other one is MHD
turbulent waves driven by the convection under the photosphere, which prop-
agate and carry wave energy flux into the corona along solar magnetic fields.
And another one is field-aligned currents associated with local electric circuits of
current-carrying loops, which either are carried by upwards emerging magnetic
flux tubes fromunder the photosphere or are driven by the continuous photospheric
motions at the loop footpoints, such as often observed rotation of sunspots;

The third is the transform mechanism of the heating energy. After the heating
energy in the forms of waves or currents is transported into the corona, it is nec-
essary that these wave energy or current energy are locally dissipated into the
particle kinetic energy of coronal plasmas at the proper efficiency that can match
to the local energy loss rate before they are continued to transport to else places,
such as into the interplanetary space with the solar wind.

The answer of the first question is evident, that is, the energy of heating coronal
plasmas must originate from the convective zone or the photosphere. On the second
question it is not controversial either that the turbulent MHD waves (mainly AWs,
see discussion below) and local electric circuits both can effectively transport the
heating energy into the solar corona. As for the third question, so far it still is an open
and focus issue in the study of the coronal heating problem, which is well known
as the wave-energy dissipation mechanism (also called AC mechanism) or as the
magnetic-energy release mechanism (also called DC mechanism). In principle, the
wave energy of propagating in the corona can be dissipated into the kinetic energy of
coronal plasma particles through the classical collisional resistance and viscosity or
via the kinetic wave-particle interaction. While the magnetic energy associated with
some local electric circuits usually is first gradually accumulated and stored in the
electric circuits through increasing currents or electric potentials in the circuits and
then explosively released via the so-calledmagnetic field reconnection as solar active
phenomena when the currents or potentials approaching to some critical values of
the circuit instability. However, in these two types of the energy transformation from
the wave energy and the magnetic energy into the kinetic energy of plasma particles
there are still some critical and basic important problems, for instance, what is the
microphysical process for thewave energy dissipation or themagnetic energy release.

It is believed extensively that the wave-energy (AC) and magnetic-energy (DC)
heating mechanisms are responsible for the steady and transient coronal heating
processes, respectively. The former contributes mainly to the essential heating of
the global high-temperature corona, while the latter mostly corresponds to eruptive
heating phenomena of coronal plasmas associated with solar active phenomena such
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as solar flares. In this chapter we focus our concerns mainly on the former, that is,
the wave energy heating of solar coronal plasmas.

Practically, of the three basic modes of MHD waves, AW, fast, and slow magne-
tosonic modes, AW is unique one that can propagate into the corona nearly without
the dissipation. The fast magnetosonic wave can propagate nearly isotropically and
hence can carry energy across the local magnetic field. In particular, during propa-
gation the fast waves are refracted into regions of low-Alfvén velocity (Habbal et al.
1979). This can possibly result in one disadvantageous situation of the fast waves in
the coronal heating problem, that is, these waves approaching the transition region
from the chromosphere are heavily refracted and even are totally internally reflected
so that they may never enter the corona. For example, the Brewster angle is only
6◦ if the ratio of the Alfvén velocities above and below the transition region is 10
(Hollweg 1981).

On the other hand, the slow waves can propagate only at the directions nearly
parallel to themagnetic field for theweak (vs � vA, i.e.,β � 1) and strong (vs � vA,
i.e., β � 1) field cases, while the allowed propagating directions locate within a
cone of half angle less than 30◦ for the intermediate case of vs ∼ vA (i.e., β ∼ 1).
Thus, similar to the acoustic waves, as the density decreases drastically in the upper-
chromosphere and the transition region the wave amplitude increases rapidly and
easy develops into a shock, which is dissipated quickly in a thin shocked layer. In
consequence, also the slow waves originating from the photosphere are very difficult
to transport directly the wave energy into the corona due to the strong shocked
dissipation in the chromosphere.

Finally, AWs seem to remain as unique viable option to transport the wave energy
into the corona. AWs propagate and transport energy exactly along themagnetic field
at the Alfvén velocity, and hence never show evanescence or total internal reflection
and hardly form shocks either. This is qualitatively agreement with the magnetic
correlation of the coronal heating shown in observations. In fact, it is evident that
the structurized and dynamic nature of the solar corona should be attributed to solar
magnetic fields. The solar corona consists of tenuous and fully ionized plasmas,
which are forced to follow the magnetic fields and cannot cross the magnetic fields
due to the serious impediment of the strong Lorentz forces. Therefore, the corona
is structured into bright loops and dark filaments along the magnetic fields. Nearly
uniform brightness along these loops and filaments and clearly sharp boundaries
across them imply an approximately constant density and temperature along thembut
large transverse gradients near their boundaries. The magnetically inhomogeneous
feature of the brightness distribution indicates that the coronal heating mechanism
has evidently magnetic nature, that is, a magnetically correlation process.

The first heating mechanism involving the role of magnetic fields was proposed
by Alfvén (1947), in which the ohmic dissipation of AW currents was proposed to be
responsible for the heating of coronal plasmas. Subsequent investigations by many
authors (e.g., Piddington 1956; Cowling 1958; Osterbrock 1961) showed that the
direct dissipation of AWs due to the classical collisional resistance and viscosity
is neither adequate to balance the empirical chromospheric radiative cooling rate
(Vernazza et al. 1981) nor effectively to dissipate the energy of AWs in the chromo-
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sphere (Narain and Ulmschneider 1990, 1996). This indicates that AWs, if they do
exist in below, can pass through the cooler and denser photosphere and chromosphere
nearly without dissipation and hence could carry their wave energy into the hotter
and tenuous corona along the solar magnetic fields.

In the photosphere, the fluid movements are indeed strong enough to overcome
the Lorentz forces, and hence the photospheric fluid turbulence is able to pump
energy into photospheric magnetic fields via braiding the magnetic field lines and to
transport the energy to the corona along the magnetic fields in the form of AWs. By a
simple dimensional argument, Parker (1979, 1983) showed that the flux of the wave
energy from the photosphere is much more than that sufficiently to heat and maintain
the corona at the observed high temperature. Moreover, in virtue of the recent high-
resolution observations aboard the Hinode satellite, the identified evidence for AWs
in the corona and the chromosphere has been eventually discovered (De Pontieu et al.
2007; Okamoto et al. 2007; Cirtain et al. 2007; Tomczyk et al. 2007). However, there
still is a key difficulty that is how to convert the wave energy of these AWs into the
kinetic energy of plasma particles in the corona, because the direct dissipation of the
AWs becomes so low in the corona that the AWs pass unhindered through the nearly
collisionless coronal plasmas and directly into the interplanetary space.

In order to increase the dissipation rate of AWs in various coronal plasma environ-
ments, many more promising dissipation mechanisms of AWs have been proposed,
such as distinct resonant heating in coronal loops (Hollweg 1978, 1981; Schwartz
et al. 1984), turbulent heating due to Kelvin-Helmholtz instabilities (Hollweg 1984;
Heyvaerts and Priest 1983), phase mixing caused by Alfvén velocity gradients
(Heyvaerts and Priest 1983; Browning and Priest 1984; Abdelatif 1987), spatial reso-
nance (i.e., resonant mode conversion, Ionson 1978; Lee and Roberts 1986; Hollweg
1987), nonlinear mode coupling (Chin and Wentzel 1972; Uchida and Kaburaki
1974; Wentzel 1974, 1976), and kinetic Landau damping (Stéfant 1970; Hollweg
1971). In the microphysical scenario, the competition among these mechanisms may
be attributed to the presence of smaller scale AWs because the dissipation rate of
AWs, in general, is proportional to the squaring wave number k2. However, for the
heating rate due to the AW dissipation to be able to balance the energy loss rate of
coronal plasmas, small-scale AWs have so small scales close to the particle kinetic
scales for typical coronal plasmas, such as the ion gyroradius (ρi ) or the electron
inertial length (λe), and much less than the mean free length of coronal plasmas. In
these particle kinetic scales AWs become dispersive KAWs and the physics of their
wave-particle interaction, especially the kinetic dissipation of the wave energy and
the plasma particle heating, is totally different from that of nondispersive AWs as
shown in Chap.1.

Although the coronal plasma heating how to perform still is an unsolved problem,
even becomes more complex, the modern coronal heating study has achieved some
significant progresses in the comprehensive understanding of heating mechanisms.

Parametric dependence of heating mechanism: First, the observations of the
inhomogeneity in the coronal brightness structions indicate that the coronal heat-
ing mechanism must be strongly localized, that is, sensitively dependent on local
plasma parameters;
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Magnetic correlation of heating mechanism: Second, the obviously magnetic
correlation of these coronal brightness structures in the observations implies that
the heating mechanism should be magnetic correlation, such as the transport and
dissipation of AWs or KAWs;

Kinetic characteristics of heating mechanism: Third, the coronal heatingmech-
anism should be a kinetic process due to the wave-particle interaction of occurring
at the particle kinetic scales of coronal plasmas because the direct dissipation of
AWs due to the classic collisional resistance and viscosity is much too low to
balance the local energy loss of coronal plasmas.

It is evident that one of the most natural as well as the most promising candidates
for the coronal heatingmechanism is the kinetic dissipation ofKAWsdue to thewave-
particle interaction because it can simultaneously have the above three characteristics
(see the relevant discussions inChap.1). This chapter tries to present a comprehensive
discussion of the application of KAWs to the coronal heating problem, also including
the chromospheric heating and the solar wind heating. After possible generation
mechanisms and observational evidence of KAWs in the solar atmosphere are briefly
introduced in Sect. 6.2, the rest sections from Sects. 6.3–6.6 discuss the applications
of KAWs to inhomogeneous heating of plasmas in the upper chromosphere, the
inner solar corona, the extended solar corona, and the interplanetary solar wind,
respectively.

6.2 Generation and Observation of KAWs in Solar
Atmosphere

6.2.1 Generation of KAWs by Solar AW Turbulence

The theoretical studies and in situ satellite measurements presented in previous chap-
ters have shown that KAWs, small-scale dispersive AWs, play an important role in
the auroral electron acceleration in the magnetosphere-ionosphere coupling dynam-
ics (Chap.3), in the anomalous particle transport crossing the boundary layers in
the solar wind-magnetosphere interaction (Chap.4), and in the solar wind kinetic
turbulence (Chap.5). As professor Hannes Alfvén believed that theories of cos-
mic phenomena must also agree with known results from laboratory experiments
(Fälthammar 1995; Gekelman 1999), these study results based on in situ measure-
ments by satellites in space plasmas near the earth also must be helpful for us to
understand physical processes of remote astrophysical plasmas. In particular in the
case of the solar atmosphere, although significant differences, there are strongly ana-
logical phenomena between the terrestrial thermosphere-ionosphere-magnetosphere
coupling system and the solar photosphere-chromosphere-corona coupling system.
For example, the terrestrial auroras and the solar flares have the common nature
driven by magnetic reconnection; the auroral particle energization and the coronal
plasma heating have the similar wave-particle interaction processes in the micro-
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physics mechanism; there is the analogical variation features of plasma parameters
with height in their outer atmospheres and the alike electrodynamical coupling among
their various atmospheric layers due to the vertical magnetic fields; and there is the
commonable magnetic driving nature of the atmospheric plasma dynamics.

Up to now, we have not yet explored in situ the solar atmosphere although the
Voyager 1 and 2 have gotten the external interstellar space outside the heliosphere.
The best resolvable scale of the remote observations of the solar atmosphere still is
much larger than the characteristic scale of KAWs, that is, the local kinetic scales of
plasma particles in the solar atmosphere. Therefore, it still is impossible to identify
directly KAWs in the solar atmosphere, as least, in the foreseeable future. Despite all
this, we have good reason to believe that KAWs can ubiquitously exist in the solar
atmosphere, just like they exist ubiquitously in space plasmas nearby the Earth. We
believe that the most important and most common generation mechanism for KAWs
in the solar atmosphere is the transferring of the AWs originating from under the
photosphere towards small-scale AWs during their outward propagation along solar
magnetic fields.

The theory (Parker 1979, 1983) and observation (De Pontieu et al. 2007; Okamoto
et al. 2007; Cirtain et al. 2007; Tomczyk et al. 2007) both show that AWs driven by
the fluid turbulence under the photosphere can carry the wave-energy flux into the
corona, which is sufficient to heat the solar corona as well as to accelerate the solar
wind. Many theoretical works have suggested that the large-scale AWs originating
from the solar surface can be converted into smaller and smaller-scaleAWsand forma
continuousKolmogorov-likeAWturbulence spectrumas they propagate outward and
enter the corona along solar magnetic fields through Kelvin-Helmholtz instabilities
(Hollweg 1984; Heyvaerts and Priest 1983), the phase mixing (Heyvaerts and Priest
1983; Browning and Priest 1984; Abdelatif 1987), the resonant mode conversion
(Ionson 1978; Lee and Roberts 1986; Hollweg 1987), and nonlinear mode coupling
(Stéfant 1970; Hollweg 1971; Chin and Wentzel 1972; Uchida and Kaburaki 1974;
Wentzel 1974, 1976; Voitenko et al. 2003; Shukla et al. 2004; Zhao et al. 2011),
which can be caused by ubiquitous inhomogeneities in the corona.

The Goldreish-Sridhar theory of MHD AW turbulence in an interstellar medium
predicts that the turbulent cascading process of AWs has strong anisotropy, in which
the wave energy cascades primarily in the cross-field preference with k⊥ � k‖
(Sridhar and Goldreich 1994; Goldreich and Sridhar 1995, 1997). In result, the
large-scale AWs are transformed inevitably into KAWs with small cross-field scales
(Howes et al. 2006; Schekochihin et al. 2009). Moreover, as shown in Sects. 5.4 and
5.5, numerical simulations of magneto-plasma turbulence (Cho and Vishniac 2000;
Maron and Goldreich 2001; Cho et al. 2002; Müller et al. 2003) and in situ mea-
surements of turbulence in the solar wind (Leamon et al. 1998; Horbury et al. 2008;
Podesta 2009; Wicks et al. 2010; Luo and Wu 2010) both further confirmed this
anisotropic cascading model of AW turbulence. In the solar atmosphere, similarly, it
should be reasonably predictable that the ultimate production of the converted AWs
towards small scales must be KAWs, which is dissipated effectively into the kinetic
energy of plasma particles by the wave-particle interaction.
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Therefore, the most natural as well as the most important generation mechanism
ofKAWs in the solar atmosphere is the continuous conversion of theAWs originating
from the solar surface towards small-scale AWs during their outward propagation.
Although we have no directly observed evidence due to the absence of in situ mea-
surements at present, we can reasonably believe that KAWs can exist ubiquitously
in the solar atmosphere, just like they ubiquitously exist in space plasmas near the
Earth.

On the other hand, as shown in Sect. 6.1, the solar atmosphere is in natural a
magneto-plasma coupling system far from dynamical as well as thermal equilibrium,
in particular, the solar corona consists of magnetically structurized inhomogeneous
plasmas, in which there are various free energies that can drive plasma instabilities
to lead to the growth of KAWs, such as the field-aligned current instability presented
in Sect. 1.4 and the field-aligned density striation instability presented in Sect. 1.5.

6.2.2 Generation of KAWs by Solar Field-Aligned Currents

As pointed out by Benz (Benz 2002): “No smokewithout a fire, and nomagnetic field
without a current somewhere in the plasma permeated by the magnetic field.” There-
fore, a description in terms of currents often is physically more interesting than that
in terms of magnetic fields (Alfvén and Carlqvist 1967). Complex electrodynamics
of the coronal magneto-plasma loops, together with action of some subphotospheric
dynamo mechanisms, turn the majority of the coronal loops into current-carrying
systems (Khodachenko et al. 2009). Various active phenomena of solar coronal plas-
mas are closely related to the dynamics of these current-carrying loops and their
interaction via the magnetic field and currents (Beaufume et al. 1992; Canfield et al.
1993; Gary and Demoulin 1995; Lee et al. 1998; Zaitsev et al. 1998; Tan et al. 2006;
Tan 2007). In solar observations, however, the observable parameter is the magnetic
field, and electric currentsmay be inferred only indirectly. For example, theAmpere’s
law intimately ties the magnetic field to the current density. Thus, measurements of
vector magnetic fields on the photosphere, at least, can provide the information of
the vertical electric current flowing from below the photosphere into the corona via
the calculation of the vertical component of ∇ × B.

Since the systematic measurements of the transverse Zeeman effect became avail-
able in 1960s, many authors have diagnosed the coronal electric current via the mea-
surements of vector magnetic fields. For example, by using this method Severny
(1964) mapped vertical currents of the order of ∼1011 A in small regions (<107 m
in diameter) neighborhood sunspots. Canfield et al. (1993) obtained the total current
strength of 6.6–8.8×1012 A in solar activity area. Gary and Demoulin (1995) used
vector magnetograms observed by Marshall Flight Center to derive the total current
strength ∼1013 A in some activity areas. Based on high resolution measurements of
vector magnetic field by big bear Lake solar physics observatory, Tan et al. (2006)
deduced the total current strength ∼3.6 × 1012 A.
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These currents flowing along the coronal loops presumably arise in the subpho-
tospheric layer due to stresses exerted by the fluid motions at the loop footpoints. As
the coronal loop emerges as a magnetic flux tube in the corona, it experiences a tran-
sition from a high-β medium in the photosphere to a low-β medium in the corona.
This implies that the photospheric motions at the loop footpoints act as the driver of
the coronal dynamics via the torsion of the magnetic field lines of the flux tube into
the corona (Title et al. 1989). Thus, the continuous photospheric motions at the foot-
points can keep driving a field-aligned current along the coronal loop as a continual
process (Rosner et al. 1978). As argued by Spicer (1991): “a field-aligned current
can be a discharging current of charges accumulated in a photospheric condenser in
connection with convection cell motions”.

In a series of works, Chen et al. (2011, 2013), Chen and Wu (2012) investigated
systematically the generation of KAWs excited by the field-aligned current insta-
bility and found that, as shown in Sect. 1.4, the plasma pressure parameter β can
significantly influence the excitation of KAWs by the current instabilities because
the threshold condition of the current instability, that is, the ratio of the current
drift velocity (vD ≡ j‖/en0) to the local Alfvén velocity (vA), vD/vA > vc

D/vA, sen-
sitively depends on the local plasma pressure parameter β, where j‖ is the field-
aligned current density and n0 is the local ambient electron density. For example,
for the low-β case of β < 2Q � 1 the threshold condition vc

D/vA > 1 requires
vc

D > vA > vTe (see Eq. (1.61), Chen et al. 2013). This indicates that in a low-β
plasma with β < 2Q KAWs could be hardly excited directly by the field-aligned
current instability, instead of, the Langmuir wave should be excited preferentially
at a higher growth rate when vD > vTe . In the intermediate-β case of 2Q < β � 1
(i.e., vA < vTe ), the field-aligned current instability of KAWs could have a lower
threshold drift velocity vc

D < vA (Chen and Wu 2012). While in a high-β plasma
(Chen et al. 2011) KAWs can be generated easier by the united field-aligned current
and temperature anisotropy instability (see Figs. 1.8 and 1.9).

The plasma pressure parameter β undoubtedly has a complex spatial distribution
and temporal variation because of the complexity of magneto-plasma structures in
the solar atmosphere. Figure6.3 shows the average distribution and variation range of
the plasma pressure parameter β in the solar atmosphere. From Fig. 6.3, the plasma
pressure parameter β∼ or> 1 in the photosphere and lower chromosphere (R < 103

km) as well as the extended solar corona and the solar wind (R > 105 km). However,
from the upper chromosphere through the inner corona (i.e., 103 < R < 105 km) the
magnetic pressure generally dominates well the static gas pressure (i.e., β < 1),
where strongly dynamical processes of local plasma current systems and related
solar activities perform continuously due to interactions between magnetic fields
and plasmas.

For the case of current-carrying loops, which exist ubiquitously in the solar corona
and have the plasma pressure parameter β of ranging typically 1 � β � 2Q, it is
believed extensively that the coronal electric currents deduced from vector magne-
tograms usually are concentrated in a set of current-carrying loops centered on a
neutral line of active regions (Hagyard 1989; Canfield et al. 1993; Melrose et al.
1991; Tan et al. 2006). This implies that the current of current-carrying loops



6.2 Generation and Observation of KAWs in Solar Atmosphere 233

Fig. 6.3 Average distribution and variation range of the plasma pressure parameter β in the solar
atmosphere: the boundaries of the average β regime (denoted by grey region) are given by assuming
photospheric magnetic fields, 100G (right) and 2500G (left), which represent typical magnetic field
strengths in solar quiet and active regions, respectively. The magnetic pressure generally dominates
the static gas pressure (i.e., β < 1) from the upper chromosphere through the inner corona (i.e.,
103 < R < 105 km). As with all plots of physical quantities against height, a broad spatial and
temporal average is implied (from Aschwanden et al. 2001)

actually is confined to current channels in these coronal loops. For instance, the
so-called skin effect results in the current to stay at a narrow current-shell (Beau-
fume et al. 1992) or a thin current-rope (Tan 2007) in an individual loop. Thus, the
cross-section of the real current channel in a loop probably is much less than the
cross-section of the loop, that is, the so-called filling factor for the coronal electric
current density in an individual coronal loop

f ≡
(

d

D

)2

� 1, (6.1)

where d and D are the cross-section scales of the real current channel and the loop,
respectively. In consequence, the real field-aligned drift velocity of current-carrying
electrons relative to ions in the current channel of a current-carrying coronal loop
can be estimated from the observed current intensity I :

VD = 1

f

4I

enπD2
� I12

n15D2
6

× 10

f
km/s, (6.2)
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where f is the current filling factor in the coronal loop, I12, n15, and D6 are the
current in the unit of 1012 A, the electron density in the unit of 1015 m−3, and the
cross-section diameter in the unit of 106 m in the coronal loop, respectively. This
leads to the ratio of the current drift velocity to the Alfvén velocity in the coronal
loop

VD

vA
= I12

D2
6
√

n15

1

7B f
, (6.3)

where the Alfvén velocity vA � 70B/
√

n15 km/s has been used and B is the local
magnetic field strength (in the unit of G) in the coronal loop.

Based on the observations of coronal currents, for a typical current-carrying loop
in the solar corona,we have total current I ∼ 0.1–10×1012 A, cross-section diameter
D ∼ 106 m, electron (or i.e. plasma) number density n ∼ 1015 m−3, magnetic field
strength B ∼ 10–100 G (Zaitsev et al. 1998; Tan 2007; Malovichko 2008; Aschwan-
den et al. 1999; Nakariakov and Ofman 2001). The current filling factor f can be
inferred from the filling factor of hot plasmas in the coronal loop, to be f ∼ 10−1-
10−4 (Martens et al. 1985; Beaufume et al. 1992). From Eq. (6.3) the field-aligned
drift velocity of electrons VD can plausibly be estimated as VD/vA ∼ 0.1 to 10.
The results show that KAWs can be excited effectively by the field-aligned current
instability at a high growth rate γ ∼ 0.01–0.1ωci ∼ 103–104 s−1 in the ubiquitous
current-carrying loops in the solar corona (Chen and Wu 2012).

Zhao et al. (2013) further investigated the spectral structure of KAW turbulence
in solar coronal loops. Their results show that the spectra of the magnetic and electric
field fluctuation display an evident transition at near the electron inertial length scale
and the turbulence cascades mainly toward the direction perpendicular to the local
unperturbedmagnetic field at the small scale smaller than the electron inertial length,
as expected by the theory of KAW turbulence in the Chap.5. In particular, the parallel
electric field increases as the turbulent scale decreases and may be much larger than
the Dreicer field by a factor of ∼102–104 when the turbulent scale approaches the
electron inertial length.

6.2.3 Generation of KAWs by Solar Field-Aligned Striations

Other one of important free energy sources for driving the instability growth ofKAWs
is the ubiquitous density inhomogeneity in the solar atmosphere (Wu and Chen 2013;
Chen et al. 2015). The solar corona consists of hot and tenuous low-β plasmas, which
are forced to follow solarmagnetic field lines and hardly cross themagnetic field lines
because of themagnetized characteristic due to theLorentz force. In consequence, the
coronal plasmas are strongly constructed into constantly evolving bright loops or dark
filaments by the solar magnetic fields, as shown inmodern space-based observations.
Therefore, these field-aligned filamentous structures, called the field-aligned density
striations, are characterized by a strongly anisotropical density distribution, in which
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the parallel length scales of inhomogeneity are much larger than the perpendicular
inhomogeneity scales and the most common perpendicular scales are in the orders
of the kinetic scales of plasma particles, such as the ion gyroradius and the electron
inertial length (Wu 2012).

Field-aligned density striation is one of the most ubiquitous inhomogeneity phe-
nomena in magnetized plasmas such as space plasmas in the corona and the aurora
as well as magnetically confined plasmas in laboratory. For example, high-resolution
observations have now given an impressive image of the solar corona as a rapidly
evolving dynamic plasma where energetic phenomena occur mainly on very small
scales that are characterized by density striations (Golub et al. 1990; Aschwanden
et al. 2001). On the other hand, auroras and associated plasma processes have vari-
ous classes of spatial and temporal scales, and change fromwhole auroras in hundreds
of kilometer to microscale structures (such as narrow discrete arcs, auroral curls and
folds, and flickering auroras) in hundreds of meter, which is comparable to the ion
gyroradius (Hallinan and Davis 1970; Mcfadden et al. 1990; Borovsky and Suszcyn-
sky 2013; Trondsen and Cogger 1997, 1998). Particle simulation by Tsiklauri (2011,
2012) also showed that KAWs can be effectively excited by the transverse density
inhomogeneity and that the parallel and perpendicular electric fields of the excited
KAWs can efficiently lead to the field-aligned acceleration of electrons and the cross-
field heating of ions, respectively, as expected by the theory of KAWs.

The similar phenomena of spontaneously producing KAWs in field-aligned den-
sity striations also have been observed in laboratory plasmas, as shown in Sect. 2.4.
Motivated by the need to understand the dynamics of waves generated spontaneously
in field-aligned density striations, Maggs and Morales (1996, 1997) designed and
performed a laboratory experiment in LAPD at UCLA, in which a controlled field-
aligned density depletion was produced by selective coating of an emissive oxide
coated cathode and density andmagnetic fluctuations generated spontaneously in the
density striation were measured. They identified the nature of the fluctuations as the
drift AW for β > 2Q and as broadband magnetic shear AW turbulence for β < 2Q,
as shown by Fig. 2.6. The driving source for the fluctuations is the cross-field density
(Fig. 2.6) and temperature (Fig. 2.7) gradients in the edge of the density striations,
which have typical scales close to the electron inertial length.

Based on the two-fluid model of magnetized plasmas, Wu and Chen (2013) and
Chen et al. (2015) investigated the dispersion relation and the instability excitation
of KAWs in a magneto-plasma with density striation structures. Their results show
that the KAWs become instable in the presence of the density striation and the
corresponding instability excitation has a maximal growth rate at the perpendicular
wavelength close to the spatial scale of the density gradient perpendicular to the
magnetic field (see Sect. 1.5), as shown by the laboratory experiment (Maggs and
Morales 1996, 1997) and the particle simulation (Tsiklauri 2011, 2012). For some
typical solar coronal plasma parameters, the growth rate of the KAW instability can
reach ∼1/3 of the wave frequency, implying a very effective growing of KAWs.

On the other hand, the KAW growth rate excited by the field-aligned density
striation instability increases as the plasma pressure parameter β decreases, and
hence the field-aligned density striation instability has a higher growth rate in a
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low-β plasma of β < 2Q (i.e., αe < 1) and the growth rate rapidly falls below the
effectively exciting level when β > 2Q (i.e., αe > 1) or λekx > 1 (see Figs. 1.10
and 1.11). This is obviously different from the field-aligned current instability, which
leads to a more effective generation of KAWs in plasmas with β > 2Q but hardly an
effective excitation of KAWs in a low-β plasma of β < 2Q. This indicates that the
field-aligned density striation can effectively produce KAWs with a perpendicular
wavelength larger than the electron inertial length in the inertial parametric regime
of αe < 1, as shown by observations in auroral plasmas.

The so-called Bennett pinching effect can establish a close relation between these
two excitation mechanisms for KAWs, the field-aligned electric current and density
striation instabilities. In fact, the Bennett pinching may lead to the concentration of
field-aligned currents and hence to the simultaneous increase of the local current
density and the local plasma density. Thus, in a plasma region with a local plasma
pressure parameter β > 2Q the increasing current density can effectively generate
KAWs by the field-aligned current instability. While in a plasma region with a local
parameter β < 2Q, the increasing plasma density leads to the formation of field-
aligned density striations and may effectively produce KAWs by the field-aligned
density striation instability.

Besides ubiquitous field-aligned currents and striations, fast electron and ion
beams presented often in the solar atmosphere, especially during solar activities,
also may excite effectively the instability growth of KAWs. Voitenko (1996, 1998)
studied the excitation of KAWs by proton-beams produced in a flare and proposed
that the KAWs are possibly responsible for the flaring loop heating. Chen et al.
(2014) investigated the growth rate of KAWs excited by fast electron beams in an
intermediate-β plasma (i.e., 1 � β � 2Q), which is the case of typical solar coronal
plasmas. Their results show that the maximal growth rate of KAWs depends sen-
sitively on the feature velocity of fast electron beams, vb, and the most favorable
beam velocity occurs between 8vA < vb < 10vA. However, the maximal relative
growth rate of KAWs by fast electron beams, in general, is only ∼1% of the wave
frequency, and hence possibly is not important excitation source of KAWs in the
solar atmosphere.

6.2.4 Possible Solar Observation Evidence of KAWs

In general, KAWs and associated processes are very difficult to be observed directly
because of the limitation of observational resolution of telescopes. However, Wu
et al. (2007) reported a novel kind of fine structures in solar radio bursts, called “Solar
Microwave Drifting Spike” (SMDS), which were detected by the Solar Broadband
Radio Spectrometer (SBRS) of the National Astronomical Observatories of China
(NAOC) with high temporal (∼1 ms) and spectral (∼0.3%) resolutions (Fu et al.
1995). Their analysis suggested that these SMDSs probably are produced by a group
of SKAWs, in which the electrons in the SKAWs are accelerated by the SKAW
electric fields to tens of keV and trapped within the SKAW potential well. It is these
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Fig. 6.4 Dynamic spectra of SMDSs observed by SBRS/NAOC on November 3, 2004. Top: Left-
hand polarized component. Bottom: Right-hand polarized component (fromWu et al. 2007, ©AAS
reproduced with permission)

trapped electrons that trigger the SMDSs, whose frequency drifts are attributed to
the SKAW propagation along the magnetic field.

In order to deeply analyze the fine structures of solar microwave bursts a fast
scanning mode of SBRS with high temporal (1.25ms) and spectral (4MHz) reso-
lutions had worked in the frequency band of 1.10–1.34GHz for six months (from
2004 October to 2005 March). Figure6.4 shows a group of SMDSs observed on
November 3, 2004, where top and bottom panels are the dynamical spectra of their
left and right polarization components, respectively. This group consists of 65 indi-
vidual SMDSs during from 03:25:7.5 UT to 03:25:10.2 UT in the frequency range
between 1.112 and 1.268GHz, which appeared just at the beginning of a major radio
burst associated with a flare in the active region NOAA 10696 localized at N09E45
on the solar disk.

The SMDSs are characterized typically by a short lifetime (∼tens of ms), a nar-
row bandwidth (relative bandwidth <1%), and an intermediate frequency drift rate
(∼ a few hundred of MHz/s). Figure6.5 presents their observable features, where the
horizontal coordinates are the center times of the SMDSs in second after 03:25 UT.
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(a) (b)

(c) (d)

Fig. 6.5 Characteristic parameters of the SMDSs. a Their central frequencies (in GHz), where
triangles and plus signs represent their left and right polarization components, respectively. b Their
lifetimes (in ms). c Relative bandwidths (in percent). d Frequency drifting rates (in MHz/s) (from
Wu et al. 2007, ©AAS reproduced with permission)

Figure6.5a presents their center frequencies in GHz, where the triangle (“�”) and
cross (“+”) represent the left and right polarization components, respectively. From
Fig. 6.5a, all SMDSs have the left and right polarizations in pairs but the very low
polarization degrees even lower than the observational resolution (10%). Figure6.5b
shows their lifetimes (dt), which are in the order of several tens of ms and have an
average lifetime of 42.3 ms. Their relative bandwidths (δ f/ f ) are given in Fig. 6.5c,
which all are below 1% and have an average bandwidth of 0.44%. Finally, Fig. 6.5d
displays their frequency drifting rates, which are in the order of a few hundreds
of MHz/s and have an average drifting rate of 247 MHz/s. In comparison to solar
microwave bursts reported previously, the intermediate drifting rates of the SMDSs
are similar to that of the fiber bursts (Bernold and Treumann 1983; Aurass and Kliem
1992), but their lifetimes and frequency drifting ranges are much less than that of
the fiber burst. On the other hand, their short lifetimes and narrow frequency drifting
ranges are similar to that of the millisecond radio spikes, which are believed to be
generated by the electron cyclotron maser emission (ECME; Benz 1986; Messmer
and Benz 2000; Fleishman et al. 2003), but their frequency drifting rates are much
less than that of the millisecond spikes.
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The narrow bandwidth imposes fairly stringent constraints on the microphysics
that is responsible for the generation of the SMDSs because the theoretical band-
width does not exceed the observed bandwidth. The observed bandwidth may be a
superposition of various factors including the natural bandwidth of the emission line
and its broadening due to the inhomogeneity of the emission source, the turbulent
motion of the emission, and the scattering of the emission during its propagating
from the source to the observer. The natural bandwidth of ECMEs is typically in the
range 0.1–0.4% for the plasma environments in the solar corona (Fleishman 2004).
In particular, the observed bandwidth constraints the possible sizes of the emitting
sources and the upper limit of sizes of individual SMDS sources may be estimated by
l < (δ f/ f )L , where L is the scale of magnetic inhomogeneity in the source region
(Benz 1986). Taking L ∼1,000 km, one has a size of individual SMDS source less
than 10km in the present observation.

According to the model of solar radio active regions (Zhao 1995), the height of
the local source for cyclotron emissions at frequency f (in units of GHz), H , can be
estimated by

H = D

[(
11.2B0

f

)1/3

− 1

]
, (6.4)

where the magnetic field has been assumed to be a dipole field with a depth D under
the photosphere and a strength B0 (in units of kG) on the photosphere. Thus, the
moving velocity of the source can be calculated by

vd ≡ d H

dt
= D

3

(
11.2B0

f

)1/3 1

f

d f

dt
, (6.5)

where d f/dt is the frequency drifting rate of the source. Taking the depth
D ∼ 3.5 × 104 km and the magnetic strength B0 ∼ 1.5 kG, we have the mean height
of the emitting sources of the SMDSs Hs ∼ 5 × 104 km and the mean moving veloc-
ity of the sources vsd ∼ 6 × 103 km/s,where themean emitting frequency fs � 1.186
GHz and frequency drift rate d f/dt � 247 MHz/s have been used. The mean mag-
netic field of the source regions can be estimated by the mean emitting frequency
( fs = 1.186 GHz) as Bs ∼ 100 G.

The energetic electrons that trigger ECME (Benz 1986; Messmer and Benz 2000;
Fleishman et al. 2003) have typical energy range from a few tens to one hundred
keV. This implies that the electron velocity ranges from several tens to one hundred
103 km/s, much larger than the drift velocity of the source vsd ∼ 6 × 103 km/s,
above inferred by the observed frequency drifting rate of the source. On the other
hand, the solar coronal plasma has a typical density ∼109 cm−3 at the altitude of the
source (Hs ∼ 5 × 104 km), implying a local Alfvén velocity vA ∼ 7 × 103 km/s in
the source region, which is close to the source drifting velocity vsd . This indicates
that the sources of these SMDSs are moving with the local Alfvén velocity, when the
ambient plasma density n0 � 1.3 × 109 cm−3. This result proposes that the SMDSs
can be explained in the SKAW scenario.
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(a) (b)

(c) (d)

Fig. 6.6 Structure of SKAWs. a Dip density SKAW with amplitude 0.9. b Distributions of the
parallel electric field. c Electric potential. d Electron velocity in the SKAW (from Wu et al. 2007,
©AAS reproduced with permission)

Figure6.6 shows an example of SKAWs with a density amplitude 0.9, where
panels (a), (b), (c), and (d) are the distributions of the density (ne), the electric field
(Ez), the electric potential (�z), and the electron velocity (vez), respectively, in the
SKAW, which propagates at the local Alfvén velocity vA along the magnetic field.
From Fig. 6.6, the SKAW has a cross-field size ∼50λe. In particular, the electrons
trapped in the SKAWby the potential well can be self-consistently accelerated by the
SKAW electric field to a velocity ∼20vA � 0.4c km/s, that is, with an energy ∼50
keV, which is the typical energy of the energetic electrons triggering solar microwave
bursts.

In recent works (Wu et al. 2002; Yoon et al. 2002; Chen et al. 2002) an elec-
tron beam-maser instability based on ECME has been proposed to explain solar
radio bursts, in which the streaming electrons possess a distribution with a perpen-
dicular population inversion; such distribution may be formed by the pitch-angle
scattering of the streaming electrons by ubiquitous turbulent waves in solar coronal
plasmas. Observations of SKAWs by satellites in space plasmas show them to be fre-
quently accompanied by various turbulence (e.g., Wahlund et al. 1994a). Therefore,
we believe that the electrons trapped within SKAWs can be scattered by the accom-
panying turbulence and form an inverted velocity distribution in the perpendicular
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velocity space. It is these trapped electrons in the SKAWs that directly trigger the
observed SMDSs through their ECME. Thus, the frequency drifts of the observed
SMDSs naturally are attributed to the propagation of the SKAWs along the magnetic
field. This is different from that of solar type III bursts, which is directly due to
the motion of the triggering electrons. Also, the combination Alfvén solitons with
electron cyclotron maser emission was ever proposed to explain solar intermediate
drift bursts, where the solitons just modulate the emission induced by pre-existing
energetic electrons (Benz and Mann 1998; Treumann et al. 1990; Dabrowski et al.
2005). In the present scenario, however, the emitting electrons are produced self-
consistently by the SKAWs.

The SKAW lifetime may be estimated approximately by the inverse of the KAW
damping rate, γ ∼ 0.5νek2

⊥λ2
e (Voitenko andGoossens 2000), where the electron col-

lision frequency νe = 2.91 × 10−6ne ln�T −3/2
e and ln� is the Coulomb logarithm.

Taking the typical temperature T ∼ 100 eV for coronal plasmas, one has ln� ∼ 20
and νe ∼ 100 Hz. On the other hand, the wavelength of linear KAWs may be esti-
mated by the characteristic scale of the inhomogeneity in the SKAWs, λ⊥ ∼ 10λe in
Fig. 6.6a. In consequence, the damping rate γ ∼ 20 Hz, that is, the SKAW lifetime
τ ∼ γ−1 ∼ 50 ms, which is consistent with the observed SMDS lifetime.

The typical field-aligned size of the SKAWs can be estimated by the average
relative bandwidth δ f/ f ∼ 0.44% of the SMDSs, as l ∼ 0.44%L ∼ 4 km, based on
the emitting source size l ∼ (δ f/ f )L (Benz 1986), where the scale of the magnetic
inhomogeneity in the source region L ∼ 1, 000 km has been used. Obviously, the
field-aligned size of the SKAWs is much larger than their cross-field size ∼50λe ∼
10m (see Fig. 6.6). This indicates that the SKAWs propagate quasi-perpendicular
to the magnetic field (Wu and Chao 2004b). Finally, the frequency of the SKAWs
∼ vA/ l ∼ 1.5 × 103 Hz, which is much less than the local ion gyrofrequency fci ∼
1.5 × 105 Hz as expected by the SKAW theory.

In observation,Wu et al. (2007) for the first time presented probably observational
evidence of SKAWs in the solar corona. They reported a novel kind of fine structures
in solar microwave drifting spikes (SMDSs), which were detected by SBRS (the
Solar Broadband Radio Spectrometer) of NAOC (the National Astronomical Obser-
vatories of China) with high temporal (∼1 ms) and spectral (∼0.3%) resolutions.
These SMDSs are typically characterized by a short lifetime (∼tens ms), a narrow
bandwidth (a relative bandwidth <1%), and an intermediate frequency drift rate
(∼ a few hundreds of MHz/s). Their analysis suggests that these SMDSs are proba-
bly produced by a group of SKAWs, in which the electrons trapped in the potential
of the SKAWs are field-aligned accelerated by the SKAW electric fields to tens of
keV. It is these trapped electrons in the SKAWs that trigger the SMDSs. The nar-
row bandwidth of the SMDSs implies the small size of the emitting sources, that
is, the SKAWs, their short lifetime can be explained by the dissipation time of the
SKAWs in the local plasma environment, while the frequency drifts of the SMDSs
are attributed to the propagation of the SKAWs along the magnetic field at the local
Alfvén velocity.
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6.3 Upper Chromospheric Heating by Joule Dissipation
of KAWs

6.3.1 Sunspot Upper-Chromospheric Heating Problem

Sunspots are dark magnetic structures on the solar surface because their strong mag-
netic fields inhibit the normal energy transport by the convection below the solar
photosphere, so that their temperature is lower than the surrounding quiet photo-
sphere by ∼2000 K. However, the temperature increases more quickly with heights
in a sunspot than in the quiet solar atmosphere outside the sunspot. In result, the
sunspot chromosphere and corona have higher temperature than the surrounding
chromosphere and corona of the quiet solar atmosphere (Avrett 1981; Maltby et al.
1986).

Based on the spectral profiles of Hα, Hβ, CaII H, K and infrared (λ8498, λ8542,
λ8662) lines observed with the 13.5m vacuum spectrometer of the McMath tele-
scope at Kitt Peak Observatory on July 1, 1985 and on the non-LTE (local thermal
equilibrium) radiative transfer calculation, Ding and Fang (1989, 1991) obtained the
semiempirical atmospheric models of a sunspot penumbra and umbra, respectively.
Figure6.7 depicts the results for their umbra model (solid lines), where the panels
(from the top down) are the temperature variation with heights, the electron and
total hydrogen atom (ionized and neutral) number densities, and the ionization esti-
mated simply byα = ne/(1.2nH ). Here, the factor of 1.2 is because the total electron
number is contributed by the electrons from other heavy ions as well as the ionized
hydrogen. For comparison, the corresponding atmospheric parameters in the VAL
(Vernazza, Avrett, and Loeser) quiet solar model given by Vernazza et al. (1981) are
plotted in the dashed lines in the figure.

From Fig. 6.7 one can see that the sunspot atmosphere has height variation very
similar to that of the VAL quiet solar atmosphere, except the sunspot atmosphere
varies more quickly through the chromosphere to the corona after the temperature
minimum region at ∼500 km, where there is interface between the photosphere
and the chromosphere. In particular, from Fig. 6.7, it is worth to notice that there
is a higher ionization besides a high magnetic field strength in the sunspot upper
chromosphere. It can be expected that there is some heatingmechanism in the sunspot
upper chromosphere, which must be associated with plasma processes as well as
magnetic fields because there is a higher ionization as well as a higher magnetic field
strength in the sunspot upper chromosphere.

What causes the heating of the upper solar atmospheres has long been an out-
standing problem in solar physics (Ulmschneider 1991). Three types of processes
have been proposed to explain the chromospheric heating: (1) heating by upward-
propagating acoustic waves generated in the convection zone (Carlsson and Stein
1992); (2) resistive dissipation of direct currents j = ∇ × B/μ0 (Rabin and Moore
1984; Goodman 2004); and (3) local ohmic heating driven by magnetic reconnection
(Parker 1988). Recent results based on observations of the TRACE satellite, however,
show that acoustic waves do not carry enough energy to sustain the heating rate of the
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Fig. 6.7 Semi-empirical atmospheric model of a sunspot: panels (from the top down) are tempera-
ture, electron and atom densities, and ionization, where dashed lines represent those of the average
quiet solar atmosphere (from Wu and Fang 2007, ©AAS reproduced with permission)

internetwork chromosphere in solar non-magnetic areas (FossumandCarlsson2005).
Meanwhile, Socas-Navarro (2005) analyzed three-dimensional vector currents and
temperatures observed in a sunspot from the photosphere to the chromosphere and
concluded that resistive current dissipation can not provide the dominant source to
heat the sunspot chromosphere in that case. In addition, since magnetic reconnection
is associated with strong current sheets, reconnection also may not be important, at
least in the relatively simple magnetic topology of sunspots. The fact that the tem-
perature increases more quickly in a sunspot with stronger magnetic fields and the
sunspot chromosphere has a higher temperature implies that magnetic waves such as
AWsmay play an important role in the chromosphere (Socas-Navarro 2005; Jefferies
et al. 2006).

De Pontieu et al. (2001) studied the chromospheric damping of MHD AWs due
to ion-neutral collisions for various solar structures, such as active region plage,
quiet sun, and sunspots, and found that the ion-neutral damping of AWs is the most
effective for the sunspot case. Their results show that the maximum damping always
occurs around the temperature minimum region of the solar atmosphere, where is
the interface between the photosphere and the chromosphere. In particular, the ion-
neutral damping can contribute significantly to the energy balance in the region
between 500 and 1000 km. In the upper-chromosphere above 1000 km, however, the
heating rate due to the ion-neutral damping quickly decreases, and hence is much
lower than the local radiation cooling rate (De Pontieu et al. 2001).
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6.3.2 Joule Dissipation of KAWs by Collision Resistance

Current of KAWs is contributedmainly by the field-alignedmotion of electrons in the
wave. Therefore, when the electron collision frequency is enough high in comparison
with the wave frequency the wave energy is effectively dissipated by the electron
collision damping, that is, so-called the Joule dissipation. Low solar atmospheres
in the photosphere and chromosphere consist of partly ionized plasmas, in which
the ionization increases with heights from lower than 10−5 in the photosphere to
close 1 (i.e., nearly fully ionized) at the top chromosphere, as showed by the dashed
line in Fig. 6.7. In such partly ionized plasmas, the electron collision frequency is
contributed by the electron-ion collision (Coulomb collision due to the long-range
Coulomb force) and the electron-atom collision (neutral atom collision due to the
short-range molecule force). For the Coulomb collision between electrons and ions,
we have

νei = 8 ln�

3π2

ωpe

ND
� 110neT −3/2 (6.6)

where ln� = 10 has been used and ne and T are in units of cm−3 andK, respectively.
While for the electron-atom collision, we have

νea = 4

π

√
T

me
σana � 3.86 × 10−10 1 − α

α
neT 1/2 (6.7)

where na and α are the atom number density and the ionization, respectively, and
the atom collision cross-section σa = 4.4 × 10−16 cm−3 and the ionization relation
na = (1 − α) ne/α have been used.

For the sunspot atmospheric model presented in Fig. 6.7 the electron collision
frequencies by ions and atoms are showed by solid and dashed lines in Fig. 6.8,
respectively. From Fig. 6.8, it is clear that the electron-atom collision frequency νea

decreases monotonously with increasing height from the photosphere through the
upper chromosphere, as expected. While the Coulomb collision frequency decreases
in the photosphere and the lower chromosphere below the height ∼800 km, then
slightly increases and maintains almost constant in the upper chromosphere until the
height ∼1650 km, and above this drastically decreases after entering the transition
region and the corona because the great density decreases and temperature increases.
In particular, the Coulomb collision frequency νei becomes larger than the neutral
collision frequency νea and dominates the collisional electric resistance in the upper
chromosphere because of the increase of the ionization, where the ionization is
considerably larger than 10−3.

Including the electron collision effect, the continuity and field-aligned motion
equations of electrons can be written as



6.3 Upper Chromospheric Heating by Joule Dissipation of KAWs 245

Fig. 6.8 Electron collision frequencies by ions (solid line) and by neutral hydrogen atoms (dashed
line) (from Wu 2012)

∂ne
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+ ∂ (nevez)
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me
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For KAW with frequency ω and parallel wavenumber kz , Eq. (6.8) leads to

vez = ω

kz
δn

Ez = i
meω

e

ω + iνei

kz
δn, (6.9)

where δn = δne/ne is the relative density fluctuation. In result, the Joule heating
rate due to the classical collisional resistance of KAWs, including the Coulomb and
neutral collisions, can be given by

Q H K � 1
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Re( jz E∗

z ) = 1

2
meneνei

(
ω
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)2

(δn)2

� 1

2
meneνeiv

2
A (δn)2

� 9.3 × 10−4n2
en−1

H T −3/2B2
0δn2

K , (6.10)

where nH is the total atmospheric density (atoms and ions), δnK denotes the relative
density fluctuation for KAWs, the prefixion “Re” denotes the real part of complex,
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the superscript “∗” denotes the complex conjugate, and the current jz � −enevez has
been used. In addition, the parallel phase speed of KAWs has been approximated by
the local Alfvén velocity, i.e., ω/k‖ � vA. This is an enough good approximation for
the weakly dispersive case of k⊥λe and k⊥ρi � 1.

For the sake of comparison, here we present the heating rate by acoustic waves,
which is extensively believed to be responsible for the heating mechanism of the
photosphere and low chromosphere. In the scenario of the acoustic wave heating, the
damping rate of acoustic waves caused by the classical collision resistance is given
by γS = −csλck2/6, where cs is the acoustic speed, λc the collision mean free path,
and k = 2π/λ the wavenumber. Since the heating energy directly comes from the
dissipated regime of turbulent spectra of acoustic waves, which have a wavelength
comparable to the mean free path, we can estimate the heating rate by acoustic
waves as

Q H S = 1

12
m H nH c2s νcδn2

S � 2.27 × 10−28n2
H T 3/2δn2

S, (6.11)

where m H and νc are the mass and the collision frequency of hydrogen atoms, δnS

is the relative density fluctuation for acoustic waves, and the relation, δv = csδnS ,
has been used for the perturbed velocity in the acoustic waves.

To compare Eqs. (6.10) and (6.11), we can find that their local heating rates
depend on the local atmospheric density and temperature parameters, nH(e) and T ,
in considerably different form. In particular, the KAW heating rate strongly depends
on themagnetic field B0 in the form proportional to its square, that is, this is a strongly
magnetic correlation heating mechanism.

6.3.3 Upper-Chromospheric Heating by KAW Joule
Dissipation

In the heating problem of the solar atmosphere, the main role of heating mechanisms
is to balance the energy loss due to the radiative cooling. Figure6.9 shows the radiative
cooling rate, RL , of the sunspot atmosphere in the sample presented by Ding and
Fang (1991), where the dashed line is calculated based on the semiempirical model
presented in Fig. 6.7. Similar to the VAL quiet solar model (Vernazza et al. 1981)
and to the sunspot penumbra model (Ding and Fang 1989), a negative cooling rate
round the temperature minimum region (∼400–600 km) in the sunspot umbra model
seems to beunavoidable in semiempirical atmosphericmodelling too.Oneof possible
explanations for this negative cooling rate is that some ignored spectral lines should
be included to balance this negative cooling rate (Noyes and Avrett 1987). To avoid
this negative cooling rate problem, we may fit numerically the calculated cooling
rate RL by an analytical expression QL as follows:

QL = nH ne Z(h)�(T ). (6.12)
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Fig. 6.9 Calculated radiative cooling rate (dashed line) and the analytically fitting repression (solid
line) (from Wu and Fang 2007, ©AAS reproduced with permission)

Here, the derivation of the functions Z(h) and�(T ) is based on reproducing, as well
as possible, the detailed non-LTE calculations outside the temperature minimum
region. Following Gan and Fang (1990), by trial and error, we obtain:

�(T ) = 1.547 × 10−29T 3/2 (6.13)

and

Z(h) =
{
100.00363h−5.445 + 2.3738 × 10−4e−h/163 for h < 1500 km
1 for h > 1500 km

(6.14)

The result is presented in Fig. 6.9 by the solid line (i.e., QL ). It reproduces the
numerical results considerably well, in particular, in the upper-chromosphere above
800 km, except for a small hump at the chromospheric top.

Here we further constrain our work on the sunspot atmosphere below 1750 km,
where the height variation of the magnetic field may be ignored. To balance the
energy loss due to the radiative cooling at the rate QL , the required wave amplitudes
in the density fluctuation forms, δnK and δnS , can be obtained from Eqs. (6.10)
and (6.11), respectively. Figure6.10 shows the required δnS (dotted line) and δnK

(dashed line) when the radiative cooling is balanced by the acoustic wave heating
(i.e., QL = Q H S) and by the KAW heating (i.e., QL = Q H K ), respectively, where
the magnetic field B0 = 103 G in the sunspot umbra has been used (Ding and Fang
1989).
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Fig. 6.10 Relative density amplitudes required by the KAW heating (dashed line), by the acoustic
wave heating (dotted line), and by the KAW and acoustic wave combining heat (solid line) (from
Wu and Fang 2007, ©AAS reproduced with permission)

From Fig. 6.10, one finds that stronger and stronger acoustic waves (i.e., δnS) are
required to balance the cooling rate with increasing height. This indicates that the
transferring efficiency of the acoustic wave energy into the kinetic energy of particles
is lower and lower with increasing height because the collision frequency becomes
lower and lower when the atom density decreases with height. On the other hand,
however, the plasma density determined by the electron density slightly increases and
then maintains almost a constant in the chromosphere after reaching its minimum
in the temperature minimum region (see Fig. 6.7). In consequence, the ionization
rapidly increases in the chromosphere, in particular, the Coulomb collision frequency
νei does not decrease with height. This implies that the transferring efficiency of the
energy of KAWs into the kinetic energy of plasma particles is higher and higher with
increasing height, and hence the KAW heating becomes more and more important in
comparison to the acoustic wave heating with increasing height in the chromosphere.
The dashed line in Fig. 6.10 clearly shows that the density amplitude δnK required
by the KAWheating is much lower than that required by the acoustic wave heating to
balance the radiative cooling in the sunspot chromosphere above the height of ∼850
km. This indicates that the KAW heating dominates the heating mechanism in the
upper chromosphere above ∼850 km although the acoustic wave heating is possibly
more important in the photosphere and the lower chromosphere below ∼850 km.

When combining the acoustic wave heating and the KAW heating to balance
the radiative cooling, the required density amplitude is in a lower level (∼10−5) in
the photosphere, then increases in the temperature minimum region, and reaches a
maximum of ∼3 × 10−4 at ∼850 km, as showed by δn (solid line) in Fig. 6.10. In
particular, the required density amplitudemaintains at a relatively low level∼10−4 in
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the upper chromosphere above 850 km, where the heating mechanism is dominated
by the KAW heating.

The necessary KAW energy flux can be estimated as ∼3 × 105 erg/cm2/s by the
cooling rate ∼0.03 erg/cm3/s (see Fig. 6.9) and the radiative scale height ∼100 km.
On the other hand, the AW flux generated by convection at the photosphere can be
estimated by

FA = B2
0

2μ0
vA

(
δv

vA

)2

, (6.15)

where δv is fluid convection velocity. To take δv ∼ 1 km/s and vA ∼ 10 km/s at the
photosphere, one has FA ∼ 4 × 108 erg/cm2/s. The required wave energy flux by
the KAW heating in the sunspot upper chromosphere is only about one in a thousand
of the AW energy flux supplied by convection below the photosphere. This indicates
that the required wave energy flux by the KAW heating mechanism is very easy to
be satisfied.

The above results demonstrated that the KAW heating dominates the heating
mechanism in the sunspot upper chromosphere, in which the heating is attributed to
the Joule dissipation of KAWs due to the Coulomb collision because of the increase
of the ionization there. Although analysis here is for a special sample of sunspot
atmospheres, we believe that the conclusion is commonly valid for other magnetic
atmospheres, for example, for the quiet solar atmosphere. In fact, as showed in
Fig. 6.7 the sunspot atmosphere has height variation very similar to that of the VAL
quiet solar atmosphere, except that the sunspot atmosphere varies more quickly from
the photosphere through the corona. In particular, similar ionization increasing with
height occurs in the quiet solar atmosphere too.

Therefore, it is reasonable to conclude that the KAW heating caused by the ohmic
dissipation of KAWs dominates the heating mechanism in the upper chromospheres
of the quiet solar atmosphere as well as in the sunspot upper chromospheres. The
difference between the two atmospheric models lies in only that the KAW heating
becomes the dominating mechanism at different heights, in dependence on the mag-
netic field strength of the models. That is, the atmosphere with a stronger magnetic
field has a lower upper-chromosphere, where the heatingmechanism is dominated by
the KAW heating, because the relative importance of the KAW heating more quickly
increases with heights when the magnetic field is stronger.

6.4 Inner Coronal Heating by Landau Damping of KAWs

6.4.1 Heating Problems of Coronal Loops and Plumes

The most impressive image of the solar corona presented by the current generation
space-based observation is its surprising complexity and richness both in structure
and dynamics. The hot plasma with temperatures higher than 106 K in the corona
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emits mainly at soft X-ray bands with typical wavelengths of a few tens Å, which
dominates the radiative cooling process of the hot coronal plasmas. Observations
show that these soft X-ray emissions tend to be concentrated in some looplike struc-
tures, called coronal loops, in solar active regions with closed magnetic topology
and raylike structures, called coronal plumes, in coronal holes with open magnetic
topology (Golub and Pasachoff 1997). It is widely believed in Skylab observations,
early on, that these coronal loops correspond tomagnetic flux tubes whose footpoints
are rooted in the photosphere and looptops extend into the inner corona at the helio-
centric distance R < 1.2R� (Bray et al. 1991). However, later Yohkoh soft X-ray
observations with a higher spatial resolution showed clearly that these bright loops
are not confined within isolated magnetic flux tubes, but are located in some weaker
magnetic field parts of the ambient magnetic field (Porter and Klimchuk 1995).

By use of a comparison between the Yohkoh soft X-ray data and ground-based
Hα observations, Fang et al. (1997) presented a typical example of enhanced soft
X-ray coronal loops and further confirmed the above result. They showed the soft
X-ray images of an active region in the corona, obtained by the Yohkoh soft X-ray
telescope (Tsuneta et al. 1991) in 1994May,which present several looplike structures
that start from the sunspot and connect regions with an opposite magnetic polarity
(see Figs. 1 and 2 of Fang et al. 1997). Also they analyzed the positions and shapes of
the sunspot from the two-dimensional spectral observations in Hα by the solar tower
at the Nanjing University in Nanjing of China and calculated potential field lines
using the magnetograms from the Huairou Station of NAO (National Astronomical
Observatories) in Beijing of China. Their result showed clearly that the field lines can
match well with the looplike structures, except for the small twisted structure at the
central part of the sunspot region (see Fig. 4 of Fang et al. 1997). This further confirms
the previous result that the bright coronal plasma loops are associated closely with
some magnetic flux tubes connecting two areas of opposite magnetic polarity, and
that the whole structure of loops is dominated by the ambient sunspot magnetic field
(Bray et al. 1991; Webb and Zirin 1981). From more detailed analyses, however,
they obtained an interesting result that the plasma in the magnetic flux tubes is not
heated at an uniform way in the ambient magnetic field, in which the parts near the
weaker regions tend to be brighter than the parts near the stronger field regions. This
well is consistent with the discoveries by Porter and Klimchuk (1995).

Soft X-ray brightened loops are ubiquitous structures in solar active regions.
Since they were discovered, the physical nature of their heating mechanism has been
a puzzled problem (Bray et al. 1991). Significantly different from the case of the partly
ionized upper chromosphere, where the classical collisional resistance can provide
an effective heating mechanism as shown in last section Sect. 6.3, the solar corona
consists of fully ionized high-temperature and tenuous plasmas, inwhich the classical
Joule dissipation of KAWs does hardly work because the great density decrease
and temperature increase both lessen heavily the classical collision frequency. For
example, the typical Coulomb collision frequency is well below 102 Hz, which is
much less than the ion gyrofrequency ∼105 Hz for typical parameters of coronal
loops in solar active regions, the density ne ∼ 109 cm−3, the temperature T ∼ 106

K, and the magnetic field B ∼ 100 G. The result presented by Fang et al. (1997)
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could have some important implications for us to understand the physical nature
of coronal loop heating mechanisms, which indicates that the heating efficiency is
associated with the magnetic field in some more complex ways.

Coronal plumes are other kindof nonuniformcoronal structures,which are embed-
ded in relatively uniform solar coronal holes with open magnetic fields. The solar
coronal holes are the darkest and least active parts in the solar atmosphere, which
are associated with open solar magnetic fields directly extending into the interplan-
etary space and hence are main source regions of high-speed solar wind streams
(Cranmer 2009). Coronal plumes are a common feature in solar coronal holes and
are observed as long, bright ray structures that extend nearly radially from the photo-
sphere to a distance larger than 10R�. These structures are thought to be denser than
the surrounding media in the coronal hole. Fromwhite-light eclipse photographs and
extreme ultraviolet observations (Saito 1958, 1965; Bohlin et al. 1975; Ahmad and
Withbroe 1977; Widing and Feldman 1992; Walker et al. 1993), the electron density
in the coronal plume is estimated to be∼3–5 times higher than that in the surrounding
media in the coronal hole. Using the CDS (the Coronal Diagnostic Spectrometer) on
board the SOHO satellite, a detailed analysis by Young et al. (1999) showed even a
higher coronal plume density ∼10 times that of the background. For example, the
typical electron densities of the coronal plume and the interplume region in some
limb coronal holes can be estimated as 109–1010 cm−3 and ∼108 cm−3, respectively
(Walker et al. 1993; Young et al. 1999). While their temperatures have no evident
difference and both are typically in the range (1–1.5)× 106 K (Walker et al. 1993;
Young et al. 1999).

Based on simultaneous data from the SOHO satellite, and some other space-based
as well as ground-based observatories, De Forest et al. (1997) clearly showed that
the coronal plumes are associated with small-scale (∼103 km) magnetic flux con-
centrations in the chromosphere, and that the strongest flux concentrations in the
coronal hole have a radial field strength in the order ∼100 G. This permits one
to understand the geometry of the lowest portion of the coronal plume in terms
of the magnetic field configuration: taking typically a density of ∼1010 cm−3 and
temperature of ∼106 K at the base of a coronal plume (Walker et al. 1993), one
has the plasma pressure parameter β ∼ 4 × 10−3 � 1, implying that the plume
geometry should be close to the shape of a force-free field (De Forest et al. 1997).
Although no measure of magnetic fields is available, the low-β plasma condition in
coronal holes is commonly accepted.

Another fundamental observational result is that the structures of coronal plumes
are quite stable and can last for tens hours or days. This indicates that they can
be modeled as radial steady-flow structures with transverse (perpendicular to the
radial direction) pressure balance. It seems reasonable to assume that the coronal
plumes are rooted in open magnetic flux concentration regions. Supporting this idea
is the observations of a supper-radial expansion of coronal plumes near their base in
the range 1–1.2 R� (Saito 1965; Ahmad and Withbroe 1977). What is observed is
obviously a density behavior, but if the coronal plume is in equilibrium, then it must
be threaded by diverging field lines with increasing height (Ahmad and Withbroe
1977). Therefore, in some early theories of coronal plumes (Newkirk and Harvey



252 6 KAWs in Solar Atmosphere Heating

1968; Suess 1982) potential fields were often used to model the coronal plume
geometry. This has also been explicitly proven later by a work of Del Zanna et al.
(1997). They showed that the flow has negligible effect on geometric spreading of
the coronal plume.

As noticed by some authors (e.g., Wang 1994), however, an additional heating
in the coronal plumes is necessary to balance the extra radiative cooling of these
brightening and dense coronal plumes. Obviously, this needs a structured (or i.e.
nonuniform) heating mechanism too. In fact, for the case of equal temperature in
the coronal plume and in the surrounding interplume media in the hole, the radiative
cooling rate in the plume is much higher than that in the surrounding interplume
media by a factor of ∼10–100, since the radiative cooling rate is proportional to the
density square (McClymont and Canfield 1983). On the other hand, the observed
fact that some small-scale transient brightening structures in the coronal plumes
propagate coherently outward at the local Alfvén velocity along the radial axis of
the coronal plumes indicates that there is some relationship between the additional
heating process and Alfvénic fluctuations (De Forest et al. 1997).

The observations of these coronal loops and plumes both require an inhomo-
geneous heating mechanism that depends sensitively on the local magneto-plasma
parameters so that there is a higher heating efficiency in these bright soft X-ray struc-
tures. It was proposed by Wu and Fang (1999, 2003) that in a nearly collisionless
plasma such as the coronal plasmas, the kinetic Landau damping of KAWs due to the
wave-particle interaction could be one of the most suitable candidates for such heat-
ing mechanism with the sensitively parametric dependence, because the so-called
thermal resonant condition of KAWs due to the wave-particle interaction near the
electron thermal velocity could play an important and crucial role in determining the
heating efficiency.

6.4.2 Landau Damping of KAWs

Although the classic Coulomb collision between particles can not provide an effec-
tive dissipation mechanism in a collisionless plasma, the wave-particle interaction
can lead to the dissipation of the wave energy if only the proper resonant condi-
tion is satisfied, for instance, the so-called thermal resonant condition, in which the
phase velocity of the wave matches to the thermal velocity of particles. The wave
energy dissipation due to the resonant wave-particle interaction is called the Lan-
dau damping. Hasegawa and Chen (1975, 1976) investigated first the ion Landau
damping of KAWs due to the resonant interaction between ions and KAWs when
vTe � vA. Employing the gyrokinetic equation for electrons, Wu and Fang (1999)
further studied the electron Landau damping of KAWs due to the resonant interac-
tion between electrons and KAWs when vTe ∼ vA and found that the heating rate
due to the electron Landau damping of KAWs has a maximal value when the elec-
tron thermal resonant condition, vTe = vA, is satisfied. Thus, they proposed that this
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KAW heating mechanism by the electron Landau damping can probably provide a
reasonable explanation for the structured nonuniform heating phenomena, which are
ubiquitous in the solar corona.

Since the Landau damping is a pure kinetic process, in general, this should be
treated by employing the exact Vlasov equation. However, for the electron kinetics
in the low frequency waves such as KAWs with frequency much lower than the
ion gyrofrequency, the one-dimensional drift kinetic equation along the unperturbed
magnetic field (see e.g., Hasegawa and Sato 1989) is an enough good approximation,
which can greatly simplify the mathematical treatment of the problem. Practically, in
the drift kinetic description the motion of electrons may be treated as one dimension
field-aligned motion, vez , which contributes the majority of field-aligned currents of
KAWs. While the electrons and ions have the exact same cross-field electric drift
velocity, vE = E × B/B2, which does not contribute to the net current j.

The field-aligned drift kinetic equation of electrons in the case of KAWs can be
written as follows (Hasegawa and Uberoi 1982; Wu and Fang 1999):

(
∂

∂t
+ vez

∂

∂z
− eEz

me

∂

∂vez

)
fe = 0, (6.16)

where fe = f (0)
e + f (1)

e is the distribution function of electrons in the velocity space,
and f (0)

e and f (1)
e are the equilibrium and perturbed distributions, respectively.

Assuming the equilibrium distribution of electrons to be the Maxwellian distribution
and the ambient plasma density to be homogeneous, i.e.,

f (0)
e = n0√

2πvTe

e−v2ez/2v
2
Te , (6.17)

the linear perturbed distribution function f (1)
e can be expressed as follows (Hasegawa

and Uberoi 1982; Wu and Fang 1999):

f (1)
e = i

en0Ez√
2πmekzv

3
Te

veze−v2ez/2v
2
Te

vez − ω/kz
. (6.18)

From this Eq. (6.18), the field-aligned current carried by electrons can be given by

jez = −e
∫ ∞

−∞
vez f (1)

e dvez

= −i

√
2

π

n0e2Ez

mekzvTe

[
P

∮ ∞

−∞
x2e−x2

x − x0
dx + iπx2

0e−x2
0

]
, (6.19)

where x = vez/
√
2vTe , x0 = ω/

√
2kzvTe , and “P

∮
” denotes the principal value inte-

gral. The second term in the square brackets above originates from the singular
integral at the singular point of x = x0 and represents the Landau damping effect
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due to the wave-particle resonant interaction. The Plemelj formula (Fried and Conte
1961) for an arbitrary complex function G(x)

∫ ∞

−∞
G(x)

x − x0
dx = P

∮ ∞

−∞
G(x)

x − x0
dx + iπG(x0) (6.20)

has been used to derive the second identity of Eq. (6.19).
The heating rate by the electron Landau damping may be calculated by the Joule

heating of the field-aligned current, jez , and it reads:

Q H = 1

2
Re

(
jez E∗

z

) = ωx0e−x2
0

√
π

k2
z λ

2
D

UEz , (6.21)

where UEz ≡ ε0Ez E∗
z /2 = ε0|Ez|2/2 is the energy density of the parallel compo-

nent Ez of the perturbed electric field. For the weakly dispersive case of k2
xλ

2
e and

k2
xρ

2
i � 1, from the polarization relations of KAWs in Eqs. (1.32) and (1.33) we have

UEz � k2
z

k2
x

δ2⊥UEx � k2
z

k2
x

v2
A

c2
δ2⊥UB (6.22)

and ω/k‖ � vA, where UEx and UB are the energy densities of the perpendicu-
lar component Ex of the perturbed electric field and the perturbed magnetic field,
respectively, and δ⊥ ≡ k2

xρ
2
s for vA < vTe or≡ k2

xλ
2
e for vA > vTe is a small parameter.

Substituting this relation into Eq. (6.21) and by use of the equality λD = (vA/c)ρi ,
the heating rate by the Landau damping Q H of Eq. (6.21) can be written as

Q H = ω
√

πx0e−x2
0 δ⊥UB . (6.23)

Following Hasegawa and Chen (1976), the fractional damping rate can be
expressed by

γ

ω
= √

πx0e−x2
0 =

√
π

2

B0

BR
e−B2

0 /2B2
R , (6.24)

where B0 is the ambient magnetic field strength, and

BR = √
μ0n0Temi/me � 1.922 × 10−4

√
n0Te (G) (6.25)

is the “resonant” magnetic field strength at the resonant point vA = vTe . In the last
expression above, n0 and Te are in units of cm−3 and eV, respectively. It is easy to
find that the result of Hasegawa and Chen (1976) can be obtained anew in the limit
of vA � vTe .

Figure6.11 shows the fractional damping rate versus the ratio of the Alfvén veloc-
ity vA (i.e., the phase velocity of waves) to the electron thermal velocity vTe . It is
straightforward to find that the effective dissipation of waves by the Landau damping
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Fig. 6.11 The fractional
damping rate γ/ω versus the
velocity ratio vA/vTe (from
Wu and Fang 1999, ©AAS
reproduced with permission)

mechanism occurs in a properly wide range of vA/vTe , i.e., 0.1–2.5, and the fractional
damping rate, (γ/ω), reaches its maximum�0.76 at vA = vTe . This is consistent with
the physical nature of the wave-particle resonant interaction of the Landau damping
mechanism, where the major of thermal electrons in the Maxwellian distribution is
resonant with the wave, called the thermal resonant condition.

6.4.3 Coronal Loop Heating by KAW Landau Damping

From Eq. (6.23), one can find that the heating ratio Q H depends on the ambient
magnetic field (B0) as well as the wave energy density (UB = B2

y/2μ0) of KAWs.
However, it is very difficult to determine the exact spectrum and the wave energy
density of KAWs or AWs in the solar atmosphere. In convenient for the comparison
between theory and observation, we assume that the wave field By depends on the
ambient field B0 in the following form

By = CB Bα
0 , (6.26)

where CB and α are constant parameters. Thus, the heating rate Q H in Eq. (6.23)
can be rewritten as follows:

Q H = QM
H

(
e

2α + 1

)α+0.5 (
B0

BR

)2α+1

e−B2
0 /2B2

R , (6.27)
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where

QM
H = ω

√
π

2

(
2α + 1

e

)α+0.5

δ⊥

(
CB Bα

R

)2
2μ0

(6.28)

is the maximal heating rate, occurring at the ambient magnetic field B0 = BM ,

BM = √
2α + 1BR = 1.922 × 10−4

√
(2α + 1) n0Te (G). (6.29)

For the case of the wave field By independent of the ambient field B0, i.e., α = 0,
the maximal heating rate occurs at the same position as the most effective damping
rate, that is, at the wave-electron resonant point BM = BR . As the dependence of the
wave field on the ambient field (i.e., α increases), the maximal heating rate moves
to the region where the ambient field is stronger.

Figure6.12 plots the normalized heating rate Q H/Q R
H against the ambient mag-

netic field strength B0 for three different values of the parameter α = 0, 0.5, and 1,
where the panel (a) shows the case of the loop top, the panel (b) shows the case of
the loop leg, and Q R

H is defined by

Q R
H ≡ ω

√
π

2
δ⊥

(
CB Bα

R

)2
2μ0

=
(

e

2α + 1

)α+0.5

QM
H . (6.30)

In fact, Fig. 6.12 also shows distribution of the heating rate function Q H across the
ambient magnetic field, i.e., the sunspot magnetic field, where the maximal strength
at the sunspot center has been taken as B0 = 1000 G for the example of Fang et al.
(1997). From Fig. 6.12 it can be found clearly that themaximal heating rate, implying
the brightest parts of the loop, does not come from the sunspot center with the
strongestmagneticfield, but from the region closer the boundaryof the sunspot,where
there is weaker magnetic field. This is consistent with the soft X-ray observations of
coronal loops (Porter and Klimchuk 1995; Fang et al. 1997). Moreover, as inferred
above from Eq. (6.29) the loop center (i.e., the brightest part of the loop) will be
closer the sunspot center (i.e., the center of ambient magnetic field) for a larger α
value because of stronger dependence of the wave field on the ambient field.

Table6.1 lists the physical parameters associated with the coronal loop presented
by Fang et al. (1997), where the first and second rows correspond to the top region
and leg region of the loops, respectively. The condition of the energy equilibrium
between the heating rate and the total energy loss rate means

Q H = QL + ∇ · q, (6.31)

where the radiative loss rate function QL around temperature Te ∼ 3 × 106 K can
be calculated by (Nagai 1980)

QL � 4.645 × 10−19n2
e T −0.604

e erg cm−3s−1 (6.32)
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(a)

(b)

Fig. 6.12 The normalized heating rate Q H /Q R
H versus the ambient magnetic field strength B0 for

the parameter α = 0, 0.5, and 1, where (a) is for the case of the loop top, and (b) is for the case of
the loop leg (from Wu and Fang 1999, ©AAS reproduced with permission)

with temperature in units of K and the heat conduction loss rate ∇ · q can be
estimated by

∇ · q = ∇ · (
C0T 5/2

e ∇Te
) � C0T 7/2

e (2/L)2 (6.33)

with the constant coefficient C0 = 2 × 10−6 and the loop length L in units of cm.
For the sample presented by Fang et al. (1997), we have ∇ · q ≈ 3.1 × 10−3

erg · cm−3s−1.
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Table 6.1 Parameters of coronal loops given by Fang et al. (1997) (fromWu and Fang 1999, ©AAS
reproduced with permission)

Region ne Te BR BM QM
H QL + ∇ · q

109/cm3 106K G G 10−3erg/cm3/s 10−3erg/cm3/s

Loop top 5.3 3.0 225 266 4.7 4.7

Loop legs 3.5 2.0 150 177 4.0 4.0

The consistence in modeling requires

(
QM

H

)
top(

QM
H

)
leg

= (QL + ∇ · q)top

(QL + ∇ · q)leg
. (6.34)

Combining Eq. (6.28) this leads to the parameter α � 0.2. Taking the wave period
∼10−3 s we have the wave frequency ω � 6.3 × 103 s−1, which is much lower than
the ion gyrofrequency ωci ∼ 106 s−1. If further taking the small parameter δ⊥ �
10−4, the wave field strength required by this heating mechanism can be estimated
by combining Eq. (6.31) and the parameters given in Table6.1. In result, we have
By = 0.48 G, that is, the relative fluctuation ∼0.18% at the top region and By =
0.44 G, that is, the relative fluctuation ∼0.25% at the leg region. This indicates that
the energy loss of the bright loops can be balanced by the KAW heating due to the
Landau damping of KAWs with a very low relative magnetic fluctuation ∼0.2%,
which is easy to be satisfied.

Neglecting the variation of the ambient magnetic field strength along the mag-
netic flux tube, from Table6.1 and Fig. 6.12 it can be found that the region with the
maximum heating rate, and hence with the maximum radiative cooling rate (i.e., the
brightest region of the loop) is nearby B0 = B top

M = 266 G for the top of the loop and
nearby B0 = B leg

M = 177 G for the legs of the loop. On the other hand, the ambient
sunspot magnetic field strength varies in the plane perpendicular to the flux tube of
the loop from B0 ∼ 100 G at the outer boundary of the sunspot to B0 ∼ 900 G at
the central region of the sunspot (Fang et al. 1997). This indicates that the brightest
region of the coronal loop is located in the outer region of the sunspot, and the top
brightest region is slightly nearer to the center of the sunspot than the leg brightest
regions. In the meantime, comparing the panels (a) and (b), one can find that the
effective heating region at the loop top is wider than that at the loop legs. These
results are, qualitatively at least, consistent with the soft X-ray observations of coro-
nal loops (Porter and Klimchuk 1995; Fang et al. 1997). Moreover, from Eqs. (6.25)
and (6.28), we have

(
QM

H

)
top(

QM
H

)
leg

=
(

B top
R

B leg
R

)2α

=
(

ntop
e T top

e
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e

)α

. (6.35)
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The observation shows, in general, ntop
e T top

e > nleg
e T leg

e . Thus, provided that α > 0,
the tops of loops are brighter than their legs, as showed by solar soft X-ray observa-
tions (Porter and Klimchuk 1995; Kano and Tsuneta 1995, 1996; Fang et al. 1997).

In consideration of that coronal loops are ubiquitous magneto-plasma structures
in the solar corona, especially in solar active regions of the inner solar corona lower
than the solar atmospheric height h ∼ 0.2R�, the heating mechanism of coronal
loops can dominate reasonably the heating of the whole solar corona, although it has
typically nonuniform features. The KAW heating caused by the ohmic dissipation
of KAWs due to the classic Coulomb collision, which is the dominating heating
mechanism for upper chromospheres as demonstrated in the last section, can not
effectively work in the solar coronal heating because of the collisionless nature of
hot and thin coronal plasmas. The KAW heating caused by the Landau damping of
KAWs due to the wave-particle interaction, however, probably becomes one of the
most important coronal heatingmechanisms,which is responsible for the nonuniform
heating of coronal loops confined in close magnetic fields of sunspots, as proposed
by Wu and Fang (1999).

In comparison, these two heating mechanisms both are caused directly by the
dissipation of KAWs and have the strongly magnetic correlationship, that is, their
heating rates both sensitively depend on the local magnetic field strength. However,
also there is remarkable difference between the two heatingmechanisms. The heating
mechanism due to the Joule dissipation of KAWs is effective only in a collision
plasma because the Joule dissipation of KAWs is caused directly by the Coulomb
collision between particles, but the heating mechanism due to the Landau damping
of KAWs can play an important role in a collisionless plasma because the Landau
damping of KAWs is attributed to the wave-particle interaction. On the other hand,
the heating rate by the Joule dissipation of KAWs is directly proportional to the
square of the ambient magnetic field strength, while the heating rate by the Landau
damping ofKAWsdepends on the localmagnetic field in amore complexmanner that
is determined by the wave-particle resonant condition. Therefore, the latter usually
leads to the radiative brightness of heated plasmas having a more complex spatial
distribution, as depicted by the soft X-ray observations of the solar corona.

6.4.4 Empirical Model of Coronal Hole and Plumes

Different from the case of coronal loops, which distribute mainly in solar active
regions of the inner corona below the height h ∼ 0.2R� above the solar surface
and in which the hot plasmas are controlled mainly by closed magnetic fields of
sunspots, coronal plumes present in solar coronal holes, in which hot plasmas are
guided by open magnetic fields and can extend to the height h ∼ 10R�, much larger
than the height of the coronal loops. Solar coronal holes are the darkest and least
active parts in the solar atmosphere and associated with open solar magnetic fields
(Cranmer 2009). Coronal plumes are a common feature in solar coronal holes and
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are observed as long ray structures that extend nearly radially from the photosphere
to the heliocentric distance larger than, R > 10R�.

Both theory and observation of the solar corona and the solar wind show that
the main features of coronal plume structures can be described by three regions,
distinguished in structure and dynamics with the radial distance from the Sun. The
first one is the “root” region of the plume near the base of the plume in the lower
corona (from the solar surface at R = 1R� to R ∼ 1.2R�), where the magnetic field
in the coronal hole concentrates mainly in some small open flux regions at the solar
surface, then rapidly spreads with the height in the form of superradial expansion,
and finally fills nearly uniformly the coronal hole at the top of this region. The plumes
in the coronal hole are believed to be rooted in these open flux concentration regions.
The body plasma flow in the hole (including the plumes), however, is almost static
in this region (De Forest et al. 1997).

The sequent “acceleration” region of the plume is located from R ∼ 1.2R� to
R ∼ 10R�, where the main body of the plume, as a thin and long bright ray in the
hole, appears in white-light observations. The body flow in the hole (including the
plumes) is accelerated to the interplanetary solar wind velocity of several hundreds of
km/s in this region, where the hole has an approximately uniform magnetic field and
a low-β plasma. The major energy of AWs, which originate from turbulent motions
in the solar surface and propagate along the open field lines, is dissipated in this
region through heating the coronal plasma and accelerating the solar wind flow.

The third region is the “mixing” region of the plume. In fact, from R ∼ 10R�,
the coronal plasma in the hole flows into the broad interplanetary space in the form
of the high velocity solar wind. With the increase of the plasma β parameter as well
as the flow velocity, however, the dense structure of the plume in the hole could
become more unstable in this region (Andries et al. 2000; Andries and Goossens
2001). This leads to the plume mixing with interplume plasmas and the disruption of
the plume structure. If assuming the constant-velocity solar wind in this region, both
the magnetic field and plasma are nearly radial expansion in the form of a square
inverse proportional to the heliocentric distance according to the requirement of the
mass conservation.

In order to explain comprehensively the heating and acceleration of the solar wind,
theories must incorporate detailed empirical knowledge of the physical conditions
in the extended corona in the range R ∼ 1.2–10 R� where the coronal plasmas are
heated and accelerated into the solar wind. The electron density plays a major role
in the estimation of plasma parameters, such as the plasma β parameter, the Alfvén
velocity, and the collision frequency. In the inner solar atmosphere, the electron
density can be derived using various atmospheric models, which are constrained
by observed spectral lines. In the extended corona, the electron density usually is
calculated based on polarization brightnessmeasurements of this region. However, in
comparing the two sets of density, it has long been suspected that the electron density
in the extended corona might be overestimated by a factor ∼10, due to line-of-sight
effects in the measurements of the polarized brightness (Koutchmy 1977; Esser and
Sasselov 1999; Teriaca et al. 2003).
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Combining the estimation of the electron densities in the higher corona and in
the solar wind, which are derived from observations from 13.8MHz to a few kHz by
the radio experiment WAVES aboard the WIND satellite (Leblanc et al. 1998), Wu
and Fang (2003) presented an empirical model for the electron density distribution
with the heliocentric distance in plumes. In the surrounding coronal hole, however,
the coronal plasma has a much lower density by a factor ∼10 (Walker et al. 1993;
Young et al. 1999). According to the empirical model of coronal plumes presented
byWu and Fang (2003), the radial variation of the plume density and the surrounding
plasma density (Wu and Yang 2007) in the coronal hole can be modeled by

n p = 1010

e50(r−1)
+

(
680

r6
+ 35

r4
+ 2.8

)
105

r2
(cm−3) (6.36)

and
nb = n p

1 + 9e−(r−1)2/100
, (6.37)

respectively, where r ≡ R/R� is the heliocentric distance in units of the solar radius
R�, and the denominator in Eq. (6.37) models the density in the hole lower than that
in the plume by a factor∼10 in the extended coronal region∼1.2–10 R�. This model
has a density ∼107 cm−3 in the coronal base at 1.1 R�, which is in agreement with
the maximum density derived by the lower solar atmospheric models (Koutchmy
1977; Esser and Sasselov 1999; Teriaca et al. 2003) and a density of a few electrons
per cubic centimeter at 1 AU, which is a typical value of the solar wind density in
satellite in situ measurements. The result is presented in panel (a) of Fig. 6.13, where
the plume density is plotted by dashed line, the surrounding plasma density in the
hole is plotted by solid line, and they superpose after R > 20R�.

Based on the observations of both FeIX and FeXII emission lines, the temperature
in the lower corona is estimated to be in the range of (1–1.5) × 106 K. On the other
hand, some numerical two-fluid models of high-speed solar wind streams associated
with coronal holes showed (Hu et al. 1997) that the radial distribution of the electron
temperature can be characterized by a quickly increasing from∼5 × 105 K to∼1.5 ×
106 Kwithin less than 3R�, then a slowdecrease by a factor of∼10 in a radial distance
of about a few tens of R�, followed by a slower decrease in interplanetary space.
Following Wu and Fang (2003), this radial distribution of the temperature can be
modeled empirically by

Te = 4.2 × 105re1−r/3 + 1.5 × 105
(
3

r

)0.3

(K). (6.38)

The result is shown in panel (b) of Fig. 6.13.
Although there are few observations of themagnetic field available for the corona,

the low-β condition is commonly supposed to hold in the extended corona of a
coronal hole. An early empirical formula that fits the Faraday rotation data in the
extended corona was derived byMariani and Neubauer (1990) as 6r−3 + 1.18r−2 G.
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(a)

(b)

(c)

(d)

(e)

Fig. 6.13 Empirical model of background plasma parameters for a coronal hole (from Wu and
Yang 2007, ©AAS reproduced with permission)

In extrapolating this formula to 1 AU, however, one obtains an interplanetary mag-
netic field of∼2 nT, which is obviously less than the in situ measured value of∼5 nT
by a factor of ∼2.5. Since the measured Faraday rotation is directly proportional to
the product ne Br (Volland et al. 1977) and the electron density in the extended corona
could have been overestimated, a larger magnetic field could be expected from the
Faraday rotation. FollowingWu and Fang (2003), the radial variation of themagnetic
field in coronal hole may be fitted by a similar formula but enlarging it by a factor
of 2.5 to fit the correct magnetic field value at 1 AU, that is,

B0 = 15

r3
+ 3

r2
(G). (6.39)

The result is shown in panel (c) of Fig. 6.13.
The electron thermal resonant parameter α = vTe/vA for the Landau damping of

KAWs is showed in panel (d) of Fig. 6.13, where the dashed line is for the case in the
plume and the solid line is for the case in the surrounding plasma in the hole. Finally,
panel (e) of Fig. 6.13 presents the comparison between the electron inertial length
(solid line) and the ion gyroradius (dashed line) in the hole. The result indicates
that dispersion of KAWs is dominated by the electron inertial effect (i.e., λe > ρi )
and by the finite ion gyroradius effect (i.e., λe < ρi ) in the regions R < 10R� and
R > 20R�, respectively, and the transition region is between 10R� < R < 20R�.

On the other hand, the stability of coronal plumes indicates that it can be modeled
as a radial steady flow with the transverse pressure balance. Because of the low-β
plasma in the hole, the effect of the transverse gradients in the plasma density on the
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geometry of the plume main body is so little (Suess et al. 1998) that the geometry
can be modeled as a radial (i.e., truncated conical) column with a length ∼10R� and
a circular cross-section with a radius ∼0.1R�. It is embedded in the center of the
coronal hole magnetized by the radial field B = B0ẑ, where ẑ is the unit vector along
the solar radial direction.

For the sake of simplification, we consider a single plume embedded in the center
of a coronal hole. In a local cylindrical polar coordinate system (ρ, φ, z) with the
z-axis at the center of the hole along the solar radial direction, the axial symmetrical
density distribution in the cross-section of the hole can be modeled by the function
(Wu and Fang 2003)

n = (
n p − nb

)
e−ρ2/ρ2P + nb, (6.40)

where n p is the electron number density on the plume axis (i.e., ρ = 0), which is
the maximum of the density, estimated qualitatively as 2 times the observed average
plume density; nb is the electron number density in the surrounding media at the
boundary of the hole of ρ → ∞, which is approximately the average ambient density,
and ρ and ρP are the transverse distance off the plume axis and the characteristic
cross-section radius of the plume, respectively.

Assuming pressure balance and a uniform temperature distribution in the cross-
section of the hole, the distribution of the magnetic field in the cross-section can be
derived as

Bz = B0

(
1 − be−ρ2/ρ2P

)
, (6.41)

where

b =
(
1 − nb

n p

)
β

2
(6.42)

is a small modification to balance the density non-uniformity due to the dense plume
in the hole, and β ∼ 2βe is the plasma pressure parameter. For a low-β plasma envi-
ronment such as coronal holes, the small modification parameter, b � 1, indicates
an approximately uniform ambient magnetic field B0 in the cross-section of the hole.

6.4.5 Coronal Plume Heating by KAW Landau Damping

Although coronal holes are quiet and uniform in comparison to active regions, it
is clear that the plume heating in the hole still has relation to a structured heating
mechanism. The plume is denser than the surrounding plasma in the hole, and hence
has a higher radiative cooling rate QL . According toMcClymont andCanfield (1983),
for awider rangeof variation in temperature above105 K, the plasma radiative cooling
rate can be analytically fitted by

QL = 10−16n2T −1
e erg · cm−3s−1. (6.43)
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To fuel the bright plume, a higher heating rate Q H is needed in the plume than in the
surrounding plasma because the cooling rate QL is proportional to the square of the
density.

The fact that the small-scale structures in the plume brightness propagate coher-
ently outward at the Alfvén speed (De Forest et al. 1997) probably indicates that
there is some heating mechanism associated with Alfvénic fluctuations in the plume.
Wu and Fang (2003) proposed that the Landau damping of KAWs due to the electron
thermal resonance could be responsible for the heatingmechanism in the brightening
plumes. From the empirical atmospheric model shown in Fig. 6.13, it can be found
that the resonant condition of vTe = vA (i.e., α = 1, see the dashed line in the panel
(d) of Fig. 6.13) can be well satisfied in the main body of the plume, which has a
long radial extension between 1.1 and 10 R�. In the local cross-section of the hole,
assuming that the resonant condition is satisfied at the plume axis (ρ = 0), the cross-
section distribution of the heating rate (Q H ) by the Landau damping of KAWs can
be calculated from Eq. (6.23). By use of the cross-section distribution of density in
Eq. (6.40), one has

Q H =
√

nb

n
e(n/nb−1)/2Qb, (6.44)

where

Qb = ω

√
π

2

√
n0

nb
e−n0/2nbδ⊥UB (6.45)

represents the heating rate in the ambient plasma surrounding the plume in the hole,
n0 = n p, and the magnetic field B0 is adopted as a constant in the cross-section
because of b � 1 in Eq. (6.41). Figure6.14 shows the cross-section distributions
of the heating rate, Q H , for the density ratio of the plume axis to the hole plasma
surrounding the plume, n0/nb = 4, 6, 8, and 10 (from the top down), where the
dashed lines are the cross-section distributions of the density.

From Fig. 6.14 it can be found that the additional heating to fuel the bright dense
plume can be self-consistently produced by the Landau damping of KAWs in the
dense plume, because of the electron thermal resonance there. Moreover, the extra
KAW heating rate increases remarkably with the plume to ambient density ratio,
n0/nb. In general, the density ratio (n0/nb) is a function of the heliocentric distance R.
In particular, the disappearance of the plume appearance in the mixing region can
be attributed to the disappearance of the high density ratio with increasing R, due
to some instability (Andries et al. 2000; Andries and Goossens 2001). As shown in
panel (a) of Fig. 6.15 (also see the dashed line in the panel (d) of Fig. 6.13), the plume
deviates evidently from the resonant condition of α = 1 at the mixing region when
R > 10R�, and this results in that the KAW heating mechanism does not work in
the mixing region.

Combining Eqs. (6.23) and (6.24), we have Q H = γεUB , where the term εUB

represents the part of the wave energy that can be directly converted into the kinetic
energy of plasma particles, that is, the plasma heating, due to the wave-particle
interaction. In general, this is done directly by the electric field in thewave. Assuming
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Fig. 6.14 The cross-section distributions of the heating rate, Q H , by KAWs in the local cross-
section of the surrounding coronal hole for the ratio of the density at the plume axis to that in the
surrounding hole, n0/nb = 4, 6, 8, and 10, from the top down. The dashed lines are responsible for
the distributions of the corresponding densities in the local cross-section (fromWu and Fang 2003,
©AAS reproduced with permission)

εUB ∼ UE , one has ε ∼ UE/UB � v2
A/c2 for KAWs. Panel (b) of Fig. 6.15 shows

the radial profile of the parameter ε, and it has the maximum in the main body of the
plume, implying that the Landau damping of KAWs has the highest efficiency for
the plasma heating in the plume body.

Panel (c) of Fig. 6.15 plots the radiative cooling rate QL given by Eq. (6.43)
(McClymont and Canfield 1983) at the plume axis versus the heliocentric distance.
Further assuming the local frequency of KAWs ω ∼ 0.01ωci , which is typical for
KAWsmeasured in space plasmas (Louarn et al. 1994;Wahlund et al. 1994a;Volwerk
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(a)

(b)

(c)

(d)

Fig. 6.15 Radial profiles of a the resonant parameter α, b the dissipative parameter of KAWs ε, c
the radiative cooling rate QL in the form of the common logarithm, and d theKAWstrength required
by the KAW heating mechanism (from Wu and Fang 2003, ©AAS reproduced with permission)

et al. 1996;Wu et al. 1996a, b, 1997; Huang et al. 1997; Stasiewicz et al. 1997, 1998,
2000b; Bellan and Stasiewicz 1998; Chaston et al. 1999), the required KAW strength
can be estimated from the balance Q H = QL . Panel (d) of Fig. 6.15 shows the radial
variation of the required wave strength in the relative fluctuation magnetic field,
δB/B0, which is well below 10−3 in the main body of the plume between 1.1 and
10 R�. This implies that it is not difficult for the KAWs to supply energy enough to
fuel the bright dense plume.
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6.5 Extended Solar Coronal Heating by Nonlinear KAWs

6.5.1 Anomalous Energization Phenomena of Coronal Ions

One of the major unsolved problems in solar physics is the determination of the
heating process of the magnetically open corona and the corresponding acceleration
process of the fast solar wind. It is extensively believed that the extended solar corona
of ranging in∼1.2 − 10R� is themain acceleration region, in which coronal plasmas
are guided by open magnetic fields and accelerated to the solar wind velocity of hun-
dreds of km/s into the interplanetary space. The complexity of the extended coronal
plasma is a result of its decreasing density with height that leads to a transition from
a collisionally dominated plasma to one that is nearly collisionless. As a result, every
ion species tends to have its own unique temperature, its own velocity distribution
departure from the Maxwellian, and its own outflow velocity. However, it is a great
difficulty to gain the physical information associated with the acceleration processes,
because the hydrogen gas has been fully ionized into free electrons and protons and
hence there is only some spectral lines of minor heavy ions to be available for spec-
tral line observations, which is main method of inferring the physical situation and
process in the source region.

The goals of theUVCS/SOHO,which is used for spectroscopic observations of the
extended solar corona, are to provide detailed empirical descriptions of the extended
solar corona, and to use the descriptions to gain information about the physical
processes controlling the large-scale and small-scale features of the extended solar
corona and the acceleration and composition of the solar wind near the Sun.

The most surprising result in its observations (Kohl et al. 1997, 1998; Esser et al.
1999; Cranmer et al. 1999) is that the effective temperatures of heavy ions increase
with their masses in the solar corona at ∼1.5–5 R� from the solar center. For exam-
ple, the measured spectral line widths of the heavy ions O5+ and Mg9+ imply their
effective temperatures T eff ∼ 108 K, much higher than that of protons (∼106 K)
(see Fig. 6.16). In particular, the effective temperatures of these ions are strongly
anisotropic, with T eff

⊥ � T eff
‖ , where “⊥” and “‖” are directions with respect to the

ambient magnetic field B0 in the solar corona. Also the observations show that both
the ion temperature anisotropy and the ion-proton temperature ratio increase rapidly
from ∼1 at the lower corona below 1.3 R� to their maximums above ∼4R� with
heliocentric distance (see Fig. 6.16). These results indicate that these ions must have
experienced an anisotropic (mainly preferential cross-field) and mass-charge depen-
dent energization (but neither mass proportional nor mass-to-charge proportional:
Esser et al. 1999).

A popular explanation for the ion cross-field energization is based on the ion-
cyclotron damping of high-frequency Alfvén waves injected into the base of the solar
corona (Hu and Habbal 1999; Hu et al. 2000; Ofman et al. 2002; Xie et al. 2004),
in which the wave dissipation range is formed by the high-frequency waves with
frequencies close to the local ion gyrofrequency (Xie et al. 2004). The ion-cyclotron
heating scheme, however, is not free of difficulties. Not only is the origin of the high-
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Fig. 6.16 Effective
temperatures derived from
the measured line widths:
open and solid symbols for
O+5 and Ly-α are from
Refs.Esser et al. (1999) and
Kohl et al. (1997),
respectively, where
upper/lower symbols
represent upper/lower limits
for these observations,
asterisks and squares for
Mg+9 are from Hassler et al.
(1990) and Esser et al.
(1999), respectively (from
Esser et al. 1999)

frequency waves at the coronal base unclear, but their ability to propagate undamped
throughout the corona to distances of several solar radii is also doubtful (Voitenko and
Goossens 2004, 2005a, 2006). Although the exact spectral composition of the wave
flux is unknown,most of its energy should reside in the low-frequencywaves.Another
one possibility proposed by Lee and Wu (2000) is the ions heated and accelerated
by fast shocks that originate in the chromosphere by magnetic reconnection in small
scales.

It has been considered that the study of plasmas near Earth can help understand-
ing astrophysical plasmas. In particular, although significant differences there are
strongly commonable phenomena in the auroral plasma and the solar plasma. Recent
in situ measurements by satellites show that similar particle energization processes
are rather common in the auroral plasma (Wygant et al. 2002; Chaston et al. 2003,
2004, 2005). It is especially remarkable that the cross-field ion energization as well
as the field-aligned electron energization in the auroral plasma are mainly associated
with KAWs (Stasiewicz et al. 2000a), but not with ion-cyclotron waves. Despite of
the low-frequency, the perpendicular wavelength of KAWs can become comparable
to microkinetic length scales of plasma particles, such as the ion gyroradius ρi or
the electron inertial length λe. In this case, the electron and ion motions decouple
from each other, so that a space charge is built up and electrostatic electric fields are
generated. The field-aligned component of wave electric fields, E‖, makes KAWs
available for the field-aligned energization of electrons that drive bright aurora as
shown in Chap.3 (Wu and Chao 2003, 2004a). On the other hand, the short per-
pendicular wavelength makes KAWs almost electrostatic in the sense that the wave
electric field is almost parallel to the wave vector, that is, |k · E| � |k × E|, and
hence |E⊥| � |E‖|. The large cross-field electric field E⊥ makes KAWs capable
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of playing an important role in the cross-field energization of ions (Voitenko and
Goossens 2004, 2006; Wu and Yang 2006, 2007; Chaston et al. 2004).

Large-scale AWs are one of most popular low-frequency electromagnetic fluctua-
tions in the lower solar atmosphere. Some recent theoretical works suggest that they
can be converted into small-scale KAWs when propagating outward due to the inho-
mogeneity, the phase-mixing, the parametric instability, the wave-wave coupling,
etc. (Voitenko 1998; Voitenko and Goossens 2002, 2005b, 2006; Voitenko et al.
2003; Shukla and Sharma 2001; Shukla et al. 2004). Also numerous observations
suggest that the high effective temperature of the heavy ions has close relation to the
flux of Alfvén waves and that a significant part of this flux is dissipated at heliocen-
tric distances ≥1.5R� (Esser et al. 1999; Cranmer and van Ballegooijen 2005). In
particular, in a workWu et al. (2007) first presented probably observational evidence
of SKAWs in the solar corona (see Sect. 6.2). They reported a novel kind of fine
structures in solar radio bursts, SMDS, which are typically characterized by a short
lifetime (∼tens ms), a narrow bandwidth (relative bandwidth <1%), and an inter-
mediate frequency drift rate (∼ a few hundreds of MHz/s) and suggested that these
SMDS events can be self-consistently produced by a group of SKAWs, in which
electrons are field-aligned accelerated by the electric fields of the SKAWs to tens of
keV and trapped within their potential wells. It is these trapped electrons that trigger
these SMDS events.

Recently, Voitenko and Goossens (2004, 2006) have proposed that the non-
adiabatic ion acceleration by KAW trains can provide an alternative to the ion-
cyclotron explanation for the intense transverse heating of coronal heavy ions
observed by UVCS/SOHO at 1.5–4 R�. Alternatively, Wu and Yang (2006, 2007)
studied the interaction of heavy ions with nonlinear solitary KAWs (i.e., SKAWs) in
a low-β plasma and argued that, for the case of minor heavy ions as in the extended
corona, SKAWs can produce a preferential cross-field energization for the heavy
ions due to the large cross-field electric field E⊥.

6.5.2 Interaction of Minor Heavy Ions with SKAWs

Assuming the ambient magnetic field B0 in the coronal hole is uniform and along
the z axis (i.e. the radial direction), the interaction of heavy ions with KAWs can
be described by following equations (Wu and Yang 2006, 2007): (i) the continuity
equations of electrons, protons, and ions

d
dη

[
ne (kzvez − M)

] = 0,
d

dη

[
n p

(
kxvpx − M

)] = 0,
d

dη
[ni (kxvi x − M)] = 0,

(6.46)



270 6 KAWs in Solar Atmosphere Heating

(ii) the parallel momentum equation of electrons

Ez = (M − kzvez)
dvez

dη
− α2kz

d ln ne

dη
, (6.47)

(iii) the electric polarization drifts for protons and ions

vpx = −M
d Ex

dη
, vi x = −Ai M

d Ex

dη
= Aivpx , (6.48)

(iv) the Faraday and Ampere laws for the electric and magnetic fields

d

dη
(kz Ex − kx Ez) = M

d By

dη
, kx

d By

dη
= −nevez, (6.49)

and (v) the charge neutrality condition

ne = n p + Zi ni , (6.50)

where Zi is the ion charge in units of the proton charge e and Ai is the ionmass-charge
ratio in units of the proton mass-charge ratio m p/e.

By using the localized boundary conditions for SKAWs (see Sect. 3.4): n ≡ ne =
n0 = 1, n p = n p0 = 1 − Zi ni0, ni = ni0, vez = vp(i)x = d/dη = 0 for η → ±∞,
where ni0 is the ion abundance ratio in the background plasma (i.e. the unperturbed
ion number density in units of the unperturbed electron density), integrating the
above equation system of Eqs. (6.46)–(6.49) and limiting the attention on the low-β
case of α < 1, one can obtain the nonlinear Sagdeev equation of the plasma density
in SKAWs as follows (Wu and Yang 2006, 2007):

1

2

(
dne

dη

)2

+ K (ne) = 0, (6.51)

where the Sagdeev potential K (ne) is expressed by

K (ne) = − n4
e

k2
x M2

z

[
(ne − 1)2

2

(
M2

z − ne + 2

3ne

)
− n2

e I1(ne)

]
, (6.52)

and I1(ne) is amodification term for the Sagdeev potential K (ne), due to the presence
of the second ion species with density ni . Similar with the case in the electron-proton
plasma (Hasegawa and Mima 1976; Wu et al. 1995, 1996b), also the solution of the
Sagdeev equation (6.51) is a SKAW. Based on the existential criterion for SKAWs
(Wu et al. 1996b), one has K (ne) < 0 for ne between 1 and nem and K (ne) = 0 at
ne = 1 and ne = nem , where nem is the minimal value for the electron density (i.e. the
plasma density) distribution in the SKAW, and hence the plasma density amplitude of
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the SKAWs δnem = 1 − nem . The parallel phase speed Mz = M/kz can be given by
the condition K (nem) = 0 in the following form of the nonlinear dispersion relation:

M2
z = 2 + nem

3nem
+ 2n2

em I1(nem)

(1 − nem)2
. (6.53)

According to the element abundance of the solar corona the coronal plasma con-
sists of mainly electrons and protons (i.e. ionized hydrogen atoms). Other heavy
elements in the corona have only very low abundance less than 10−3, except for
helium, which is ∼5% (i.e., nHe ∼ 4.7 × 10−2), for example, nO ∼ 8.55 × 10−4,
nMg ∼ 1.74 × 10−4, nFe ∼ 1.32 × 10−4 (Reames 1994). Since the ion abundance
must be less than the corresponding element abundance, there are only minor heavy
ion species in the corona, that is, ni0 � 1. In thisminor ion approximation of ni0 � 1
the modification term I1(ne) can be represented as follows:

I1(ne)

Ni0
= 2A2

i − 9Ai + 6

6A3
i

+ 5 (Ai − 1) − (Ai − 1)2 ni/ni0

6A3
i ne

+1 − (Ai − 1) ni/ni0

6A2
i n2

e

− 1 − ni/ni0

3Ai n3
e

− (Ai − 1)2

A4
i

ln
ni

ni0
, (6.54)

where the parameter Ni0 = (Ai − 1) Zi ni0 and the ion density ni is given by

ni

ni0
= ne

Ai − (Ai − 1) ne
. (6.55)

Table6.2 lists the mass in units of the proton mass m p, the charge Zi in units of
the proton charge e, and mass-charge ratio Ai in units of m p/e for some heavy ions
that are often present in the UVCS observations.

Let the perturbed density δne ≡ ne − 1 ∝ exp(iη), the linearization result of the
Sagdeev equation (6.51), by use of Eqs. (6.52), (6.54), and (6.55), presents the linear
dispersion relation:

M2
z = 1 − Ni0

1 + λ2
ek2

x

. (6.56)

In particular, we obtain the well-known linear dispersion relation of KAWs in the
low-β case, M2

z = 1/(1 + λ2
ek2

x ), when Ni0 → 0.

Table 6.2 Parameters of heavy ions (fromWu andYang 2007, ©AAS reproduced with permission)

Species H1+ He2+ O5+ Mg9+ Fe11+

mi /m p 1 4 16 24.305 55.847

Zi 1 2 5 9 11

Ai 1 2 3.2 2.7 5.077
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Fig. 6.17 Distributions of densities in a solitary nonlinear wavelet of KAWs for the He2+, Mg9+,
O5+, and Fe11+ ions. Dashed line is the density distribution of the background plasma (i.e. protons
and electrons) (from Wu and Yang 2007, ©AAS reproduced with permission)

Based on the solution of Eq. (6.51), by use of Eq. (6.55), Fig. 6.17 shows the
density distributions of the ions (He2+, O5+, Mg9+, and Fe11+) in the SKAW,
where the dashed line is the local plasma density fluctuation with an amplitude
Nem ≡ 1 − nem = 0.5. Figure6.18 displays distributions of the perturbed electric
and magnetic fields in the SKAW, where the perturbed fields have been normalized
by their amplitudes (i.e., their maximums). The amplitudes of the perturbed fields
(Exm , Ezm , and Bym) versus the density amplitude (Nem ≡ 1 − nem) are plotted in
Fig. 6.19.

From Fig. 6.17, the solitary nonlinear wavelet of KAWs has a typical width of
∼20λe in the cross-field direction. The local density distribution of the ions has a
dip-soliton profile similar to that of electrons and deepens with the ion mass-charge
ratio Ai , where the proton density nH1+ � ne because of the assumption of minor
ions (ni � ne) and hence n p � ne.

From Figs. 6.18 and 6.19, the perturbed electric and magnetic fields of the SKAW
have a typical kink structure and their amplitudes increasewith the density amplitude.
In particular, the cross-field component of the perturbed electric field Exm is much
larger than the field-aligned component Ezm by a factor∼102 for weak SKAWs with
Nem < 30% or by a factor ∼10 for strong SKAWs with Nem > 70%.

Now let us consider the ion energization in a SKAW, which structure is presented
in the last section. In the field-aligned direction, the energization of charged particles
is caused simply by the direct acceleration of the parallel electric field Ez , in result
miv

2
i‖/2 = |qiφz|, where φz is the field-aligned electric potential drop of the SKAW.
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η λ

Fig. 6.18 Distributions of perturbed electric and magnetic fields in a solitary nonlinear wavelet of
KAWs, where solid, dashed, and dotted lines represent Ex , Ez and By , respectively (from Wu and
Yang 2007, ©AAS reproduced with permission)

Fig. 6.19 Plots of amplitudes of perturbed electric andmagnetic fields versus the density amplitude
of the background plasma (from Wu and Yang 2007, ©AAS reproduced with permission)
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This indicates that the field-aligned energy of the particles depends on the field-
aligned electric potential φz and is directly proportional to the particle charge qi ,
but independent of its mass. On the other hand, in the cross-field direction, the ions
cannot be accelerated directly by the perpendicular field Ex because of their Larmor
cyclotron motion with a gyrofrequency much higher than the wave frequency. Thus,
the ions accelerated by Ex in the first half period of one ion-cyclotron period will
be decelerated by Ex in the following half period. Consequently, the cross-field ion
energy sensitively depends on the ion gyrofrequency and hence on the ion mass and
charge.

From Eq. (6.46), the field-aligned electron velocity and the cross-field proton and
ion velocities in the SKAW can be obtained as follows:

vez = (1 − 1/ne) Mz,

vpx = (
1 − n p0/n p

)
Mz cot θ � vez cot θ,

vi x = (1 − ni0/ni ) Mz cot θ � Aivpx ,

(6.57)

where the boundary conditions vez , vpx , vi x = 0, ne = 1, n p = n p0, ni = ni0 for
η → ∞ have been used, the ion density ni is given by Eq. (6.55), θ is the wave
propagating angle, and cot θ = kz/kx . Figure6.20 shows the velocity distributions
of the ions (He2+, O5+, Mg9+, and Fe11+) in the SKAW, where θ = 89◦ has been
used because of the quasi-perpendicular propagation of the SKAW, that is, kz � kx .
For the sake of comparison, the proton velocity is presented by the dashed line in
Fig. 6.20. It is clear that the ion velocity increases with the ion mass-charge ratio Ai .
In fact, from the last one equality of Eq. (6.57) the ion velocity is directly proportional
to Ai . In particular, it is worth noting that the ion velocities reach maximum at the
center of the SKAW and decrease to zero at its boundaries. This implies that the
ion motions are strictly restricted within the local structure of the SAKW with the
typical size ∼ a few tens λe.

Based on the physics of the field-aligned energization of charged particles
described above, from Eq. (6.57) we have the field-aligned ion energy in the SKAW

εi‖ = Ziεe‖ =
(

1

ne
− 1

)2

M2
z ZiεA, (6.58)

where εe‖ is the field-aligned electron energy and εA ≡ mev
2
A/2. This indicates that

the field-aligned energy distribution of ions depends on the density ne in the sense
that it increases as ne decreases from zero at the boundary (ne = 1) to the maximal
energy

εi‖m =
(

1

nem
− 1

)2

M2
z ZiεA. (6.59)

at the center (ne = nem < 1). Thus, the average field-aligned ion energy can be
estimated as Wu and Yang (2007)
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Fig. 6.20 Distributions of velocities in a solitary nonlinear wavelet of KAWs for the He2+, Mg9+,
O5+, and Fe11+ ions. Dashed line is the velocity distribution of protons (from Wu and Yang 2007,
©AAS reproduced with permission)

〈εi‖〉 = Zi 〈εe‖〉 =
[
1 + (1 − nem)2 (1 − 2.5nem)

3n2
em (1 − nem + nem ln nem)

]
M2

z ZiεA. (6.60)

For the cross-field ion energy, we have, from Eq. (6.57),

εi⊥ ≡ 1

2
miv

2
i x =

(
1 − ni0

ni

)2

εi0, (6.61)

where εi0 = Ai Zi M2
z (εA/Q) cot2 θ. Similarly, we can estimate the average cross-

field ion energy as follows (Wu and Yang 2007):

〈εi⊥〉 =
[
1 + A2

i (1 − nem)2 [Ai (1 − nem) − 1.5nem]

3n2
em [Ai (1 − nem) + nem ln (Ai/nem − Ai + 1)]

]
εi0. (6.62)

Figure6.21 plots the average cross-field energies of the He2+, O5+, Mg9+, and
Fe11+ ions versus the density amplitude δnem ≡ Nem . As expected the ion transverse
energy increases rapidly with δnem (the SKAW strength). Figure6.22 presents the
anisotropic ratio of the ion energization δi ≡ 〈εi⊥〉/〈εi‖〉 (solid lines) and the ion-
proton energy ratio γi ≡ 〈εi⊥〉/〈εp⊥〉 (dashed lines). Unlike the ion energies, the ion
anisotropic ratio δi and the ion-proton energy ratio γi do not sensitively depend on the
density amplitude δnem of the SKAW. FromFig. 6.22 the ion anisotropy (δi ) increases
with the ion mass-charge ratio Ai , but not with a simply proportional relationship.
In specialty, we have δi ∼ 4 for He2+, ∼10 for Mg9+, ∼17 for O5+, and ∼65 for



276 6 KAWs in Solar Atmosphere Heating

Fig. 6.21 Plots of average cross-field energies of the He2+, Mg9+, O5+, and Fe11+ ions versus the
density amplitude of the background plasma (from Wu and Yang 2007, ©AAS reproduced with
permission)

Fig. 6.22 Plots of temperature anisotropic parameter (solid lines) of the ions and temperature ratio
(dashed lines) of the ions to protons versus the density amplitude of the background plasma (from
Wu and Yang 2007, ©AAS reproduced with permission)
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Fe11+, and hence approximately have δi ∼ 0.5A3
i , proportional to the cube of the ion

mass-charge ratio. On the other hand, for the ion-proton energy ratio γi , we have
γi ∼ 15 for He2+, ∼160 for Mg9+, ∼150 for O5+, and ∼1300 for Fe11+, and hence
we approximately have γi ∼ 0.9A3

i Zi , proportional to the product of the cube of the
ion mass-charge ratio and the ion charge, or i.e. the product of the square of the ion
mass-charge ratio and the ion mass.

6.5.3 Energization of Minor Heavy Ions by SKAWs

In the case of coronal holes, we can imagine that AWs originating in the lower
solar atmosphere are converted into KAWs when they propagate outwards and enter
the corona. The KAWs develop into solitary nonlinear wavelets (i.e., SKAWs) in
the extended coronal region because they are not damped resonantly by the thermal
electrons in the ambient plasma. These solitarywavelets have a small cross-field scale
∼ a few tens λe and wander randomly in the extended coronal region. In particular,
they can lead to the anisotropic energization of the ions, as shown in the last section,
and the motion of the energized ions trapped in the wavelets manifests itself as a
random motion or turbulence. In other words, the energized ions have anisotropic
effective temperatures, 〈εi⊥〉/kB and 〈εi‖〉/kB (where kB is the Boltzmann constant).

On the other hand, since the plasma density decreases in the solar corona, and
hence the electron inertial length increases with increasing heliocentric distance, the
ions in larger heliocentric distance will be energized by the wavelets with larger
cross-field scale. This implies the variation of the ion energization with heliocentric
distance is determined by the spectrum distribution of KAWs in the extended corona.
It is rather difficult, however, to calculate exactly the turbulent spectrum of KAWs in
the extended corona. The anisotropic cascading model of MHD turbulence proposed
by Goldreich and Sridhar (1995, 1997) predicts that the one-dimensional energy
spectrum is proportional to k−5/3

⊥ : an anisotropic Kolmogorov spectrum. Boldyrev
(2005) further showed that this anisotropic spectrum can change, depending on the
strength of the ambient magnetic field, from δB2

k ∝ k−5/3
⊥ to δB2

k ∝ k−3/2
⊥ as the

ambient field increased from B2
0 < δB2 to B2

0 > δB2. Taking the feature width of
solitary wavelets in the wave-vector space as�k ∼ k, its amplitude can be estimated
by δB2

m ∝ k−2/3
⊥ ∝ λ

2/3
⊥ for the weak field case or by ∝ k−1/2

⊥ ∝ λ
1/2
⊥ for the strong

field case. Its density amplitude Nem can be calculated from the amplitude relation
between the field and density presented in Fig. 6.19. As a result, the average field-
aligned and cross-field ion energies, 〈εi‖〉 and 〈εi⊥〉, can be obtained from Eqs. (6.60)
and (6.62), respectively.

Consequently, total effective temperature of the ions in the extended corona con-
sists of the anisotropic random motion caused by the KAW wavelets and the kinetic
temperature of the ambient plasma, T0, which is assumed to be isotropic. Thus, we
have

T eff
i‖ = T0 + 〈εi‖〉

kB
(6.63)
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and

T eff
i⊥ = T0 + 〈εi⊥〉

kB
. (6.64)

Figures6.23 and 6.24, respectively, show the variations of the ion temperature
anisotropy

δi ≡ T eff
i⊥

T eff
i‖

= 1 + 〈εi⊥〉/kB T0

1 + 〈εi‖〉/kB T0
(6.65)

and the ion-proton temperature ratio

γi ≡ T eff
i⊥

T eff
p⊥

= 1 + 〈εi⊥〉/kB T0

1 + 〈εp⊥〉/kB T0
, (6.66)

with heliocentric distance, where the typical cross-field width of the KAWwavelets,
∼10λe, has been used, an anisotropic spectrum ∝ k−3/2

⊥ has been assumed in the
coronal base R ∼ 1R�, because of the strong field there, and the perturbed field in
the long wavelength λ0 ∼ 1000 km has been estimated by δBλ0 ∼ 0.01B0, based on
observations in the coronal base. In Figs. 6.23 and 6.24, the solid and dashed lines
represent the cases of the KAW spectra ∝ k−5/3

⊥ for a weak field and ∝ k−3/2
⊥ for a

strong field in the extended corona, respectively. It is clear that the ion energization
does not sensitively depend on the exact form of the spectra, except that the rapid
increase of the ion temperature anisotropy (δi ) and the ion-proton temperature ratio
(γi ) occurs in larger heliocentric distances for a harder spectrum.

Fig. 6.23 Variations of temperature anisotropic parameter of the ions with heliocentric distance
(from Wu and Yang 2007, ©AAS reproduced with permission)
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Fig. 6.24 Variations of temperature ratio of the ions to protons with heliocentric distance (from
Wu and Yang (2007), ©AAS reproduced with permission)

From Fig. 6.23, we can see that the anisotropy of the effective ion temperature
rapidly increases with heliocentric distance in R ∼ 1.5–3R� as the ion energization
by KAWs increases. In the lower corona of R < 1.3R�, the effective ion temperature
is dominated by the kinetic temperature of the ambient plasma, and hence is almost
isotropic. In the higher corona of R > 4R�, the anisotropy approaches the saturation
value 〈εi⊥〉/〈εi‖〉 (see Fig. 6.22), since the ion energization by KAWs dominates the
effective temperature, that is, 〈εi⊥〉 � kB T0. From Fig. 6.23 we have the saturation
values of the anisotropy δi ∼ 4 for the He2+ ions,∼10 for theMg9+ ions,∼17 for the
O5+ ions, and ∼65 for the Fe11+ ions, and hence we have an approximate empirical
relation for the maximal anisotropy of the effective ion temperature in the extended
corona hole as follows:

δim ∼ 0.5A3
i . (6.67)

On the other hand, from Fig. 6.24, it can be found that the ion-proton temper-
ature ratio has a similar behavior in the radial variation. The temperature ratio γi

rapidly increases with heliocentric distance in R ∼ 1.5–4R� as the ion energiza-
tion by KAWs increases. In the lower corona of R < 1.3R�, one has γi ∼ 1, since
the effective temperature is dominated by the isotropic ambient kinetic temperature
(i.e. kB T0 � 〈εi⊥〉). In the higher corona of R > 5R�, the temperature ratio also
approaches the saturation value 〈εi⊥〉/〈εp⊥〉 (see Fig. 6.22), since the ion energiza-
tion by KAWs dominates the effective temperature. From Fig. 6.24, we have the
saturation values of the ratio γim ∼ 15 for the He2+ ions, ∼150 for the O5+ ions,
∼160 for the Mg9+ ions, and ∼1300 for the Fe11+ ions, and hence we have an



280 6 KAWs in Solar Atmosphere Heating

approximate empirical relation for the maximal ion-proton temperature ratio in the
extended corona as follows:

γim ∼ 0.9A3
i Zi . (6.68)

In comparison to the UVCS/SOHO observation, it is easy to find that the results
presented by Figs. 6.23 and 6.24 can in reason and self-consistently explain the
observed ion temperature anisotropy and the ion-proton temperature ratio, their
dependence on the ion mass and charge, and the variation with heliocentric distance.
The extended corona is an important region in coronal holes, where coronal plasmas
are heated and accelerated into the solar wind. The spectroscopic measurements by
UVCS/SOHO provided very important information and stringent constraints on the
coronal plasma physics in this extended region (Kohl et al. 1997, 1998; Esser et al.
1999; Cranmer et al. 1999; also see Fig. 6.16):

1. The effective temperatures of minor heavy ions (i.e., O5+, Mg9+, and Fe11+) have
strongly anisotropy with δi = T eff

i⊥ /T eff
i‖ � 1;

2. These heavy ions have an effective temperature much larger than that of protons,
and the ion-proton temperature ratio, γi = T eff

i⊥ /T eff
p⊥, is much larger than their

mass ratio;
3. Thevariations of the parameters δi andγi both are characterizedby a rapid increase

with heliocentric distance in 1.5–3.5 R�, from �1 in the lower corona below
1.3 R� to the saturation values in the higher corona above 4 R�.

Coronal holes have been identified as source regions of the fast solar wind.
Although AWs activity has been detected in the solar corona by remote sensing,
and in the solar wind by in situ satellite measurements, it still is unknown how to
convert the AWs energy into the kinetic energy of coronal plasma particles and the
flow energy of the solar wind (Cranmer et al. 1999; Cranmer and van Ballegooi-
jen 2005; Trimble and Aschwanden 2005; Voitenko and Goossens 2006; Del Sarto
et al. 2006; Isenberg and Vasquez 2007; Markovskii et al. 2008, 2009; Cranmer
2009). The observations of the anisotropic and mass-charge dependent energization
of minor heavy ions in the extended corona by UVCS/SOHO (Kohl et al. 1997,
1998; Esser et al. 1999; Cranmer et al. 1999) provide us an opportunity to inspect
various microphysics mechanisms. In particular, these observations emphasize the
importance of particle kinetics due to wave-particle interactions (Marsch 2006). The
resonant interaction between ions and parallel-propagating ion cyclotron waves has
been proposed to be responsible for the heating and acceleration of the fast solar
wind, in which the preferential effects naturally arise from the ability of minor
ions to simultaneously resonate with several modes in a spectrum of inward- and
outward-propagating waves in the way equivalent to a second-order Fermi accel-
eration of these thermal particles (Isenberg and Vasquez 2007), while protons can
encounter only a single resonance for a given particle parallel speed.Markovskii et al.
(2008, 2009) pointed out that the injecting energy in the limit of cyclotron-resonant
quasi-linear diffusion is insufficient to account for the observed acceleration. Also
they further investigated the role of nonlinear processes in the resonant absorption
of the waves, and found that, although the nonlinearity is particularly strong when
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the intensity of antisunward-propagating waves is comparable to that of sunward
waves, the nonlinear wave damping operating alone can not be responsible for the
cross-field energization of ions because it only causes their field-aligned diffusion.

The results presented in Figs. 6.23 and 6.24 (Wu and Yang 2006, 2007) can well
reproduce above these substaintial characteristics of the anomalous energization phe-
nomena of minor heavy ions in the extended corona. In the scenario described by
Wu and Yang (2006, 2007), AWs that originate the MHD turbulence in the lower
solar atmosphere are converted into KAWs and develop into solitary wavelets in the
extended corona, which can be modeled by SKAWs, when they propagate outward
and enter into the corona along open solar magnetic fields. It is these KAWwavelets
that lead to the anisotropic and mass-dependent energization of the heavy ions.

The observational effective temperatures, derived from the spectral line widths
of ions measured by UVCS/SOHO, consist of the kinetic temperature (T0), which
originates in the kinetic heating in the lower corona and is isotropic and uniform for
all ion species because of collisionally dominated plasma, and the turbulent temper-
ature (〈εi 〉/kB) that is caused by the KAWwavelets. Their characteristic wavelength
(∼ a few tens of λe) increases with the heliocentric distance R (see Fig. 6.13e).
Therefore, the corresponding turbulent energy spectrum intensifies as the heliocen-
tric distance increases. As a result, in the lower corona below 1.3 R�, the kinetic
temperature T0 dominates the total effective temperature (i.e., T0 � 〈εi 〉/kB) due to
the weak KAW wavelets in the lower corona and we have both δi and γi � 1. In
the extended corona of R � 1.3R�, the strength of the KAWwavelets and hence the
turbulent temperature increasewith the heliocentric distance so rapidly that the turbu-
lent temperature becomes dominating one, and this results in the observed anisotropy
and mass-charge dependence of the heavy-ion anomalous energization (i.e., δi � 1
and γi � 1) in the extended corona. In particular, we notice that in the higher corona
above 4R�, both δi and γi approach their saturation values, that is, their maximums:
δim = 〈εi⊥〉/〈εi‖〉 � 0.5A3

i and γim = 〈εi⊥〉/〈εp⊥〉 � 0.9A3
i Zi .

6.6 Interplanetary SolarWind Heating by Turbulent KAWs

The solar wind is the extension of the solar high-temperature expansion corona.
The first dynamical model of the solar wind was proposed by Parker (1958). It
has been believed that the acceleration of the solar wind from a hydrostatic atmo-
sphere to an outward fluid at several hundreds km/s (i.e., the solar wind) occurs
mainly in the extended coronal region within ∼10R�, although the exact accelera-
tion mechanism is still unclear. After this acceleration region (R > 10R�), the solar
wind, in general, is considered as the spherical and adiabatic expansion. Assuming
a constant velocity solar wind with a density n ∝ R−2, on average, the solar wind
temperature T decreases with the heliocentric distance R at the power-law way of
T ∝ n−2/3 ∝ R−4/3, called the adiabatic cooling dependence.

Gazis and Lazarus (1982) first measured the radial variation of the solar wind
temperature. They compared the measurements of the solar wind proton temperature
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measured by the Voyager-1 satellite when it traveled from the heliocentric distance
R ∼ 1 AU to ∼10 AU with the temperatures measured by the IMP-8 satellite in the
Earth orbit (i.e., ∼1 AU). Figure6.25 shows their results, where the upper series of
boxes are average solar wind temperatures (in units of T = 5.6 × 104 K) at R ∼ 1
AU (i.e., the Earth orbit), which were obtained by the IMP-8 satellite, and the scalar
temperature is calculated by taking the average of the secondmoments of the reduced
proton distribution functions measured by the three main sensors. In Fig. 6.25, the
lower series of boxes present the ratioes of temperatures measured by the Voyager-1
satellite, where in order to ensure the same solar wind period explored by the two
satellites, the start and stop times of eachVoyager-1 averaging period are time-shifted
from the start and stop times of each IMP-8 averaging period by taking account of the
solarwind travel time and the difference in longitude of the two satellites. The straight
line in Fig. 6.25 presents the adiabatic cooling dependence, that is, T ∝ R−4/3. In
addition, each rectangle represents an average over two solar rotations, the width of
the rectangle represents the motion of the Voyager-1 satellite during the averaging
period, and the height of each rectangle represents the standard deviation of the
temperature measurements over the averaging period.

FromFig. 6.25, one can find that the solarwind temperature decreaseswith the dis-
tance R evidently slower than that predicted by the adiabatic law of R−4/3, decreasing
only as T ∝ R−0.7 ∼ R−2/3. This implies that there should be some heating process
to complement the adiabatic expansion cooling of the solar wind. In other words, the
solar wind also requires an additional heating mechanism during its propagating in
the interplanetary space, and this is so-called the solar wind heating problem.

Gazis (1984) proposed that the solar wind heating possibly results from an addi-
tional heat flux due to heat conduction Hollweg (1974, 1976), for instance, the inter-
action between fast and slow solar wind flowswhich converts bulk kinetic energy into
local thermal energy in the interaction regions via forming shocks. In general, shocks
do not contribute significant heating (in the sense of entropy generation) in the inner
heliosphere, although they may possibly make important contributions beyond a few
AU (Goldstein and Jokipii 1977;Whang et al. 1989, 1990). The electron temperature
varies only very slowly with R due to a strong heat conduction from the Sun, but
the coupling between electrons and protons outside the corona is probably too weak
to provide significant proton heating (Marsch et al. 1983). Another major candidate
for the proton heating mechanism is so-called the turbulent heating, in which the
turbulent cascade of solar wind Alfvénic fluctuations towards small scales transfers
the turbulent energy into the kinetic scales of plasma particles and is dissipated into
particle kinetic energy (Tu et al. 1984, 1989; Tu 1988).

Verma et al. (1995) further investigated in detail the possibility of the dissipation
of the solar wind turbulence as the solar wind heating mechanism. By use of the
generalized Kolmogorov-like (for isotropic non-conductive fluid) and Iroshnikov-
Kraichanan-like (for anisotropic MHD) turbulent spectra and taking account of the
suppression effect of the cross helicity (Hc) on the dissipation, where Hc is defined
by

Hc ≡ 1

2

∫
(v · B) d3x, (6.69)
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Fig. 6.25 Average proton temperature of the solar wind is plotted as a function of heliocentric
radius. The upper series of boxes are temperatures (in units of T = 5.6 × 104 K) obtained by the
IMP-8 satellite in the Earth orbit (i.e., R ∼ 1 AU). The lower series of boxes are the ratioes of
temperatures obtained by the Voyager-1 satellite over the same period of the solar wind to the
IMP-8 measured values. The straight line varies as R−4/3. Each rectangle represents an average
over two solar rotations. The width of the rectangle represents the motion of the Voyager-1 satellite
during the averaging period. The height of each rectangle represents the standard deviation of the
temperature measurements over the averaging period (from Gazis and Lazarus 1982)

they calculated the turbulent dissipation rate ofAWs and the resulting radial evolution
of temperature in the solar wind. Their results showed that the turbulent dissipation
predicted by the isotropic Kolmogorov-like turbulence model could lead to a suffi-
cient heating rate to explain the measured slower-than-adiabatic radial dependence
of the solar wind temperature, and while the anisotropic Iroshnikov-Kraichanan-like
turbulence yields less turbulent heating rate because of its higher cross helicity and
seems inadequate to explain the observed temperature radial dependence (Verma
et al. 1995). However, Verma et al. (1995) also pointed out that the Kolmogorov-like
turbulent heating can likely dominate only in the inner heliosphere and may possibly
be only one of competitive heating mechanisms with, such as, heating by shocks and
the assimilation of interstellar pickup ions in the outer heliosphere.

Early observations indicated that the solar wind contains MHD waves (mainly
AWs, Unti and Neugebauer 1968; Belcher and Davis 1971) as well as fluid tur-
bulence (Coleman 1966, 1968; Matthaeus and Goldstein 1982). In particular,
Coleman (1968) inspired a lively debate about whether or not solar wind fluctuations
are best described as non-interacting MHD waves or as MHD turbulent phenomena,
and this debate has continued to the present day (Ofman 2010; Goldstein et al. 2015;
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Matthaeus et al. 2015). One of the important issues causing the debate is the obser-
vation that the magnetic and velocity fluctuations in the solar wind are often nearly
aligned each other, that is, to satisfy the so-called Alfvén relation δv = ∓δb, where
δb ≡ δBvA/B0. For the totally aligned case that the Alfvén relation is exactly sat-
isfied, the nonlinear terms in the ideal (i.e. zero dissipation) incompressible MHD
equations will vanish entirely and the Alfvén relation is an exact solution of “nonlin-
ear” AWs (Matthaeus et al. 2015). In result, there can not be any actively evolving
turbulence. However, on the other hand, as pointed out by Coleman (1966, 1968), the
power spectra of the solar wind magnetic fluctuation resemble those of the incom-
pressible Navier-Stokes turbulence, in which the shape of the spectra can be well
described by the Kolmogorov theory (Kolmogorov 1941).

The cross helicity given by Eq. (6.69) describes quantitatively the alignment
degree between the magnetic field and fluid-velocity field fluctuations. In general, a
high cross helicity (i.e., a high alignment degree) tends to reduce the nonlinear terms
in the MHD equations. By using data from the Helios 1 and 2 satellites together with
data from the Voyager-1 and -2 spacecraft, which ranges the heliosphere from 0.3 to
20 AU, Roberts et al. (1987a, b) further analyzed the “waves” versus “turbulence”
scenarios for describing the solar wind fluctuation and concluded that both points
of view had varying amounts of validity. Meanwhile, they further confirmed that
for highly Alfvénic fluctuations characterized by a high alignment degree between
velocity and magnetic fluctuations (i.e., the maximal cross helicity), which tends to
reduce the nonlinear terms in theMHD equations, there is little evidence of turbulent
evolution driven by the nonlinear cascade of waves, especially in fast solar wind
out to 1 AU (Roberts et al. 1987a, b). This indicates that the solar wind fluctuations
consist of two different populations, one is nonlinear waves or intermittent structures
such as shocks and current sheets, and other one is fully developed turbulence which
has a typical Kolmogorov-like power spectrum in the inertial regime.

On the other hand, the results ofRoberts et al. (1987a, b) also show that, on average,
the alignment degree (i.e., the cross helicity) tends to decrease with heliocentric
distance, andmoreover the decline of the alignment degree, in general, is faster for the
small-scale fluctuations and slower for the large-scale ones. In addition, the decrease
of the alignment degree tends to be rapider and larger when the fluctuations encounter
some strong structures, such as shocks, current sheets, and co-rotating interaction
regions. This suggests that the nonlinear interaction induced by the strong structures
possibly triggers and enhances the nonlinear coupling among Alfvénic fluctuations.

The solar wind is typically a collisionless plasma environment, as shown in
Chap.5, the turbulent dissipation occurs in the kinetic regime at the kinetic scales
of plasma particles. Moreover, the kinetic dissipation of the solar wind turbulence
transfers the turbulent wave energy into the kinetic energy of ions and electrons, that
is, heating ions and electrons, in different scales because of their different kinetic
scales. For a steady-state turbulent cascade process, the energy dissipated rate at
these small kinetic scales should match to the energy injected rate in large scales.
Therefore, the solar wind heating rate (i.e., the energy dissipated rate of the solar
wind turbulence) can be estimated by the energy transferring rate in the solar wind
turbulent cascade (MacBride et al. 2008; Stawarz et al. 2009), which may be derived
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from the third-order moment of the solar wind fluctuations (Podesta et al. 2009;
Coburn et al. 2012). Based on the ten-years solar wind data during 1998–2007 by
the ACE (Advanced Composition Explorer) satellite at the earth L1 point, MacBride
et al. (2008) showed that the derived turbulent energy injection and dissipation rates
are consistent with the local solar wind heating rate inferred from the local tempera-
ture gradient. The turbulent cascade evenmay deposit more energy than that required
by the observed proton heating and the excess energy could cascade and transfer into
the smaller electron scales to heat electrons by the Landau damping (Leamon et al.
1999; Stawarz et al. 2009; Sahraoui et al. 2010).

By use of the third-order moment method (Smith et al. 2009), Stawarz et al.
(2010) found that for the solar wind fluctuations with large cross-helicity states the
energy cascade rate of the dominant outward-propagating component is surprisingly
negative, implying that the high-alignment state dominates a significant back-transfer
(i.e., inverse cascade) energy from small-scale to large-scale structures in the inertial
range. However, the physical mechanism of causing such a back-transfer process
is unclear, and moreover also the inverse cascade phenomena seem to conflict with
the observed temperature of the solar wind near 1 AU. The analyses based on the
third-order moment imply the assumption that the fluctuations are incompressible,
but the solar wind fluctuation is not exactly incompressible. In addition, Podesta
(2010) also criticized the work by Smith et al. (2009) and pointed out that they
possibly have underestimated seriously the statistical errors inherent in their use of
the third-order moment because the slow convergence of the third-order moment
to its statistical mean may lead to rather large uncertainty in the measurements of
third-order moments (Podesta et al. 2009).

In the present in situ measurements of space plasmas, it often is possible that
the same observational data result in different conclusions using different analytical
methods or technologies. For example, using the solar wind data observed by the
ACE satellite from 1998/02/04 to 2009/12/23 during it was at the L1 point, Osman
et al. (2011) measured the solar wind heating, such as the electron temperature, the
ion temperature, and the electron heat flux, and compared with the local dissipation
density estimated from MHD simulations. They found that the enhancements of the
solar wind heating in the in situ measurements and of the dissipation in the MHD
simulations both are associated with coherent structures that can be identified, by
use of the so-called PVI (partial variance increments) method (see e.g., Matthaeus
et al. 2015), as current sheets generated by MHD turbulence and also are possible
sources of inhomogeneity in the solar wind and intermittency in MHD turbulence.
Thus, they concluded that significant inhomogeneous heating can occur in the solar
wind, which is closely connected with current sheets, that is, intermittent structures
generated by MHD turbulence.

Using nearly sameACE solar wind data from 1998 to 2010, Borovsky and Denton
(2011) identified a total of 194,070 strong current sheets by a large rotation angle
(φ > 45◦) of the solar-wind magnetic-field direction in 128 s. They compared the
proton temperature, proton specific entropy, and electron temperature at each current
sheetwith the same quantities in the plasmas adjacent to the current sheet. By contrast
with the results above presented byOsman et al. (2011), Borovsky andDenton (2011)
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concluded that, statistically, the plasma at the current sheets is not hotter or of higher
entropy than the plasmas just outside the current sheets, implying that there is no
evidence for the significant localized heating of the solar-wind protons or electrons
at strong current sheets. They found, however, that current sheets are more prevalent
in hotter solar wind plasmas because more current sheets are counted in the hotter
fast solar wind than in the slow solar wind (Borovsky and Denton 2011). Obviously,
more further investigations are needed to clarify possible roles of current sheets or
intermittent structures in the solar wind heating.

The relationship between the two populations of the solar wind fluctuations,
“nonlinear intermittent structures” and “fully developed turbulence”, has been an
issue in the solar wind turbulence. Their contributions to the solar wind heating still
are an open problem. Different from the case of the coherent intermittent structures
within which the specific kinetic mechanisms are still unclear (Osman et al. 2011),
however, in the context of the turbulent heating by the solar wind turbulence the
solar wind heating mechanism should be closely associated with the kinetic dissi-
pation of the solar wind turbulence due to the wave-particle interaction of KAWs in
the kinetic scales of plasma particles, which dissipates the turbulent energy of the
solar wind turbulence into the kinetic energy of plasma particles (Howes et al. 2006;
Schekochihin et al. 2009).

As presented inChap.5, extensive investigations from theoretical analysis, numer-
ical simulations, and in situmeasurements all show that the power spectra of the solar
wind turbulence are dominated by AWs in large MHD scales and by KAWs in small
kinetic scales and have evidently two spectral breakpoints nearly at the ion and elec-
tron gyroradius, which can be attributed partly to the kinetic dissipations by ions and
electrons, respectively, and partly to the formation of turbulent intermittent structures
by the kinetic alignment and anisotropy. While the KAW turbulence is natural and
inevitable result of the anisotropic turbulent cascade of the solar wind turbulence
from large-scale MHD turbulence to small-scale kinetic turbulence in the dynamical
evolution of the solar wind turbulence. Therefore, it can be expected reasonably that
the KAW turbulence can play an important role in the solar wind heating, like KAWs
in the coronal heating problem.

In summary, based on KAWs, we can depict an unified physical scenario for
the plasma heating problem of the solar atmosphere from the partly ionized upper
chromosphere to the fully ionized solar corona and solar wind. In the nearly neutral
photosphere and lower chromosphere the atmospheric heating, if need, still is dom-
inated by the acoustic wave heating due to the neutral atomic collision dissipation
as expected by the conventional heating theory, which has little relation to magnetic
fields as well as plasmas.

As the temperature and hence the ionization increases with heights, the Joule heat-
ing due to the classic electron-ion Coulomb collision resistance becomes the main
heating mechanism in the partly ionized upper chromosphere, where the ionization,
in general, is larger than 10−3, and the plasma processes dominate the neutral gas
kinetics. The heating efficiency of this KAW Joule heating mechanism is directly
proportional to the strength of local magnetic fields, implying that the upper chro-
mospheric heating has a strong magnetic dependence so that upper chromospheric
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regions with stronger magnetic field look brighter, as shown in the observations of
upper chromospheres of sunspots and the chromospheric flocculi associated with
small-scale magnetic flux tubes in quiet solar atmospheric regions.

In the corona over the transition region, however, the Joule dissipation of KAWs is
no longer an effective heating mechanism because the classic Coulomb collision fre-
quency, νei ∝ nT −3/2, rapidly decreases as the temperature increases as well as the
density decreases when coming into high-temperature and tenuous coronal plasmas.
In such nearly collisionless coronal plasmas, the Landau damping of KAWs due to
the kinetic dissipation caused by the wave-particle interaction of KAWs can become
a more effective heating mechanism. However, the heating efficiency of the kinetic
dissipation mechanism of KAWs sensitively depends on the local plasma parameters
in the way that is determined by the wave-particle resonant condition. This leads
to that the heating efficiency and hence the radiative brightness have more complex
spatial distributions in the corona. This parametric dependent and hence inhomo-
geneous heating mechanism also leads to the formation of complex coronal plasma
structures, which are characterized by field-aligned filaments such as coronal loops
and coronal plumes because the anisotropy of low-β plasmas in the corona tends the
plasmas to be much more uniform along magnetic fields than across magnetic fields,
as displayed in based-space high resolution observations.

In fact, the plasma heating consists of two processes, one is the energization
of plasma particles, which leads to the increase of particle kinetic energies, and
other one is the thermalization of plasma particles, that is, the randomization of
particle kinetic energies. In the upper chromospheric heating by the KAW Joule
dissipation, the energization and thermalization of particles are performed by current-
carrying electric fields and collisions, respectively. For the inner coronal heating by
theKAWLandau damping, the particle energization is generated by thewave-particle
interaction, in which the field energy of KAWs is transferred into the kinetic energy
of the resonant particles, and the thermalization of particles may be realized through
the collisions between the resonant particles and other non-resonant particles or
the particle scattering by turbulent waves, because the collision frequency may be
higher than the energy loss rate of the resonant particles although much lower than
the resonant interaction rate.

In the more tenuous extended corona, however, the minor heavy ions energized
by the nonlinear KAW wavelets (i.e., SKAWs) can effectively transfer their kinetic
energies into other particles because the collisions are so rare that they may conserve
their kinetic energy as their effective temperature when are trapped within SKAWs
till these SKAWs are mixed or transferred into the solar wind turbulence. The solar
wind heating is the natural and inevitable result of the kinetic dissipation in the kinetic
scale range when the solar wind turbulence cascades towards smaller scales.
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Chapter 7
KAWs in Extrasolar Astrophysical
Plasmas

In previous chapters we comprehensively introduced KAWs in space and solar plas-
mas, including their observational identifications and applications to related particle
kinetic phenomena, such as the auroral energetic electron acceleration in auroral
magnetospheric plasmas, the anomalous particle transport in the magnetopause, the
kinetic turbulence in the solar wind, and the solar coronal heating problem. The
solar and solar-system plasma, especially the solar-terrestrial coupling system, is a
natural laboratory for plasma astrophysics. It is extensively believed that the results
based on this natural laboratory may be extrapolated and applied to extrasolar astro-
physical plasmas. In the last chapter of this monograph, we will introduce possible
applications of KAWs to extrasolar astrophysical phenomena. First, observation of
a uniform and universal big power-law spectrum for cosmic plasma turbulence over
a huge scale range from cosmological to kinetic scales and its implication to KAW
turbulence in cosmic plasmas are introduced in Sect. 7.1. Then, the heating problem
of cosmic hot gases and its possible associations with KAWs are presented in Sect.
7.2 (stellar coronae) and Sect. 7.3 (galactic halos). Finally, KAWs and their possi-
ble roles in the reacceleration of energetic electrons and the generation of electric
currents in extragalactic extended radio sources are discussed in Sect. 7.4.

7.1 Plasma Turbulence from Cosmological to Kinetic Scales

One of major discoveries of modern astronomy is that vast cosmic space, from
interplanetary and interstellar to intergalactic space, is filled by various dispersion
interstellarmedium(ISM)and intraclustermedium(ICM), such as stellar coronae and
winds, supernova remnants, molecular clouds, intergalactic hot gases and its galactic
halos, and so on. While one of the most important developments in the field of ISM
dynamics is that it has widely recognized that most processes and structures of ISM
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are strongly affected by turbulence. An initial connection between ISMdynamics and
fluid turbulence can be found in some early descriptions for ISM (von Weizsäcker
1951), in which ISM consists of cloudy objects with a hierarchical structures formed
in interacting shocks by supersonic turbulence that is stirred on the largest scale
by differential galactic rotation and dissipated on small scales by atomic viscosity.
For instance, it was noticed that rms (root mean square) differences in emission-line
velocities of the Orion nebula increased with projected separation as a power law
with a power index α between 0.25 and 0.5, implying that ISM within the Orion
nebula may be described as a fluid turbulence formed by the Kolmogorov energy
cascade (von Hoerner 1951), and for the latter, as well known, the corresponding
power-law index is α = 1/3.

However, these early proposals regarding pervasive turbulence had not been
believed extensively in the field of ISM community, until observations of interstellar
scintillation at radio wave lengths resulted in the wider recognization of ubiquitous
turbulence in ISM. When radio waves from radio pulsars or compact radio sources
propagate through ISM, electron density fluctuations in the ionized ISM can scatter
the radio waves and give rise to scintillation of these radio sources (Rickett 1970,
1990;Narayan 1992). The nature of this phenomenonwasfirst understood byScheuer
(1968), who proposed that the observed pulsar variability in its radio radiation could
be caused due to that some ionized inhomogeneous blob structures (irregularities)
scatter the radio waves and estimated the characteristic scale of these ionized blobs
lying in a wide range∼107–1011 m. The scale of these plasma blobs is the same scale
at which cosmic rays excite magnetic turbulence by streaming instabilities (Wentzel
1968), but much less than the typical scale of interstellar clouds∼1018 m. The obser-
vations also showed that these plasma irregularities seem to have a correlation in
the wide scale range and possibly to be related to turbulence (Salpeter 1969; Rickett
1970; Little and Matheson 1973).

Lee and Jokipii (1976) further proposed that these plasma irregularities have a
turbulent origin and their power spectrum follows an isotropic Kolmogorov-like
spectrum. In particular, they conjectured that this power-law spectrum can have
much wider extending range, from the small-scale plasma irregularities at scales
∼1011 m < 1 AU to the large-scale interstellar clouds at scales ∼1017 m > 1 pc
(Lee and Jokipii 1976), although there was little understanding of the physical con-
nection between these small-scale plasma irregularities and the larger-scale cloud
motions in ISM. Soon afterwards, based on various observations of spectral lines
from many molecular clouds (also including young stars) Larson (1979, 1981) fur-
ther extended this ISM turbulent spectrum to larger scales over a scale range from
< 1 pc to> 10 kpc. He found that there are well power-law correlations between the
velocity dispersion inferred from linewidths and the molecular cloud sizes, which is
similar to the Kolmogorov scaling law for subsonic turbulence. Therefore, he fur-
ther proposed that the power-law spectrum of the velocity dispersion can be formed
through a common hierarchical process of ISM turbulent motions in which smaller-
scale motions are produced by the turbulent cascade of larger-scale ones (Larson
1979, 1981).
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In the aspect of large-scale interstellar cloudmotions, Larson’s workwas soon fol-
lowed by more homogeneous observations that showed similar correlations (Myers
1983; Dame et al. 1986; Solomon et al. 1987), implying that these motions were
believed to be turbulent because of their power-law nature. On the other hand, in the
aspect of small-scale plasma irregularities, further supports came from the disper-
sion measurements of compact extragalactic radio sources as well as pulsars (Rickett
et al. 1984; Cordes et al. 1985; Phillips and Wolszczan 1991). Another important
contribution to the recognization of the universal existence of the ISM turbulence is
the surprising discovery of a power spectrum for widespread HI emission that was
comparable to the Kolmogorov power spectrum for velocity in incompressible tur-
bulence (Crovisier and Dickey 1983). In consequence, based on many independent
observations from small-scale plasma irregularities to large-scale interstellar clouds,
a universal power-law spectrum of plasma density fluctuations is well established,
which follows the Kolmogorov scaling law with the three-dimensional power-law
index α = 11/3 and spans over 12 orders of magnitude (Lee and Jokipii 1976; Arm-
strong et al. 1981, 1995).

In a recent work, using in situ measurements from the Voyager 1 satellite, Lee
and Lee (2019) further extended this universal turbulent spectrum from the ordinary
inertial-scale range down to the kinetic-scale region. The Voyager 1 satellite crossed
the heliopause at 122 AU on 2012 August 25 and reached 142 AU away from the Sun
in 2018 (Gurnett et al. 2013). The electron density can be inferred by identifying the
local electron Langmuir frequency from electrostatic wave measurements because
the plasma science experiment instrument onboard the Voyager 1 satellite was shut in
2007. By use of the Lomb-Scargle periodogram, they calculated the power spectral
density of electron density fluctuations measured by the Voyager 1 satellite during
its interstellar journey from 2012 September 3 to 2016 October 25. In order to reduce
the inaccuracy of the calculation, they further separated the density profiles into five
groups and conducted the Lomb-Scargle periodogram on each of them to obtain the
spectral density functions (SDFs) for different scales.

Figure7.1 shows their results, where the purple dots are the SDF of the scale
∼50–500 m, the green dots are the SDF of the scale ∼10–1000 km, the blue dots are
the SDF of the scale from ∼0.05–2.5 AU, and the red dots are the SDF of the scale
∼2.8–15AU, which are obtained by the complete density profile. In addition, the fine
grey dots and lines in Fig. 7.1 show the composite spectra obtained by Armstrong
et al. (1981, 1995) and Chepurnov and Lazarian (2010), respectively. Armstrong
et al. (1981, 1995) constructed a composite electron density spectrum over the scale
of 106.5–1013 m based on several studies of interstellar scattering and over the scale
of 1016–1018 m from interstellar velocity fluctuations, rotation measures of magnetic
variations, and the gradient scale of interstellar clouds. Chepurnov and Lazarian
(2010) obtained a more precise estimation of power density at the scale of 1016–1018

m based on the data of Wisconsin Hα Mapper.
These SDFs of various scales are combined to construct the composite spectrum

over scales from ∼50 to ∼1018 m, over 16 orders of magnitude, as shown in Fig. 7.1.
For typical values of magnetic field ∼0.5 nT, electron density ne ∼ 0.09 cm−3, and
temperature T ∼ 100 eV in the local ISM (Gurnett et al. 2013), we have the particle
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Fig. 7.1 Composite spectrum (red, blue, green and purple dots) obtained from the in situ measure-
ments by the Voyager 1 satellite outside the heliopause in the interstellar plasma. The black dashed
line is the best-fitting line for the inertial part of these data by the isotropic Kolmogorov spectrum
with spectral index α = 11/3. The dashed orange line shows the presence of a bulge in the kinetic
scale range. The spectral densities obtained from earlier remote sensing methods are shown as fine
grey dots and lines (from Lee and Lee 2019)

kinetic scales as follows: the ion inertial length λi ∼ 7.6 × 105 m, the ion gyroradius
ρi ∼ 2.0 × 105 m, the electron inertial length λe ∼ 1.8 × 104 m, the electron gyro-
radius ρe ∼ 4.8 × 103 m, and the Debye length λD ∼ 25 m, as marked in Fig. 7.1.
Therefore, by combining the in situ measurements by the Voyager 1 satellite in the
local ISM (Lee and Lee 2019) and the earlier ground remote observations (Arm-
strong et al. 1981, 1995; Chepurnov and Lazarian 2010), we now have the turbulent
spectrum that covers not only a wide Kolmogorov inertial range (106–1018 m) but
also a complete kinetic range down to the Debye length (106 m to 50 m). The black
dashed line in Fig. 7.1 represents the best-fitting line for the inertial part of these
data by the isotropic Kolmogorov spectrum with spectral index α = 11/3. While
the orange dashed line in Fig. 7.1 shows the presence of a bulge in the kinetic scale
range.

What is the reason for a so big universal power-law spectrum uniformly extend-
ing from ∼100 pc of cosmological scales down to ∼50 m of microscopic kinetic
scales? This is indeed a mysterious and interesting problem in modern astronomical
communities. Moreover, the observed ISM turbulence of originating from electron
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density fluctuations in ionized ISM unexpectedly has the same dynamically spectral
parameter (i.e., α � 11/3) with the Kolmogorov theory for neutral fluid turbulence,
although theμG-ordermagnetic field ubiquitously exist in ISM (see e.g., Beck 2001).
In principle, in the pc-order large scales the dynamics of the interstellar clouds is
dominated by the gravity and the electromagnetic force can play an important role
in the dynamics of the plasma irregularities in the AU-order small scales. Why can
do different dynamical drivers lead to the same dynamically turbulent spectrum?

Neglecting the gravity but taking account of the effect of magnetic fields, Higdon
(1984) proposed a model for strongly anisotropic MHD turbulence to describe quan-
titatively the turbulent origin of small-scale irregular plasma density fluctuations in
ionized ISM observed by Armstrong et al. (1981). In his model, the observed density
fluctuations are interpreted to be two-dimensional isobaric entropy variations with
oppositely directed gradients in temperature and density projected transversely to
the local magnetic field. The observed distribution of the electron density variations
is produced by the convection and distortion of these dynamically passive entropy
fluctuations by turbulent velocity and magnetic field fluctuations. These small-scale
turbulent velocity and magnetic field fluctuations are distributed anisotropically and
concentrated transversely to the local magnetic field. In particular, the transverse
transport coefficients are dramatically decreased in the presence of magnetic fields,
implying that the low dissipation due to the magnetic field would allow the energy-
conserving inertial range to extend into smaller scales than the inertial range of
isotropic turbulent flows without magnetic fields. This may remove the difficulty
that the dissipative scale is possibly larger than the smallest scale observed by
Armstrong et al. (1981).

Assuming a Kolmogorov turbulent spectrum for the velocity and magnetic field
fluctuations, Montgomery et al. (1987) also claimed that the same Kolmogorov spec-
trummay be obtained for the density fluctuations by the nearly incompressibleMHD
model. In their model, the linearized small fluctuations in the density are given by the
pressure variations, which may be calculated from the velocity and magnetic field
fluctuations by the incompressible MHD equation.

As shown in Chap. 5, an early self-consistent nonlinear theory of incompressible
MHD turbulence is the Iroshnikov-Kraichnan theory of the isotropic cascade of AWs
towards small scales, but predicts a power-law spectrum with an one-dimensional
spectral index α = 3/2 different from α = 5/3 for the Kolmogorov spectrum. Srid-
har and Goldreich (1994) and Goldreich and Sridhar (1995, 1997) further developed
the Iroshnikov-Kraichnan theory for the weak, strong, and intermediate Alfvénic tur-
bulence in the inertial scale range, that is, the well-known Goldreich-Sridhar theory.
Themost important characteristic of theGoldreich-Sridhar theory is to predict that the
anisotropic cascade of AW turbulence towards small scales performs preferentially
along the direction perpendicular to the local magnetic field. The Goldreich-Sridhar
theory has been widely accepted as the standard theory for the MHD turbulence
in ISM because the anisotropic cascade of AW turbulence predicted by this theory
has widely been confirmed not only by a series of numerical simulations (Cho and
Vishniac 2000; Maron and Goldreich 2001; Müller et al. 2003) but also by a large
number of observations (Horbury et al. 2008; Podesta 2009; Wicks et al. 2010; Luo
and Wu 2010).
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Themost straightforward result of the anisotropic cascade ofAWturbulence by the
standardGoldreich-Sridhar theory is that as the anisotropic cascade proceeds towards
small scales, the AW turbulence in the inertial scale range naturally and inevitably
transfers into the KAW turbulence in the kinetic scale region (see e.g., Howes et al.
2006; Schekochihin et al. 2009; and Chap. 5 for more details). In consequence, as
shown inChap. 5, the turbulent spectrumhas the two breakpoints nearly at the ion and
electron gyroscales due to the effects of the dissipation, dispersion, and alignment of
KAWs in small scales, so that the kinetic turbulent spectrum deviates evidently the
inertial Kolmogorov spectrum. For instance, as shown in Figs. 5.9, 5.10, and 5.12, in
the kinetic inertial region that covers the kinetic scale range from the ion gyroscale
∼ρi to the electron gyroscale ∼ρe, the magnetic field power spectrum steepens, but
the electric field spectrum becomes more flattened, implying that the two kinetic
spectra both obviously deviate from the inertial Kolmogorov spectrum.

Also the kinetic-scale spectrum obtained by Lee and Lee (2019) exhibits a simi-
lar spectral transition behavior from the inertial-scale spectrum to the kinetic-scale
spectrum. The SDFs of the green and purple dots in Fig. 7.1 cover well the ion and
electron kinetic scales, and the orange dashed line represents the fitting spectrum
in the kinetic scale region. One can clearly find that in the kinetic scale range, the
kinetic fitting spectrum represented by the orange dashed line obviously deviates
away from the Kolmogorov spectrum represented by the black dashed line, exhibits
an enhanced intensity, and forms an evident bulge, as illustrated in Fig. 7.1. Lee and
Lee (2019) suggested that the shocks of solar origin propagating in the local ISM
possibly could be responsible for the enhanced bulge in the kinetic scale range of the
SDFs in Fig. 7.1. Several shock/foreshock events have been identified during 2012
October to 2014 December (Gurnett et al. 2015; Kim et al. 2017). Various plasma
waves, including KAWs, mirror waves, ion and electron cyclotron waves, and Lang-
muir waves, can be excited as shocks propagate in magnetized plasma (Tsurutani
et al. 1982; Gurnett et al. 2015; Lee 2017). While the excitation of these waves may
cause the enhancement of electron density fluctuations in the kinetic range.

In general, ISM shocks can not exist universally like the ISM turbulence with the
universal Kolmogorov spectrum. While, in fact, the universal big-range spectrum
with theKolmogrov spectrum in the inertial scale and the enhanced around the kinetic
scale can possibly exist widespreadly in ISM. For instance, the enhanced bulge of
the turbulent spectrum in the kinetic scale region also has been observed in the
solar wind (Neugebauer 1975; Kellogg and Horbury 2005; Alexandrova et al. 2008;
Sahraoui et al. 2009; Chen et al. 2012; Šafránková et al. 2015). In the kinetic scales
KAWs and whistler waves both can contribute to the enhancement of plasma density
fluctuations.However, as shownbydiscussions inChap. 5,KAWsare evidently better
and more proper candidates than whistler waves for the wave mode of the solar wind
fluctuations in the kinetic scale range. The compressibility ofKAWs,which increases
as the scale decreases (see Figs. 5.19, 5.20, and the relevant discussions), can cause
active density fluctuations and hence lead to an enhanced density spectral power in the
kinetic scales (Chandran et al. 2009; Chen et al. 2012; Šafránková et al. 2015). Thus,
the interstellar kinetic turbulent spectrum obtained by Lee and Lee (2019) based on
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the in situ measurements of the Voyager 1 satellite in the local ISM provides new
evidence for the existence of KAWs in ionized ISM.

Therefore, we can in reason believe that KAWs, just like AWs, can ubiquitously
exist in various dispersion ISM. These widespread KAWs in ISM can play an impor-
tant role in kinetic processes of the ionized ISM, such as the heating of stellar coronae,
coronae of accretion disks around compact objects, interstellar and intergalactic hot
gases, and galactic hot halos, as well as the acceleration of energetic electron beams
in planetary magnetospheres and the reacceleration of energetic electrons in extra-
galactic radio jets.

7.2 KAW Heating of Stellar and Accretion Disk Coronae

In the viewpoint of astronomy, our sun is only an ordinary star of skyful stars and lies
in the main sequence region for middle-age stars in the H-R (Hertzsprung-Russel)
diagram of the stellar evolution. Like the sun has a high-temperature corona, the
stars ubiquitously possess theirselves coronae, called stellar coronae. These coronae
consist of high-temperature hot plasmas at temperatures exceeding 106 K and emit
mainly X-ray photons as stellar X-ray sources, like the solar corona. The first stellar
X-ray source is the binary system Capella, which was identified by Catura et al.
(1975) as the optical counterpart of a soft X-ray source detected occasionally during
a rocket flight in 1974. They estimated the X-ray luminosity at 1031 erg/s, much
higher than the solar X-ray luminosity by four orders of magnitude, and the plasma
electron temperature at about 8 × 106 K, again several times higher than the solar
coronal temperature. This result was confirmed by Mewe et al. (1975) from X-ray
observations onboard the ANS (Astronomical Netherlands Satellite) launched in
August 1974. Moreover, they were the first to interpret the soft X-rays as solar-like
coronal emission at an enhanced level. Around the same time, Heise et al. (1975)
monitored the first stellar coronal X-ray flares on the stars YZ CMi and UV Cet with
the X-ray observations by the ANS and one of the flares was recorded simultaneously
with an optical burst. Since that tens of thousands of stellar X-ray sources have been
discovered by a series of based-space X-ray observatories.

The optical counterparts of these stellar X-ray sources abound among all types
of stars, across nearly the whole H-R diagram and most stages of stellar evolution
(Vaiana et al. 1981). Figure7.2, based on about 2000 X-ray sources with identified
optical stars, shows their basic features known from an optical H-R diagram, includ-
ing the loci of these stars in the optically determined absolute magnitude MV and the
color index B − V , where the size of the circles characterizes their X-ray luminosity
log L X as indicated in the panel at lower left and the vertical dashed line denotes the
so-called corona vs wind dividing line that separates coronal giants and supergiants
to its left from stars with massive winds to its right (Güdel 2004).

The widespread occurrence of the stellar X-ray coronae along the main sequence
utterly refutes the acoustic heating model for the stellar coronae because only stars
in a rather narrow range of spectral types would have enough “acoustic flux” to heat
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Fig. 7.2 Hertzsprung-Russell diagram based on about 2000 X-ray detected stars extracted from
the catalogs by Berghöfer et al. (1996) (blue), Hünsch et al. (1998a, b) (green and red, respectively),
and Hünsch et al. (1999) (pink). Where missing, distances from the Hipparcos catalog (Perryman
et al. 1997) were used to calculate the relevant parameters. The low-mass pre-main sequence stars
are taken from studies of the Chamaeleon I dark cloud (Alcalá et al. 1997; Lawson et al. 1996;
yellow and cyan, respectively) and are representative of other star formation regions. The size of
the circles characterizes log L X as indicated in the panel at lower left. The ranges for the spectral
classes are given at the top with the upper row for supergiants and lower row for giants, and at the
bottom for main-sequence stars (reprinted from Güdel, Astron. Astrophys. Rev., 12, 71–237, 2004,
copyright 2004, with permission from Springer)

a high-temperature corona (Walter et al. 1980). For stars with convective envelopes
(e.g., main sequence stars of spectral type F and later), it seems reasonable that
these stars also have strong magnetic fields driven by the convective dynamo and
a magnetically confined corona. Thus, the effect of magnetically coronal heating
similar to the case of the solar coronal heating could offer a much better explanation
of the observations than the acoustic wave heating. In fact, for the case of the solar
corona there is the very close relationship between magnetic activity and coronal
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X-ray emissions. Based on the simultaneous soft X-ray data from the Yohkoh soft
X-ray telescope and magnetic field data from the Kitt Peak Solar Observatory during
the period of 1991–2001, Benevolenskaya et al. (2002) investigated the correlation
between the soft X-ray intensity of coronal loops and their photospheric magnetic
flux and the solar activity cycle variation of this correlation. Their results are shown
in Fig. 7.3, where panel (a) is for the declining period of the solar activity cycle (from
1991 November 11 to 1996 July 25) and (b) for the rising period of the solar activity
cycle (from 1996 June 28 to 2001 March 13). In Fig. 7.3, different subperiods are
marked by different colors, which are coded in terms of Carrington rotation (CR)
numbers (Benevolenskaya et al. 2002).

From Fig. 7.3, one can clearly find a very evident power-law correlation between
the soft X-ray intensity of coronal loops (IX ) and their photospheric magnetic field
(B‖), which has a very high correlation coefficient �0.9 and a power-law index, on
average, close to 2, that is, IX ∝ B2

‖ (Benevolenskaya et al. 2002). This implies that
the energy of heating the coronal loops is transported by AWs from the photosphere
into the corona along these loops, in which the loop magnetic field plays a role of
magnetic channel for AWs propagating. The AWs of propagating into the corona are
transferred into small-scale KAWs via the turbulent cascade or the resonant mode
conversion, and then the KAWs eventually are dissipated inhomogeneously to heat
coronal plasmas and to compensate their radiative cooling, as shown in Sect. 6.4.
In addition, the power-law relations exhibited in Fig. 7.3a, b both have an evident
spectral breakpoint around log |B‖| ∼ 1.5, implying that themagnetic dependence of
the X-ray radiance is significantly steeper for the weak magnetic field than the strong
field. This different dependence could possibly be caused by the drastic decrease of
the mean level of X-ray intensity during the low-activity phases of the solar cycle.

In particular, the correlationship between the X-ray radiative luminosity and the
magnetic flux can be extended smoothly to the case of stellar X-ray radiations and
hence possibly is a universal relationship. Figure7.4 shows the power-law relation
between the X-ray spectral radiance (L X ) and the magnetic flux� for different cases
of the Sun aswell as stellar objects, including solar quiet regions (dots), active regions
(diamonds), X-ray bright points (squares), and solar disk averages (pluses) from the
Sun as well as types G, K, and M dwarfs (crosses) and T Tauri stars (circles) from
active stars, where the solid line represents the power-law approximation L X ∝ �1.15

of combined data set (Pevtsov et al. 2003). Among different subsets, the power-law
index α in the form of L X ∝ �α can vary between α ∼ 1 and α ∼ 2, and the L X -
� dependence for the subset of solar disk averages also shows a similar spectral
breakpoint (i.e., “knee” in Fig. 7.4). However, the change in the instrumental response
also is a possible reason for this spectral breakpoint because different sections of the
SXT entrance filters failed over the period from 1992 November 13 to 1998 January
24,which could increase the response of the telescope at longwavelengths (i.e., lower
temperatures), as pointed out by Pevtsov et al. (2003). In any case, on average, we can
find that the L X -� dependence of these stars is very well consistent with the linear
extrapolation from the solar results in a wide range over 12 orders of magnitude. This
indicates again that the same mechanisms for the solar coronal heating also heat the
coronae of these stars.
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Fig. 7.3 Scatter plots of the soft X-ray intensity from SXT (Yohkoh) data in the AlMg filter as
a function of the magnetic flux (from Kitt Peak Observatory) in the natural logarithmic scale for
the latitudinal zone between +55◦ and −55◦ for two periods: a 1991 November 11 to 1996 July
25 for the declining period of the solar activity cycle and b 1996 June 28 to 2001 March 13 for
the rising period of the solar activity cycle. Different subperiods are marked by different colors
and the color-coding in terms of Carrington rotation (CR) numbers is shown in the figures (from
Benevolenskaya et al. 2002)
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Fig. 7.4 X-ray spectral radiance L X vs total unsigned magnetic flux for solar and stellar objects.
Dots: Quiet Sun. Squares: X-ray bright points. Diamonds: Solar active regions. Pluses: Solar disk
averages. Crosses: G, K, and M dwarfs. Circles: T Tauri stars. Solid line: Power-law approximation
L X ∝ �1.15 of combined data set (from Pevtsov et al., 2003, ©AAS reproduced with permission)

On the other hand, the hypothesis that theX-ray stars have amagnetically confined
corona similar with the solar corona also is further demonstrated by the observations
of numerous stellar flares (Pallavicini et al. 1990; Haisch et al. 1991), because the
stellar as well as solar flares are extensively believed to be driven by the eruptive
release of magnetic energy via the magnetic reconnection or electric current insta-
bility. Flare stars constitute about 10% of the stars in the Galaxy. Flares, solar and
stellar flares, usually are understood as a physical process, in which the catastrophic
releasing magnetic energy leads to particle acceleration and electromagnetic radia-
tion, although the magnetic energy release and conversion have never been directly
observed. Similar to solar flares, stellar flares produce radiations in multi-waveband
ranges from meter-wave range to γ rays. The most important wavelength regions,
however, from which we have learned diagnostically on stellar coronae, include the
radio (decimetre to centimetre) range and the X-ray domain. The former is pro-
duced by the magnetic cyclotron or synchrotron radiation of energetic electrons in
local magnetic field and hence sensitive to accelerated electrons in magnetic fields.
While the latter is attributed to the Coulomb bremsstrahlung of thermal or nonther-
mal energetic electrons and hence independent of the local magnetic field. The two
wavebands, in general, both can be observed simultaneously and are related each
other. For example, White et al. (1978) related a soft X-ray flare on HR 1099 with a
simultaneous radio burst.

In particular, the luminosity ratio of the X-ray to radio radiations for stellar X-ray
stars seems also to exhibit a very well consistency with that for solar flares. Benz
and Güdel (1994) compared the X-ray to radio luminosity ratio of solar flares with
that of various active late-type stars, as shown in Fig. 7.5. From Fig. 7.5, the solar
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Fig. 7.5 Comparison of soft X-ray (L X ) versus microwave (L R) luminosities of solar flares and
active corona stars of different classes, where the symbols are, respectively, m: solar microflares; i :
intermediate impulsive solar flares; h: gradual solar flares with dominating large impulsive phase; g:
pure gradual solar flares;+: dM(e) stars;×: dK(e) stars;♦: BYDra binaries;©: RS CVn binaries; ◦
RS CVn binaries with two giants;�: ABDor; ∗: Algol-type binaries; ⊔̄: FK Com stars; pentagon:
post-T Tau stars (from Benz and Güdel 1994)

flares, except for the four microflares denoted by m, can well connect smoothly and
linearly to the active stellar coronae, covering about eight orders of magnitude in
the L X − L R plot. The four microflares were observed on same day with a narrow
microwave beam by the 100-m radio telescope at Effelsberg, which might not be
centered on the source and lead to the underestimate of their radio luminosity (Benz
and Güdel 1994). Other one possibility for the relative weakness of microwave in
microflares is because of a lower microwave productivity of microflares due to their
lower energetic level. Apart from the microflares, the X-ray to radio luminosity
ratio of solar flares and that of different type active stars is compatible with a linear
correlation, that is, L R ∝ L X (Güdel and Benz 1993; Benz and Güdel 1994).

In fact, the similar luminosity correlationship between X-ray and radio radiations
can be well satisfied in a much larger scale range. Falcke et al. (2004) in detail
analyzed and compared X-ray and radio data for some compact sources, mainly
including the candidates of stellar-mass and supermassive black holes, for example,
XRBs (X-ray binaries, possible stellar-mass black holes) and AGN (active galactic
nuclei, possible supermassive black holes). The standard model for these compact
sources is the so-called accretion disk-jet system, in which the strong gravity of the
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central black hole can attract very efficiently media from surrounding environment
and form an accretion disk at a Kepler-like motion around the black hole and a large
jet originating from the central region and extending to a far distance along the axis
of the accretion disk. For the disk-jet system with a low accreting rate lower than the
critical accreting rate (∼a few percent of the Eddington accreting rate, Maccarone
2003) the radiation from the jet can possibly dominate that from the disk. When the
axis directs the line of sight, in particular, the jet appears a compact source, which is
optically thin and thick for X-ray and radio emissions, respectively.

Figure7.6 shows the correlation between the radio (L R) and X-ray (L X ) luminosi-
ties for XRBs and AGN, where in order to remove the dependence of the luminosity
on the mass (Falcke and Biermann 1995) and the Doppler boosting effect (Ghisellini
et al. 1993), the proper scaling corrections have been made (Falcke et al. 2004). For
Sgr A∗ (the Galactic central black hole with a middle mass ∼106M
, Schödel et al.
2002), the quiescent and flare luminosities both (Baganoff et al. 2001) are presented
in Fig. 7.6. Other samples in Fig. 7.6 are GX339-4: a representative XRBwith a mass
∼6M
 and hence a typical candidate of stellar-mass black hole (Corbel et al. 2003;
Gallo et al. 2003); LLAGN: some low-luminosityAGN (Nagar et al. 2000; Terashima
and Wilson 2003); FRI: FR I radio galaxies (Spinrad et al. 1985; Chiaberge et al.
1999); and XBL and RBL: X-ray and radio selected BL Lac objects (Sambruna
et al. 1996). These samples include low mass stellar-order black holes (∼6M
),
middling mass galactic-order black holes (∼106M
), and supermassive AGN-order
black holes (∼109M
) and their distributions in the X-ray and radio luminosities
both cover very wide scale ranges over about 20 and 15 orders of magnitude, respec-
tively. The results presented in Fig. 7.6 show that for all these different type sources,
their radio and X-ray luminosities can be unified smoothly and fall on a common
L R − L X correlation. This suggests that the radio and X-ray emissions have not only
a common driving energy source (i.e., the gravitational energy) but also should have
a similar producing mechanism for these different types of objects. In particular, the
magnetic field, which is one of the most essential elements in the disk-jet model, can
play an important role in the relevant energy transport and transform processes from
the initial gravitational energy released by accreting flows around the black hole into
the eventual radiative energy in X-ray and radio wavebands.

Like the magnetically confined coronae surrounding normal stars, in fact, a mag-
netically confined corona possibly is formed around a black hole. For the case of a
high accreting rate above the critical accreting rate (Maccarone 2003), the radiation
originating from the accretion disk can possibly dominate that from the jet (Falcke
et al. 2004). In general, the accretion-disk radiation consists of two components, one
is a soft blackbody-like X-ray component at low energies (<10 keV) and other one is
a hard power-law-like γ-ray component at high energies up to several hundreds keV
(Tanaka and Lewin 1995). The low-energy X-ray component is usually attributed to
the emission from an optically thick, geometrically thin cold accretion disk, and the
high-energy γ-ray component is attributed to an optically thin, geometrically thick
hot corona in either a plane parallel to the disk or with a spherical geometry above the
disk (Shakura and Sunyaev 1973; Liang 1998). Motivated by the solar atmospheric
structure, Zhang et al. (2000) proposed a three-layered atmospheric structure for the
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Fig. 7.6 Radio and X-ray correlation for XRBs and AGN, where the samples are: G X339 − 4: a
XRB with a mass ∼6M
 as a typical candidate of stellar-mass black hole; Sgr A∗: the Galactic
central black holewith amass∼106M
; L L AG N : low-luminosityAGN; F RI : FR I radio galaxies;
X BL: X-ray selected BL Lac objects; R BL: radio selected BL Lac objects (from Falcke et al.
2004)

Fig. 7.7 Schematic diagrams of the solar atmosphere and accretion disk structure. The temperatures
in the solar atmosphere are approximately: 6 × 103 K (photosphere), 3 × 104 K (chromosphere),
and 2 × 106 K (corona), respectively. For the black hole disk atmosphere, the corresponding tem-
peratures are approximately 500 times higher: 3 × 106 K (cold disk), 1.5 × 107 K (warm layer),
and 1 × 109 K (hot corona), respectively (from Zhang et al. 2000)

accretion disks around a black hole. In their model, above the cold and optically thick
dense disk with a temperature 0.2–0.5 keV, there are a warm layer with a tempera-
ture of 1.0–1.5 keV and an optical depth around 10 and a much hotter, optically thin
tenuous and extensive corona above the warm layer, with a temperature of 100 keV
or higher and an optical depth around unity, which are comparable with the solar
photosphere, chromosphere, and corona, respectively, as shown in Fig. 7.7.

In particular, Zhang et al. (2000) suggested that the structural similarity between
the accretion disk atmosphere and the solar atmosphere implies that similar physical
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processes may be operating in these different systems. For instance, the empirically-
invoked viscosity for the disks might have originated from the same dynamo pro-
cesses operating on the sun (Hawley et al. 1999). Like the solar photospheric con-
vective turbulence, the accreting flow turbulence in the cold disk can cause enhanced
AWs propagating upwards through thewarm layer into the hot corona, and eventually
provide energy sources for the heating of the hot corona. The differential rotation of
accreting flows in the cold disk may twist magnetic fields and lead to the formation
of magnetic loops, and then these magnetic loops emerge into the hot corona and
trigger magnetic flares or “shoots” above the accretion disk, which may be respon-
sible for the observed X-ray variability in compact sources, such as XRBs and AGN
(Haardt et al. 1997; Di Matteo et al. 1999). For example, the magnetic reconnection
model, which is widely believed to be a possible triggering mechanism for solar
flares and coronal mass ejections, was used by Dai et al. (2006) to explain the X-ray
re-brightening in the X-ray afterglow of a short γ-ray burst, which can be caused by a
differentially rotating young neutron star formed from the merger of binary neutron
stars.

In addition, the fact that the temperatures of the three layers are higher in the
accretion disks by an approximately same factor∼500 than the corresponding layers
in the sun also indicates that the similar magnetic activities in the accretion disks are
responsible for powering the upper atmosphere, especially coronal activities in both
cases (Zhang et al. 2000). In addition, by analogy, the outflows (sometimes the jets
also are taken as “collimated” outflows) also can originate from the coronal activities
above the accretion disk, just like the solar wind, including coronal mass ejections,
is driven out by strong solar coronal activities. It is worth noting that disk coronae
powered by magnetic flares are also believed to exist in the accretion disks around
supermassive black holes (Haardt et al. 1997). Therefore, it is plausible conjecture
that similar physical processes in the solar atmosphere also may work in disk-jet
systems with different properties and scales, such as in the Galactic center and AGN.

The Sun is a natural astrophysical laboratory because not only this nearest star
can provide us the clearest observations and the most detailed information, but also
those astrophysical phenomena occurring on the Sun can take place in many other
astrophysical objects with enormously different scales. One of the most distinctive
characteristics of plasma physics is the plasma scaling law, that is, plasmas in dif-
ferent environments and sizes can have similar dynamical processes and perform
similar plasma physical phenomena when they have similar dimensionless scaling
parameters, such as the plasma kinetic to magnetic pressure ratio β. Therefore, these
stellar and accretion disk coronae may be made up of various solar-like features, and
hence our knowledge, which has been established to describe the plasma physical
processes in the active solar corona, can be greatly helpful for us to understand these
extrasolar coronal phenomena, including their heating as well as flares. In particu-
lar, the heating mechanisms for the solar corona by KAWs, which are presented in
Chap. 6, can provide the most promising explanation for the heating of the stellar
and accretion disk coronae.
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7.3 KAW Heating of Galactic Halos and Intracluster
Medium

Although overwhelmingly major constituents of the universe are made of plasmas,
the gravity force seems still to have an overwhelmingly advantage and to enjoy a
dominant position in the formation and evolution of the universe structures. At the
present stage of cosmical evolution, our universe has a hierarchical structure, from
planets and stars to galaxies and galaxy clusters, which all are local gravity centers
in the universe. The gas clouds out of which galaxies and galaxy clusters form were
heated by the energy released during their initial gravitational collapse. Some of
the gas then cooled to form the stellar objects readily observed today. In the case
of ordinary galaxies much of the gas cooled rapidly, but in massive galaxies and
clusters the gas cooled more slowly and a quasi-hydrostatic atmosphere formed.
The mass of uncooled hot gas exceeds that in visible stars in clusters of galaxies.
The temperature of the atmosphere is close to the local virial temperature (typically
T (r) = Gμm H M(r)/r ∼ 107–108 K, where G is the gravitational constant, m H is
the hydrogen mass, μ � 0.61 is the mean molecular weight of the ionized plasma,
M(r) is the total mass within the local radius r ) and is directly observable only in
the X-ray waveband as extended X-ray sources with X-ray luminosities of Lx ∼
1043–1045 ergs/s. This hot atmosphere at a high temperature ∼107–108 K, called
intracluster medium (ICM), consists of very tenuous plasmas and fills the space
between the galaxies within the cluster.

As the largest clearly define objects in the universe, the clusters of galaxies have
sizes of several Mpc and masses up to 1015M
 and are recognizable in photographs
as distinct concentrations of galaxies centered on one or more brightest cluster mem-
bers. Correspondingly, the ICM also exhibits some interesting astrophysical superla-
tives, for example, the ICM is the hottest thermal equilibrium plasma that we can
study in detail, their gravitational potentials give rise to the largest effect of light
deflection with deflection angles exceeding half an arcmin and produce the most
spectacular gravitational lensing effects (Hattori et al. 1999), the hot plasma cloud of
the ICM casts the darkest shadows onto the cosmic microwave background through
the Sunyaev-Zeldovich effect (Birkinshaw 1999), and the merger of galaxy clusters
produces the largest energy release in the universe after the big bang itself with
energies up to orders of 1063 erg (Feretti et al. 2002).

The Coma and Perseus clusters were among the first clusters to be identified as X-
ray sources by the first X-ray satellite, theUhuru satellite in the early 1970s (Giacconi
et al. 1971; Gursky et al. 1971; Forman et al. 1972). By the mid-1970s, at least 40
clusters of galaxies were identified as extended and powerful X-ray sources (Gursky
and Schwartz 1977). Figure7.8 shows a composite image of the Coma cluster of
galaxies, where an optical image from the Palomar Sky Survey showing the galaxy
distribution of the Coma cluster is superposed in grey scale on top of an X-ray image
from the ROSAT All-Sky Survey with X-ray brightness coded in red color. It can be
clearly recognized that the X-ray image displays the cluster as one connected entity
and there is an evident concentration center in its X-ray image, which is possibly
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Fig. 7.8 A composite image of the Coma galaxy cluster with X-rays in the ROSATAll-Sky Survey
(underlaying red color) and the optically visible galaxy distribution in the Palomar Sky Survey
Image (galaxy and stellar images superposed in grey, from Böhringer and Werner (2010))

related to two supergiant galaxies lied in the center (as shown by the optical image
in Fig. 7.8), the elliptical galaxy NGC4889 and the spiral galaxy NGC4874. This
illustrates the fact that galaxy clusters indeed are well defined one of fundamental
structures in the universe.

The plasma of ICM is very tenuous, with densities of 10−5–10−1 cm−3 from the
cluster outskirts to the densest regions of cool core clusters. In general, all created
photons leave the ICM plasma due to its low density. Thus no radiative transfer
calculation is necessary for the interpretation of the X-ray spectra of the ICM. This
means in particular that the spectrum we observe from a galaxy cluster provides the
information of the entire ICM, which is different from stellar spectra that provide
information on merely a very thin layer on the stellar surface, that is, the stellar
photosphere. This is one of reasons for the cluster X-ray spectra can be so informative
and straightforward to interpret. Therefore, although having large sizes, the ICM can,
in general, be treated as an optically thin coronal plasma in ionization equilibrium
and their radiations are produced mainly by thermal bremsstrahlung emission of hot
electrons in theX-ray band (Sarazin 1988). The thermal origin for theX-ray emission
has been confirmed in the Coma, Perseus, and Virgo clusters with the detection of
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the collisionally excited, 6–7 keV Fe-K emission feature by the Ariel 5 (Mitchell
et al. 1976) and OSO-8 observatories (Serlemitsos et al. 1977).

At temperatures below ∼3 × 107 K, however, the X-ray emission is increasingly
dominated by the recombination lines of iron, oxygen, silicon, and other elements
(Sarazin 1988). The emission from these heavy elements, in particular, the iron K
lines at 6–7 keV and the iron L lines below 1 keV in cooler plasmas, significantly
alters the shape of the spectrum. This and the exponential decline in emission at
high energies permit the temperature and metallicity of the ICM to be measured
accurately with modern X-ray telescopes (McNamara and Nulsen 2007). In general,
the X-ray telescopes used to study ICM and clusters have commonly employed
proportional counters or CCDs (charge coupled devices) as detectors, which are
sensitive to photons with energies spanning the range 0.1–10 keV, and hence can
well match to the thermal radiation from the ICM. Thus, the ICM density can be
estimated from the X-ray surface brightness of the ICM because the radiation power
of the thermal bremsstrahlung emission due to Coulomb collisions is proportional
to the square of the density (McNamara and Nulsen 2007).

The surface brightness of the ICM (Ix ) declines with the distance from the center
(r ) approximately as Ix ∝ r−3 at large distances. Despite the rapid decline in Ix , the
relatively low X-ray background permits X-ray emission to be traced to very large
radii, making it an excellent probe of gas temperature, metallicity, and mass through-
out much of the volume of a cluster. Surface brightness profiles have traditionally
been characterized using the isothermal “β-profile”, that is,

Ix ∝
(

1 + r2

r2c

)−3β+1/2

, (7.1)

where rc is the radius of the central core of the ICM, the parameter β is the ratio
of the energy per unit mass in galaxies to that in the ICM, and generally β � 2/3
for relaxed bright clusters (Cavaliere andFusco-Femiano1976;Branduardi-Raymont
et al. 1981; Forman and Jones 1982). This model can provide a reasonably good fit to
the surface brightness profiles of clusters at intermediate radii. In the central regions
of some clusters, where the temperature declines and the density rises rapidly, the fit
is poorer. At large radii, the observed surface brightness profiles steepen below the
β-profile (Vikhlinin et al. 2006). For an isothermal ICM (or with temperature T > 2
keV), the electron density profile for the β-model ICM

ne(r) = n0

(

1 + r2

r2c

)−3β/2

, (7.2)

where n0 is the central electron density. However, more generally, the density and
temperature profiles are determined by “deprojection” (Fabian et al. 1981). In gen-
eral, the ICM as the atmosphere of the central dominant galaxies of the galaxy cluster
may be represented as a series of shells of uniform density, temperature, and com-
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position and its properties can be determined by fitting X-ray spectra extracted from
corresponding annular regions (Ettori 2000; Pointecouteau et al. 2004).

Faraday rotation measurements of background radio galaxies and radio galaxies
within clusters have revealed that the ICM is threaded with magnetic fields (Carilli
and Taylor 2002; Kronberg 2003; Govoni and Feretti 2004; Vallée 2004). The Coma
cluster first was detected to have magnetic fields of orders of a few μG (Kronberg
2003). In the cores of clusters with cooling flows, magnetic field strengths could pos-
sibly reach an order of tens μG inferred from Faraday rotationmeasures (Clarke et al.
2001). These magnetic fields in the ICM can possibly be formed by the extrapolation
and extension of radio galaxies and/or quasars in the galaxy cluster (Clarke et al.
2001; Furlanetto and Loeb 2001; Kronberg et al. 2001) or by the primordial fields
that have been amplified over time by ICM turbulence (Carilli and Taylor 2002).

Except occasionally in the inner several kpc or so, in general, the magnetic fields
seem not to be dynamically important in the ICM because the ratio of kinetic to
magnetic pressure (i.e., the plasma β) is typically tens, much larger than one. How-
ever, the magnetic fields, especially their structures can significantly influence, even
entirely control the particle transport processes in the ICM because the mean free
path of the Coulomb collisions still is much larger than the kinetic scales of par-
ticles (Tribble 1989; Govoni 2006). For example, Vikhlinin et al. (2001) observed
remnants with size ∼3 kpc of the ISM in the dominant galaxies (i.e., NGC4874 and
NGC4889) at the center of the Coma cluster and found that the thermal conduction
must be suppressed there by a factor of 30–100 from the classical value (Braginskii
1965), in order for these remnants to survive in thermal evaporation.

The temperature of ICM, TX , can be associated with the spectral energy distri-
bution of the thermal bremsstrahlung for the Coulomb collisions between electrons
and ions, which may be given by (e.g., Gronenschild and Mewe 1978)

F(ν, TX ) = C0
neni Z2

√
TX

g f f (Z , TX , ν) exp (−hν/TX ) , (7.3)

where C0 is a constant of consisting of the basic physical constants, ne and ni are the
electron and ion density, respectively, Z is the charge number of the ion, and g f f is the
gaunt factor, a quantity close to unity. Themost evident spectral signature of TX is the
sharp cut-off of the emission spectrum at high energies, due to the exponential term
with the argument −hν/TX . However, the precise measurement of the temperature
distribution of the ICM requires the X-ray telescope with sufficient spectral and
angular resolution. The advanced X-ray observatories Chandra and XMM-Newton
launched in 1999 now can routinely provide localized measurements of the ICM
temperature (Vikhlinin et al. 2006; Pratt et al. 2007). The observed results show that
there are two types of the ICM in temperature distribution: one is the cooling core
ICMwith a dense core, in which the ICMhas a temperature profile decreasing toward
the center in the core regions and other one is non-cooling core ICM, which has a
moderate central densities (typically below 10−2 cm−3) and a flat or even slightly
increasing temperature profile toward the cluster center.
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In general, the non-cooling core ICM has usually central cooling times exceed-
ing the Hubble time. For the cooling core ICM with high densities in their cores,
however, they usually have shorter central cooling times, typically one or two orders
of magnitude smaller than the Hubble time, because the higher central density by
factors of 10 or more leads to the surface brightness of the ICM central core rising
dramatically above a β-model, by factors of up to 100, and reaching values of 1045

ergs/s, more than 10% of the clusters total luminosity. If this radiative loss is uncom-
pensated by heating, the central dense hot plasma would lose its kinetic energy and
cool on a time scale of tc = (γ − 1)−1 p/nenH�(T ) < 109 year (Silk 1976; Cowie
and Binney 1977; Fabian and Nulsen 1977; Mathews and Bregman 1978), where p
is the pressure, �(T ) is the cooling function, and γ is the ratio of specific heats. As
the central core radiates, it is compressed by the surrounding ICM hot plasmas and
flows inward. Moreover, the cooling time further decreases as the density increases,
so that the temperature of the central core drops rapidly to <104 K, and eventually,
the cooled central core condenses on to the central dominant galaxy of the cluster.
The condensing central core is replenished by hot ICM lying above, leading to a
steady, long-lived, pressure-driven inward flow at a rate of up to 1000 M
 per year
(Fabian 1994).

However, the observed cooling rate seems significantly lower than the expectation
of the above cooling flow model, in which the cooling flow is approximately steady
and the power radiated from the steady flow equals the sum of the enthalpy carried
into it and the gravitational energy dissipated within it. This discrepancy also implies
that the cooling flow is not condensing at the predicted rates, and hence that radia-
tion losses are being replenished. In particular, the advanced high-sensitive XMM-
Newton observations failed to confirm the previous estimates strength of low-energy
spectral lines, including the Fe L features, at ∼1 keV from cooling flow clusters
(Cowie 1981; Tamura et al. 2001; Peterson et al. 2001, 2003). The failure to detect
the low energy X-ray lines at the expected levels also indicates that the canonical
cooling rates were overestimated by an order of magnitude or more (Peterson and
Fabian 2006).

Since at the same time high angular resolution Chandra images showed signs of
strong interaction of the central AGN with the ambient ICM in many cooling core
regions (David et al. 2001; Nulsen et al. 2002; Fabian et al. 2005), the most probable
solution to the absence of strong cooling was soon believed to be the heating of
cooling core regions by the central AGN, which harbors at the center of the dominant
galaxy of the cluster and is engined by the central engine of the AGN that consists
a massive black hole and its accretion disk. As the change from the cooling flow
paradigm to an AGN heating scenario seems to be now widely accepted, the interest
has shifted to the question: how is the ICM actually heated by the interaction between
the ICM and AGN?

One of the first best studied cases is that of the Perseus cluster with the central
dominant galaxy NGC 1275, which, as the brightest X-ray source in the sky, has
now been observed with the Chandra observatory for total 900 ks (1 ks= 103 s) deep
exposure, as proposed by Fabian et al. (2005), providing the most detailed picture of
the cooling core in cluster central region. Figure7.9 shows a multi-color image of the
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Fig. 7.9 A composite image of the central region of the Perseus cluster produced from the Chandra
observations in three energy bands 0.3–1.2 (red), 1.2–2 (green), and 2–7 (blue) keV. An image
smoothed on a scale of 10 arcsec (with 80% normalization) has been subtracted from the image
to highlight regions of strong density contrast in order to bring out fainter features lost in the
high-intensity range of raw images (from Fabian et al. 2006)

central region of the Perseus cluster from the Chandra deep exposure images in three
energy bands 0.3–1.2 (red), 1.2–2 (green), and 2–7 (blue) keV (Fabian et al. 2006). In
Fig. 7.9, the central bright part of the image shows two inner cavities containing the
active radio lobes and two outer cavities, called ghost cavities, which were initially
interpreted as aging radio relics that had broken free from the jets originating AGN
of NGC 1275 and had risen 20–30 kpc into the ICM of the cluster (McNamara et al.
2001; Fabian et al. 2002), and later known they are filled with low-frequency radio
emission andmay be connected by tunnels back to the AGN (Clarke et al. 2005;Wise
et al. 2007). These cavities are surrounded by a series of nearly concentric “ripples”,
which can be more clearly brought out by the unsharp masking processing of the
image (Fabian et al. 2006). A more detailed analysis of the density and temperature
variations across the ripples implies typical pressure variations associated with the
ripples with amplitudes of about±(5 − 10)%, which are interpreted as sound waves
or very weak shock waves in the innermost region (Fabian et al. 2006). The blue
structure to the north of the AGN is caused by absorption in the falling high-velocity
system, projected at least 60 kpc in front of the AGN of NGC1275 (Gillmon et al.
2004).
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Fig. 7.10 Chandra X-ray image with 500 ks exposure for M87 in the energy band 0.5–1.0 keV of
showing structures in the ICM associated with the AGN outburst. Several small cavities and two
large eastern and southwestern arms with a series of filaments and loop-like structures are visible
(from Forman et al. 2007, ©AAS reproduced with permission)

The supergiant elliptical galaxy M87 (NGC 4486) is one of the central dominant
galaxies of the Virgo cluster. As the nearest (a distance ∼18 Mpc, or the redshift
z � 0.0042) cooling core cluster and the strong radio galaxy (Virgo A), also M87 is
one of themost suitable systems for studying the interaction between anAGN and the
ICM surrounding it through relativistic radio jets (Böhringer et al. 1995; Churazov
et al. 2001), and hence has been extensively investigated. The central engine of M87
has a supermassive black hole with a mass 3.2 × 109M
 (Harms et al. 1994; Ford
et al. 1994;Macchetto et al. 1997) and itswell-studied jet (Sparks et al. 1996; Perlman
et al. 2001; Marshall et al. 2002; Harris et al. 2003). In X-rays, M87 is the second
brightest extragalactic source (after the Perseus cluster), and the X-ray emission is
dominated by thermal radiation from the ICM at temperature ∼2 keV (Gorenstein
et al. 1977; Fabricant and Gorenstein 1983; Böhringer et al. 2001; Matsushita et al.
2002; Belsole et al. 2001; Molendi 2002). By use of a Chandra observation with 40
ks exposure, Young et al. (2002) reported X-ray cavities and edges in the surface
brightness profile.

Figure7.10 shows the X-ray image of M87 by the Chandra with deep exposure of
500 ks in the soft energy band of 0.5–1.0 keV, in which a lot of complex structures
are clearly visible in both two large-scale arms, especially the cavities and loop-
like structures in the broader eastern arm and filaments in the long southwestern
arm. These structures form a complex web of resolved loop-like and filamentary
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structures. By the combination of the observations of Chandra with 100 and 500
ks exposure (Forman et al. 2005, 2007) and XMM-Newton with 120 ks exposure
(Simionescu et al. 2007, 2008), these complexes inM87 have been investigatedmore
detailedly. The loop-like structures in the broad eastern arm can be interpreted as a
series of cavities at different evolutionary stages as they rise in the atmosphere of
M87.While the long southwestern arm appears to be composed of several intertwined
filaments, which are very soft and are not apparent at energies above 2 keV (Forman
et al. 2005, 2007).

By combining the hard emission (3.5–7.5 keV) observation, Forman et al. (2005;
2007) suggested further that the enhanced-emission edges or rings at ∼14 and ∼17
kpc were likely shock fronts rising into the atmosphere of M87, that is, the ICM of
the Virgo cluster, which were possibly driven by the AGN outbursts that occurred
1–2×107 years ago. The temperature in the ring rises from 2.0 to 2.4 keV, implying
the shock Mach number of M ∼1.2 and the shock velocity v ∼ 880 km/s. At the
shock, the density jump is 1.33, which yields a Mach number of 1.22, consistent
with that derived from the temperature jump too. Their results also show that outside
the shock fronts there are two regions of lower pressure in the northeastern and in
the southwestern, which are identified as radio lobes filled with relativistic plasma
emerging from the central AGN, but not contributing to the X-ray emission.

The giant galaxy MS0735.6+7421, hosting a radio source 4C+74.13, also is a
central dominant galaxy in a cooling core cluster, similar toM87, but at a much larger
distance of∼716Mpc (the redshift z � 0.216). McNamara et al. (2005) reported the
discovery of giant cavities of a diameter∼200 kpc and shock fronts in the giant galaxy
cluster MS0735.6+7421 caused by an interaction between a radio source and the
ICM surrounding it. The average pressure surrounding the cavities is p � 6 × 10−11

erg/cm3. The work required to inflate each cavity against this pressure is pV ∼ 1061

erg, where V is the volume of the cavity. The enthalpy (free energy) of the cavities
can approach ∼4pV per cavity, depending on the equation of state of the gas filling
them, giving a value of about 8 × 1061 erg, exceeding that in M87 by more than four
orders of magnitude.

Figure7.11 presents the Hubble Space Telescope visual image of the
MS0735.6+7421 cluster superposed with the Chandra X-ray image (blue) and a
radio image from the Very Large Array at a frequency of 330 MHz (red). The X-ray
image in Fig. 7.11 shows an enormous pair of cavities, each roughly 200 kpc in diam-
eter, that are filled with radio emission. This indicates that the radio jets emanating
from the AGN at the center core have been inflating the cavities for 108 years with
an average power of ∼×1046 erg/s since the AGN outbursted and the supermassive
black hole in the AGN grew by at least < 3 × 108M
 during the outburst. The cavi-
ties and radio source are bounded by a giant weak shock front, as contrast, the central
dominant galaxy at the center of the optical image, one of the largest galaxies in the
universe, is dwarfed by the giant cavities and the radio source.

Another example of giant-scale cavities and shocks with an order of magnitude
similar to the MS0735.6+7421 cluster is the Hydra A at a distance of the redshift
z = 0.055. In the combinedChandra andXMM-Newton study of the central region of
the galaxy cluster associatedwith the radio sourceHydraA, a similar front diagnostics
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Fig. 7.11 Hubble Space Telescope visual image of the MS0735.6+7421 cluster superposed with
the Chandra X-ray image (blue) and a radio image from the Very Large Array at a frequency of 330
MHz (red) (from McNamara and Nulsen 2007)

has also been performed by Nulsen et al. (2005) and Simionescu et al. (2009), in
which the shock feature has a much larger radial extent of 200–300 kpc, implying
a much more powerful by about two orders of magnitude than that in M87. Then, a
deep XMM-Newton observation provides higher photon statistics that allows a more
detailed analysis of the temperature and density (Simionescu et al. 2009). Modeling
the shock in three dimensions and fitting the projected model to the data implies a
Mach number of the best fitting model of about 1.2–1.3 (Simionescu et al. 2009).
While simple one-dimensional modeling of the evolution of the shock driven by the
energy input of the radio lobes as well as detailed three-dimensional hydrodynamical
simulations may provide further estimates for the age and the total energy of the
driven shock, and the results lead to the age of ∼2 × 107 years and the energy of
1061 erg (Nulsen et al. 2005; Simionescu et al. 2009).

In galaxy clusters and groups, or galaxies with central AGN, in principle, cavities
(or bubbles) produced by the interaction between the ICM or hot halo and the rela-
tivistic radio jets emanating from theAGNoutbursts, may be very common structures
in their X-ray images of the ICM, although they are very difficult to detect because of
large distances (McNamara and Nulsen 2007; Böhringer and Werner 2010). These
cavities vary enormously in size, from diameters smaller than 1 kpc like those in
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Fig. 7.12 Total radio luminosity between 10MHz and 10GHz plotted against jet power
(4pV/tbuoy). Open red symbols represent ghost cavities. Solid blue symbols represent radio filled
cavities. The diagonal lines represent ratios of constant jet power to radio synchrotron power. Jet
power correlates with synchrotron power but with a large scatter in their ratio. Radio sources in
cooling flows are dominated by mechanical power. The radio measurements were made with the
Very Large Array telescope (from McNamara and Nulsen 2007)

M87 (Forman et al. 2005) to diameters approaching 200 kpc in the MS0735.6+7421
and Hydra A clusters (McNamara et al. 2005; Nulsen et al. 2005; Wise et al. 2007).
They are often surrounded by a series of complex structures, such as belts (Smith
et al. 2002), arms (Young et al. 2002; Forman et al. 2005), sheets (Fabian et al. 2006),
shock fronts, and filaments, perhaps, by magnetic fields threaded along their lengths
(Nipoti and Binney 2004). At present, this wealth of structure is not well understood.
The cavities in these interaction systems occupy between 5% and 10% of the volume
within 300 kpc, giving the hot ICM a Swiss cheese-like topology (Wise et al. 2007).
Evidently, the cavities are close to being in pressure balance with the surrounding
ICMor halo. The cool rims are probably composed of displaced gas dragged outward
from the center by the buoyant cavities (Blanton et al. 2001; Churazov et al. 2001;
Reynolds et al. 2001).

The work required to inflate the cavities against the surrounding pressure is
roughly pV ∼ 1055 erg in giant elliptic galaxies (Finoguenov and Jones 2001) and
upward of pV ∼ 1061 erg in rich clusters (Rafferty et al. 2006). The total energy
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needed to create a cavity is the sum of its internal (thermal) energy, E , and the work
required to inflate it, i.e., its enthalpy,

H = E + pV = γ

1 − γ
pV, (7.4)

where the ratio of specific heats (i.e. the adiabatic exponent) γ = 4/3 for a relativistic
gas, 5/3 for a non-relativistic gas, and 2 for the case dominated by magnetic field,
and the corresponding enthalpy H = 4pV , 2.5pV , and 2pV , respectively. While
the radio luminosity, Lradio, seems to be correlative with the cavity power, Pcav =
H/tbuoy , but with a large scatter that is poorly understood, where tbuoy is the bouyant
time of the cavity from the center of the cluster to its present location, a reasonable
estimate for the cavity age (Bîrzan et al. 2004; Dunn and Fabian 2006). Figure7.12
shows that the total radio luminosity between 10MHz and 10GHz plotted against
cavity power provided by the driven jets (4pV/tbuoy), where the open red symbols
represent ghost cavities, the solid blue symbols represent radio filled cavities, and
the diagonal lines represent ratios of constant jet power to radio synchrotron power.
From Fig. 7.12, jet power correlates with synchrotron power but with a large scatter
in their ratio (McNamara and Nulsen 2007).

Meanwhile, Fig. 7.12 also shows the total power of the cavity, in general, is much
larger than the loss rate of its radio emission, implying that the majority of its carry-
ing energy contributes to the interaction with the surrounding ICM or halo, including
to heat the surrounding hot ICM or halo and to replenish their energy loss due to
the X-ray emission. These interaction processes and active phenomena of hot atmo-
spheres are strikingly similar with very familiar solar active and eruptive phenomena
frequently occurring in the solar atmosphere, such as solar flares and coronal mass
ejections, as well as the well-known solar coronal heating, but in much larger scales.
However, our understanding of the physical process and mechanism that transforms
the cavity energies into the kinetic energies of ICM particles is very poor. One of
the most promising candidate mechanisms, perhaps, also is the heating caused by
KAWs or KAW turbulence in the ICM, like the heating in the solar atmosphere and
the solar wind. These KAWs and KAW turbulence may be excited or created by the
cavities inflating into the ICM.

In fact, not only large-scale structures observed in ICM have their appearances
similar with the active structures in the solar corona and the solar wind, but in
larger scales, but also the ICM turbulence has an inertial spectrum similar to that
measured in the solar wind turbulence as well as in the ISM turbulence. Such ICM
turbulence has been observed to present in the Coma cluster of galaxies by Schuecker
et al. (2004). By means of a spectral reduction of deep XMM-Newton observations,
they investigated the stochastic turbulence and the corresponding turbulent spectrum
based on the projected pressure map of the ICM in the central region of the Coma
galaxy cluster (Schuecker et al. 2004). The Coma cluster has a very flat appearance,
characterized by a very large core radius of the X-ray surface brightness of rc ∼ 420
kpc (Briel et al. 1992). This enables us to treat the configuration of the central region
of the Coma cluster in the first approximation as a slab geometry, with corrections to
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145kpc

Fig. 7.13 Detailed overview of the projected pressure distribution of the ICM in the central region
of the Coma cluster. The 145 kpc scale corresponds to the largest size of the turbulent eddies
indicated by the pressure spectrum. The smallest turbulent eddies have scales of around 20 kpc. On
smaller scales the number of photons used for the spectral analysis is too low for reliable pressure
measurements (from Schuecker et al. 2004)

the power spectrum applied later. Moreover, more importantly, the core region of the
Coma cluster has sufficiently high signal-to-noise X-ray spectra at a comparatively
small angular resolution.

Figure7.13 shows the map of the projected pressure distribution of the ICM in
the central region of the Coma cluster, which was obtained by calculating the plasma
density from the X-ray surface brightness (with an assumed depth of the ICM in the
line of sight), then deriving the temperature by a spectral analysis of the data, and
finally yielding the pressure by means of the ideal gas equation of state (Schuecker
et al. 2004). The analysis of the fluctuation spectrum testing for a turbulent power
law spectrumwas performed by using the pressure rather than density or temperature
fluctuations in order to avoid confusion with the static entropy fluctuation in pressure
equilibrium, which may be produced by contact discontinuities. In Fig. 7.13, the
turbulent structure of pressure fluctuation can be displayed clearly, in which the
largest turbulent eddies associated with the power spectrum of pressure fluctuation
rather than large-scale structures such as discontinuities or shocks, have a scale size
∼145 kpc, about a fraction of the size of the radius of the ICM core of the Coma
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Fig. 7.14 Correlation between relative fluctuations of density squared (n2) and temperature (T )
with the 1-σ error bars. The two thick lines represent the adiabatic exponent γ = 5/3 (for an
ideal gas) and γ = 4/3 (for the observed data of the Coma cluster), respectively, and another thick
line shows the anticorrelation of density and pressure expected by contact discontinuities (from
Schuecker et al. 2004)

cluster. While the sizes of the smallest turbulent eddies are about 20 kpc, which is
restricted by the observational limit, because on smaller scales the number of detected
photons used for the spectral analysis is too low for reliable pressure measurements
(Schuecker et al. 2004).

Figure7.14 presents the correlation of the relative fluctuation in squared density
(n2) and temperature (T )with the 1-σ error bars,where the thick line denoted by “4/3”
represents the observed correlation for the ICM fluctuations in the central region of
the Coma cluster, which has an adiabatic exponent γ = 4/3 and, as a comparison,
the line denoted by “5/3” gives the correlation for an idea gas with the adiabatic
exponent γ = 5/3. While, as a contrast, another thick line shows the anticorrelation
of density and pressure, which is expected by contact discontinuities (Schuecker et al.
2004). The results presented in Fig. 7.14 show that the observed density fluctuation
is dominated by the turbulent pressure fluctuation rather than contact discontinuities
because the observed fluctuation obviously is inconsistent with the expectation of the
anticorrelation between density and pressure fluctuation by contact discontinuities.
By contrary, the positive correlation exponent (γ = 4/3) given by the observation
is rather close to the adiabatic exponent of γ = 5/3 for an ideal gas, implying that
adiabatic pressure fluctuations as expected for the ram pressure effects of turbulent
motions dominate also the density and temperature fluctuation spectrum. Therefore,
the small-scale structures in the density and temperature fluctuations with a positive
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correlation occupy different regions than the large-scale distribution of the ICM, such
as contact discontinuities and strong shocks.

In order to find out whether or not such fluctuations are organized as in a turbulent
regime, Schuecker et al. (2004) further investigated the power spectrum of the spatial
pressure fluctuations. Figure7.15 presents the shot-noise subtracted power spectrum
on scales between 40 and 90 kpc with 1-σ error bars, from the Fourier analysis
of the pressure fluctuation of the ICM in the central region of the Coma cluster. In
Fig. 7.15, as a comparison, the dashed lines give the power-law spectra projected in an
analogousway as the observed spectrum,which are labeledwith the exponents−7/3,
−5/3, −3/3, and −1/3, respectively, of the non-projected three-dimensional power
spectra (Schuecker et al. 2004). From Fig. 7.15, the observations lay in between a
power law exponent of−5/3 and−7/3. An exponent of−7/3 is the one expected for
the pressure turbulence by the Kolmogorov-Obuchov inertial spectrum (Kolmogorov
1941; Oboukhov 1941). This indicates that an inertial-regime turbulent spectrum
between the driving and dissipation scales can be established in the ICM of the
Coma cluster, at least in its central region (Schuecker et al. 2004). The presence of
this inertial-regime turbulent spectrum in cosmological scales range also raises some
challenging problems. For example, what is the driving source for the cosmological
turbulence? What is its association with the cosmic evolution? What is the role of
magnetic fields in this turbulence? Is this ICM turbulence observed in the central
region in the Coma cluster universal in other galaxy clusters and can extend to larger
and smaller scales? Finally, is this ICM turbulence a part of the universal turbulence
presented in Fig. 7.1, or its straight extension in larger scales?

In smaller scale ranges, the important information on the ICM turbulence can
also be obtained by measuring the level of resonant scattering in emission lines
observed in the ICM. The ICM is generally assumed to be optically thin. As pointed
out by Gilfanov et al. (1987), measurements of the optical depth may give important
information about the turbulent velocities in the hot plasma because the optical depth
of the resonance line depends on the characteristic velocity of small-scale motions of
plasmas in the ICM. Werner et al. (2009) used deprojected density and temperature
profile for a giant elliptical galaxy, which is obtained by the Chandra satellite, to
model the radial intensity profile of the strongest resonance lines (e.g., the Fe XVII
line at 15.01 Å), accounting for the effects of resonant scattering, for different values
of the characteristic turbulent velocity. Comparing the model to the data they found
that the isotropic turbulent velocities on spatial scales smaller than ∼1 kpc are less
than 100 km/s in the center of the galaxy (Werner et al. 2009).

In the previous section Sect. 7.1, by combining the in situ measurements of the
satellites from the solar wind to the local ISM and the observations of interstellar
scintillations of radio waves in ISM, a large power spectrum of cosmic plasma tur-
bulence has been found from the kinetic scales of plasma particles to cosmological
scales of 100 pc. Now this cosmic plasma turbulent spectrum further may extend
to larger scales of 100 kpc in extragalactic ICM. Certainly, our knowledge about
plasma physical processes and active phenomena occurring on the Sun, the astro-
physical laboratory, can greatly help us further to understand physical mechanisms
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Fig. 7.15 Observed projected shot-noise subtracted power spectral densities of the pressure fluc-
tuations of the ICM in the central region of the Coma cluster, with the 1-σ error bars, obtained
by an average of the results from the 20 × 20 arcsec2 (corresponding to 13.5 × 13.5 kpc2) and
40 × 40 arcsec2 (corresponding to 27 × 27 kpc2) grids. As a comparison, dashed lines represent
the power-law spectra with different spectra exponents of −7/3, −5/3, −3/3, and −1/3, projected
in an analogous way as the observed spectrum (from Schuecker et al. 2004)

of plasma phenomena in other astrophysical objects, such as normal stellar coronae,
accretion coronae around dense objects, galactic halos, ISM and ICM.

As shown in theChaps. 5 and 6, KAWs orKAW turbulence are themost promising
candidate responsible for the plasma heating in the solar corona and the solar wind.
For the case of hot ICMor galactic halos, the results presented in Figs. 7.13, 7.14, and
7.15 (Schuecker et al. 2004) and discussions byWerner et al. (2009) show that a wide
turbulent spectrum over a scale range from ∼100 kpc to ∼1 kpc can exist in ICM
and has a power-law behavior similar to the big ISM turbulent spectrum covering
the scale range from ∼0.1 kpc to the particle kinetic scales of ∼50 m presented in
Fig. 7.1, which has been identified well to exist in the ISM of our galaxy (Lee and
Lee 2019). Therefore, we can in reason expect that the ICM turbulent spectrum may
extend into sub-kpc scale range, although the sub-kpc scale turbulence in ICM is still
below resolvable observations. In particular, KAW turbulence is the natural result
of the turbulent cascade of the AW turbulence towards small scales into the kinetic
scales in ICM. Like the case of in the solar atmosphere and the solar wind, KAW
turbulence also may be one of the most promising candidates responsible for the
plasma heating of hot ICM and hot halos.
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7.4 KAWs and Their Roles in Extended Radio Sources

Besides the ICM heating, another important problem in the plasma physics of extra-
galaxies and cluster of galaxies is the reacceleration of synchrotron-emitting rela-
tivistic electrons in powerful extragalactic extended radio sources (ERS), especially
in extragalactic radio jets. In general, powerful extragalactic ERS consist of three
parts: a central compact radio source located in near the central engine of the central
dominant galaxy of the associated cluster, extended radio lobes with a size ∼ tens or
hundreds of kpc at a large distance from the central engine ∼ Mpc, and narrow radio
jets linking the radio lobes to the central engine. It has been widely believed that the
central engine consists of a massive rotating black hole (called Kerr black hole) with
a strong gravitational field and a steady accretion disk nearly at the Kepler motion
around its rotating axis. A large amount of gravitational energy released by the accre-
tion process can drive two oppositely-directed relativistic plasma beams along the
rotating axis, although the specific driven mechanism still is an open problem. It is
the relativistic plasma beams that supply the observed double radio jets and lobes
with synchrotron-emitting relativistic electrons, in which the basic emission mecha-
nism is the incoherent synchrotron emission produced by a nonthermal population of
relativistic electrons gyrating in a magnetic field, based on a common fundamental
postulate proposed by Alfvén and Herlofson (1950).

The early theories of ERS were to some extent analogies drawn with solar flares
and supernova remnants, involving the ejection of magnetized plasmas associated
with mysterious explosions driven by the central engine (van der Laan 1963; De
Young and Axford 1967; Burbidge 1967; Sturrock and Feldman 1968; Mills and
Sturrock 1970). One immediate difficulty with explosion models is the so-called
adiabatic loss problem. In dynamical expansion, the internal energy associated with
the relativistic electrons is converted into bulk kinetic energy, and the electron ener-
gies scale in proportion to the cube root of the background density. The extremely
relativistic electrons with energies of GeV orders in the extended sources would
need to have been unacceptably energetic in the initial central region if they had
been transported adiabatically. This energy shortage problem was put on a firmer
footing with the discovery of the hot spots in the strong ERS, Cygnus A, in which
the radiative lifetimes of the emitting electrons are much shorter than the transferring
times (Blandford and Rees 1974; Begelman et al. 1984). Therefore, it is very clear
that some of the bulk kinetic energy must be channeled back into particle energy
through some in situ acceleration mechanisms, such as shocks or turbulence, in the
ERS.

It is a widely adopted view that the existent narrow radio jets link the powerful
extended radio lobes at distances from the central engine directly to the central
engine and channel energetic relativistic plasma beams from the central engine into
the distant radio lobes, although, sometimes, these narrow radio jets may be invisible.
Thus, the other basic problem in the physics of ERS is how to explain the highly
collimated degree of the radio jets from their origin ∼0.1 pc to distances ∼100 kpc,
which is a dynamic range > 6 orders of magnitude, since it is these narrow radio
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jets that power the distant powerful extended radio lobes. Hydrodynamic models
of narrow radio jets confined by external ICM pressure usually may be valid only
in dynamic ranges of the order of one order of magnitude (Norman et al. 1982;
Bicknell 1984). Further analyses show that the minimum pressure in a number of
jets, including the famous M87 jet associated with the radio source Virgo A, appears
to exceed the pressure in the surrounding ICM calculated from the X-ray emission
by an order of magnitude, and while the continuous energy input required to produce
the jet emission is incompatible with a freely expanding jet (Potash andWardle 1980;
Burns et al. 1983; Hardee 1985).

For a current-carrying jet that is very likely case, in fact, a natural explanation for
the jet collimation is that the jet is self-confined by the Lorentz force J × B, where
J and B are the electric current density and magnetic field in the jet. This indicates
that the confinement mechanism for the narrow radio jets is the magnetic pinch, that
is, the classic Bennett pinch, in which the plasma pressure within a jet, p, may be
balanced by the tension of an azimuthal magnetic field, Bφ, that is, p = B2

φ/2μ0.
However, this requires the jet has an axial self-collimated current, IC , as follows:

jz = 2Bφ

μ0r
⇒ IC = 2πr

√
2p

μ0
� 7.7 × 1016rkpc

√
p−12 (A), (7.5)

where rkpc is the jet radius in the unit of kpc, p−12 is the jet pressure in the unit of
10−12 dyn/cm2. Therefore, a jet may be magnetically confined if it carries a net axial
current IC ∼ 1017rkpc

√
p−12 A (Benford 1978; Begelman et al. 1984). However, as

pointed out by Eilek (1985), the strong electrostatic potential produced by the charge
accumulation caused by the axial current in the end of the jet or the radio lobes
would be large enough to stop the jet in only 10 to 103 years. This implies that a
complete circuit as a electrodynamically coupling beam-return system must exist in
the jet-lobe system and its surrounding environment, including the jets, lobes, the
central engine, and the surrounding ICM.

In fact, the presence or injection of a relativistic fast electron beamemanating from
the central engine in the jet inevitably causes a charge- and current-neutralizing return
current in the jet-lobe system and sets up a beam-return current system, in which the
return current can significantly compensate the charge and current carried by the fast
electron beam (Hammer and Rostoker 1970; van denOord 1990). The electrodynam-
ics of the beam-return current system have been extensively investigated in the solar
atmosphere (Spicer and Sudan 1984; Brown and Bingham 1984; van den Oord 1990;
Xu et al. 2013; Chen et al. 2014, 2017). In the case of jet-lobe systems, the return
current possibly presents on the boundary layer of the surrounding jet-lobe system
(like the magnetopause current described in Sect. 4.1) or in between the axial current
channels within the jet (like the auroral field-aligned current described in Sect. 3.2),
and hence has a very diffuse distribution over a much larger area than the intense cen-
tral axial current (Benford 1978, 1984; Elphic 1985). Whatever the specific details
of the electrodynamics are, the beam-return current system can effectively excite
AWs by the current instability, called the self-generated AWs (Wu et al. 2014; Chen
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et al. 2017). For a low-β plasma with the kinetic to magnetic pressure ratio (i.e., the
plasma pressure parameter) β  1, the saturation strength of the self-generated AW,
BAW , may be given approximately by (Wu et al. 2014, Chen et al. 2017)

BAW � √
β0B0, (7.6)

where the β0 and B0 are the background plasma pressure parameter and the back-
ground magnetic field strength. The local observations from solar and space plasmas
show that this relation for the saturation level of AW turbulence seems to be a uni-
versal in a wide range, although it is obtained from the case of the self-generated
AW excited by the current instability (Wu et al. 2014; Chen et al. 2017).

However, based on the simple model of cosmic ray propagation, the current inten-
sity carried by a beam of charged particles can not exceed the so-called Alfvén limit,
IA � 17βJ γJ kA, where βJ ≡ vJ /c is the jet velocity in the unit of the light veloc-

ity c and γJ ≡ 1/
√
1 − β2

J is the relativistic factor (Alfvén 1939). In general, this
Alfvén limit IA is much less than the self-collimated current IC in Eq. (7.5), unless
the relativistic factor of the jet reaches γJ > 1013, an unreasonably high value. On
the other hand, the in situ observations of magnetic structures of plasma ejections
or flows by satellites in the solar wind and the planetary magnetospheres show that
they usually have a rope-like structure with B ∼ Bz near the axis and B ∼ Bφ far
from the axis (Elphic 1985; Russell 1985), where Bz and Bφ are, respectively, the
axial and the azimuthal components of the magnetic field. If taking account of the
effect of an axial magnetic field Bz , the Alfvén limit above can be largely upgraded
to (Hammer and Rostoker 1970; Lee and Sudan 1971; Brown and Bingham 1984;
Spicer and Sudan 1984; Melrose 1990; van den Oord 1990)

IA = 2πr Bz

μ0
= 1.5rkpc BnT × 1017 (A), (7.7)

where BnT is the axial magnetic field in the unit of nT = 10 μG. Comparing Eqs.
(7.5) and (7.7), one has IA > IC ⇒ BnT > 0.5

√
p−12, implying that a sufficiently

strong axial magnetic field of BnT > 0.5
√

p−12 can allow the jet to carry a current
enough to generate a self-confining azimuthal field Bφ. As for the source of the axial
magnetic field Bz , the most possible case is that it originates from the central engine,
such as the direct extension or the portion dragged by the jet of the magnetic field of
the accretion disk around the Kerr black hole (Lovelace 1976; Blandford 1976).

Jafelice and Opher (1987a, b)) proposed that KAWs can be responsible for the
generation of the self-collimated current leading to the self-confined magnetic field
in the jets as well as the reacceleration of relativistic synchrotron-emitting electrons.
As noted by Rees (1982), the plasma conditions in ERS are similar to those found in
the local ISM, where the plasma may be concentrated in filaments or clouds. In fact,
as revealed by the X-ray observations presented in previous sections, the ICM has
complex magnetized plasma structures (see e.g. Figs. 7.9, 7.10, and 7.11). Like the
ICM case, there is much observational and theoretical evidence suggesting that the



332 7 KAWs in Extrasolar Astrophysical Plasmas

ERS probably do not have a homogeneous internal structure, even on relatively small
scales, and hence the existence of more or less intense gradients of density, magnetic
fields, or both, are expected inside ERS (Lacombe 1977; Rees 1982; Begelman et al.
1984). For instance, a number of filamentary structures have been observed in the
radio lobes of Cygnus A (Perley et al. 1984). These ubiquitous inhomogeneities
in ERS can be very plentiful and efficient sources of exciting KAWs through the
density striation instability (Wu and Chen 2013; Chen et al. 2015) or the resonant
mode conversion of AWs (Hasegawa 1985; Xiang et al. 2019).

Besides the current instability, in fact, the majority of the macroscopic MHD
instabilities, such as the Kelvin-Helmholtz and Rayleigh-Taylor instabilities, all can
produce efficiently AWs (Hasegawa 1976). The fact that these instabilities are very
likely to be generally present in ERS (Blake 1972; Begelman et al. 1984) suggests
that the intense AW turbulence can prevail in ERS, just like they exist ubiquitously
in the solar atmosphere, solar wind, and ISM. In a weakly inhomogeneous plasma
such as ERS (radio lobes or jets), as described in Sect. 1.5, one of the most effec-
tive mechanisms for generating KAWs is the resonant mode conversion of AWs
(Hasegawa and Chen 1976). Like the resonant mode conversion process occurring
in the magnetopause and magnetotail described in Chap. 4, in the inhomogeneous
ERS (in density, magnetic field, or both), the resonant mode conversion process of
AW with a frequency ω0 into KAW also can occur at the Alfvén resonant surface
of ω0 = ωA(x) ≡ k‖vA(x), where vA(x) = B(x)/

√
μ0mi n(x) is the local Alfvén

velocity in the inhomogeneous ERSwith the inhomogeneous magnetic field strength
B(x) and plasma density n(x), and x is the distance along the inhomogeneity with
a characteristic scale size a = κ−1 = |∂ ln n(x)/∂x |−1. In consideration of the fully
collisionless nature of plasmas in the ERS, it should be a very reasonable assumption
that theAWenergy damping is primarily due to themode conversion toKAW inERS,
implying a conversion rate of AW to KAW of ∼100%, and that these AW energy
ultimately all will be transferred to the plasma, field-aligned accelerating electrons
and cross-field heating ions (Hasegawa and Uberoi 1982; Ross et al. 1982; Heyvaerts
and Priest 1983; Steinolfson 1985; Lee and Roberts 1986; Steinolfson et al. 1986).

Assuming that the inhomogeneity of ERS, especially jets, can be characterized by
a wealth of filamentary structures and these filaments have the inhomogeneity scale
size a and average distance d, implying that the fraction of the space occupied by the
AWs is a/ (d + a) ∼ a/d for a  d in the ERS, the inhomogeneity of an individual
filament may be approximately described by a linear variation as follows (Lacombe
1977; Rees 1982; Begelman et al. 1984; Perley et al. 1984):

ωA(x)2 ≡ k2
‖v

2
A(x) = ω2

+ + ω2
−κx, (7.8)

where ω2± ≡ (
ω2

M ± ω2
m

)
/2, ωM(m) = k‖vAM(m), and vAM(m) is the maximal (mini-

mal) Alfvén velocity in the filament. The damping time of the resonant AW with the
resonant frequency ω0 � ω+ (i.e., the resonant mode conversion time of the AW into
the KAW), τr , can be given by
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τr = 4ω+
πk‖aω2−

� 4
√
2ω−1

0

πk‖a
� 1.8τA

k‖a
, (7.9)

where the approximation ω2
M � ω2

m has been used and the Alfvén time (the wave
period) τA = ω−1

0 = 1/k‖vA (Lee and Roberts 1986).
At appreciable distances from the central engine, the nonrelativistic MHD is still

valid and the Alfvén velocity vA is much less than the light velocity c (vA  c).
For an intermediate-β of 1 � β � Q ≡ me/mi , in the resonant mode conversion
process of the AW into the KAW, the magnetic field strength of the KAW, BK AW ,
can be intensified significantly in comparison to the AW strength, BAW , (Hasegawa
1976),

BK AW � 1 + (kx ρ̄i )
2

√
κρ̄i

BAW � 2√
κρ̄i

BAW , (7.10)

where kx is the perpendicular wave number of the KAW along the inhomogene-
ity, ρ̄i is the ion gyroradius at an average energy Ēi and kx ρ̄i ∼ 1 for the KAW.
The corresponding field-aligned electric potential of the KAW, ψ, is proportional to
ρ̄ivA BK AW , and hence the potential energy can be written as (Hasegawa 1976)

eψ � 2√
κρ̄i

BAW

B0
p̄ivA ∼ 2

√
β0

κρ̄i
p̄ivA, (7.11)

where p̄i ≡ eB0ρ̄i =
√
2mi Ēi is the average momentum of ions with energy Ēi .

In particular, if the average energy density of relativistic beam particles in the jet,
ni Ēi , is comparable to the ambient magnetic field energy density, B2

0/2μ0, that is,

B0 ∼
√
2μ0ni Ēi , Eq. (7.11) leads to

eψ ∼ 4

√
β0

κρ̄i
Ēi . (7.12)

The electric potential energy of the KAW in Eq. (7.12) can give an estimation
for the electron energy accelerated by the KAW (Jafelice and Opher 1987a). For the
case in ERS, which is a low density cavity surrounded by the hot ICM, it is proper
to take the ambient magnetic field B0 ∼ 5 nT (i.e., 50 μG), temperature T ∼ 107

K, and density n0 ∼ 10−2–10−3 cm−3. This leads to the plasma pressure parameter
β0 ∼ 10−1–10−2 in the ERS. For the scale size of the filamentary inhomogeneity
in the ERS, a = κ−1 ∼ 102 − 103ρ̄i possibly is a reasonable scale range. The result
indicates β0/κρ̄i ∼ 10, that is, the acceleration potential energy of theKAW is higher
than the beam electron energy by an order, eψ ∼ 10Ēi . The acceleration time (i.e.,
the damping time of the KAW), τa , may by estimated by (Lee and Roberts 1986;
Jafelice and Opher 1987a)
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τa ∼ 102τA
k‖
kx

∼ κρ̄iτr  τr , (7.13)

where k‖a ∼ 0.1 and kx ρ̄i ∼ 1 have been used for the resonantAWandKAW, respec-
tively. This indicates that the transferring time of the AW energy into the energy of
the beam electrons, that is, so-called the reacceleration time, τra = τr + τa � τr . On
the other hand, if the expansion time is larger than the synchrotron radiation time τs

(i.e., the average synchrotron lifetime of the beam electrons), the cooling time of the
beam electrons τL ∼ τs . Therefore, the energy balance by this reacceleration process
results in

τL

τra
β0 f = 1 ⇒ τr ∼ β0 f τs ⇒ τA ∼ β0 f

18
τs, (7.14)

where f ≡ a2/ (d + a)2 ∼ a2/d2 is the filling factor of filaments in the ERS and Eq.
(7.9) has been used for τr . For a typical synchrotron-radiating lifetime of relativistic
electrons τs ∼ 3 × 1011 s (i.e.,∼ 104 years) and β0 ∼ 10−2, the requiredAlfvén time
τA ∼ 2 × 108 f s ∼ 2 × 105 s for the filling factor f ∼ 10−3 and the corresponding
wavelength of theAWλ‖ ∼ vAτA ∼ 4AU for vA ∼ 0.01c. For the typical parameters
of the ERS above given and the typical energy Ēi ∼ 10 MeV, one has ρ̄i ∼ 6 × 104

km (i.e., a = κ−1 ∼ 0.4 AU ∼ 0.1λ‖) and hence the acceleration potential energy
eψ ∼ 10Ēi ∼ 100 MeV.

For extremely relativistic electrons at higher energies, which are expected to
present in jets and lobes, the cyclotron-resonant acceleration (CRA) by ubiqui-
tous AWs can provide a more effective acceleration mechanism (Lacombe 1977;
Begelman et al. 1984). In fact, the physical nature of the above acceleration by the
field-aligned electric potential energy of KAWs, eψ, is the Landau damping acceler-
ation of KAWs. For the case of AWs the Landau damping acceleration can not work,
and while the CRA by AW requires the following cyclotron resonance condition
(Lacombe 1977; Begelman et al. 1984; Jafelice and Opher 1987a):

ω + sωce

γe
+ kzvz = 0, (7.15)

where s is the harmonic number and γe is the relativistic factor of electrons. For the
low-frequency AW the cyclotron resonant condition of Eq. (7.15) can be reduced
approximately as

γe � ωce

ω

vA

c
∼ 10−2 ωce

ω
, (7.16)

where the harmonic number s = 1 has been used. For a typical plasma environment
in ERS the AW turbulence can have a wide spectrum ranging between the resonant
mode conversion frequencyω+ and the ion gyrofrequencyωci in the frequency space,
that is, the AWs with frequency ωci > ω > ωA = 1/τA are available for the CRA of
electrons. For above the typical parameters in ERS, we have ωce ∼ 140 Hz, ωci ∼
7.6 × 10−2 Hz, and ωA ∼ 5 × 10−6 Hz, implying that the resonant electrons are
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required to have a relativistic factor 20 < γe < 2.8 × 105, that is, to have an energy
between 10 MeV and 140 GeV.

In fact, the above arguments and results suggest a competitive and cooperative
scenario for the reacceleration of relativistic electrons by AWs and KAWs in the
ERS (Lacombe 1977; Begelman et al. 1984; Jafelice and Opher 1987a). Firstly, the
cooling nonrelativistic electrons due to the Landau damping acceleration by KAWs
at the resonant mode conversion frequency ωA, which is much less than the ion
gyrofrequencybecomemoderately relativistic electronswith energies ofMeVorders.
Then, these moderately relativistic electrons further are accelerated to extremely
relativistic energies of GeV orders through the CRA by AWs with frequencies above
ωA but below ωci .

The CRA by AWs increases mainly the cross-field energy of the accelerated elec-
trons, which can efficiently compensate the synchrotron-emitting loss of the relativis-
tic electrons. While the Landau damping acceleration by KAWs can greatly increase
the field-aligned energy of the accelerated electrons, which may contribute signif-
icantly to the self-collimated current in the radio jets. Jafelice and Opher (1987b)
further calculated the field-aligned current caused due to the Landau damping accel-
eration of electrons by KAWs for the Maxwellian and power-law distributions of the
electrons in momentum. In principle, the field-aligned current Jz = −eneuez carried
by the accelerated electrons with the distribution f (p) in the momentum space can
be obtained by the field-aligned integrating velocity uez as follows:

uez =
∫

p
vez(p) f (p)d3p = 2π

∫ +∞

pm

∫ +∞

−∞
pz

γeme
f (pr , pz)pr dpzdpr , (7.17)

where the axial symmetry has been assumed for the distribution function f (p),
p = γemev, vez is the z-component of the electron velocity with the momentum pz ,
and pm is the low-momentum cut-off pm ∼ 0.1Te/c in the distribution.

Under the simplest approximation that the perturbation of KAW alters the rel-
ativistic electrons distribution just in the neighborhood of the resonant veloc-
ity vA (i.e., momentum pz A), it results in a plateau in the distribution function
at the value f (p; pz = pz A) (where pz A ≡ γemevA) with a characteristic width
2�pz = 2δeψ/vA centered at pz A. The factor δ ≤ 1 determines the magnitude of
the perturbation of electron distribution. Neglecting terms of the order of (vA/c)2

and using γe = p/mec with p = √
p2

r + p2
z , then pz A � (vA/c) pr and the primary

contribution to uez in Eq. (7.17) comes from the momentum pr � pz . Thus, Eq.
(7.17) may be reduced to

uez = 2πc
∫ +∞

pm

g(pr )pr dpr , (7.18)

where

g(pr ) ≡
∫ +∞

−∞
f (pr , pz)
√

p2
r + p2

z

pzdpz (7.19)
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can be specified for the Maxwellian and power-law distributions, respectively.
On the other hand, the current Jz = −eneuez caused by KAWs exists only in the

thin layer where the resonant mode conversion of AWs intoKAWs occurs. Taking the
typical parameter values used above for a jet, for a relativisticMaxwellian distribution
function of the electrons as follows:

f (p) = c3

8πT 3
e

exp

(

− pc

Te

)

, (7.20)

Jafelice and Opher (1987b) obtained the field-aligned current density caused by
KAWs Jz is

Jz � 10−10 A/m2 (7.21)

and the current intensity

IJ � 2 × 1028 f A � 2 × 1025 A, (7.22)

where the filling factor f = 10−3 has been used. By comparing with the Alfvén limit
IA inEq. (7.7), the field-aligned current caused byKAWs IJ evidently exceeds greatly
the Alfvén limit IA, implying that a strongly electrodynamic coupling beam-return
current system must be established in the jet-lobe system, in which the majority of
the KAW IJ is compensated by a return current IR and the net current IJ − IR �
IA ∼ IC , sufficiently to confined the jet.

For a power-law distribution function of nonthermal electrons as follows:

f (p) = s − 4

4πc
ps−4

m Ēe p−s, (7.23)

where s = 2αs + 3 and αs is the synchrotron spectral index, Jafelice and Opher
(1987b) gave the electric current density generated by KAW as follows:

Jz = 3 × 10−7 A/m2, (7.24)

where Ēe = 21/(s−4) pmc = 10 MeV, αs = 0.65, and hence s = 4.3 has been used.
The total electric current intensity generated by KAWs is

IJ = 7 × 1031 f A ∼ 7 × 1028 A (7.25)

for the filling factor f ∼ 10−3.
From above analyses, in both two cases of relativistic electron distributions: the

Maxwellian and power-law distribution, the field-aligned currents caused by KAWs
IJ are much larger than both the Alfvén limit current IA and the collimated current
IC . Moreover, for the typical parameters of extragalactic radio jets, we can have
IA � IC . The condition IJ � IA indicates that the return current and a strongly
coupling beam-return current system must exist in extragalactic jet-lobe system,
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and while the condition IA � IC implies that the self-collimated mechanism for the
relativistic jets by the field-aligned current caused by KAWs is plausible. Therefore,
KAWs can not only play an important role in the reacceleration of synchrotron-
emitting electrons, but also their field-aligned currents can provide an effective self-
collimated mechanism for the jets.
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